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Preface 

The Workgroup Human–Computer Interaction & Usability Engineering (HCI&UE) of 
the Austrian Computer Society (OCG) serves as a platform for interdisciplinary ex-
change, research and development. While human–computer interaction (HCI) tradi-
tionally brings together psychologists and computer scientists, usability engineering 
(UE) is a software engineering discipline and ensures the appropriate implementation 
of applications.  

Our 2008 topic was Human–Computer Interaction for Education and Work 
(HCI4EDU), culminating in the 4th annual Usability Symposium USAB 2008 held 
during November 20–21, 2008 in Graz, Austria (http://usab-symposium.tugraz.at).  

As with the field of Human–Computer Interaction in Medicine and Health Care 
(HCI4MED), which was our annual topic in 2007, technological performance also 
increases exponentially in the area of education and work.  

Learners, teachers and knowledge workers are ubiquitously confronted with new 
technologies, which are available at constantly lower costs. However, it is obvious that 
within our e-Society the knowledge acquired at schools and universities – while being an 
absolutely necessary basis for learning – may prove insufficient to last a whole life time. 

Working and learning can be viewed as parallel processes, with the result that life- 
long learning (LLL) must be considered as more than just a catch phrase within our 
society, it is an undisputed necessity. Today, we are facing a tremendous increase in 
educational technologies of all kinds and, although the influence of these new tech-
nologies is enormous, we must never forget that learning is both a basic cognitive and 
a social process – and cannot be replaced by technology.  

Although technology is used at every level of education from K12 through univer-
sity and offers opportunities for everyone to continue their education regardless of age 
or mobility, the most efficient technology is of little use when it is not pedagogically 
and consistently used, or when it fails to comply with basic didactical principles. 
Teaching and learning technologies are actually developed, almost exclusively, by 
computer scientists without explicitly seeking co-operation with pedagogues, although 
real increases in value could be developed in the future at exactly these places: where 
several disciplines meet.  

In my opinion, the challenges lie at the interface of pedagogy, psychology and 
computer science (informatics). The concept “Life Long Learning – Continuing Edu-
cation” would thereby offer the possibility of achieving such an interdisciplinary co-
operation, with the goal of placing people of all age groups – rather than technological 
feasibility – into the center of the educational process. 

Since human cognitive evolution does not advance at the same speed as technology 
the focus on interaction and communication between humans and computers is of in-
creasing importance in education and work. The daily actions of the end users must be 
the central concern, surrounding and supporting them with newly available and rapidly 
emerging technologies. For example, information systems are a central component of 
modern knowledge-based work services, consequently knowledge management needs to 
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continually be adapted to the needs, requirements and demands of end users within 
this steadily increasing high-tech environment.  

Information processing is of increasing interest, in particular its potential effectiveness 
in modern education and the optimization of processes and operational sequences. It is 
particularly important for systems, whether educational information systems or hospital 
information systems and decision support systems, to be designed with the end users in 
mind. This year’s symposium aimed to benefit end users who are educational profession-
als and justifiably expect software technology to provide a clear advantage; they expect 
to be supported efficiently and effectively in their daily activities.  

Obviously this view produces specific problems; especially for younger researchers 
who, being new to their field and not yet firmly anchored in one single discipline, are in 
danger of “falling between two seats.” It is certainly much easier to gain depth and ac-
knowledgement within a narrow scientific community in a single field. However, innova-
tion and new insights often take place at the junction of two or more disciplines; hence, 
this requires a broader basis of knowledge and – as a matter of fact – much more effort.  

Working in any interdisciplinary area necessitates the ability to communicate with 
professionals in other disciplines and most of all a high willingness to accept and 
incorporate their points of view. USAB 2008 was organized in order to promote this 
closer collaboration between software engineers, psychology researchers and educa-
tional professionals.  

USAB 2008 received a total of 85 submissions. We followed a careful and rigorous 
two-level, double-blind review, assigning each paper to a minimum of three and maxi-
mum of six reviewers. On the basis of the reviewers’ results, 7 full papers (≥ 18 pages) 
and 26 short papers were accepted.  

USAB 2008 can be seen as a bridge within the scientific community, between 
computer science, psychology and education.  

Everybody who gathered together to work for this symposium displayed great en-
thusiasm and dedication. 

I cordially thank each and every person who contributed toward making USAB 
2008 a success, for their participation and commitment: The authors, reviewers, spon-
sors, organizations, supporters, all the members of the organization team, and all the 
volunteers; without whose help, this bridge would never have been built. 

 
 

November 2008 Andreas Holzinger 
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Cognitive Processes Causing the Relationship between Aesthetics and
Usability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Waltraud Ilmberger, Martin Schrepp, and Theo Held

Educational Uses of the e-Book: An Experience in a Virtual University
Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
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Personalized E-Learning through Environment Design and
Collaborative Activities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377

Felix Mödritscher and Fridolin Wild

Avatars in Assistive Homes for the Elderly: A User-Friendly Way of
Interaction? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391

Martin M. Morandell, Andreas Hochgatterer, Sascha Fagel, and
Siegfried Wassertheurer

Using Clustering Technique for Students’ Grouping in Intelligent
E-Learning Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403

Danuta Zakrzewska

Adaptation Criteria for Preparing Learning Material for Adaptive
Usage: Structured Content Analysis of Existing Systems . . . . . . . . . . . . . . 411

Stefan Thalmann

Human Centred Design for Safety Critical Systems

How Image Based Factors and Human Factors Contribute to Threat
Detection Performance in X-Ray Aviation Security Screening . . . . . . . . . . 419

Anton Bolfing, Tobias Halbherr, and Adrian Schwaninger



XVI Table of Contents

A Process for Human Centered Modelling of Incident Scenarios . . . . . . . . 439
Claudia V.S. Guerrero, M. Fatima Q. Vieira,
Jean-Marc Mercantini, and Charles Santoni

Design Patterns Applied in a User Interface Design (UID) Process for
Safety Critical Environments (SCEs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459

Thomas Grill and Margit Blauhut

Under Watch and Ward at Night: Design and Evaluation of a Remote
Monitoring System for Dementia Care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475

Yvonne Schikhof and Ingrid Mulder

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487



A. Holzinger (Ed.): USAB 2008, LNCS 5298, pp. 1–18, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Learners, Technology and the Brain 

Jean Underwood 
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Abstract. How do we develop an educational experience fit for twenty-first 
century learners? There is a perceived malaise at the heart of our education sys-
tem. The solution to this problem proposed by many governments, although vo-
ciferously resisted by some scholars and parent groups, is to use the lure of 
digital technologies to fix the broken system. Will this work? What evidence is 
there for the efficacy of digital technologies and particularly video games for 
learning? A combination of traditional educational evaluations and studies 
within cognitive neuroscience provide a window on the nature, process and ef-
fectiveness of learning with and through digital technologies. Such studies are 
changing our perception of learning, which is now more brain training than 
knowledge acquisition. These changes marry both the cognitive and affective 
aspects of learning.   

Keywords: brain training, engagement, effective learning, c-maturity, video 
gaming. 

1   Introduction 

The introduction of any new technology into a society is always controversial and the 
impact of digital technologies on young people, particularly aspects of the Internet 
and of video games, arouses passionate debate [1], [2]. After more than three decades 
of educational computing the ferocity of the debate has not diminished. There are 
those who see digital technologies not only as a waste  of young people’s time and a 
drain on our educational system [3], [4], [5] but also as a danger to students’ mental 
and physical health [6], [7]. In contrast the champions see digital technologies as at 
least a partial solution to the malaise in the UK and also the US educational systems 
[8], [9], [10]. Where does the truth lie? The role of digital technologies as tools for 
learning, specifically through video game playing, is used to elucidate this debate. 

However, before investigating the role of digital technologies in education we need 
to identify what it is we want learners to learn. As a starting point I assume that the 
prime directive for education is to facilitate the development of skilled performance; 
that is the development of the cognitive and social abilities of the learner, both in 
terms of low-level procedural competences and also in the range of skills needed to 
operate effectively within the complex dynamic environment which is our society. 
Such skills include the ability to problem solve and to interact effectively with others 
[9].  Educational systems in the developed world are under scrutiny because they are 
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not delivering on either of these core aims of developing basic skills nor the higher 
order skills. As a result these systems are deemed ill-equipped to prepare learners for 
an increasingly complex world. 

A key focus of educational policy in both the UK and US has been on the basic 
skills of “at risk” children. One such group in the UK is defined as NEETS, that is 16-
18 year olds not in education, employment or training. These are adolescents who are 
failing to acquire even the basic skills which will allow them to participate as full 
citizens in tomorrow’s world. The identification of such groups has led to a raft of 
remedial educational policies linked to standardised assessment to ensure that all 
children make adequate yearly progress. This is seen as the key to integrating such 
students into society as active members of the workforce. While this is a laudable 
aim, Shaffer and Gee [11] argue that the focus on basic-skills-for-all means that 
young people are being prepared for commodity jobs. These are the jobs that can be 
done more cheaply and as efficiently in the developing world, but the survival of first 
world countries, they argue, is dependent on innovation linked to a high skilled work-
force. The economic imperative for educational change espoused by Shaffer & Gee is 
endorsed by the Royal Society of Arts [12] in the UK which argues that young peo-
ple’s real needs are not being met by a National Curriculum focused on content rather 
than on the life-skills necessary for the next generation to function efficiently and 
effectively. This illustrious body also argues that education must change if our society 
is to become more comfortable with itself.  

How then do we meet the need to cover the basic skills, the building blocks for 
learning, while producing a new generation of flexible problem solvers? We first ac-
knowledge that the development of such skills is not exclusive to formal education 
[13, 14] and that digital technologies are blurring the boundaries between formal and 
informal learning. We need then to identify how we can harness the functionalities of 
digital technologies to support our global educational aims. That this is an imperative 
is highlighted by the establishment of ‘The National Center for Research in Advanced 
Information and Digital Technologies’ in the US at a cost of $50M. This Centre has a 
remit to conduct to explore ways that advanced computer and communication tech-
nologies can improve all levels of learning [15]. 

While there are many ways in which digital technologies can support learners and 
learning, for example through the e-library or e-discussions, I have chosen to concen-
trate on video gaming here. Video gaming allows an exploration of the nature of 
learning through powerfully motivating environments while at the same time con-
fronting one of the most controversial digital activities both within education and the 
world beyond the classroom. There are a plethora of questions arising from an analy-
sis of the educational use of games. Is video game playing part of the solution for an 
educational system in crisis or is the passion for game playing exhibited by many 
young people exacerbating the problem of an ill-prepared citizenry? What, if any, is 
the educative potential of gaming? How might games be used or adapted to stimulate 
learning? How do games affect the way we think and why should they have impact? 
How might schooling need to adapt to accommodate to the use of games? Before 
looking at the research evidence that might answer some if not all of these questions 
we need to understand something about the processes by which learning takes place. 
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2   How Do People Learn? 

One of the very real difficulties in establishing the what, the when and the how of 
learning is that there are so many learning theories each with an entrenched group of 
supporters who reject other views of learning. The current dominant theoretical posi-
tion within education marries constructivism with situated action, and emanates from 
Gestalt psychology. This view of learning has usurped the cognitivists’ and before 
them the behaviourists’ model of learning but these and other models do have merit. 
If we look more closely at the raft of theories we often find there are significant points 
of overlap and agreement. For example although Caine and Caine [16] argue that all 
learning is physiological, they recognise the affective aspects of learning. They assert 
that meaning, and hence learning, occurs through patterning and that emotions are 
critical to that patterning. The importance of practice also has biological roots as those 
neurons that repeatedly fire form more and stronger connections [17]. However, this 
is a more subtle form of learning than mere drill because there is a level of selectivity 
as neurons have the ability to stop firing when the stimulus turns out to be unimpor-
tant. Mere drill and practice models of learning do not take this selectivity into ac-
count. Zull [17], as Caine and Caine [16], acknowledges the role of emotion in the 
learning process. Chemicals, including adrenaline, serotonin, and dopamine released 
during the act of learning, lead to changes in the neuronal network. So Neuroscience 
confirms that practice is central to successful learning although Zull adds that practice 
in a meaningful way only occurs when the student is engaged. For Zull [17] the art of 
teaching is to find ways that make learning intrinsically rewarding. He agues that this 
is best achieved through his 4 pillars of learning each of which promotes brain activ-
ity and so collectively exercise the whole brain (Table 1), a model that resonates with 
Ausubel’s [18] advanced organizer model of learning. 

Table 1. Basic brain functions and Zull’s Four Pillars of Learning [17] 

Basic brain functions Brain sites Pillars of learning 
1. Getting information Sensory cortex Gathering 
2. Making meaning of 
information 

Back integrative cortex Analyzing 

3. Creating new ideas 
from these meanings 

Front integrative cortex Creating 

4. Acting on those ideas Motor cortex Acting 

The perception of learning as brain exercise rather than as knowledge acquisition is 
gaining currency outside of education, not least because there is a need to maintain 
the mental well-being of an ageing population [19]. Brain training is seen as one way 
to slow down and even reduce the inevitable decline in cognitive functions of the ‘sil-
ver’ generation and results from the recognition that the brain is not immutable and 
that environmental influences are capable of altering brain structures. This has led 
both researchers and educators to question the capacity of the brain to respond to en-
richment for learners of all ages. Some of the most vivid accounts of the susceptibility 
of the brain to training, that is its plasticity, occur in Doige’s descriptions of  
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brain-damaged individuals [20]. These individuals’ who have lost functionality in, for 
example, perception or motor control, have been shown to recover a level of func-
tionality as activity is routed through non-standard, rather than the damaged standard, 
pathways in the neural network [20]. While Diamond [21] points out that ascertaining 
the nature of what constitutes "enrichment" for humans, as opposed to the rats on 
which most studies have been conducted, is difficult because of individual biological 
and environmental differences. However, what evidence there is confirms the basic 
finding that dendritic growth in response to environmental stimulation correlates with 
learning, suggesting that newness and challenge are as important for the development 
of the human cortex as that of animals. As Diamond [21] notes, enrichment effects on 
the brain have consequences for behaviour, and she argues that parents, educators, 
policy makers, and can all benefit from such knowledge. 

Alongside general theories of learning there are also those closely associated with 
e-learning. Mayer and Moreno [22], [23] have applied the Dual Coding Theory from 
cognitive psychology [24] to multimodal learning in digital environments. The basic 
premise of the Dual Coding Theory is that cognition involves two subsystems, a ver-
bal subsystem to process language and a non-verbal imagery subsystem to process 
non-linguistic information. The theory assumes that visual and auditory information is 
processed via different verbal and visual systems which can be activated independ-
ently but are connected allowing dual pathways allowing more efficient coding of 
information but that this is limited by the capacity of each pathway [25]. The view 
that there is limited capacity overlaps with Sweller’s [26], [27] Cognitive Load The-
ory, which states that a learner’s attention and working memory is limited. Coupled to 
this model of processing Mayer [22] argues uncontroversially that learning is an ac-
tive process thus linking the cognitivist and constructivist descriptions of learning. 

The third theory finding currency in the e-learning community is Flow Theory [28]. 
Flow is described as a mental state that occurs when an individual is fully immersed in an 
activity. Flow experiences are intrinsically rewarding involving as they do intense in-
volvement, focused attention, clarity of goals leading to a lack of self-consciousness and 
a feeling of full control over the activity. Athletes often describe this state of conscious-
ness as ‘being in the zone.’ A state where self and task merge, results in the individual 
being intrinsically motivated to repeat the activity now deemed to be worth doing for its 
own sake. Flow Theory has been widely used to explain the feeling of telepresence in the 
virtual environments, that is the state of consciousness that gives the impression of being 
physically present in a mediated world [29], [30]. This theory has been extensively used 
to explain the lure of video games [31], [32]. 

Although there are many theories of learning at the core we can see that learning 
leads to physiological changes in the brain, which provide us with new ways of moni-
toring any learning activity. Learning requires attention and practice but attention and 
practice require the emotional engagement of the learner. Engagement comes from 
individuals seeing an activity as relevant to themselves but also achievable by them-
selves. There are then physiological, cognitive and affective aspects to learning and 
they are all important and can be demonstrated to occur when video game playing, So 
video games show promise as learning tools. However, to be of value the learning 
from video gaming needs to lead to transferable real world skills rather than to paro-
chial skills of the game per se. In the next sections of this paper I present the evidence 
for the efficacy of games as learning tools. 
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3   Video Games as a Window on Learning 

Learning is a move from a state of not knowing or naivety to one of expertise but how 
do individuals achieve expertise? Can we establish how individual differences and 
task characteristics impact on knowledge and skills acquisition and how do task and 
learner variables interact? To what extent can expertise transfer across tasks and do-
mains? Understanding the answers to these questions is essential if we are to produce 
a 21st century education. The use of Tetris, and other video games, to explore prob-
lem-solving is a response to arguments about the artificiality of many earlier labora-
tory studies of learning, which it is argued fail to capture the superior performance of 
experts because such fixed tasks constrain the expert performer [33]. On the other 
hand, sitting in front of a computer screen is the natural environment for the video 
game-player and so studying game playing not only provides a window on expertise 
in context it also provides a learning environment in which engagement by the learner 
is generally ensured. 

Learning through game playing, either through serious games [34], games devel-
oped with educational intent, or video games designed for leisure may hold the key to 
a more effective educational system.  Prensky [35] argues that the move to student-
driven learning will generate a demand for educational games, as they are the natural 
environment for the digital natives now in our schools. Rather than being part of the 
problem, he argues that games are a powerful tool in any school’s armoury when deal-
ing with adolescents who necessarily pass through a state of personal identity explora-
tion and wandering attention comes to the for. This is a phase of development that is 
often disruptive to good classroom management. This period of independence seek-
ing, according to Eccles et al. [36] is often met within the school by increasing behav-
ioural control and decreasing complexity of the cognitive tasks required of learners, 
thus creating a mismatch between the adolescents' developmental stage and the school 
learning environment. By providing problem-focused learning, games not only moti-
vate but also provide the increasing complexity sought by such learners.  

3.1   The Nature of Games and Game Players 

Who Plays? There is a clear discontinuity between those in the anti-gaming lobby and 
people's actual experiences of playing games [37]. The stereotype of the game player 
as a social inadequate, almost inevitably male, who spends hours in isolation because 
of an inability to operate in the real world, is a nightmare scenario for many because 
of the manifest popularity of technology-based games for students-of-all-ages. This 
stereotype does not match gamers’ perceptions of themselves as highly socialised 
individuals. Nor does it match the research data on game players. 

While a 2-year log-file study of adolescents access to the Internet at home showed 
an average play-time of about 3 hours a week but with some 10% of those surveyed 
on-line for 16 hours a week [38], this does not mean that game playing is necessarily 
the dominant use of digital technologies. In a recent survey of young people’s use of 
digital technologies [39] we found that game playing as the main interaction with 
technology (central interest activity) peaks at around 10 or 11 years of age, an age at 
which the Gameboy and other consoles dominate (Fig. 1). However, the onset of  
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Fig. 1. Importance of Video Game playing compared to other activities using digital technolo-
gies by age [39] 

 

Fig. 2. US Game players distribution of leisure time gaming and non-gaming leisure activities 
[42] 

adolescence coincides with growing social awareness and, while the level of game 
playing does not necessarily diminish, proportionally other activities such as the use 
of social networks become as important, if not more important, than playing games. 
On-line gaming, as opposed to console gaming, is not the prerogative of the young. In 
the UK Griffiths et al. [40] found that over 60% of on-line gamers were over 19 years 
of age. In the US, 8% of all Americans played on-line games in 1999, rising to 37% 
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of the total population by 2003 [41]. The Entertainment Software Association’s (ESA) 
survey showed that the average age of game players was 30 years [42] and contrary to 
popular perception of a typical game-player, between 43% [42] and 50% [43] were 
female gamers.  The female presence was noticeable in the large multiplayer on-line 
games. This survey also belies the perception that game players elect for social isola-
tion. (Fig. 2), rather they have a varied leisure experience, which includes involve-
ment in activities such as sport, volunteering, cultural experiences and reading. While 
Lawry et al. [44] found that many boys who played electronic games had interests in 
music, programming, reading, and school. 

Interestingly, Sandford et al. [45] found a significant majority of teachers (72%) do 
not play games for leisure. The digital divide between teacher and student appears to 
be more a life-style choice than a generational gap, that is, many teachers choose not 
to play games, while peers in other occupations do. Both Sandford’s teachers and 
students agreed that games were motivating, resulting in increased student engage-
ment. However, that motivation was more apparent when leisure rather than educa-
tional games were used and when students had a degree of autonomy in playing the 
game. The educational benefits of gaming were not evident to either students or 
teachers. For such benefits to be recognised by teachers, Sandford and his colleagues 
argue that they need to identify the learning opportunities of such games but as the 
teaching population has a high proportion of game-refusniks, acquiring such an un-
derstanding may prove difficult [46]. 

The Nature of Games: Technology-based games are highly varied and difficult to 
classify with any precision ranging as they do from Atari’s ping-pong, which dominated 
the scene in the 1970’s, to the best selling Mortal Combat, rated the top game in 1993 to 
the Massive Multi-player Role-playing Games (MMORPGs) such as World of Warcraft 
and the virtual worlds of Second Life. Many of the early games were mini-games in 
Prensky’s [35] parlance, as are the majority of educational games available on the Inter-
net. In contrast the virtual worlds epitomised by the MMORPGs are complex games. 
These too have their parallels in the education world for example Econ 201. Prensky 
argues that mini-games are not ‘bad’ for learning although they tend to be restricted to 
single skills learning while the learning from complex games is multi-faceted. Such vir-
tual worlds, it is argued, present exciting opportunities to education [47], [48].  In these 
rich virtual environments learning is inherently social and embodied by the movement of 
avatars within vast virtual spaces. Thomas and Brown [48] argue they provide a blue-
print for bespoke educational games as they foster communities of practice so beneficial 
to learning according the Lave and Wenger [49]. However, the experience of playing a 
game like the Sims or Civilization III, a cerebral blend of planning, building, managing, 
and competing with other civilizations; is very different from playing games, such as 
World of Warcraft, which require rhythm and timing as they encourage participants to 
immerse themselves in complex virtual societies [50].  

The theory presented here suggests that games should aid learning but what evi-
dence have we to hand to validate the theory? 

3.2   Learning as Brain Training 

The research evidence shows that gaming is both a powerful tool to understand learn-
ing and also to encourage learning but that the nature of that learning can be  
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constrained and is not always guaranteed. Griffith, Voloschin and Bailey [51] found 
that video-game users had better eye–hand coordination as measured by a pursuit  
rotor task. Drew and Waters [52] also showed a relationship between increased video-
game playing and improvements of eye–hand coordination, as well as manual dexter-
ity, and reaction time. As Southwell and Doyle [1] point out, however, these studies 
have not identified a causal link and we are left with the question of whether playing 
such games leads to skill development or whether players with the requisite skills are 
drawn to games? 

Green and Bavelier [53] have conducted an exciting series of five experiments that 
provide stronger evidence of both transfer of training of general cognitive skills and 
an answer to the causal question. Their opening premise is that exposing humans (or 
any other organism) to an altered visual environment is likely to lead to a modifica-
tion of the visual system and perceptual learning likely to result in improved perform-
ance. They recognize that such perceptual learning, has often been found to be task 
specific [54] and that education requires to know whether the expertise acquired 
through gaming is based on automaticity of skill [55] and the use of sub-routines of 
performance, or whether that expertise is more general and hence can be flexibly used 
across a range of tasks. They have argued that specific routinised skills that have been 
acquired implicitly are difficult to transfer but where explicit knowledge has been 
acquired the transfer of skills to other situations should be enhanced. 

Green and Bavelier’s [53] five experiments demonstrate that action video game 
play increases the number items that tracked simultaneously over time with habitual 
action video game players displaying both a qualitative and quantitative improvement 
in object tracking when compared with non-players. They also establish a causal ef-
fect of action video game play demonstrating that participants who are not self-
selecting game players, once trained on an action video game exhibit similar  
enhancements to those initial participants who are keen players. This series of ex-
periments suggest that action video game play may enhance some aspects of visual 
working memory.  

There is supporting evidence for Green and Bavelier’s [53] optimism concerning 
the efficacy of game playing, much of which has been conducted using Tetris. This 
real-time interactive video game has been one of the most popular games for over 
three decades. It is more than 30 years since Alexey Pazhitnov then at the Moscow 
Academy of Sciences, developed the game and variants of the game are now available 
on nearly every video game console and computer operating system, as well as on 
devices such as graphing calculators, mobile phones, portable media players, and 
PDAs.  

Tetris consists of a playing area located off-centre to the left of the screen with an 
area providing performance feedback to the right of the screen (for example see  
Fig. 3). The game starts with an empty playing field. On each trial one of seven pos-
sible zoids, each uniquely constructed of four squares or bricks, appears at the top of 
the screen and descends at a regular speed to the bottom. As the game proceeds the 
speed increases. As soon as one piece comes to rest a new piece begins its descent. 
The objective of the game is to move and rotate the falling zoids so that they form a 
complete horizontal line across the playing field. When such a line is completed it 
will disappear and the zoids above will drop down freeing playing space above and  
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Fig. 3. The Tetris filed with 2-fixation scanpaths exhibited by all players (low and high) and 
high players only. (Scanpaths are successive eye-fixations: All scanpaths were significant at 
p<0.05 or more) [56]. 

extending the game playing time. A player loses when the playing space becomes 
restricted and a new piece is blocked by filled grid squares and cannot descend at all. 
The player has a limited range of actions which he can take in order to align zoid to 
build the point-winning line; In the version used by Underwood [56] these were  
to move the zoid to the left or to the right, to rotate the zoid clockwise and to finally 
to drop the zoid vertically once the zoid has been aligned with the chosen resting 
place [Fig. 3]. The player's goal is to maximize his or her score by placing pieces to 
complete a row of bricks. Playing TETRIS requires the abilities to recognise shapes, 
to mentally rotate those shapes and to place those shapes in a point-winning position. 
In addition the player may selectively choose to access peripherally presented infor-
mation on upcoming objects and on personal performance.  All actions are undertaken 
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under increasing time pressure as the presentation of new target zoids is accelerated.  
Although seemingly simple, Tetris has been defined as highly complex problem [53].  

Demaine, Hohenberger and Liben-Nowell [57] argue that Tetris belongs to the 
class of problems defined as NP-complete problem, which means it is as least as dif-
ficult to solve as any other NP "Non-deterministic Polynomial time" problem. In 
computational complexity theory a NP-complete problem is one that is both NP (veri-
fiable in nondeterministic polynomial time) and NP-hard (any NP-problem can be 
translated into this problem) of which the traveling salesman problem is a classic ex-
ample.  So in Tetris, although it is relatively easy to check whether a solution to the 
problem is valid, there is seemingly no efficient way to optimize any of the game's 
goals such maximising the playing space and thus extending the game time or maxi-
mising the number of simultaneously deleted. From the psychology literature Tetris is 
best defined as an unlimited moves problem, as compared to one-stop and limited 
moves problems, although it lacks a final definitive solution.  

Although fraught with complexity Tetris is an easy-entry activity, that is it is read-
ily accessible to the novice player. DiSessa [58] has argued vigorously that if techno-
logical tools are to become effective learning tools then the entry costs to working 
with the tool must be reduced otherwise the learners will be demotivated. I will return 
to this issue when discussing complex games, but the popularity of Tetris clearly 
shows that easy entry followed by a task that stretches the individual is captivating. 

One of the concerns raised by the educational anti-technology lobby is that playing 
video games impacts on the brain. Indeed they do but why should this be a cause for 
concern? It is well established that performance of complex cognitive tasks, of which 
video games are an example, are associated with changes in brain chemistry that re-
sult in high performers’ brains seemingly functioning more efficiently than those of 
the poor performers. Haier and his colleagues [59] point out that high performers de-
velop well defined and parsimonious brain circuitry requiring fewer neurons to com-
plete complex task, thus requiring minimal glucose use, while poor performers use 
more circuits and/or neurons, some of which are inessential or detrimental to task 
performance, and this is reflected in higher overall brain glucose metabolism. They 
have shown that levels of glucose show such changes with practice and growing ex-
pertise when playing Tetris. While there are a number of interesting findings in  
this study one of the most important here is that the team demonstrated that effective 
game playing drew not just on procedural skills but also required declarative  
knowledge. 

So playing Tetris does impact on the brain and that impact changes with increasing 
expertise, however what do individuals learn when they play Tetris? The transfer of 
problem solving skills can be at a variety of levels: transfer of general skills, transfer 
of specific skills, and transfer of specific skills in context [57]. Those proposing gen-
eral-skills transfer argue that learning to problem solve in a domain such as video 
gaming acts as a mental work-out, improving the mind in general. Many video games 
have a strong spatial component, as is true for TETRIS the focus of the empirical 
work presented here, and from the general skills perspective performance on such 
games should not only be related to tests of spatial ability, but growing expertise on 
such games should also lead improvement in the overall spatial competence. The ar-
gument for the transfer of specific skills suggests that only those skills inherent in the 
problem solving situation, in the case of TETRIS skills such as mental rotation [60] 
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and visualization [61] will be honed and therefore transferred to other situations.  The 
more limited view of transfer, that of specific skills in context, suggests that compo-
nent skills such as mental rotation are not altered in any global sense but are used 
more efficiently when the stimuli are the same or near equivalent because of stored 
mental representations of those familiar stimuli [52]. There is evidence of both gen-
eral [61], [62], [63], [64] and specific spatial skills [65], [66]. These results suggest 
that spatial expertise is highly domain specific and does not transfer generally to other 
domains. 

Kirsh and Maglio [67] through computational modelling and Underwood [56] 
through eye-tracking of novice and expert game players, have each sought to identify 
whether successful game-players exhibit different playing strategies than their less 
successful peers or whether they are simply more efficient in the strategies they used. 
The evidence from these two studies shows success is built upon strategic actions, 
encompassed in the use of lateral transitions that allow successful players to increase 
the reliability of a judgement of the space-time resources needed to compute a solu-
tion. Such lateral transitions are shown by the 2 fixation scanpaths in Fig. 3. Scan-
paths are sequences of successive fixations, showing the sequence of areas of interest 
for the game player. It is noticeable that the high level game players exhibit more of 
these laterals. Theories of action must incorporate not only planning and action them-
selves but also information gathering. Lateral A, a seemingly meaningless move from 
right to left, is a focusing move by high level players allowing them a new perspective 
on the playing area. However, Kirsh and Maglio [67] argue that such epistemic activ-
ity encompasses far more than sensor related activity. This top-down processing, from 
a situated cognition perspective, allows environmentally controlled perceptual proper-
ties to guide attention and eye movements in ways that assist in developing problem-
solving insights that dramatically improve reasoned action [68].  

There is now a growing body of evidence that game playing has benefits in diverse 
real world situations. Rosser and his colleagues [69] found that video game skills cor-
relate with laparoscopic surgical skills and suturing ability. Surgeons who were profi-
cient gamers performed 47% fewer surgical errors than those who had limited or no 
gaming experience. They argue that some element of game playing should be incor-
porated into practical medical training. Research at York University, Toronto on the 
potential decrement in performance on driving while using a hands-free mobile phone 
is even more compelling [70]. Testing gamers and non-gamers in a driving simulator, 
Telner and his colleagues found the standard decrement in driving performance for 
non-gamers when using a mobile. However, gamers were significantly less impaired 
by the dual task challenge presented by driving and using the mobile. While these 
results are promising it should be noted that not all games will promote such learning. 
There are certain ideal game types that will promote learning. For Green and Bavelier 
[53] these are action games which force players to juggle a number of varied tasks 
such as detecting one or more opponents while avoiding getting hurt. Such games 
require better management and speeded perceptual processing in the central execu-
tive. They are in essence muscle-building exercises for the brain. While Gee [47] em-
phasises the social dimension of gaming and argues that tracking the enemy in a  
virtual dungeon has an equivalence in skill usage to communicating with ‘friends’. 
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3.3   But Playing Games Can Be Tougher Than Going to Lessons 

So games have impacts but do the students always respond positively to them?  Con-
flicting evidence comes from the complex game Civilization III. Squire [70], [71] 
found that bringing a commercial-quality game such as  Civilization III, an historical 
simulation, into the classroom created as many motivational problems as it solved. 
Even though his sample of US high school students were all out-of-school game play-
ers many questioned the validity of game playing in the classroom. Why was the ini-
tial response often so negative? A key reason was that the entry-level skills were too 
taxing for many of the pupils in stark contrast to a game like Tetris. Students needed 6 
to 7 hours of play to understand and be able to operate at a basic level, time they 
seemed unwilling to donate to the task. Squire found a quarter of his students were 
highly resistant complaining the game was too complicated, uninteresting and more 
difficult than anything they encountered in school to date. These students elected to 
withdraw to participate in reading groups, rather than continue in the game. Con-
versely he also found that 25% of the students (particularly academic underachievers) 
were highly motivated to learn history through the game, and considered the experi-
ence a highlight of their school year. For these students, who often had issues with 
authority, replaying history was not only motivating it enhanced performance with the 
students developing new vocabularies, better understandings of geography, and more 
robust concepts of world history [70], [71]. The individual differences highlighted by 
Squire’s study are highly pertinent to game design whether for leisure or education. 

Learners as game players inevitably start with failure – errors lead to learning – testing 
the rules of a game system like Civilization III, with tens of thousands of interacting vari-
ables results in a deeper level conceptual development. This learning cycle is critical to 
both intellectually engaging gameplay and academic learning, which illustrates the po-
tential of educational games. Squire offers a warning, however, this testing of the system 
is in fact a test of the learner also. This act of failing or elicitation of rules as Johnson [8] 
might put it, was a critical precondition for learning as students found themselves con-
fronting gaps or flaws in their current understandings through cycles of recursive play 
accommodating new information to old. Students who become comfortable with this 
very testing form of learning develop a deeper understanding of the subject in hand along 
with a range of high order cognitive skills. However, for other students the lack of cer-
tainty and the demands for intellectual rigour proved too onerous and the reading class 
became a safe and familiar haven. 

There is strong evidence that games give students an opportunity to learn and that 
that learning is valuable as brain training and problem skills development and in some 
cases they promote conceptual learning. However, as all the theorists acknowledge 
that engagement is key, if players are not motivated to get started then the game will 
not promote learning. 

4    Back in the Classroom 

Educators have long emphasised the many benefits of games in children’s learning  
processes [73] and the argument that those who have grown up in the era of rapidly  
advancing technology will prefer, even demand, to learn through games to mitigate 
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against the monotony of traditional course materials has some merit [35], [74]. However, 
for digital technologies in general and video games in particular to be accepted in main 
stream education there must be some synergy with current educational trends and it must 
also show positive impacts on student learning in general and not simply specific skills. 

One trend, which digital technologies resonate with, is the move to develop learning 
environments that focus on student-centred rather than teacher-centred learning activities. 
This is exemplified at a policy level by the UK Department of Education and Skills (now 
the DCFS) personalisation of the learning agenda. This policy seeks to reduce the persis-
tent achievement gaps between different social and ethnic groups through an educational 
experience tailored education to each and every child and young person, that provides 
basic skills but also stretches their aspirations, and builds their life chances. [75]. To 
achieve these goals requires a shift in the social dynamics [76] with the catalyst for such 
change being more extensive and effective use of digital technologies.  

Impact 2007, a UK national research project monitoring the effectiveness of the 
policy to personalise learning, has shown a clear link between technology resource 
and usage (eMaturity), increased personalisation of learning, individual pupil attrib-
utes on nationally standardised performance [77]. Sixty-seven schools, their heads 
and technology co-ordinators, 425 teachers and 2875 pupils contributed data through 
a series of on-line surveys, individual and group interviews and classroom observa-
tions [77]. While the impact of the move to personalise learning was the key factor 
under investigation, we found that school achievement, as measured by aggregated 
learner performance on standardised tests, was predicted by the eMaturity of the 
school and the level of individual learner’s investment in their own learning. Using 
the dimensions of eMaturity and pupils’ investment in their own learning we identi-
fied four groups of schools:  

1. Low eMaturity / Low Investment in Learning (LE/LIL) 
2. High eMaturity /  Low Investment in Learning (HE/LIL) 
3. Low eMaturity /  High Investment in Learning (LE/HIL) 
4. High eMaturity /  High Investment in Learning (HE/LIL) 

 

Figure 4 shows that students who invest in their own learning, that is self-regulate 
by setting personal learning targets, and who also record low levels of disaffection 
from school, unsurprisingly perform well in school. The interplay between the posi-
tive goal setting and negative disinfection, which computes a learner’s investment in 
their own learning, is then a key predictor of performance on standardised national 
tests for children as young as 7 years and as old as 16 years of age. However, the per-
formance of those investing in their own learning is enhanced if they are working in a 
technology mature environment (High e-Maturity / High Investment in Learning). 
This is clear evidence of the value of technology for learning but it should be noted 
that technology by itself does not lead to high performance. High eMaturity coupled 
with Low Investment in Learning (Fig. 4) can ameliorate the problem of poor per-
formance but, as was the case in Squire’s [66] Civilisation III intervention, without 
engagement of the learners technology can have limited impact. 

The data from the Impact 2007 study led us to construct a simple but powerful model 
of effective learning, which is summarised in the Learning Equation (Fig. 5). In this 
model the educational institution provides opportunities for learners to learn using  
resources, which will include good teachers and technology. Although the potential value 
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Fig. 4. The Impact of Levels of eMaturity and Pupil Investment in Learning on Whole School 
Performance: Deviation from Overall Mean Performance by Group [77] 

 

Fig. 5. The Learning Equation developed under Impact 2007 (37) 

added by these resources is diminished unless the learner has both a desire to learn and 
the social and cognitive skills to take advantage of the opportunities on offer. In terms of 
digital media it must be attuned to learners’ experience, expertise, previous knowledge 
but also their interest [78]. So our current data show that performance on national tests is 
predicted by learner engagement and by richness of the technology environment within 
the school. The robustness of this model is undergoing further tests at this time. Gaming 
as a resource has the advantage that it is motivating with the potential to engage learners. 
Games also resonate with the current views on what constitutes learning, that of brain 
training for a fast moving world rather than knowledge acquisition which has reduced 
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value in a world where the Internet provides the external store and we are simply the 
CPU [19]. However, as Squires [71] has shown, some students’ concept of what ‘proper’ 
school learning is varies from this brave new world. Many see the acquisition of formal 
knowledge, rather than the development of process skills, as the core educational goal. 
This coupled with the fear of failure experienced by many students makes the use of at 
least complex, although possibly not mini-games, a risky approach with benefits for 
some but not all of our students. I do not mean to devalue the acquisition of knowledge 
but it should not be the overriding goal of our educational system. So, we need to rede-
fine what it is to be an educated person and release students from the comfort blanket of 
mere content. In such an educational milieu the full value of games as educational tools 
will emerge. 
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Abstract. In this paper, we describe a conceptual framework and address the 
related issues and solutions in the identification of three major challenges for 
the development and evaluation of Immersive Digital Educational Games 
(IDEGs). These challenges are (i) advancing adaptive educational technologies 
to shape learning experience, ensuring the individualization of learning experi-
ences, adaptation to personal aims, needs, abilities and prerequisites;  (ii) pro-
viding technological approaches to reduce the development costs for IDEGs; by 
enabling the creation of entirely different stories and games for a variety of dif-
ferent learning domains, each based, more or less, on the same pool of story 
units; patterns and structures;  (iii) developing robust evaluation methodologies 
for IDEGs by the extension of ISO 9241 to include user satisfaction, motivation 
and learning progress and other User Experience (UX) attributes. While our re-
search and development is by no means concluded, we believe that we have ar-
rived at a stage where conclusions may be drawn, which will be of considerable 
use to other researchers in this domain. 

Keywords: Immersive digital educational games, Marco adaptivity, Micro 
adaptivity, User experience, Reusability, User Experience. 

1   Introduction and Motivation for Research 

Developing Digital Educational Games (DEGs) that can cost-effectively foster learn-
ing has been a challenge for researchers and practitioners in the fields of HCI& UE 
and Technology Enhanced Learning (TEL) for a long time. DEGs offer exciting and 
dynamic environments, which engage players in meaningful and motivating learning 
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activities, inspiring them, through fun and pleasure, to explore a variety of topics and 
tasks.  

The characteristics of the simulations within DEGs can contribute substantially to 
individual player’s ability to construct knowledge, while the games’ social aspects 
can enhance players’ collaborative learning skills; however, in order to realize this 
vision, three major challenges must still be dealt with:  

 

(i) The large degree of freedom, enabled by digital game environments, renders it 
extremely difficult to tailor the games to the end users’ personal learning experiences 
and preferences, and to provide end users with purposeful and unobtrusive advice;  

(ii) The relatively high competitiveness of the DEGs commercial counterparts, 
which attract a huge amount of investment and corresponding high quality production 
has raised the expectations of today’s experienced players; 

(iii) The difficulty in obtaining support from parents, educators and policymakers 
for the incorporation of to incorporate DEGs into regular curricula is mostly due to a 
lack of well established approaches towards yielding persuasive evidence about the 
educational efficacy of DEGs. 

 

Our suggestions include the improvement of the development methods to ensure 
intelligent and adaptive educational technologies; to identify technological ap-
proaches to reduce the development costs of DEGs; and at the same to classify  
innovative and robust evaluation methodologies to validate pedagogical models and 
technological solutions for DEGs. The newly launched R&D project – 80Days 
(www.eightydays.eu) – aims to address these challenges.  

Specifically, our aim is to tackle the problem of reducing the costs of developing 
methods of IDEGs by providing a methodological framework, including technologi-
cal advancements; adaptive and interactive digital storytelling and generic adaptive 
tutoring methodology (cf. Competence-based Knowledge Space Theory (CbKST), 
[1]) and by realizing different scenarios within the same base game. 

The scenarios implemented in our project are inspired by Jules Verne’s appealing 
novel “Around the World in Eighty Days”, which inspired our project’s name. The 
primary topic of the game demonstrator is the discipline geography. The rationale for 
selecting this discipline is threefold: First, a broad range of sub-topics and knowledge 
domains provide well-defined internal structures in terms of prerequisites among 
specific competencies. Second, available curricula ranges from primary education to 
university level, enabling scalability. Third, attractive 2D and 3D learning resources 
(e.g. cartographic material, satellite images, etc.) can be perfectly utilized for immer-
sive games with motivating narratives. In this paper, we present our conceptual 
frameworks and address the related issues and possible solutions.  

2   Background and Related Work 

Due to the common view that immersive DEGs can make learning engaging, inspiring 
and presumably effective, enthusiasms and efforts over game-based learning have 
soared in recent years in various application domains [2], [3], [4], [5], [6], [7].  

Many researchers argue that playing computer games provides learners with a 
mental workout [8], i.e. that the structure of activities within computer games can 
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develop cognitive skills due to the fact that end users are faced with decision making, 
consequently they must plan problem solving strategies in advance, which involve the 
monitoring of a series of tasks and sub-tasks, so called Judgement-Behaviour-
Feedback loops [9].  

Some of the main strengths of DEGs include [10]:  
 

1) A high level of intrinsic motivation to play and to proceed in the game; 
2) clear goals and rules;  
3) a meaningful yet rich and appealing learning context;  
3) an engaging storyline with random elements of surprise;  
4) immediate feedback;  
5) a high level of interactivity, challenge and competition.  
 

These characteristics are in line with Merrill’s model for successful learning [11]. 
Key factors of this model include motivation and incidental learning  [12], [13], [5], 
however, memorable educational experiences should not only be enriching but also 
enjoyable [14], [15], [7]. 

Nevertheless, DEGs have some drawbacks such as difficulties in providing an ap-
propriate balance between playing and learning activities or between challenge and 
ability; in aligning the game with national curricula and in affording extensive costs 
of developing high quality games. Also the lack of sound instructional models, based 
on pedagogical standards and didactical methods, is seen as the common weaknesses 
of most educational games, leading to a separation of learning from playing. 

Despite these negative issues, commercial computer games are tremendously suc-
cessful and the game industry constantly increases sales to several billion Euros. A 
large number of people of all age groups, especially secondary school ages, spend 
many hours a week playing games. Our observations corroborate the presumption that 
utilizing gaming activities for educational purposes and exploiting the educational 
potential of computer games is a highly promising approach to facilitating learning by 
making it enjoyable and pleasant  [2]. 

The current project 80Days is based upon the results of its predecessor Enhanced 
Learning Experience and Knowledge TRAnsfer – ELEKTRA [16], which made sig-
nificant contributions to advancing the state-of-the-art of competitive DEGs in terms 
of educational game design, integration of pedagogical models and taxonomies, and 
the possibility of personalization by the use of adaptive technology. 

Pedagogically, 80Days is grounded in the framework of Self Regulated Personal-
ized Learning (SRPL) [17], [18] which propagates the importance of Self Regulated 
Learning (SRL) through meaningful choice and exploration, reflection and self-
personalization in the learning process.  

Self regulation [19], [20] can be defined as including an interactive process involv-
ing both cognitive self-regulation and motivational self-regulation; wherein cognitive 
self regulation can be taught and that students who use these self-regulatory skills 
obtain better grades in the content domain to which these skills apply [21].  

However, it is argued that self-regulated learning can be domain-specific or domain-
transcending and that competent performers in a specific domain rely on different types of 
previous knowledge related to that domain, consequently to address the previous knowl-
edge is always an important issue [22]. This contributes towards the creation and sustain-
ability of intrinsic motivation, which is a key factor of effective game-based learning. 
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3   The First Challenge: Adaptive Learning Technologies 

Individualization of learning experiences, including adaptation to personal aims, 
needs, abilities and prerequisites, entails in-depth understanding of individual learners 
and their behaviour with a IDEG. It is critical not to destroy the immersion and gam-
ing experience by intervening knowledge assessments, which are commonly used in 
traditional approaches to adaptive educational technologies that focus on knowledge 
and learning progress. IDEGs take into account a broader scope of issues such as 
individual preferences (e.g. visual styles or gaming genre). Prevailing cognitive mod-
els for adaptive educational technologies (which are primarily competence-based) 
should thus be merged with theories of achievement motivation and models of inter-
active and adaptive storytelling to establish a comprehensive theoretical framework 
for combining learning and gaming. 

Techniques of adaptation and individualization are essentially adaptive presenta-
tion, adaptive navigation support and adaptive problem solving.  In the framework of 
ELEKTRA [16] a new terminology was introduced, basically because of the reason 
that game-based approaches to learning are substantially different from traditional 
approaches to e-learning. The new concepts, which are tailored to learning environ-
ments with large degrees of freedom, are adaptive on macro and micro levels ([23]; 
Figure 1). 

Macro-Adaptivity Micro-Adaptivity

Adaptive
presentation

Adaptive navigation 
support

Curriculum sequencing

Direct guidance
Link sorting/annotation
Link hiding/disabling
Map adaptation

Additional info
Reordering info
Variations of 

learning material

Adaptive problem 
solving support

Adaptive interventions: 
signaling, hinting, 
executing and examples

Assessment: 
(adaptive) testing

Assessment: 
(probabilistic) 
interpretation of 
behaviour

Effect: Provision order of 
LO/LeS

Effect: Presentation and 
intervention within a LO/LeS

 

Fig. 1. Macro-adaptive and micro-adaptive techniques (NB: LO = Learning Object; LeS = 
Learning Situation) 
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Macro-adaptivity refers to traditional techniques of adaptation, such as adaptive 
presentation and adaptive navigation on the level of learning objects (LOs) or learning 
situations (LeSs) in a IDEG [24]. Generally, macro-adaptive interventions are based 
on a stable learner model (e.g., traits) or an adaptation model (e.g., pedagogical impli-
cations) and on typical (knowledge) assessments (e.g. via test items).  

Micro-adaptivity or micro adaptive interventions are non-invasive, meaning that an 
overall narrative is not compromised and only affects the presentation of a specific 
LO or LeS.  

In contrast to existing approaches, which separate learner, domain and adaptation 
models, this framework is based on a holistic understanding as well as a formal onto-
logical representation of interacting processes involved in active and dynamic learn-
ing processes (Figure 2).  
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Fig. 2. Macro- and micro-adaptive techniques (NB: LO = Learning Object; LeS = Learning 
Situation) 

4   The Second Challenge: Reusability of Learning Resources 

In an IDEG, adaptive and interactive digital storytelling serves two essential pur-
poses: First, it strongly supports a personalized learning experience by adapting the 
game’s story to individual preferences and by providing the possibility of explorative 
learning processes. Second, it serves the re-usability of learning material by enabling 
the creation of entirely different stories and games for a variety of different learning 
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domains, each based, more or less, on the same pool of story units; patterns and struc-
tures; as well as learning and playing concepts and elements/objects. Furthermore, re-
using learning material contributes to minimizing costs, particularly with regard to the 
design of documents.   

The development of competitive DEGs is cost-intensive and, when the topic relates 
to a limited age group or specific curricula, there is a narrow, albeit specialised, mar-
ket for the end product.  

Thus, the integration of existing learning resources is a crucial aspect of efficient and 
cost-effective learning design and game development. The integration of external re-
sources (e.g., learning media; websites; web services; 3D material or cartographic mate-
rial) with a game engine into a coherent and immersive game environment is difficult.  

Since the development and application of immersive DEGs is still at an early stage, 
no appropriate methodologies exist to date, which would enable an effective integra-
tion of existing learning resources and their (re)use in DEGs.  

Hence, it is deemed critical to analyze the technological and didactic demands and 
mutual dependencies between learning resources, learning activities, pedagogical 
models, and narrative/game engines. An approach of resource harmonization; re-
source symbolization and ontological resource description should also be established. 

5   The Third Challenge: Evaluation Framework 

Given the complexity of digital game environments, mixed-method evaluations are 
deemed necessary, which will enable the triangulation of multi-source and multi-
perspective quantitative and qualitative data.  

Given the complexity of digital game environments, it is deemed necessary to use 
mixed-method evaluations, which enable the triangulation of multi-source and multi-
perspective quantitative and qualitative data. 

Essentially, evaluation and validation activities comprise two nested aspects: the 
software quality of the game environment and the effectiveness of IDEGs in reaching 
their objectives of facilitating motivated, engaged, and successful learning.  

Usability evaluation of digital games can employ a combination of empirical, ana-
lytic, and model-based methods [7]. While it is important to measure effectiveness 
and efficiency (ISO 9241) in terms of task completion rate and time, in the case of 
IDEGS, we find it extremely important to consider user satisfaction, motivation and 
learning progress that subsumes a range of User Experience (UX) attributes.  

There have been recent attempts to provide theories and frameworks for UX but a 
unified view on UX is still lacking [25], [26].  

Past research on UX acknowledged the demand for a theoretical model to put to-
gether cumulative knowledge in research. On the example of an experimentally tested 
and extended Hassenzahl's model of aesthetic experience, it was demonstrated that 
beauty was influenced by hedonic attributes (identification and stimulation), but qual-
ity by both hedonic and pragmatic (user-perceived usability) attributes as well as task 
performance and mental effort [27].  

Hedonic quality can be measured, for example, by the application of the AttrakDiff 
questionnaire [28], [29], [30]. This questionnaire is embedded in a theoretical model, 
which differentiates between the pragmatic quality and the hedonic quality of a user 
interface [31]. 
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Pragmatic quality describes traditional usability aspects, including efficiency, ef-
fectiveness and learnability. It focuses primarily on task related design aspects. Con-
sequently, hedonic quality describes quality aspects, which are not directly related to 
the tasks the end users want to accomplish with the software, for example originality 
and beauty [30], [27]. 

Both qualities are subjective; consequently end users may differ in their evaluation 
of these aspects. 

Moreover, it is deemed important to evaluate the educational effectiveness of the 
digital game environment in specific learning situations and broader learning domains 
with high conceptual and social content, and to adapt and elaborate existing evalua-
tion methods, considering their potentials and limits (cf. [32]. Since a digital game is a 
dynamic learning tool, the evaluation must be tightly coupled with the actual learning 
process (i.e., constructivist-situated learning) [33].  

It is also indispensable to apply multiple measures of learning and performance 
along multiple dimensions: technical; orientational; affective; cognitive; pedagogical; 
social and others.  

An evaluation framework, which addresses conceptual; practical and methodologi-
cal challenges in evaluating IDEGs – an immature and exciting field –, must take the 
following aspects into account:  

 

(i) Extensibility of conventional usability engineering methods for evaluating 
both the usability and user experience of interacting with IDEGs; 

(ii) Multi-dimensionality of the educational efficacy of digital games, including 
knowledge acquisition, meta-cognition, and social interaction; 

(iii) Evaluation criteria for different stakeholders’ multiple goals or values (per-
sonal, social and economic) to be fulfilled by the gaming environment; 

5.1   Extensibility of Existing UEMs 

Two types of Usability Engineering Methods (UEM, see [34] for an overview) – 
heuristic evaluation and thinking-aloud user testing – are widely deployed evaluating 
the usability of IT products (e.g. [35], [36]) including digital games [37], [7]. 

Specifically, there has been some recent research on using heuristics  to evaluate 
the playability of an entertainment technology such as video games [38], [39], [40], 
[41]. However, these discount methods, without involving actual users, can only pro-
vide an overview of usability and playability of such a game. As the value of a game 
is primarily determined by end-users’ subjective perceptions, assessing through the 
lens of a user surrogate (i.e. a usability specialist who ideally should also be a game 
player – a double expert) to review the usability/UX of the game seems inadequate.  

Some researchers are skeptical about the applicability of heuristic evaluation for 
evaluating digital games [42], leaving user-based evaluation as “the” viable option. 

Presumably, concurrent think-aloud techniques can yield valid empirical data that 
will enable researchers to understand users’ perceptions of the system in question 
[43], [44]. However, it is considered detrimental to the flow experience [45] of play-
ers if they are asked to verbalize whilst engaging in the game; cognitive loading, as in 
other non-game situations, is also a compelling concern. 

Retrospective thinking-aloud methods [43], by asking the player to interpret video-
recordings post-hoc, seem more appropriate. There also exist some schemes for cod-
ing users’ emotional behaviours (e.g. [46]).  
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However, the inherent problem of retrospective reporting is memory reconstruction, 
which is especially acute in a playing situation because players’ emotional responses 
normally change very rapidly. Hence, they may not be able to recall or interpret what 
actually triggered their specific emotion at a specific time. While such moment-to-
moment, or situated feedback, may be relevant for identifying usability problems of a 
game design, some game developers query, from the pragmatic point of view, why both-
ers to capture data at such a fine-grained level. Their argument is: If players have an 
overall positive experience, which overrides its negative counterpart, and are thus willing 
to play it again in the future, then the game can be seen as a success.  

While this argument may be valid, to some extent, for entertainment technologies, 
it is insufficient to evaluate a IDEG, since it fails to take its educational value into 
account. 

Other retrospective self-reporting methods, such as questionnaire and differential 
semantic, are commonly employed for evaluating games. However, there exist only a 
few standardized questionnaires for measuring UX with established psychometric 
properties (e.g.  [6]).  

Apart from the issue of standardizing inventories, the timing of administering a 
questionnaire is also critical because UX fluctuate in the course of system use. It boils 
down to the above mentioned issue - situated vs. average UX, and to also the basic 
question: Why do we evaluate? 

With the aim to complement, as well as supplement, subjective self-reported data, 
there is an increasing trend towards employing physiological measures for assessing 
UX in games [42], such as eye-tracking; galvanic skin response; electrocardiography; 
electromyography of the face and heart rate [47], [48].  

While applying these advanced measuring techniques in HCI is not new, the major 
issues of reliably interpreting or calibrating the related measures remain. For instance, 
prolonged viewing at a special location of a user interface, as indicated by certain 
patterns on a heat map, may imply that the user is cognitively absorbed by the content 
or that they are simply struggling to figure it out. Similarly, sweaty foreheads/hands 
may imply negative restlessness or positive excitement; individual and socio-cultural 
differences in facial expressions make interpreting electromyography data difficult; or 
a deviation of heart rate can also indicate emotional changes.  

Furthermore, while automatic logs enable researchers to capture a huge body of 
data, the effective and efficient integration of these data, to produce coherent and 
convincing conclusions about players’ behaviour and experience, is still very chal-
lenging, despite the advance in data mining techniques. To complicate the picture 
further, the low ecological validity of lab-based tests, albeit neat and structured, de-
mands their replacement with field tests. Evaluating the usability/UX of IDEGs en-
tails the adaptation and augmentation of existing approaches to address the tradeoffs: 
retrospective vs. real-time data capture, subjective vs. objective data types, and lab-
based vs. field studies. 

5.2   Assessing Educational Efficacy 

Based on the results of previous research and guidelines for measuring the “success” 
of technology-based learning material and environments, the project 80Days aims to 
develop a scientifically sound methodology, grounded in criterion-based designs and, 
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for specific cases, comparison-based designs. Criterion-based designs utilize a-priori 
specified criteria to measure educational effectiveness, e.g., whether  
students learn what they were supposed to learn. Comparison-based designs can po-
tentially be applied to evaluating and validating adaptive sequencing of learning mate-
rial; adaptive story generation, and non-invasive assessment and interventions. Three 
significant factors [50] to be included in our evaluation framework are:  

 

a) Performance outcomes (e.g., time and efforts required for achieving educational 
objectives) 

b) Attitude outcomes (e.g., attitude towards the learning environment/media; moti-
vation and interest) 

c) Programmatic outcomes (e.g., is there a return on investment? Does the learning 
environment reach its target audience?) 

 

Therefore, while there is a large body of existing methods and research for the 
evaluation of software, as well as conventional educational technology and learning 
media, this knowledge cannot be transformed one-to-one to the genre of IDEGs (e.g., 
[6].  The investigation of the adaptive features in a narrative learning environment 
with a large degree of freedom challenges the existing evaluation and validation 
methods. Moreover, aspects of motivation, audio-visual preferences, personality, or 
individual ability and their interactions with game design, learning design, usability, 
or narrative are a complex and novel field of research.  

The ambition of 80Days is to fill the gaps thus identified and develop a reference 
framework for the in-depth evaluation of IDEGs at design time (accompanying the 
design and development stages) and at run time (evaluating interim and final versions 
of games). 

6   Conclusion and Future Outlook 

Exploiting up-to-date 3D computer games for educational purposes is a dawning 
technology but still in its fledgling stage. It is one of the challenges of 80Days, which 
also aims at augmenting and integrating the related theoretical frameworks in cogni-
tive psychology. Exploiting the desirable features of digital games, to design and 
develop effective learning tools, entails the well-orchestrated efforts of a highly inter-
disciplinary team to tackle the three major challenges addressed above.  

In contrast to existing approaches, which separate learner, domain and adaptation 
models, our framework is based on a holistic understanding and a formal ontological 
representation of interacting processes involved in active and dynamic learning proc-
esses. The measurements include performance outcomes (e.g., time and efforts re-
quired for achieving educational objectives), attitude outcomes (e.g., attitude towards 
the learning environment/media; motivation and interest, and Programmatic outcomes 
(e.g., is there a return on investment? Does the learning environment reach its target 
audience?).  

The range of applications for this technology is not limited to a specific age group, 
it also provides a special opportunity to use the educational games to familiarize the 
elderly, who lack previous exposure to technology, to modern live saving communi-
cation technology. 
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Abstract. The development of Augmented Reality (AR) technologies is creat-
ing new opportunities and challenges for the designers of e-learning systems. 
More recently, AR based educational systems have been developed that are im-
plementing new learning scenarios for primary and secondary schools. An  
important goal of these novel teaching platforms is to enhance the students’ mo-
tivation to learn. This paper reports on a user-centered formative usability 
evaluation of an AR-based learning scenario for Chemistry with a focus on the 
motivational value. After user testing, quantitative and qualitative data were 
collected that are measuring the educational and motivational values of the 
learning scenario. While the comparison between the two types of measure is 
increasing the confidence in the evaluation results, the qualitative measures are 
also providing with a detailed description of the user learning experience. In 
this respect, not only the students found the Chemistry scenario interesting, cap-
tivating and enjoyable but they were also delighted to feel in control of the 
learning process. 

Keywords: educational software, augmented reality, user experience, user test-
ing, formative usability evaluation. 

1   Introduction 

The rapid development of the AR technologies over the last decade is creating new 
challenges for designers in many application domains such as medicine, education, 
entertainment and industry. As AR technologies become more wide-spread, there is 
an increasing interest in their usability. It is widely recognized that designing for 
usability is not an easy task in the AR field, given the lack of specific user-centered 
design methods and usability data [1], [2], [8], [18]. A survey of user-based experi-
mentation elaborated three years ago by Swan & Gabbard revealed that only 38 out of 
1104 articles (published in four main AR publications during 1992-2004) addressed 
some aspect of HCI and only 21 (~2%) described a user testing experiment [22]. Al-
though the situation significantly changed over the last years there is still little usabil-
ity data available for the design of specific AR-based applications.       

Augmented Reality systems are creating a new kind user experience (UX), which 
is based on the integration of the real and virtual into the same interaction space. 
While the configurations based on head mounted displays (HMD) are integrating 
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specific AR devices into a real life environment, the desktop AR configurations are 
bringing real life objects into a computing environment. The choice of the viewing 
configuration depends on several conditions such as cost, task requirements or main-
tenance problems [12].  

The user experience with a specific technology is also influenced by the opportuni-
ties created by its application in a particular application domain. In the last years there 
is a growing interest in using novel technologies in e-learning given their potential to 
increase the students’ motivation to learn. More recently, AR-based educational sys-
tems have been developed that are implementing learning scenarios for primary and 
secondary schools.  

Bringing various real life objects into a computing environment is increasing the 
complexity of the human-computer interaction and requires the development of suit-
able interaction techniques. In order to prevent usability problems, the interaction 
components of the AR system have to be tested with users early in the development 
process. The earlier these problems are identified the less expensive is the develop-
ment effort to fix them. 

Formative usability testing is performed in an iterative development cycle and aims at 
finding and fixing usability problems as early as possible [23]. This kind of usability 
evaluation is called “formative” in order to distinguish it from “summative” evaluation 
which is usually performed after a system or some component was developed [20].  

Formative usability evaluation can be carried on by conducting an expert-based us-
ability evaluation (sometimes termed as heuristic evaluation) and / or by conducting 
user testing with a small number of users. In this last case, the evaluation is said to be 
user-centered, as opposite to expert-based formative evaluation. As Gabbard et al. [8] 
pointed out, this kind of user-based statistical evaluation can be especially effective to 
support the development of novel systems as they are targeted at a specific part of the 
user interface design.  

This work reports on a user-centered formative usability evaluation of an AR-
based learning scenario for Chemistry which has been developed in the framework of 
the ARiSE (Augmented Reality for School Environments) research project. The main 
objective of the ARiSE project is to test the pedagogical effectiveness of introducing 
AR in primary and secondary schools and creating remote collaboration between 
classes around AR display systems. An important research goal is to investigate the 
extent to which each learning scenario is enhancing the students’ motivation to learn. 

The project is carried on in a consortium of five research partners and two school 
partners. ARiSE is developing a new technology, the Augmented Reality Teaching 
Platform (ARTP) in three stages thus resulting three research prototypes. In order to 
get a fast feedback from both teachers and students, each prototype is tested with 
users during an ARiSE Summer School which is held yearly. The second prototype 
implemented a Chemistry scenario and was being tested during the 2nd ARiSE Sum-
mer School in Bucharest.  

A usability questionnaire was developed in this project that is targeting several di-
mensions such as: the general ergonomics of the ARTP, the usability of the target e-
learning application, the perceived utility, the attitude towards the system, and the 
intention to use. The questionnaire provides with both quantitative and qualitative 
measures of the educational and motivational values of a new learning scenario.  
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The purpose of this paper is to present and analyze the evaluation results in order 
to investigate to which extent these are also useful to describe and measure the user 
learning experience with an AR-based system. In this respect we focus on the items 
related to attitude towards the system as well as on the positive aspects mentioned by 
students that are describing their learning experience with the teaching platform.  

The rest of this paper is organized as follows. In the next section we will briefly 
describe some related work with a focus on UX and constructivist learning ap-
proaches. In section 3 we will describe the evaluation set-up. Then we will present 
and compare the quantitative and qualitative evaluation results that are related to the 
motivational value of the learning scenario. The paper ends with conclusion and fu-
ture work in section 5. 

2   Related Work 

As pointed out in [14], [15], UX is an emerging research topic in the area of HCI. In 
his UX model, Marc Hassenzahl [9] is distinguishing between two kinds of attributes 
that are giving a product character: pragmatic (related to utility and usability) and 
hedonic (associated with well being and pleasure). Typical hedonic attributes are 
attractive, exciting and interesting.  

Gilbert Cockton takes a pragmatic approach on the evaluation of user experience 
and advocates for grounding UX in some form of intended value. A given context of 
use brings in front specific values of the application domain. Therefore, measures 
should be interpreted according to the achieved value that attempt to assess [3].  

Traditionally, there are two main approaches regarding the instructional process: 
the curriculum-centered approach and the constructivism. The second approach pro-
vides with a valid and reliable basis for a theory in various e-learning environments 
where the challenge for designers is to implement an active, collaborative and authen-
tic learning [13].  

Social constructivism is viewing each learner as a unique individual with unique 
needs and backgrounds and is encouraging the learner to arrive at her (his) own ver-
sion of the truth, influenced by the background, culture or embedded world view. In 
this respect, learning takes place when the student is able to build conceptual models 
that are consistent with both what they already understand and with the new content. 
In order to ensure successful adaptation of old knowledge to a new learning experi-
ence, a flexible learning direction should be provided [17] as well a possibility to put 
learners in control of the knowledge transfer process [21]. 

A crucial assumption regarding the nature of the learner concerns the level and 
source of motivation for learning. Motivation is an important factor in education and 
is appreciated that a high level of motivation is often a prerequisite for success. Con-
versely, there is a high probability that learning will not be successful if there is a lack 
of motivation [10]. A way to increase learners’ motivation is to integrate educational 
games that are making the learning process more approachable and enjoyable [4], [7].   

Since 1981, Malone identified a set of heuristics for designing enjoyable user inter-
faces: challenge, fantasy and curiosity [17]. These features have been considered as 
essential characteristics for good educational software by Holzinger et al. [10]. Based 
on a learner-centered design approach, they extracted a comprehensive list of  
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demands for designing motivating e-learning systems. The main characteristics of the 
user experience with such a system are: attraction, fun, challenge, fantasy, curiosity, 
interaction, multi-modality, and ease of use. 

3   Experiment and Methodology 

3.1   Participants 

The 2nd ARiSE Summer School was held on 24-28 October 2007 in Bucharest, Ro-
mania. Two groups of students and two teachers from the partner schools and three 
groups of students accompanied by a total of 4 teachers from 3 general schools in 
Bucharest were invited to participate. 

A total of 20 students from which 10 boys and 10 girls tested the ARTP. 12 stu-
dents were from 8th class (13-14 years old), 4 from 9th class (14-15 years old) and 4 
from 10th class (15-16 years old). Students have different ages because of the differ-
ences related to the Chemistry curricula in each country. None of them was familiar 
with the AR technology. 

3.2   Equipment and Tasks 

ARTP is a “seated” AR environment featuring a desktop viewing configuration: users are 
looking to a see-through screen where computer generated images are superimposed over 
the perceived image of the real objects which are placed on the table [25]. The platform 
has been registered by Fraunhofer IAIS under the trade mark Spinnstube®.   

User testing has been conducted on the ARTP of ICI Bucharest which is equipped 
with 4 modules organized around a table, as illustrated in Fig.1. 

The real objects integrated into the Chemistry scenario are a periodic table and a 
set of colored balls (4 colors) symbolizing atoms.  

The periodic table has two sides: part A, with full notation of chemical elements 
and part B, with numbered groups and periods. Part B is used to test how students 
understand the internal structure of atoms. Each workplace has its own periodic table. 
Once a ball is placed over a chemical element it could be further used as an atom of 
that element to form molecules. Further on, molecules placed on the tables could be 
used to simulate chemical reactions. Fig. 1 illustrates how two students are placing a 
ball onto their periodic table. 

A remote controller Wii Nintendo has been used as interaction tool for selecting a 
menu item.  

The participants were assigned 14 tasks: an introduction and 13 exercises related to 
three lessons. The first lesson is about the chemical structure of the atoms and has 2 
exercises. The second lesson is about forming molecules and has 8 simple exercises. 
The third lesson is about chemical reactions and has 3 exercises. 

3.3   The Evaluation Instrument 

The ISO/IEC standard 9126 defines usability as the capability of a software system to 
be understood, learned, used, and liked by the user when used under specified condi-
tions [11].  
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Fig. 1. Students testing the Chemistry scenario 

In this project we took a broader view on usability evaluation by grounding our 
work in a well known technology acceptance model (TAM) developed by Davis et al. 
[5]. As Dillon & Morris pointed out, TAM provides with early and useful insights on 
whether users will or will not accept a new technology [6].  According to Venkatesh 
et al. [24], TAM has been widely used as an information technology acceptance 
model able to explain or predict behavioral intention on a variety of information tech-
nologies and systems. 

According to our knowledge, there is no TAM model available for AR-based edu-
cational systems. Therefore, an evaluation questionnaire was developed within the 
ARiSE project that has 28 closed items (quantitative measures) and 2 open questions, 
asking users to describe the most 3 positive and most 3 negative aspects (qualitative 
measures) [19].   

The questionnaire is presented in Table 1. The first 24 closed items are targeting 
various dimensions such as ergonomics of the AR platform (items 1-5), usability of 
the application (items 6-14), perceived utility (items 15-17), attitude towards the sys-
tem (items 18-21) and intention to use (items 22-24).   

The remainder four closed items are to assess how the students overall perceived 
the platform as being easy to use, useful for learning, enjoyable to learn with and 
exciting. 

3.4   Procedure 

Testing and debriefing with users was done in the morning while the afternoon was 
dedicated for discussion between research partners. Before testing, a brief introduc-
tion to the AR technology and ARiSE project had been done for all students. Each 
group of students tested ARTP in a session during 75 min.  
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Table 1. The usability evaluation questionnaire 

No. Item 
1 Adjusting the "see-through" screen is easy 
2 Adjusting the stereo glasses is easy 
3 Adjusting the headphones is easy 
4 The work place is comfortable 
5 Observing through the screen is clear 
6 Understanding how to operate with ARTP is easy 
7 The superposition between projection and the real object is clear 
8 Learning to operate with ARTP is easy 
9 Remembering how to operate with ARTP is easy 

10 Understanding the vocal explanations is easy 
11 Reading the information on the screen is easy 
12 Selecting a menu item is easy 
13 Correcting the mistakes is easy 
14 Collaborating with colleagues is easy 
15 Using ARTP helps to understand the lesson more quickly 
16 After using ARTP I will get better results at tests  
17 After using ARTP I will know more on this topic 
18 The system makes learning more interesting 
19 Working in group with colleagues is stimulating 
20 I like interacting with real objects 
21 Performing the exercises is captivating 
22 I would like to have this system in school 
23 I intend to use this system for learning 
24 I will recommend to other colleagues to use ARTP 
25 Overall, I find the system easy to use 
26 Overall, I find the system useful for learning 
27 Overall, I enjoy learning with the system 
28 Overall, I find the system exciting 

 
During testing, effectiveness (binary task completion and number of errors) and ef-

ficiency (time on task) measures were collected in a log file. Measures were collected 
for all exercises performed.  

After testing, the students were asked to answer the new usability questionnaire by 
rating the items on a 5-point Likert scale (1-strongly disagree, 2-disagree, 3-neutral, 
4-agree, and 5-strongly agree). Prior to the summer school, the questionnaire was 
translated in the native language of students.  

4   Evaluation Results 

4.1   Quantitative Data Analysis 

The sample was small (n=20), and problems exist both with respect to generalization 
to the full population as well as with respect to the choice of statistical techniques to 
be used for the analysis. Therefore triangulation between quantitative and qualitative 
data plays an important role. Reliability of the scale (Cronbach’s Alpha) was 0.929 
which is acceptable. 
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The analysis of quantitative data revealed four items rated lower than 3.50. These 
items are associated with the accuracy of visual perception (items 1, 5, and 7) and the 
difficulty to correct errors (item 13). Other four items were rated between 3.50 and 
3.75. These items are associated with other usability problems (items 2, 11, 14 and the 
general item 25). Five items were rated between 3.75 and 4.00 (agree), eight items 
between 4.00 and 4.25 and the rest of seven items over 4.25.     

Overall, the items associated with the perceived utility, attitude and intention to use 
dimensions were better rated than the items associated with the usability of the ARTP. 
The mean values for the items 15-28 are presented in Fig. 2. 

 

Fig. 2. Answers to the questionnaire (items 15-28) – mean values 

Four items have mean values over 4.25 showing that ARTP helps to understand the 
lesson more quickly (item 15), makes learning more interesting (item 18), the students 
would like to have it in school (item 22) and overall, they find it useful for learning 
(item 26). Other four items have mean values between 4.00 and 4.25 showing that 
ARTP helps to learn more (item 17), the exercises are captivating (item 21), the stu-
dents will recommend this system to their colleagues (item 24) and overall, the stu-
dents found the system exciting.  

In order to investigate in more detail the educational and motivational value of the 
ARTP we will compare the answers to items 15-21, and 26-28 with the positive as-
pects mentioned by students in their answers to the open questions. 

4.2   Qualitative Data Analysis 

The answers to the open questions were analyzed in order to extract key words (at-
tributes). Then attributes were grouped into categories. Some students only described 
one or two aspects while others mentioned several aspects in one sentence thus yield-
ing a total number of 70 positive aspects which are summarized in Table 2.  
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Table 2. Summary of the most positive aspects 

Category Frequency Percent 
Educational support 20 28.57 
Exciting and motivating 25 35.71 
AR visualization & user guidance 17 24.29 
Easy to use and other 8 11.43 

Total 70  

 
Educational support includes various aspects, like: better understanding (“Every-

thing is more clear now”), easier understanding (“I understood the lesson more easy 
than in school”) and easier learning (“The system make learning more easy”).  

Students liked the 3D visualization ("the 3D visualization of atoms was very well", 
“The creation of molecules and other chemical processes are visualized very nice and 
demonstrative.” as well as the multimodal interface providing with vocal user guid-
ance throughout the interaction process (“Explanation complete and easy to under-
stand because of images”).  

The total of 17 positive aspects mentioned by students is suggesting the idea that 
the AR technology is a good facilitator for learning. In this respect, the augmentation 
of a real object with real time 3D computer graphics acts as a moderating factor for 
both the educational and the motivational values.  

Overall, 25 of the positive aspects (35.71%) are directly related to the motivational 
value of the ARTP. A detailed grouping of these aspects is presented in Table 3. Es-
sentially, these are the hedonic attributes of the ARTP as perceived by students. The 
related closed item is specified in the left column. 

Most of the aspects (10) are related to item 18 which got the highest rating (4.55) 
and clearly shows that the system makes learning more interesting.  

Two students found this learning scenario more interesting than a traditional one: 
“The lessons will be more interesting by using a device like this”. Three students found 
the tasks (i.e. exercises) very interesting: “It was very interesting to fill in all periodic 
table”, “The tasks are very interesting. Especially the third one”. Four students mentioned 
in a more or less specific way that it was interesting (“It was very interesting”, “It is 
interesting to work and interact”, “The system is interesting”). One student mentioned 
that learning with the ARTP is less boring (“Less boring than the teachers”).  

This last aspect also reveals a students’ preference to work individually which is 
consistent with the lower rating of item 19 (3.95). 

The lower rating of the item 20 (3.95) is closely related with some usability problems. 
Students complained that it was difficult to distinguish the real balls through the screen 
because of the augmentation and the superposition of the real and virtual objects.  

Nevertheless, the positive aspects mentioned by students are revealing an interest-
ing facet of a user learning experience: mastering of a chemical process. Students 
were attracted by the interaction in the AR environment which is giving the students 
the possibility to build something by their own: “I was surprised that I was able to 
interact with balls, to move them whatever where you want. It was like my direct in-
fluence to something“, “You can feel your direct influence. It is great.”, and “You can 
feel that something can be created by yourself, not by teachers”. These comments are 
expressing the students’ preference for a learning experience based on learning by 
doing instead of learning by reading.  
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Table 3. Categories of positive aspects related to motivation 

Item Aspect (attribute) Frequency Cumulative Percent 
Interesting learning 2 
Interesting tasks 3 
Interesting  4 

18 

Less boring 1 

10 40% 

19 Stimulating team work 1 1 4% 
Mastering the learning process 4 20 
AR interaction 1 

5 20% 

21 Captivating exercises 2 2 8% 
Attractive learning 3 

27 
Funny 3 

6 24% 

28 Novel 1 1 4% 
 Total 25 25  

 
Two students found the exercises captivating which shows an intrinsic motivation 

created by the AR technology and the added value of exploiting the need to play, 
predominant to the age of students in primary and secondary school. Students liked 
the idea of learning with ARTP which is attractive (“It is very attractive to produce 
atoms and molecules”), novel (“It is something new”) and funny (“It is funny to 
touch and move the atoms”, and “The different colors make learning more funny”).   

4.3   Age and Gender Analysis 

A grouping by age and gender of the positive aspects related to the hedonic attributes 
of the ARTP is presented in Table 4.  

Overall, the 8 students from the 9th and 10th classes mentioned a total of 13 positive 
aspects while the 12 students from the 8th class only mentioned 12 positive aspects 
that are related to the hedonic function of the ARTP. This suggests that the younger 
students were more attracted by the pragmatic aspects. Older students found ARTP 
more interesting and appreciated the possibility to master the learning process. 

Table 4. Positive aspects by age and gender 

13-14 years  15-16 years Category 
Girls Boys Girls Boys 

Interesting 1 2 5 2 
Stimulating  0 1 0 0 
Mastering 1 0 2 2 
Captivating  2 0 0 0 
Enjoyable 1 3 0 1 
Novel 0 1 0 0 

Total  5 7 7 6 

 
The boys found learning with the ARTP more enjoyable and novel than girls. On 

the other hand, the girls mentioned a greater number of positive aspects related to the 
interesting and captivating character of the chemistry scenario. 
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5   Conclusion and Future Work 

The usability evaluation results provided with an early feedback on the implemented 
scenario. ARTP was perceived as a useful teaching aid able to increase the students’ 
motivation to learn: the system is attractive, stimulating and exciting. The students 
liked the 3D visualization as well as the vocal explanation guiding them throughout 
the learning process.  

Participants to the summer school found the chemistry scenario very attractive. As-
signing semantics to a colored ball by placing it onto the periodic table is something 
new and makes learning more interesting. The students liked the idea of “learning by 
doing” which provides them with a better understanding of the Chemical reactions. 

While item 26 (usefulness for learning) received the highest rating among the gen-
eral items (4.30), most of the positive aspects mentioned by students were related to 
motivation. From the one hand, the quantitative data results suggest that they mainly 
perceived the chemistry lesson as a useful learning experience. From another hand, 
the qualitative data results are revealing the importance of the motivational value for 
the learning process.  

The results of this research are showing that measuring the educational and motiva-
tional values is providing with useful UX measures. Nevertheless, there are some 
inherent limitations since it was difficult to relate some aspects to a specific closed 
item. In order to get more useful results, some more items might be needed. The 
qualitative data could also gain in accuracy by interviewing students after filling in 
the questionnaire.  

In this paper we briefly discussed the quantitative and qualitative data and we 
mainly focused on the measures related to attitude. However, students also mentioned 
65 negative aspects. These aspects are actually describing usability problems which 
are consistent with the relatively low ratings of the items 1-14 and the general item 
25. A future research direction is to investigate to which extent UX is negatively af-
fected by specific usability problems.  
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Abstract. We conducted an experiment to find out which cognitive processes 
underlie the high correlations between aesthetic impression and perceived us-
ability of a user interface reported in several studies. Four online shops differing 
in colour scheme and usability level were created and tested before and after an 
interaction period to gain support for two differing models of explanation. One 
stems from Norman who hypothesizes that mood is a mediator between design 
and perceived usability whereas the other is based on the well known “What is 
beautiful is good” phenomenon from social psychology and market research. 
The data provide support for the approach of Norman whereas the high correla-
tions couldn’t be replicated. Another interesting finding was that our results 
militate rather for a “What is usable is beautiful”- relation than the other way 
round as hypothesized. 

Keywords: Usability, Aesthetics, Cognitive Processes, User Experience. 

1   Introduction 

In the last couple of years there is a clear tendency to extend the concept of usability 
to a more holistic view on the interaction between humans and systems, which is 
often referred to as user experience [1]. User experience summarizes classic usability 
criteria like efficiency, effectiveness, or simplicity with additional criteria like fun, 
aesthetics, or attractiveness. An often used terminological distinction is to refer to the 
first set of criteria as pragmatic quality aspects and to the second set as hedonic qual-
ity aspects1 [3]. 

One research direction in this area is to investigate the relationship between pragmatic 
quality and hedonic quality. There is, for example, strong evidence from several empiri-
cal studies that perceived aesthetics influence the perceived usability of a system. 

For example, in an empirical study [4] several variants of user interfaces for auto-
matic teller machines (ATM) were compared. Functionality and interaction behaviour 
of these variants were identical. The only difference was the arrangement of the  
controls. Some variants arrange the controls in a way that is perceived as attractive; 
                                                           
1 Another common terminology is to refer to the first set of criteria as usability goals and to the 

second set as user experience goals [2]. 



44 W. Ilmberger, M. Schrepp, and T. Held 

others arrange them in a way which is perceived as unattractive. The results of the 
study showed that the more attractive variants were perceived to be easier to use. The 
study reports very high correlations between aesthetic impression and perceived  
usability of a system. These results were later on replicated in other studies (for  
example [5]).   

A weakness of these studies was that the participants just judged the usability of 
the user interface without actually using it. But in a further study [6] it was shown that 
the dependency between perceived aesthetics and usability can also be found in set-
tings where users judged the usability of the system after using it. The authors of this 
study summarized this result in the statement What is beautiful is usable.  

It must be noted however, that these results could not be confirmed in all studies 
concerning this topic. For example, in [1] it was shown that the relation between  
appeal and perceived usability does not exist for all types of interfaces. But the coun-
terexamples reported were of a quite special type. In other studies [7] the reported 
correlations between aesthetic appeal and perceived usability were much smaller than 
the corresponding values reported in [4, 5, 6].  

The dependency between pragmatic quality and hedonic quality is not restricted to 
simple user interfaces like ATM’s, web sites or games. A study [8] concerning highly 
complex user interfaces of business software showed that also in this area both prag-
matic and hedonic quality aspects have an impact on the attractiveness of the user 
interface. In addition, this study demonstrated that the more attractive an interface is, 
the higher is the preference of subjects for this interface. 

Empirical results [9] show that user acceptance of new technologies is affected both 
by perceived usefulness and perceived fun of the technology. Today user acceptance 
plays a very important role for the success of many software projects, especially in the 
area of business software [10]. It is in many cases impossible to introduce a new soft-
ware solution in a company if the users reject to use it. Thus, the relation of perceived 
attractiveness and perceived usability has potentially also a high economic impact. 

While the existence of a connection between perceived aesthetics respectively he-
donic quality aspects and perceived usability is out of question it is still not clearly 
understood why people connect these two concepts. How can we explain this connec-
tion? What cognitive processes are responsible for it? These are the questions we try 
to address in this paper. 

2   Theoretical Background 

We will discuss two approaches to explain the connection between perceived aesthet-
ics and perceived usability. 

2.1   Influence of the Emotional State 

One possible explanation of the dependency between perceived aesthetics and per-
ceived usability is suggested by Norman [11]. He argues that emotions influence the 
way users handle and evaluate usability problems. Since aesthetics can influence the 
emotional state of a subject, these findings can explain the mentioned dependency.  

This argumentation relies on actual research results [12], which show that a posi-
tive emotional state broadens the problem solving processes and facilitates creative 
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thinking. A positive emotional state supports heuristic and explorative problem solv-
ing strategies. A negative emotional state on the other hand facilitates a systematic 
and analytical way to deal with problems2 [13, 14]. 

If a user in a negative emotional state will run in a problem on the user interface he 
or she will thus typically focus on this problem and try to analyse it. If a user in a 
positive emotional state will run in the same problem he or she will most likely ex-
plore the situation and will try to get around the problem based on some heuristics. 
Users in a positive emotional state will therefore find alternative solutions for usabil-
ity problems more easily. In addition, they will be tolerant against minor difficulties 
in a user interface [16]. Users in a negative emotional state will on the other hand 
focus on problematic details and will therefore be less tolerant against observed diffi-
culties in a user interface.  

According to Norman [11] this influence of the emotional state of a subject on his 
or her problem solving strategies explains the dependency between perceived aesthet-
ics and perceived usability. 

2.2   Stereotypes and Evaluative Consistency 

A second often used (for example, [7]) explanation for the dependency between per-
ceived aesthetics and usability is the what is beautiful is good stereotype known from 
research in social psychology [17, 18]. Results show that people relate a person’s 
beauty positively to attributes like social competence, adjustment, intellectual ability 
or general goodness. In a similar way the aesthetic impression of a user interface 
might also indicate good usability. 

Similar mechanisms are also reported from studies in market research. For  
example, when information about certain attributes of a product are missing, then 
consumers evaluated these missing attributes in conjunction with the brand’s overall 
evaluation (evaluative consistency) [19]. Another example is that if the prize of a 
product is high, then people often infer a high quality from this fact by applying a 
price-quality heuristic [20]. 

If we apply this to the area of user interface design similar stereotypes or inference 
heuristics can cause the relation between aesthetic impression and perceived usability. 
Thus, especially in cases where users have no or little interaction experience with a 
user interface [21] these stereotypes can explain that the missing information about 
the actual usability of the user interface is inferred from known information, for ex-
ample the visual appeal of the user interface. 

2.3   Research Hypotheses 

Please note that the two processes described above do not exclude each other. It may 
be possible that both explanations contribute to some extent to the relation between 
aesthetics and perceived usability. 
                                                           
2 A possible explanation for this behavioural pattern is provided in [15]. It is argued that nega-

tive emotions indicate a problematic situation. Thus, there is a motivation for the person to 
change this situation, which requires a detailed analysis of the problem. On the other hand, 
positive emotions indicate an unproblematic situation. There is no motivation for the person 
to change the current situation and thus a heuristic and explorative problem solving behaviour 
is sufficient. 



46 W. Ilmberger, M. Schrepp, and T. Held 

If the relationship between perceived aesthetics and perceived usability results 
from an influence of the cognitive state or mood of the subject on problem solving 
processes, then we would assume that: 

• The perceived aesthetics of a user interface should have an influence on the mood 
of subjects (Hypothesis 1). 

• The mood of a subject should influence the perceived usability of a user interface 
(Hypothesis 2). More detailed:  
− Subjects in a good mood should rate the usability of a user interface better than 

subjects in a bad mood. 
− Subjects in a good mood should report fewer problems in a user interface than 

subjects in a bad mood. 

If the relationship between perceived aesthetics and perceived usability results from 
the application of choice heuristics, like for example What is beautiful is usable, we 
would expect that: 

• If the subjects have not interacted with a user interface (for example, if they only 
have seen screen shots or a demo of the interaction behaviour), then their usability 
judgement should be based mainly on the aesthetic impression.  In addition, the 
observed correlations between ratings of hedonic quality aspects and pragmatic 
quality aspects should be high (Hypothesis 3). 

• If subjects have already interacted with a user interface, then their usability judge-
ment will be based on their interaction experience. Thus, the experienced usability 
of an interface should have a strong impact on the usability judgement by the sub-
jects. In addition, the observed correlations between hedonic quality aspects and 
pragmatic quality aspects should be lower than in the condition where no interac-
tion took place (Hypothesis 4).  

3   Method 

To test the four hypotheses stated above, an experimental design varying aesthetic 
quality and usability of a web-shop was used. 

3.1   Participants  

72 subjects (51 female, 21 male), mainly psychology students of the Ruprecht-Karls-
University of Heidelberg, took part in the experiment. They were between 19 and 31 
years old (average 22.21 years) and received a certificate for participation in the 
study. Almost all participants (n= 68) had online shopping experience and most of 
them (n=61) had used the Internet for more than five years. 

3.2   Material 

We intended to vary usability and one aesthetic dimension -namely the colour 
scheme- of the user interface independently. Online shops were chosen as the domain 
of study, because almost everyone has some domain knowledge there. Based on the 
template of a shop interface at STRATO [22] (see Figure 1) two different versions 
only varying in colour were designed.  
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Aesthetic Variation by Colour Manipulation. Two pilot studies were conducted to 
identify suitable manipulations of the colour dimensions of the web-shop.  

The goal of the first study was to create two pleasant variants of the visual design 
for the web shop. As a basis for the visual design four of the ten highest rated colour 
schemes from Adobe® kuler3 [23] were used. The colour schemes were used to de-
fine the colours for the user interface elements (background, menus, etc.) of the web 
shop.   

To decide which of the four variants of the web shop is rated most aesthetic, 18 
subjects (6 employees and 12 students) at the SAP AG were contacted via e-mail to 
do a complete paired comparison with screenshots of the four interfaces. The Bradley-
Terry-Luce (BTL) model [24, 25] was used to analyze the paired comparison data. 
This method is particularly appropriate for decisions concerning subjective prefer-
ences between alternatives. 

There were no significant differences between the BTL scale values of the four al-
ternatives. For further investigation we selected two out of the four alternatives. 
Therefore, we took the interface that was rated highest in the complete sample and the 
interface that was preferred in the students sample, because the later sample was also 
planned to consist of students. 

Thereafter we designed three shops with comparable colour contrasts, but (as-
sumed) unpleasing colour combinations. The reason for achieving similar contrast 
proportions was to avoid a confounding of usability and aesthetic dimensions. To 
obtain unfavourable colour combinations, the results of a preceding analysis of the 
kuler [23] colour combinations were used. This analysis showed that concerning the 
HSV colour space, that defines all colours by means of hue, saturation and value, 
almost no colours in the hue ranges 130-150 and 230-320 appeared among the highest 
rated combinations. For the construction of the unpleasant colour combinations col-
ours in these hue ranges were chosen. 

A second paired comparison with 17 subjects (6 employees and 11 students of SAP 
AG) was conducted to find the two most differing interfaces. BTL values were .370 
for the best rated interface and .038 for the worst rated interface. Since the BTL scale 
is a ratio scale we can conclude that the best rated interface is rated as almost ten 
times more aesthetic then the worst rated interface. These two web shops were chosen 
to be used in the experiment. 

Usability Manipulation. To produce two different usability levels, the following sys-
tem features were varied according to general usability principles (e.g. [26]):  

 

• visualization and position of the shopping cart  
• existence of an overall product search  
• link effects (e.g. hover effects of links) 
• depth and hierarchy of the menu  
• naming of menu items (for example transport instead of rucksacks)  
• the possibility to change the number of ordered products directly before adding it 

to the shopping cart  
 

                                                           
3 Adobe® kuler [22] is a web-hosted application from Adobe Labs for generating, downloading 

or rating colour themes. 
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Fig. 1. Screenshot of the shop interface with good usability 

 

• the naming of the products so that it is more or less difficult to find them directly 
over the search function  

Since each of the variations of ‘usability’ and ‘colour’ had two levels, four online 
shops were created:  
• high-usability and pleasant-colour 
• high-usability and unpleasant-colour  
• low-usability and pleasant colour  
• low-usability and unpleasant colour. 

3.3   Measures 

First, there were two variables about how the participants liked the interface visually 
as a whole and the colour combination in particular to ensure that the two versions 
differed in colour evaluation as assumed. The User Experience Questionnaire (UEQ) 
[27] served to capture the user’s perception of usability and hedonic dimensions. The 
questionnaire consists of twenty-six 7-point items with bipolar verbal anchors that 
measure six dimensions, thereof three usability dimensions that are called perspicuity, 
efficiency and dependability, two hedonic dimensions called stimulation and novelty 
plus one overall dimension that is called attractiveness. The sub-dimension scores 
were calculated by averaging the respective item values per participant. Internal con-
sistency (measured by Cronbach’s alpha coefficient) of the six dimensions was high 
(attractiveness, α = .92; perspicuity, α = .88; efficiency, α = .78; dependability, α = 
.83; stimulation, α = .84 and novelty, α = .81). This confirmed the assumption that 
users perceive these dimensions consistently. The questionnaire was conducted before 
and after interacting with the shop.  

We collected also possible confounding variables such as Internet and online shopping 
experience by asking the subjects “How much Internet experience (in years) do you 
have” and “How often did you shop online yet”. Furthermore we assessed subjective 
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emotional data via the Self-Assessment-Manikin (SAM) [28] which retrieves the valence 
and intensity of emotions.  

3.4   Procedure 

Participants were led one by one into the laboratory (at Psychologisches Institut, Uni-
versity Heidelberg) and given a booklet comprising a description of the experimental 
procedure and all questionnaires. They were asked to fill in some demographic data 
and answer three questions concerning Internet and online shopping experience. After 
that they had to rate their subjective feelings on the SAM. Depending on the experi-
mental condition to which they were assigned randomly, the participants saw a demo 
version of the relevant shop in form of a screen video with tone. In this video they 
could observe how someone conducts the task of finding a certain jacket and adding it 
to the shopping cart. They filled in the UEQ-questionnaire for a first impression of the 
shop.  

After that, the participants started to accomplish five typical tasks in the web-shop, 
where the first one was identical with the task seen in the demo. The interaction took 
about 3 to 11 minutes (means of 3.60 for the good and 5.83 minutes for the bad us-
ability condition). After they had finished all tasks, the participants were again asked 
to fill in the SAM. They rated the shop on the UEQ and how they liked the interface 
visually as a whole and the colour combination in particular. Finally there were two 
open questions about problems and ideas for improvement regarding the shop they 
interacted with. Each participant worked through only one shop version. The experi-
ment took roughly 40 minutes on average. 

4   Results 

4.1   Manipulation Check 

A t-Test between the pleasant and the unpleasant condition confirmed that the colour 
manipulation was successful t(70) = 6.99, p < .01(one-tailed). A 2x2 ANOVA for 
‘usability’ and ‘colour’ was performed assessing task-completion times. There was a 
significant main effect for ‘usability’ only, indicating that usability was also varied 
successfully F(1, 68) = 74.98, p < .01.  

4.2   The Hypothesis of Norman 

We first analyzed if the participants in the pleasant colour condition were in a better 
mood after interacting (Hypothesis 1) and found that the valence appeared to be  
slightly better (means of 5.39 and 5.14, respectively), but this difference was not sig-
nificant.  

A two way analysis of variance revealed that the valence-dimension of the SAM 
had a significant effect on both, the number of problems reported F(4, 67) = 2.93, p < 
.05 and the usability dimensions of the UEQ such as perspicuity F(4, 71) = 4.47, p < 
.01, efficiency F(4, 71) = 3.61, p < .05 and dependability F(4, 71) = 2.68, p < .05 
(Hypothesis 2).  
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The better the participants rated their valence of mood, the higher they evaluated 
the shops’ usability and the fewer problems were reported. These findings support 
that Norman could be right with his statement that “attractive things work better” 
[11]. This could especially be true if an interface is aesthetic enough to improve the 
mood of a user.  

While Hypothesis 1 has to be rejected, Hypothesis 2 was confirmed. 

4.3   The “What Is Usable Is Beautiful” Hypothesis 

We hypothesized that the participants had too few usability information after watch-
ing the demo. An ANOVA with the data of the first survey (questionnaire filled in 
directly after the demo) revealed that the usability condition had no influence on us-
ability dimensions of the UEQ questionnaire that are efficiency F(1, 70) = 1.16, p > 
.05, perspicuity F(1, 70) = 0.41, p > .05 and dependability F(1, 70) = 0.24, p > .05. So 
it wouldn’t be surprising if the users apply a heuristic to judge the usability of the 
shop. 

If the heuristic ‘What is beautiful is usable’ [6] is also valid for user interfaces, one 
would expect high correlations between hedonic and usability ratings after only 
watching the demo (Hypothesis 3). After interacting with the system, the real usability 
of the interface should have a strong impact on the usability judgement by the sub-
jects and as a consequence these correlations should be low (Hypothesis 4) because 
then the user has more information about the real usability and is no more that reliant 
on using heuristics. After the demo, all correlations were at most moderate (maximum 
correlation between efficiency and stimulation of r=.310, see Table 1) and far away 
from the level found by Kurosu [5] and Tractinsky [6]. This result doesn’t fit with 
Hypothesis 3, but supports findings of Hassenzahl [7], who discusses possible weak-
nesses of the stimulus material in the studies of the last-mentioned authors. 

After the interaction took place, the usability condition had significant influence on 
all rated usability dimensions after the interaction (perspicuity F(1, 70) = 21.61, p < 
.01, efficiency F(1, 70) = 17.94, p < .01 and dependability F(1, 70) = 18.90, p < .01). 
The second part of Hypothesis 4 could not be supported, because all correlations 
increased against our supposition (maximum correlation between perspicuity and 
stimulation of r = .555, see Table 2). Therefore the fourth hypothesis could be only 
partially confirmed.  

The pattern of correlations doesn’t support the hypothesis of users applying similar 
heuristics as the well known phenomenon in social psychology and market research.   

Further results rather argue for a reverse process. Results of the analysis of vari-
ance showed that the usability condition had significant influence on ratings of he-
donic dimensions of the UEQ questionnaire, such as stimulation F(1, 70) = 13.39, p < 
.01, and novelty F(1, 70) = 3.97, p < .05. The usability condition had also a significant 
influence on the overall rating of visual design F(1, 69) = 5.09, p < .05.  

The rating of visual design was better in the good usability condition at both meas-
uring times, t(70) = 1.77, p < .05 and t(70) = 1.71, p < .05 (both one-tailed). In addi-
tion, the visual design judgement decreased in the condition with bad usability and 
remained equal in the good usability condition t(35) = 1.98, p < .05 and t(34) = .49, p 
< .05 (both one tailed).  
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The fact that the correlations between hedonic dimensions and usability increase 
after the interaction is also in line with a theory assuming that perceived usability 
influences the perception of aesthetic factors. Not until interacting with the online 
shop the users had information about the real usability, so the higher correlations 
could have been the result of participants rating aesthetics on base of perceived us-
ability after the interaction took place. 

Table 1. Correlations of the relevant UEQ scales after the demo 

 perspicuity dependability efficiency stimulation novelty 
perspicuity 1 .396** .561** .145 -.286* 
dependability  1 .410** .173 -.128 
Efficiency   1 .310** -.027 
stimulation    1 .418** 
Novelty     1 

         *     Significant with p < .05. 
         * * Significant with p < .01. 

Table 2. Correlations of the relevant UEQ scales after the interaction 

 perspicuity dependability efficiency stimulation novelty 
perspicuity 1 .827** .828** .555** .165 
dependability  1 .731** .526** .148 
efficiency   1 .463** .158 
stimulation    1 .507** 
novelty     1 

         *     Significant with p < .05. 
         * * Significant with p < .01. 

5   Discussion 

The reported investigation was a first step to approach the question for the cognitive 
processes underlying the relationship between aesthetic properties and the experi-
enced usability of user interfaces.  

We selected two prominent and well-established explanatory approaches to derive 
testable hypotheses. According to the results of our experiment, at least the assump-
tion that the mood of a user influences perceived usability seems to hold. Given that 
the users’ mood can initially be influenced by evident aesthetic qualities of a user 
interface, this result may have quite strong implications. While it may be impossible 
to “compensate” bad experienced usability by a good look, it is quite likely that the 
experience of good usability will be amplified by a good aesthetic impression. 

The direct relationship between variations of user interface aesthetics or factors in-
fluencing usability and experienced usability of a software product could be uncov-
ered only partially by our investigation. We assume that our operationalization of 
aesthetics may constitute a problem, because colour is not able to cover all aspects of 
the construct. Further research should also investigate the influence of other aesthetic 
dimensions. 
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A deeper elaboration both of the theoretical background and the experimental de-
sign should be the focus of further investigations.  

Theoretically interesting is the observation that usability might have an impact on 
the perception of aesthetic qualities. This indicates that the “what is good is beautiful” 
relationship that has recently been found in the area of face perception [29] might as 
well be relevant in the area of usability of user interfaces. 

In conclusion our results argue rather for Normans proposal of the emotional state 
influencing information processing and the evaluation of a product. The “what is 
beautiful is usable” approach supposed for example by Tractinsky [6] is not able to 
explain the found pattern of results at all. Our investigation surprisingly rather sup-
ports a converse relationship of “what is good is beautiful” between usability and 
aesthetic evaluations. This means that - putting the trend of emphasizing design as-
pects into perspective - the perceived usability of an online shop is the striking vari-
able that is even able to influence the aesthetic impression. 

It has to be tested if this kind of relationship holds also in other contexts than 
online shops. 

What are the practical implications of our results? First of all, when conducting us-
ability tests or observations in their natural working environment, one should be 
aware that the mood of the participants (induced by the interface or set by the working 
environment) influences the usability evaluation. Therefore, the participants in good 
mood tend to rate systems more favourable and report fewer concrete problems as 
those in bad mood.  

Another implication of our results can be drawn from the fact, that after presenting 
a non-interactive demonstration of the system, the participants were not able to diver-
sify different levels of usability. According to this, one can not expect reasonable 
feedback from users only having watched a demonstration. This is especially impor-
tant in the area of online usability research. 

Finally our findings indicate that the software engineer should in each case strive 
for good usability and good visual design, because they benefit each other. But cau-
tion is advised here: bad usability can not be compensated by a good visual design.  
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Abstract. Despite the fact that the Digital Ink Book (DIB) has been developing 
over the past 10 years in different contexts, it has not made its presence felt 
within university education. This paper focuses on experimental educational use 
of the e-book in the context of a virtual university. Based on the available tech-
nologies, this research for technological innovation in education aims to carry 
out a pilot test with the students on the Digital Literacy and Exclusion course 
from a user centred design (UCD) perspective. Each student received a Digital 
Ink Book (DIB) for use in both the reading and working notes necessary for 
learning the different topics that make up the course. The data gathering was 
divided into a field diary kept by students participating in the DIB pilot test, a 
final report from each student about their own process of acquiring digital liter-
acy in relation to the DIB, a virtual forum for the course, where the students 
commented on their difficulties and discoveries in using the DIB, and individ-
ual interviews with the students participating in the project once the experiment 
was finished. Through a content analysis of collected data we mapped the proc-
esses used by the students as strategies for the study of the university material 
using the DIB from a UCD perspective. 

Keywords: e-book, m-learning, mobile HCI, digital ink book, human aspects of 
e-learning. 

1   Introduction 

At the Open University of Catalonia (UOC) all didactic material used is developed in 
digital format (XML, PDF and HTML), but it must be read from a computer (with the 
resultant effects of reading from a screen) or at best, as a printed version of the digital 
material (with corresponding paper wastage and ecological impact). Since the creation 
of e-Book e-Ink devices, it is possible to imagine accessing digital documentation 
through these highly accessible technologies and interfaces for pleasant reading. For 
many years now, there have been experimental prototypes and commercialised  
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devices. For a number of reasons their implementation has been very slow and rela-
tively unsuccessful (costs of the reading devices, availability of electronic books, high 
levels of security, size of the screens etc.). Following advances made by MIT Media 
Lab, so-called "Molecular Machines" have been created, that allow the implantation 
of that kind of digital reading technology. The research has been aimed at the protec-
tion of eyesight from the effects of reading digital texts (an aspect that was not taken 
into account in other digital e-Book technology prototypes) (Fuller et. al. 2002). This 
new micro-electromechanical technology enables highly “readable” reading. 

Research projects centred on digital reading technologies (Hyper Book, Visual 
book, EXLIBRIS, Lecvtrice, Web book, EBONI, etc..), along with various commer-
cial projects for the editing, sale and distribution of digital books (OZONeBooks, 
Alantic Bridge Publishing, BOOKS ONSCREEN TM, Ebook Express, Ebook Mall 
and Hypertech Media Inc, VanGoach Books, eBooks and N'Bytes, etc.) as well as 
advances made by e-Book reader manufacturers (particularly Amazon Kindle and 
Irex) have made it possible for reading a digital document to be little different from 
reading a printed one. Parallel to the technological research into the effects of digital 
reading on the reader’s vision, and the many possibilities for use and innovation, there 
have been studies into its application in a university context. The work of Shiratuddin 
(2005, 2003, 2001) into the use of e-Books in higher education has been a pioneer. 
Based on a comparison of the different e-Books found on the market, they study stu-
dent's attitudes to the technology and the possibilities for its use, offering extensive 
examples of the advantages of the e-Book over the conventional book. From the mul-
tiple possibilities for the application of e-Books in university contexts, the author 
places special emphasis on the e-Books collaborative dimension and its application in 
distance learning, based on an online questionnaire that aimed to characterise some of 
the standard tasks that distance students develop when working with the e-Book. 
However, the actual implementation of e-Ink e-Books in university teaching is far 
from being a reality; that is why, with the current work, we want to go deeper into the 
processes of appropriation of the electronic ink book with a group of real students on 
the “Digital literacy and exclusion” course, looking  into its educational uses.  

2   Objectives  

The objectives that follow from this research are: 
 

1) To understand the processes undergone by the university students to organise 
their work using an electronic book.  

2) To study the possibilities for use of electronic books in a virtual university context: 
annotations, underlining of text, management of annotations,  uses of the dictionary, au-
dio version, sensations in digital reading, portability of the device, management of the 
digital library, spaces for digital reading, notebook and collaborative work. 

3   Methodology 

Based on the available technologies, this project for technological innovation in edu-
cation aimed to carry out a pilot test with the students on the Digital Literacy and  
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Fig. 1. Digital Ink Book used in the pilot test 

Exclusion course, a part of the Educational Psychology (Psychopedagogy) degree. 
Each student received a Digital Ink Book (DIB) (with 768 x 1024 pixels resolution, 
256MB of memory, 217mm x 155mm x 16mm dimensions and 389 grams weight) for 
use in both the reading and working notes necessary for learning the different topics 
that make up the course.  

Some of the elements that made up the experiment were: ways of annotating 
documents, ways of underlining teaching texts, management of annotations and text 
markers, uses of the dictionary, uses of the other documents different from teaching 
materials, sensations, ease and difficulties of digital reading, how portable is the de-
vice, storage and management of the digital library, the spaces in which the reading 
takes place, uses of the e-Book notebook, possibilities for collaborative work with the 
DIB. 

Monitoring of the pilot test into uses of the DIB took place on different levels and 
the focus was qualitative. The small number of students on the course (seven stu-
dents) allows a precise and continuous monitoring of the students' relationship with 
the Digital Ink Book. The methodology of the test was divided into: 

 

1) Field diary kept by students participating in the DIB pilot test. Each student 
noted down the most relevant information about the relationship (appropriation, rejec-
tion, etc.) that they maintained with the technological device we were experimenting 
with. The field diary recorded everything they considered worth communicating about 
their relationship to the device. 

2) Virtual forum for the course, where the students commented on their difficulties 
and discoveries in using the DIB. This forum was facilitated by participants from the 
innovation project, and acted as a support service in the student's process of acquiring 
digital literacy in relation to the DIB. 
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3) Individual interviews with the students participating in the project once the ex-
periment was finished – including a user test of the most basic functionalities of DIB 
– to collect and contrast the final data. 

 

In order to understand the processes undergone by the university students to organ-
ise their work using an electronic book, and through a content analysis of collected 
data (field diaries, messages from the virtual forum and transcription of individual 
interviews) we mapped the uses of the DIB by students in the pilot test, and we list 
and study other categories developed by the participating students that were not ini-
tially foreseen.  

4   Results 

In this section we show the processes used by the students as strategies for study and 
work using the DIB, including other categories developed by them that were not ini-
tially foreseen. 

In general the device has not been used much; the low levels of participation in the 
forum dealing with questions relating to its use – the activities of the virtual class-
room were as in previous semesters focused on the content and concepts of the course 
at a purely theoretical level – as well as the field diaries and the interviews demon-
strate this (clearly, due to the aims of the investigation, which was to study the “natu-
ral” appropriation of the device by the students, the teacher did not encourage nor 
oblige the students to use it at any point: or at least not directly, since the field diary 
on the use of the device formed part of the final evaluation of the course).  

Nevertheless, and despite the fact that in the beginning all the students expressed 
enthusiasm on receiving the device, later all abandoned its use; principally they say it 
was due to “lack of time”. Other motives mentioned were the slowness of the device, 
the fact that it is yet another unnecessary gadget with another charger, more cables, 
etc… and the lack of habit and/or need for its use: 

“For me the device is difficult, the cables, the battery, the pencils, from the very 
beginning it was complicated for me, and furthermore, I didn't find a reason for it. I 
already have a tool that enables me to do things and now I am used to it. Changing to 
another without good reason...” (Interview 2) 

Nevertheless, a more in-depth look at the body of analysis reveals that the principal 
motive for the low level of use of the device is its lack of interactivity. The device is only 
conceived as a device for reading documents and does not allow tasks needed for learn-
ing. We will return to this idea as it is key to the process of appropriation of new tech-
nologies applied to learning and to the conclusions of the current study. First we will map 
those processes of appropriation and use of the device, the advantages and disadvantages 
perceived, and the aspects related to its interaction, design and usability, and finally we 
will lay out the principal conclusions and recommendations of the research. 

4. 1   Processes of Appropriation and Use of the Device 

The mapping of the processes of appropriation and use of the device was carried out 
using the following axes of analysis: making contact with the device, uses of the in-
formation, interactivity, use of the devices functions and educational uses.  



 Educational Uses of the e-Book: An Experience in a Virtual University Context 59 

 Making contact: for all those interviewed it was a novelty to receive the de-
vice and the device itself was also new to them. All managed to turn it on 
and investigate and experiment with what they could do with it.  

 Uses of the information: Of the seven people interviewed, five connected the 
device to their computer and passed or downloaded information, documents 
or books. Two did not get so far as connecting the device to the computer, so 
they did no pass any information. Of the five who connected the device to 
the computer, three downloaded the teaching materials for the course 
adapted for the device. One only downloaded the teaching materials and one 
only downloaded books. Of the two participants who did not connect the de-
vice to the computer, one only used it to make a few notes and the other did 
not do anything, except try out using it a bit.   

 Interactivity: three of those interviewed tried unsuccessfully to connect to 
the internet. They had configuration problems they were unable to solve.  
Only three of those interviewed tried the USB option to read files they had 
stored. 

 Uses of the device's functions: none of them had downloaded notes to the 
computer. 

 Teaching uses of the device:  of the seven people interviewed only three 
downloaded the teaching materials from the Digital Literacy course to the 
device. Only one did the first learning activity on the device and then aban-
doned it for the following activities. They used the notes for fun: as a way of 
playing, trying out, experimenting… The students did not perceive the DIB 
as a device that could help them study and work, and all of them described it 
as a reading device:  

 

 “I don't think it improves the quality of the studies, nor the performance of the  
student, I don't believe that” (Interview 3) 

4.2   Perceived Advantages and Disadvantages 

The principal disadvantages cited were the slowness of the device in getting started, 
the lack of colour (highly valued by the pupils for studying), the lack of a word search 
function (also very necessary for study). Logically, they also mentioned the problems 
with connecting to the Internet.  

Positive aspects are: device comfortable to read, appropriated size and weight, the 
mobility, the capacity to store information and the fact that the use of the device could 
mean a notable reduction in the use of paper, with the resultant ecological conse-
quences. The quality and comfort of reading the device compared to digital screens 
was mentioned. Finally, they highlighted the immediacy with which all the students in 
a class could receive information if it were all digitized. 

4.3   Interaction, Design and Usability 

A range of issues to be improved emerge in the results of the user test carried out. In 
terms of interaction with the device and its usability, the passing of pages in docu-
ments or books was basically done with the pencil that comes with the device, there-
fore without using the available buttons. Nevertheless, comments were made about 
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difficulties in calibrating the pencil. Also, during the tasks three of the participants 
found that it blocked when they started to use it, although they did not say that this 
was an habitual occurrence. Only one of them knew where the “reset” button was. 
None of they knew how to view the notes passed to the computer, or that they appear 
in a specific folder. They also mention that the device is slow to start up, although it 
takes practically the same time as a computer to start.   

The rest of the tasks proposed were easily carried out, which demonstrates that, in 
general, the device is well thought out in terms of usability; however there were criti-
cisms – which emerge very clearly in the field diaries – of the lack of interactivity in 
the device, as it does not allow interaction with other functions or applications on lap-
tops or mobiles that are central parts of virtual learning, such as connection to the  
Internet, the notes in word processor format, the same processors for the creation of 
activities, reports, etc…  

This means that the DIB continues to be a too literally digital transposition of 
printed books, with the disadvantage – given the lack of calibration of the pencil that 
comes with the device, the lack of colour, ignorance of and difficulty in downloading 
notes to the computer, which, on the other hand, would allow them to be shared and 
contributed to by the teacher and even the other students – of not being perceived as 
useful for taking notes, a basic issue if the information contained in a book is not just 
to be read, but also transformed into knowledge for the student:  

“When I work or write, I use colours to distinguish titles and subtitles, so that is 
lacking for me, right?” (Interview 4) 

Effectively, it is the new forms of interaction with the rest of the students and with 
the teaching staff, made possible by new technologies, that shapes the new concepts 
of technologically mediated learning. As happened with the advent of the Internet and 
mobile technologies, these new forms of relationship and learning generate new needs 
when it comes to teaching and studying in a virtual learning environment; however, 
the literal way in which the Electronic Ink Book simulates the conventional printed 
book means that it does not generate a new need for its use among students:  

“Really it is a question of necessity, if you really need to use something, I would 
have found or looked for a way of using it, used my initiative” (Interview 5) 

For all the above reasons, we will now go on to offer strong recommendations for 
the design of functionalities and interactivity in Digital Ink Books, in order to adapt 
this technology to a virtual higher education context. 

5   Conclusions 

Although the device creates a similar initial impression to any new technological de-
vice, its use is later abandoned, principally because the students believe that this type 
of device does not improve the quality of the study or the performance of the student. 
They did not find it useful or practical. They see it as a gadget, a novelty that does not 
really meet a need; they don't see any clear use for it, apart from reading books. That 
is the image they have formed of the DIB: a reading device.  

They therefore consider the device attractive and useful for specific moments and 
in specific places (on holiday, travelling, public transport, etc) where the computer is 
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not practical, and, we are adamant in this, always as a device for reading, not study-
ing. The students do not perceive the e-book as an adequate tool for study; therefore, 
to consider the device useful in the field of university learning, the following aspects 
should be improved on: 

 

 Work should be done on ways of including or improving other functions 
necessary to the university student's learning process, principally in terms of 
being able to make notes on the documents. This would facilitate the reading 
of the different learning resources – such as teaching materials, articles or 
other books – using the device. Furthermore, the possibility to share annota-
tions would be a considerable contribution to the field of collaborative  
learning. 

 Other functions that should be included in order to make the e-book a study 
tool include a search engine, a word processor that goes beyond the notes 
documents that the device can currently generate, some kind of markers that 
could substitute colour (which currently is not possible in this kind of tech-
nology) and a full connection to the Internet.  

 On the other hand, given the novelty and the limited penetration of this type 
of device in society there is a need for studied institutional communication 
when it comes to using them.  

 

To finish, the device's lack of interactivity with other functions and applications 
lead to it being more an addition to the student's tasks than a way of facilitating them; 
that is why it was perceived as unnecessary for the learning process, and that made its 
appropriation unviable.  
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Abstract. An end-user questionnaire to measure user experience quickly in a 
simple and immediate way while covering a preferably comprehensive impres-
sion of the product user experience was the goal of the reported construction 
process. An empirical approach for the item selection was used to ensure practi-
cal relevance of items. Usability experts collected terms and statements on user 
experience and usability, including ‘hard’ as well as ‘soft’ aspects. These state-
ments were consolidated and transformed into a first questionnaire version con-
taining 80 bipolar items. It was used to measure the user experience of software 
products in several empirical studies. Data were subjected to a factor analysis 
which resulted in the construction of a 26 item questionnaire including the six 
factors Attractiveness, Perspicuity, Efficiency, Dependability, Stimulation, and 
Novelty. Studies conducted for the original German questionnaire and an Eng-
lish version indicate a satisfactory level of reliability and construct validity. 

Keywords: User experience; Software evaluation; User satisfaction; Question-
naire; Usability assessment; Perceived usability. 

1   Introduction 

Questionnaires are a commonly used tool for the user-driven assessment of software 
quality and usability. They allow an efficient quantitative measurement of product 
features. 

Some questionnaires can under certain circumstances be used as a stand-alone 
evaluation method, for example the IsoMetrics questionnaire [1]. But in general, user 
questionnaires have to be combined with other quality assessment methods to achieve 
interpretable results (see e. g. [2]). In such a context, some usability questionnaires 
provide rough indicators for certain product features [3], while others are designed to 
discover specific usability problems (e. g. SUMI, see [4]).  

In any case, the results have to be interpreted by a trained usability expert, taking 
into account also the results from other assessment methods that have been used.  

The quantitative data from an assessment done by the users of a product can be a 
useful addition to methods that allow a sophisticated assessment of the strengths and 
weaknesses of interactive products, like for example usability tests or heuristic 
evaluation methods [5].  
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A very effective way to get helpful feedback by end-users is to allow them to as-
sess what concerns them most immediately: How did the interaction with the product 
feel, how was the use experience? This does not only include usability aspects as they 
are described by ISO 9241-10 [6] or the criteria of effectiveness or efficiency accord-
ing to ISO 9241-11 [7]. The more fuzzy criteria that are subsumed under the concept 
of user experience goals [8] are an even more promising subject to a questionnaire 
assessment done by the users themselves. These criteria are for example reflected in 
the concepts of hedonic quality [9] or user satisfaction according to ISO 9241-11 [7] 
(for a deeper discussion on user satisfaction see e. g. [10]).  

The objective of the construction process described below was to develop a ques-
tionnaire that allows a quick assessment done by end users covering a preferably 
comprehensive impression of user experience. It should allow the users in a very 
simple and immediate way to express feelings, impressions, and attitudes that arise 
when experiencing the product under investigation.  

The available questionnaires lay emphasis on one or two of the mentioned criteria 
but none meets all three requirements. This paper contains an overview over the ob-
jectives, theoretical assumptions, and procedure of the construction process as well as 
the results of some validation studies investigating the quality of the questionnaire.  

2   Construction of the Questionnaire 

2.1   Objectives 

Quick assessment: Generally, questionnaires are a particularly efficient method to 
apply and analyze. The application of some questionnaires may nevertheless be rather 
time consuming when the absolute amount of time is considered. With the SUMI 
questionnaire [4] the users have to decide on their level of agreement with 50 
statements on usability. The long version of IsoMetrics [1] requires ratings for 75 
different items. In these cases, the goal is to achieve a comprehensive usability 
evaluation including detailed descriptions of particular usability problems, on the sole 
basis of the questionnaire data. This is not what our questionnaire aims at. Rather, it is 
supposed to be an efficient tool to enhance the results from expert evaluations or 
usability testings.  

Comprehensive impression of user experience: Traditional methods often focus on 
usability criteria in a narrower sense, which correspond roughly to the concepts of 
usability goals [8] or pragmatic quality [9]. More recent approaches increasingly give 
attention to the subjective reactions, also including emotional aspects of the user’s 
experience, which can be subsumed under the concept of user satisfaction as outlined 
in ISO 9241-11 [7]. These criteria are also referred to as user experience goals [8], or 
as hedonic quality aspects [9]. A discussion of relevant usability criteria for special 
user groups, for example elderly persons, can be found in [11]. 

According to Norman [12] product design affects users on three levels of informa-
tion processing, namely on a visceral level, on a behavioral level, and on a reflective 
level. This implies that usability criteria do not cover all aspects relevant for the user 
experience.  This is also supported by studies (for example [13]) which show that 
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there is a dependency between aesthetic impression of a user interface and its per-
ceived usability. 

It could be shown that semantic differentials for assessing the pragmatic and he-
donic quality (e. g. [9]) are applicable not only to the evaluation of websites or games 
but also for business software [14]. However, this particular questionnaire (Attrak-
Diff2) lays a greater emphasis on the hedonic aspects of product quality than on the 
pragmatic aspects. This may not be perfectly appropriate for a comprehensive evalua-
tion of professional software. A contrary perspective is represented by the SUMI 
questionnaire [4]. Here only one of six scales aims at the measurement of emotional 
aspects.  

An overall picture has to include as many product aspects and features as possible 
that are of relevance for the user. For the new questionnaire no potential (hedonic or 
pragmatic) criteria should be excluded or favored a priori. The initial item pool should 
include a range of criteria as wide as possible, reduction and selection taking place on 
the basis of empirical data using an explorative factor analysis.  

Simple and immediate: How does the interaction with the product feel? Which were 
the most striking features of the product and of the interaction? The user should be 
enabled to give his rating about the product as immediately and spontaneously as 
possible. A deeper rational analysis should be avoided. 

The questionnaire should not force the user to make abstract statements about the 
interaction experience or remember details that are likely to be forgotten or had been 
overlooked in the first place. An explicit evaluation demanded by the user retrospec-
tively is not always reliable (see e.g. [15]). This is supported by results [16] where 
differently colored UIs affected users’ feelings differently (e. g. as measured with a 
mood questionnaire), while this difference was not reflected by users’ answers on 
questions regarding the UI quality.  

Experts are able to evaluate user interfaces in detail. Detailed data can also be 
gained from the observation of a user when interacting with the product.  

Thus, a user questionnaire can lay its emphasis on criteria which are accessible 
immediately: the user’s subjective perception of product features and their immediate 
impact on the user him/herself. 

2.2   Theoretical Background 

For the construction of our questionnaire we rely on a theoretical framework of user 
experience [3]. This research framework distinguishes between perceived ergonomic 
quality, perceived hedonic quality and perceived attractiveness of a product. The 
framework assumes that perceived ergonomic quality and perceived hedonic quality 
describe independent dimensions of the user experience. 

Ergonomic quality and hedonic quality are categories that summarize different 
quality aspects. The focus of ergonomic quality is on the goal oriented or task ori-
ented aspects of product design. High ergonomic quality enables the user to reach his 
or her goals with efficiency and effectiveness. The focus of hedonic quality is on the 
non-task oriented quality aspects of a software product, for example the originality of 
the design or the beauty of the user interface.  
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Thus, it is assumed that persons perceive several distinct aspects when they evalu-
ate a software product. The perceived attractiveness of the product is then a result of 
an averaging process from the perceived quality of the software concerning the rele-
vant aspects in a given usage scenario.  

According to this assumption the constructed questionnaire should contain two 
classes of items: 

 

• items, which measure the perceived attractiveness directly, 
• items, which measure the quality of the product on the relevant aspects. 

2.3   Generation of the Item Pool 

Two brainstorming sessions (each lasting about one and a half hours) with fifteen 
SAP usability experts were conducted. The experts were asked to propose terms they 
suppose to be characteristic for the assessment of user experience. A moderator took 
down the proposed terms. The experts were asked the following questions:  

• To which properties of products are users particularly responsive? 
• Which feelings or attitudes of users are caused by products? 
• What are the typical reactions of users during or after usability studies? 

All redundant answers were removed from the list of the initial 229 expert proposals. 
All proposals that were not formulated as adjective were replaced by the correspond-
ing best fitting adjective. The consolidated cleaned up list consisted of 221 adjectives.  

Seven usability experts then individually extracted a “top 25” list out of the whole 
set of terms. In addition, they marked terms they considered to be inappropriate with a 
“veto” (unlimited number). Adjectives that received more than one veto or occurred 
less than twice in the top 25 lists were removed.  

After this procedure a set of 80 adjectives remained. Since the target format of the 
questionnaire is a semantic differential, the best fitting antonym for each of the 80 
adjectives had to be identified. The sequence of adjective pairs and the polarity of 
each pair was then determined randomly. In addition, a second version of the list with 
complementary order and polarities was prepared.  

Both lists had the format of a seven stage semantic differential (another example of 
an application of semantic differentials in product design can be found in [17]).  

We use a seven stage scale to reduce the well-known central tendency bias for such 
types of items. An example of an item is: 

attractive         unattractive 

2.4   Data Collection 

In order to examine the specific properties of the adjective pairs concerning the as-
sessment of software products, the eighty items raw-version of the questionnaire was 
used in six investigations. In the following, each of the six investigations is briefly 
explained. 

 

• SYSTAT (number of participants N=27; location: University of Mannheim; paper-
pencil version of the questionnaire): The participants of an introductory course for 
the statistics software package Systat were asked to perform a given task with the 
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software or to observe a person that works on the task. After that the participants 
completed the questionnaire in order to assess the software quality. 

• Cell Phone (N=48; University of Mannheim; paper-pencil): The participants of a 
psychology class were asked to add an entry to the address book of their cell phone 
and then to delete this entry. This application should then be evaluated with the 
questionnaire. 

• BSCW (N=14; University of Mannheim; paper-pencil): Students rated the online-
collaboration software BSCW that had been used during a lecture. Each of the  
participants had worked actively with the software before completing the question-
naire. 

• Selection (N=26; University of Mannheim; paper-pencil): The participants of a 
computer-science course had the choice to assess one of the following products: 
Eclipse Development Workbench, Borland JBuilder, Microsoft Visual Studio, 
Mozilla 1.7 Browser, Microsoft Internet Explorer 6, and Firefox 1.0. Ratings were 
provided for Firefox 1.0, Microsoft Internet Explorer 6, and the Eclipse Work-
bench. 

• CRM Mobile (N=15; SAP AG, Walldorf; paper-pencil): During a regular meeting 
of SAP usability experts, a user interface variant of the SAP Customer Relation-
ship Management (CRM) software was demonstrated. The experts filled out the 
questionnaire after the demonstration. 

• CRM PC (N=23; SAP AG, Walldorf, online version of the questionnaire): An 
online investigation consisting of a short demonstration of a further variant of SAP 
CRM and the electronic version of the questionnaire was conducted with SAP us-
ability experts. 

All in all, 153 participants provided complete datasets. 76 of the participants had 
completed the first version of the questionnaire while 77 had completed the second 
version (see above). Those data were used for the process of item reduction as de-
scribed in the following section. 

2.5   Reduction of the Item Pool 

As described above the questionnaire should contain items that measure the perceived 
attractiveness directly and items that measure the quality of the product on the rele-
vant aspects. 

For this reason the item set was split into two subsets. The first subset contains 14 
items that represent an emotional reaction on a pure acceptance/rejection dimension. 
These items of valence do not provide any information concerning the reason for the 
acceptance or rejection of the product. Examples for items from the first subset are 
good/bad or pleasant/unpleasant. The second subset contains the remaining 66 items 
from the item pool. 

A factor analysis (principal components, varimax rotation) of the first subset of 
items extracted one factor concerning the Kaiser-Guttman criterion1. This factor ex-
plained 60% of the observed variance in the data. This factor is called Attractiveness. 
To represent this factor in the questionnaire we picked the six items with the highest 

                                                           
1 If we apply the scree test [18] as a decision criterion to determine the number of factors also 

only a single factor results from the analysis. 
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loading on the factor. The original German items and their English translations can be 
found in Appendix 1 (for details on the translation procedure see chapter 2.6). 

A factor analysis (principal components, varimax rotation) of the second subset of 
items extracted five factors. The scree test was used to determine the number of fac-
tors2. These five extracted factors explain 53% of the observed variance in the data3. 
We named these factors according to the items that showed the highest factor loadings 
as Perspicuity (examples for items: easy to learn, easy to understand), Dependability 
(predictable, secure), Efficiency (fast, organized), Novelty (creative, innovative) and 
Stimulation (exiting, interesting).  

Per factor, we chose four items to represent this factor in the questionnaire. Those 
items were selected that had high loadings on the respective factor and low loadings 
on all other factors. The original German items and their English translations can also 
be found in Appendix 1. 

All items that were not selected to represent one of these five factors were elimi-
nated from the data matrix. The reduced data set was now again analyzed by a factor 
analysis (principal components, varimax rotation).  

This analysis extracted again five factors according to the scree test. These five factors 
explained 70% of the variance in the reduced data set. The table containing the loadings 
of the items of the second subset4 on these factors can be found in Appendix 2.  

For the final questionnaire we randomized the order of the remaining 26 items. In 
addition the polarity of the items (i.e. the order of the positive or negative term per 
item) was randomized. 

The final questionnaire contains thus the scales Attractiveness (six items), Perspi-
cuity, Dependability, Efficiency, Novelty and Stimulation (four items each). We call 
this questionnaire in the following User Experience Questionnaire (UEQ). 

To guarantee an efficient handling of data a tool (based on Excel) was developed 
that calculates the scale means and basic statistics from collected questionnaires. 

2.6   Creation of an English Version 

The basic version of the questionnaire was prepared in German language. In order to 
develop an equivalent English version, the following procedure was applied.  

In a first step, the German version was translated by a native English speaker. The 
results of this first translation were checked by a group of native English speakers.  

According to this feedback, a reworked version was created. The new version was 
translated back to German language by a professional translator (native German 
speaker). The differences between the re-translated German version and the original 
German version were examined and discussed with the translator as well as the native 
English speakers. Based on this last consolidation, the final English version was cre-
ated. For first empirical data on the quality of the English version see 3.3. 

                                                           
2 We choose the scree test since the Kaiser-Guttman criterion tends to extract too many factors 

in item sets that contain a large number of items. For our data set the Kaiser-Guttman criterion 
would lead to a solution with 13 factors. 

3 The variance explained by each factor is 28.7% for the first, 11.1% for the second, 5.3% for 
the third, 4.5% for the fourth, and 3.3% for the fifth extracted factor. 

4 The items representing the factor Attractiveness are not contained in the table. These items 
show, as expected, high loadings on all factors. 
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3   Validity of the Questionnaire 

Concerning the validity of the questionnaire we are currently able to report data from 
two usability studies. 

3.1   Validation Study 1 

As described above the design of the UEQ fits perfectly into an existing research 
framework on user experience [3]. Perspicuity, Efficiency and Dependability repre-
sent ergonomic quality aspects. Stimulation and Novelty represent hedonic quality 
aspects.  

The task oriented aspects Perspicuity, Efficiency and Dependability should show a 
strongly negative correlation with task completion time. The faster a user can solve 
his or her tasks with a software product the higher should be his or her rating concern-
ing these ergonomic quality aspects.  

On the other hand we expect no substantial correlation of the non-task related as-
pects Stimulation and Novelty with task completion time.  We tested these two hy-
potheses in a usability test. 

Participants. The 13 participants were recruited during the 2005 annual conference 
of the German SAP User Group (DSAG). They were not paid for their participation. 
All had high experience using computers, and experience with SAP software. 

Procedure. The participants had to walk through a scenario that contained typical 
tasks of a sales representative. The scenario for the test was described to the 
participants in a step-by-step instructional document. The scenario contained a 
number of typical tasks a sales representative has to perform frequently during his or 
her daily job (plan customer visits, search for contact persons, find the last customer 
interactions, etc.). Each task was motivated by a little story, which explained the 
context of the task and why the task is performed. 

Each test session was conducted as follows: 
 

1. The participant was greeted and guided to the test station. 
2. The moderators introduced themselves and collected basic demographic data.  
3. The participant was given an overview of the test session and about the intention 

of the test. 
4. The participant was then asked to solve the described tasks. The tasks descrip-

tion was available on paper during the whole session. The participant was instructed 
to think aloud during his or her attempt to solve the tasks. 

 

After the participant finished the last task, the screen was turned off and the par-
ticipant filled out the User Experience Questionnaire.  

The screen was turned on again and the participant had the chance to discuss us-
ability problems of the software and to ask questions.  

The moderators asked follow-up questions related to the usability problems they 
observed during the test . 

The total time required by participants to solve all tasks varied between 33 and 65 
minutes (M = 41.62 minutes, SD = 9.64 minutes). 
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Results. Table 1 shows the correlations of the observed task completion times and the 
observed values of the UEQ scales. As a measure of scale reliability we give in 
addition Cronbach’s alpha coefficient per scale. 

Table 1. Correlation of the UEQ scales with the observed task completion times and Cron-
bach’s alpha per scale 

UEQ Scale Correlation with task completion time Cronbach’s Alpha 

Attractiveness -.54 .89 

Perspicuity   -.66 * .82 

Efficiency   -.73 * .73 

Dependability   -.65 * .65 

Stimulation .10 .76 

Novelty .29 .83 
* Significant with p < .05. 

The correlations show the expected pattern. Perspicuity, Efficiency and Depend-
ability show a significant correlation (p < .05) with task completion time. Novelty and 
Stimulation show only a weak correlation with task completion time. 

Thus, our hypotheses do not have to be rejected. This can be seen as a first indica-
tor for the validity of the questionnaire. The values of Cronbach’s Alpha coefficient 
are an indicator for a sufficient reliability, but here we have to consider that the num-
ber of test participants was only small. 

3.2   Validation Study 2 

In a second validation study we investigated the relation of the UEQ scales to the 
scales of the AttrakDiff2 questionnaire [9]. This questionnaire was developed inside 
the above mentioned research framework from Hassenzahl [3]. It contains the scales 
Pragmatic Quality, Hedonic Quality (which is here split into the two sub-aspects Iden-
tity and Stimulation) and Attractiveness. 

The concept behind the Attractiveness scales is nearly identical in both question-
naires. These scales should thus show a high positive correlation. In addition we can 
expect that the UEQ scales Perspicuity, Efficiency and Dependability show a high 
positive correlation to the AttrakDiff2 scale Pragmatic Quality. The UEQ scales Nov-
elty and Stimulation should show a high positive correlation with the AttrakDiff2 
scale Stimulation. 

The concept behind the AttrakDiff2 scale Identity is quite different to the concept 
of any of the UEQ scales. For this scale we can thus not formulate any hypothesis 
concerning its dependency to the UEQ scales. We tested our hypothesis again in a 
usability test.  

Participants. 16 students of the University of Cooperative Education in Mannheim, 
Germany, participated in this test. All had sufficient experience using computers. The 
participants were not paid for their participation in the study. 
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Procedure. The participants had to walk through a scenario which contained typical 
tasks in a CRM system (create a new account, create activities with the account, 
search for data of already existing accounts, etc.). The scenario for the test was 
described to the participants in a step-by-step instructional document. Each task was 
motivated by a little story, which explained the context of the task and why the task is 
performed. 

The procedure for the test sessions was identical to the one for validation study 1 
including the task completion step (step 4, see 3.1). After that, the sessions proceeded 
as follows:  

 

5. Immediately after the participant finished the last task, the screen was turned off. 
Eight of the participants filled the UEQ and eight of the participants filled out the 
AttrakDiff2 at this point in time. It was randomly determined per participant to 
which of these two groups he or she was assigned. 

6. The screen was turned on again and for around 30 minutes the participant and the 
moderator discussed about usability problems which were observed during the test 
session. 

7. The participants that had already filled out the UEQ were now asked to fill the 
AttrakDiff2 and vice versa. Thus, each participant evaluated the tested user inter-
face with the UEQ and with the AttrakDiff2 questionnaire. Since some of the items 
in both questionnaires are similar the delay introduced by step 6 is intended to re-
duce dependencies between the two evaluations. 

Results. Table 2 shows the correlations of the UEQ scales with the AttrakDiff2 
scales. The results show the expected pattern. The UEQ scales Perspicuity, Efficiency 
and Dependability show a significant correlation with the AttrakDiff2 scale Pragmatic 
Quality. The AttrakDiff2 scale Stimulation shows a high correlation with the UEQ 
scales Novelty and Stimulation.  

The AttrakDiff2 scale Identity shows a high positive correlation with the UEQ 
scale Dependability, but no significant correlation with the UEQ scales Novelty and 
Stimulation. 

Table 2. Correlations of the single scales from the User Experience Questionnaire and the 
scales of the AttrakDiff2 questionnaire 

  User Experience Questionnaire (UEQ) 

  Attrac-
tiveness 

Perspi-
cuity 

Efficien-
cy 

Depen-
dability 

Stimula-
tion 

Novelty 

Attract- 
iveness 

  .72 *   .56 * .30    .51 *   .51 * .40 

Pragmatic 
Quality 

.33   .73 *   .59 *    .54 * .31 .07 

Identity .45 .45 .29    .62 * .30 .32 A
tt

ra
kD

if
f2

 

Stimula-
tion 

.42 -.17 -.40 -.14   .72 *   .64 * 

* Significant with p < .05. 
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Fig. 1. Questionnaire scores from two parallel investigations. Investigation “ASUG” has been 
conducted at a conference of the American SAP User Group, while “DSAG” ran at a confer-
ence of the German SAP User Group. The raw data have been transformed so that the final data 
may range from -3 to +3. The error bars represent the 95% confidence interval for each arith-
metic mean. 

Thus, our hypothesis does not have to be rejected. This is again an indicator con-
cerning the validity of the UEQ questionnaire. But again we have to mention that the 
number of participants in the study was small, so these results need to be confirmed in 
bigger validation studies. 

3.3   First Data on an English Version 

Though this has not yet been tested systematically, there are indicators that the lan-
guage versions are sufficiently equivalent. For instance, two parallel investigations, 
one conducted in Germany and one in the US with the respective questionnaire ver-
sions delivered questionnaire scores as shown in Figure 1. 

The one investigation was conducted at the 2005 fall conference of the American 
SAP User Group (ASUG), while the other investigation ran at the annual conference 
of the German SAP User Group (DSAG). The scenario and the SAP system were the 
same in both investigations; the only difference was the user interface language. The 
differences of the average scores on the different dimensions appear to be only mar-
ginal.  

In another investigation, only the English version of the UEQ was used. This in-
vestigation was conducted as an online study with 21 participants who had tested a 
new software product for about one week. Each of the participants filled out the UEQ 
at the end of the testing period. In order to get an indicator for the reliability of the 
questionnaire, the Cronbach’s Alpha coefficient was calculated for each of the sub-
scales. Table 3 displays those values. 
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Table 3. Cronbach Alpha values for an investigation conducted with the English version of the 
UEQ 

UEQ Scala Cronbach’s Alpha 
Attractivity .86 
Perspicuity .71 
Efficiency .79 
Dependability .69 
Stimulation .88 
Novelty .84 

Except for the subscale Dependability, in each of the other cases the Alpha value 
exceeds the threshold of .7. According to this result, it may be assumed that the reli-
ability of the English version of the questionnaire is sufficiently high. 

4   Conclusions 

For the construction of the user experience questionnaire UEQ the process should 
ensure that as many relevant product features as possible were taken into account. The 
factors revealed by the factor analysis support the assumption that ‚soft’ (user experi-
ence) criteria and ‘hard’ (usability) criteria are of similar relevance for the end user 
(two scales and three scales, respectively). This fact is not reflected adequately by the 
structure of other user feedback questionnaires.  

Studies reported here indicate a satisfactory level of reliability and construct valid-
ity. Data from the English and the German version of the questionnaire that have been 
collected in parallel studies confirm a good congruence of both language versions.  

The user experience questionnaire UEQ in its current form appears to be an easy to 
apply, reliable and valid measure for user experience that can be used to complement 
data from other evaluation methods with subjective quality ratings. Nevertheless, 
further research will be done to provide a more detailed and extensive picture of 
UEQ’s features from a methodical as well as from a practical point of view. In par-
ticular, the overall factor structure and the relative weakness of the “Dependability” 
scale will be in the focus of future studies.  
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Appendix 1: Original German Items and Their English Translation 

Scale Original German items English translation 

Attractiveness unerfreulich erfreulich annoying enjoyable 

Perspicuity unverständlich verständlich 
not under-
standable 

understandable 

Novelty kreativ phantasielos creative dull 

Perspicuity leicht zu lernen schwer zu lernen easy to learn difficult to learn 

Stimulation wertvoll minderwertig valuable inferior 

Stimulation langweilig spannend boring exiting 

Stimulation uninteressant interessant not interesting interesting 

Dependability unberechenbar voraussagbar unpredictable predictable 

Efficiency schnell langsam fast slow 

Novelty originell konventionell inventive conventional 

Dependability behindernd unterstützend obstructive supportive 

Attractiveness gut schlecht good bad 

Perspicuity kompliziert einfach complicated easy 

Attractiveness abstoßend anziehend unlikable pleasing 

Novelty herkömmlich neuartig usual leading edge 

Attractiveness unangenehm angenehm unpleasant pleasant 

Dependability sicher unsicher secure not secure 

Stimulation aktivierend einschläfernd motivating demotivating 

Dependability 
erwartungs-
konform 

nicht erwar-
tungskonform 

meets expecta-
tions 

does not meet 
expectations 

Efficiency ineffizient effizient inefficient efficient 

Perspicuity übersichtlich verwirrend clear confusing 

Efficiency unpragmatisch pragmatisch impractical practical 

Efficiency aufgeräumt überladen organized cluttered 

Attractiveness attraktiv unattraktiv attractive unattractive 

Attractiveness sympathisch unsympathisch friendly unfriendly 

Novelty konservativ innovativ conservative innovative 

 
 
 



76 B. Laugwitz, T. Held, and M. Schrepp 

Appendix 2: Loadings of the Final Questionnaire Items on the 
Extracted 5 Factors 

Items Factors 

 
Perspi-
cuity 

Efficien-
cy 

Depen-
dability 

Stimula-
tion 

Novelty 

confusing / clear .661     

easy to learn / difficult to 
learn 

.856     

complicated / easy .851     

not understandable / 
understandable 

.857     

usual / leading edge  .849    

dull / creative  .785    

conservative / innovative  .772    

conventional / inventive  .790    

demotivating / motivating   .601   

boring / exiting   .661   

inferior / valuable   .725 .422  

not interesting / interesting   .838   

obstructive / supportive    .505  

does not meet expectations / 
meets expectations 

.438   .549  

unpredictable / predictable    .791  

not secure / secure    .740  

inefficient / efficient     .722 

slow / fast     .723 

cluttered / organized     .650 

impractical / practical    .419 .635 

 Only loadings > .4 are shown in the table. 
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Abstract. E-Learning, which is technology-enhanced learning proved to have 
potential for adding value to education. Recently, with the shift of the World 
Wide Web to a more interactive web through the introduction of social  
software, the term E-Learning 2.0 was coined, indicating that the potential in-
fluence of social software on E-Learning has been recognized. This paper in-
vestigates the potential of integrating a wiki into an E-Learning module and the 
impact this integration can have on self-directed, collaborative and responsible 
learning in an E-Learning setting. Therefore, the focus is set on the integration 
of usability aspects and the surrounding didactic conditions that need to be con-
sidered when social software is to be embedded into learning scenarios. First 
evaluation results of the wiki-based glossary demonstrating this potential will 
conclude this paper. 

Keywords: Social Software, Web 2.0, Wiki, E-Learning, Collaborative Knowl-
edge Development. 

1   Introduction 

The explosive appearance of new web services and applications such as weblogs, wikis 
or other social software technologies shifted the World Wide Web “[…] from [a] static 
content-based web to a dynamic communication-based web.” [1]. This trend, which is 
often referred to as the Web 2.0, is characterized amongst others by participation and 
user-generated content. As a result of this, in contrast to the Web 1.0 where users 
would only consume, social software applications enable anyone on the internet to 
create content, share information and connect with other users. This is expressed by [2] 
by characterizing the Web 1.0 as following a top-down approach while “web 2.0 takes 
a more bottom-up approach” where content creation doesn’t require the use of code 
and new applications support “greater social interaction and collaboration”. 

This shift of the World Wide Web to a more interactive web through the introduc-
tion of social software has also led to discussions about E-Learning 2.0 indicating that 
the potential influence of social software on E-Learning has been recognized. This 
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paper will investigate the potential of integrating social software into an E-Learning 
module and to what extent this integration can have an influence on self-directed, 
collaborative and responsible learning in an E-Learning setting. The focus of this 
investigation lies on the integration of usability aspects and the surrounding didactic 
conditions for the embedment of a wiki into a collaborative learning scenario. 

Section 2 describes social software in general and wikis in particular along with 
their potential for E-Learning. Section 3 gives a detailed overview of the instructional 
design process framework for the integration of a wiki into a course about North 
American Culture conducted at the University of Hildesheim that participates in the 
CELEB project [3;4;5]. The empirical evaluation of the deployment with special 
focus on usability issues will be outlined in section 4 before an outlook concludes this 
paper. 

2   Social Software in Education 

Social software applications are web-based and therefore are accessible from any-
where at any time [6]. Hence, users have the option of working synchronously and 
asynchronously on the same content, which enhances online collaboration. Addition-
ally, for the purpose of this paper, “[…] social software is defined as a tool that must 
meet at least two of the three following conditions: 

 

1. It allows people to communicate, collaborate, and build communities online. 
2. It can be syndicated, shared, reused, or remixed, or it facilitates syndication. 
3. It lets people learn easily from and capitalize on the behavior or knowledge 

of others. “ [6] 
 

Furthermore, social software is characterized by their concentration on data that 
leads to rather simplistic interfaces with reduced functionality that lower the threshold 
for using the software [8]. As a consequence of these characteristics, the usability of 
this software is enhanced, because users are able to quickly understand and become 
capable of using the applications [6]. 

The following section describes wikis as one particular social software application 
and its potential for usage in educational scenarios. 

2.1   Wikis 

Wikis seem very helpful if there is a need for a platform that enables online collabora-
tion and the creation of a knowledge base that can be accessed and amended by any-
one on the World Wide Web. In fact, one of the first thoughts that probably come to 
mind in association with wikis is the free online encyclopedia Wikipedia1, which has 
developed into a well-known online knowledge base based on wiki technology. Even 
though wikis were already in use long before the appearance of this free online ency-
clopedia, Wikipedia increased their popularity and made media pay attention to them 
[10]. Articles composed in more than 250 languages can be found on Wikipedia and 
as of June 2008 the English-language Wikipedia alone has accumulated 2,425,913 
articles since it was launched in 2001 [11]. The concept of a wiki, openness as one of 

                                                           
1 http://www.wikipedia.org 
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its biggest challenges, and the usage of wikis in education will be described in the 
following subsections. 

2.1.1   Concept of a Wiki 
The meaning of the word wiki refers to the main characteristic of this software appli-
cation. Wikiwiki is Hawaiian and stands for quick. Ward Cunningham2 coined this 
term and chose it because of the quick and easy changes that can be made to wiki 
contents [12]. While the online encyclopedia Wikipedia is well known to Internet 
users the concept of a wiki deserves some explanation and discussion. In general, one 
could say that a wiki enables creating a website where every user can get involved. 
[12] define wikis as “[…] web-based software that allows all viewers of a page to 
change the content by editing the page online in a browser.” This means that every 
user can obtain author and editor privileges, which makes the wiki truly democratic 
[14]. Therefore, in contrast to weblogs where one author or a predefined group of 
authors owns its contents, “[i]n a wiki, no one person owns the content – and yet, 
everyone owns the content.” [6]. 

A wiki consists of several interlinked web pages that can incorporate text, sound, 
images and videos. Apart from that, each wiki can look different, because a wiki has 
no predefined structure. Wikis therefore represent a multi-facetted repository, which 
may at the same time serve as a space for asynchronous as well as synchronous col-
laboration or collaborative activities. The changes that are being made are shown 
instantly. Since every user can post, edit or delete contents a version control is usually 
implemented so that malicious or incorrect changes can be made reversible. 

The next paragraph will discuss openness as the main challenge in connection with 
wikis. 

2.1.2   Openness of Wikis as a Challenge 
The number one reason why wikis are so popular in the first place is also the number 
one reason for others to react critically to the concept of wikis: openness. The free-
dom of author and editor privileges, which also includes the right to delete or edit 
someone else’s content, seems to be a major issue. For newcomers, the ingrained 
norm of authorship creates objections to wikis. “The notion of private property is so 
deeply embedded in our society that it’s difficult to imagine going onto someone 
else’s Web site and changing its content, even when you are invited to do so.” [6]. 
This concern appears mostly with regard to public wikis that are open to all users on 
the World Wide Web. Nevertheless, also people who are working collaboratively 
toward a specific goal in closed groups need to overcome this barrier. More urgently, 
this openness creates a security gap for vandalism. Spammers are given the opportu-
nity to maliciously delete contents or publish false information. One attempt to mini-
mize this vandalism is some kind of version control in which all edits are made  
visible. This way, malicious changes can be made reversible. However, in communi-
ties that show strong commitment to their wiki, vandalism is usually removed 
quickly. “The community enforces behavioral norms so that the wiki doesn’t become 
a free-for-all, an example of self-organizing group behavior in action.” [6]. Still, if 
lack of interest and commitment prevail, the wiki concept will not work.  

                                                           
2 Ward Cunningham developed the first wiki in 1995 [13]. 
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Another concern in connection to a wiki’s openness regards the quality of the con-
tributed articles in wikis. Since there is no authority that approves and double-checks 
the content with respect to credibility and objectivity, “[m]istrust is directed at the 
question as to whether or not the masses even have enough knowledge to produce 
something trustworthy.” [12]. Until now it seems that there is not a satisfying solution 
for this problem. However, the lack of a single authority that approves or rejects con-
tents is exactly what allows a topic to be described from many different angles. It 
“[…] reduce[s] regional and cultural bias found in many other publications.” [15]. 
Also, it enforces the quick appearance of articles that reflect thoughts about current 
events. In the long process of many changes, articles tend to represent the collective 
perspective in the end [14]. 

The last critical aspect of a wiki’s openness is its lack of a predefined structure im-
posed from an authority that makes keeping track of the wiki’s contents challenging. 
“The search function and the ‘Recent Changes’ page are useful, but without some sort 
of organization - just as with the World Wide Web as a whole - some pages may 
never be found, except by their author(s).” [6]. However, this does not mean that there 
is no possibility of creating structure in a wiki. It is the users’ decision to add some 
sort of structure such as hierarchies, table of contents or assigned categories. Even 
though it might be challenging to maintain this structure since users can add or  
edit contents constantly, many existing wikis still incorporate structure for better 
navigation. 

All in all, trust seems to be a possible solution to the challenges that arise with a 
wiki’s openness. Restricting a wiki’s openness leads to a reduction of its advantages 
like the possibility to describe certain aspects from different perspectives and the 
independence from imposed structures from a higher authority. Instead, the concept of 
trust should be embraced. In order for the wiki concept to succeed, the participating 
users need to overcome their ingrained norm of ownership and instead trust their 
peers in creating correct entries. 

2.2   Wikis in Education 

Despite the challenges, wikis are convenient tools for collaboration, collection and 
reflection and therefore are applied in numerous different ways at educational institu-
tions [25]. They are considered a tool that “[…] facilitate[s] collaborative finding, 
shaping, and sharing of knowledge, all of which are essential properties in an educa-
tional context.” [23]. Whether for assembling a syllabus, for collaboratively building 
an annotated bibliography or a knowledge base, for group authoring of documents and 
presentations [9] or for collaboration on projects [7] there is a variety of applications 
for the use of a wiki in education. In the literature many more examples can be found 
that offer simple guidelines on how and in which educational scenarios wikis can be 
applied [9; 35]. Other authors investigate further into the didactic aspects of using 
wikis in a collaborative learning setting, e.g. [7]. Then again, since wikis are informa-
tion systems, there is also a need to consider usability aspects [25; 36; 37]. However, 
the didactics and usability of a learning tool or setting have not yet been analyzed in 
an integrated fashion. 

The purpose of this paper is to integrate didactic as well as usability aspects in or-
der to design a wiki as well as the appropriate learning scenario it is embedded into. 



 Integration of a Wiki for Collaborative Knowledge Development 81 

 

But first of all, this section will discuss why wikis have become more and more popu-
lar in academic settings but it will also point out the challenges that still remain to 
make wikis productive in that specific domain. The following section will then intro-
duce the process design framework that is based on the ADDIE model and considers 
usability as well as didactic aspects. 

One of the reasons why wikis are applied more frequently in educational institu-
tions is the ease of use and the low cost. It is fairly easy to learn how to use a wiki, it 
is generally free to use for it is an open source application and does not take a lot of 
time to create new contents. Therefore the focus remains on the contents and not on 
the software itself. Wikis provide everyone with direct access, “[…] which is crucial 
in group editing or other collaborative project activities.” [14]. As a result, all partici-
pants are equal in the sense that anyone can add or edit the contents at any time. 
However, it is possible to assign different levels of access and control to participating 
users in order to influence the teaching and learning experience. “A wiki’s versioning 
capability can show the evolution of thought processes as students interact with the 
site and its contents.” [14]. It therefore provides a visible state of the changes in deal-
ing with a certain topic for students and teachers. Nevertheless, there is the possibility 
of creating different levels of access both to content in general, and to content editing 
functions. Sometimes these different levels of access are required, for instance, when 
the educators feel the need for a more controlled environment. However, [16] opposes 
that “[t]o really use a wiki, the participants need to be in control of the content – you 
have to give it over fully.” In literature, it is emphasized that too much control in a 
wiki diminishes the effectiveness of this tool. counter 

An invaluable implication for teaching and learning with wikis besides the opportu-
nity of developing and enhancing general writing skills is “[…] teaching the rhetoric of 
emergent technologies.” [17]. [18], a hypertext theorist, refers to this as “[…] network 
literacy: writing in a distributed, collaborative environment.” Wikis provide an oppor-
tunity to enhance writing for public consumption. Working within a wiki enables any-
body to review the contents and therefore the awareness of the authors is increased. 

In addition, the wiki technology also enables the integration of multimedia such as 
podcasts. In this respect, podcasts (provided by news services such as CNN3, etc.) 
could be embedded and aggregated in the wiki via RSS for discussions about current 
events in politics viewed from different perspectives. The wiki can be accessed at any 
time from anywhere, which ensures that the content can be updated constantly by the 
participating students and therefore guarantees topicality as well as authenticity. 
While the content of a course is emerging during the semester the students can expand 
the wiki’s content autonomously. Over time a repository of shared knowledge devel-
ops, which “[…] facilitates writing as a process rather than a product.” [19].  

Added value also results from teaching information literacy, which is described as 
the "[…] ability to locate, manage, critically evaluate, and use information for prob-
lem solving, research, decision making, and continued professional development." 
[20]. In connection with the concept of wikis, which was discussed in section 2.1.1, 
information literacy plays an important role. Reviewing critically the peers’ contribu-
tions that were added to a wiki, for example, improves the quality of content. [21] 
underlines that teaching information literacy especially in conjunction with what 

                                                           
3 http://www.cnn.com 
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students learn in a course, motivates the students to learn these skills and enables 
them to become independent thinkers and lifelong learners. 

Furthermore, the wiki can be used as a repository for learning resources, which 
would also enable the interdisciplinary addition, exchange and commenting of learn-
ing resources across institutions in a university context. This way the sustainability is 
ensured and the wiki can be used in different contexts. Thus, the sustainability of the 
wiki’s content can serve as a source of information and knowledge. The wiki can be 
used continuously in the following semesters or by other institutions at a later time. 
The perspective of not only writing for the teacher but for a wider audience promotes 
collective authoring, which involves peer editing [19]. Especially with a wider audi-
ence in mind the students are required to critically read their peers’ contributions in 
order to ensure authentic information. All in all, a wiki hosts an environment for col-
laborative and cooperative knowledge development since it enables all participants to 
work together on its content. The wiki does not only allow its users to absorb but also 
to develop knowledge actively and collaboratively. 

One major challenge that remains for educators who work with wikis is tracking 
their students’ work. Depending on the size of the course this might “[…] become a 
logistical nightmare.” [17]. Anybody can edit at any time and as a result educators 
might face many changes in content. In addition, the attribution of individual work 
becomes very challenging as the contents are continuously changing. Changes made 
by individual students are again reviewed and edited by other students. Therefore, the 
end product will be the work of many different students. From there it might be diffi-
cult to assess which work was done by whom. “If people need to take credit for the 
things they write, a wiki is probably not the best tool.” [6]. However, an approach 
towards the problem of attributing individual work is by having the students register. 
In that way the educator can identify the author of the recent changes being made 
[17]. Additional to the difficulty of taking credit for the users’ individual writing is 
the issue of intellectual property. The anonymity of users and the lack of references 
turn this to an even more complicated matter [17]. Several policies have been intro-
duced to address this issue, yet no approach has proven to be satisfying in all circum-
stances. Another issue often reported when introducing new technologies (in this case 
a wiki) to courses is the students’ participation. Evaluations showed that the students’ 
contributions made in course-based wikis are not sufficient if there are no incentives 
given [22]. This issue can be addressed, however, by creating incentives such as giv-
ing students credit points towards their exam for active participation.  

As a consequence of these advantages and challenges, usability and HCI aspects like 
interface design, navigational and content structure as well as the embedment into the 
existing E-Learning infrastructure have to be considered in addition to didactic condi-
tions like the different roles in learning contexts as well as the motivation of learners and 
teachers. The next section describes these facets as part of the instructional design proc-
ess framework for the implementation of a wiki-based glossary in higher education. 

3   Instructional Design Process Framework 

According to the ADDIE model, which is a systematic approach to the instructional 
design process [24], there are five different phases that have to be considered in creating 
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E-Learning content. The first phase is the analysis phase that is followed by the design 
phase. The designed product will then be developed and implemented before it will be 
evaluated. The following subsections describe the essential steps of these different 
phases, beginning with the analysis of the basic conditions and how they have been car-
ried out at the University of Hildesheim for developing a wiki-based glossary for integra-
tion in blended learning scenarios. 

3.1   Basic Conditions 

3.1.1   Target Group 
The primary target group consists of students who are in their first year of a teacher 
training course for the subject of English. The number of students attending this 
course is estimated to be 20 and up. The students are approximately between 19 and 
24 years of age and it is assumed that their previously obtained computer literacy 
skills are only basic. Through surveys carried out at the beginning of each semester 
these assumptions could be verified to a large extend. While all of the students pos-
sess a computer with access to the internet and use both nearly every day their usage 
habits are concentrated on basic applications like word processing software and com-
munication tools like instant messaging and social networking platforms. Services 
like wikis or weblogs are mostly only consumed or not known very well and therefore 
not used. This information was obtained through a survey that was conducted at the 
beginning of the course. 

3.1.2   The Course and Teaching Content 
The course where the glossary is applied is based on a blended learning concept and 
consists of an introduction to the culture of North America focusing on the USA. The 
objective is to give an overview of North America (Canada, USA, and Mexico) relat-
ing to history, politics, culture, literature, educational as well as media systems. A 
focus is set especially on how these aspects collude within American culture. Current 
texts, audio and video files will therefore be used in order to discuss the consequential 
effects. As a result of the assumed little computer literacy on the part of the students, 
no advanced computer skills are required as prerequisites.  

3.1.3   Objectives of the Application of a Wiki-Based Glossary   
A general objective of all E-Learning modules created within the CELEB project is to 
improve the quality of teaching and to enhance the individual study as an additional 
support to the present teaching. In this respect, special attention is paid to the content 
development of the E-Learning modules in consideration of adding value facilitated 
by the integration of interactive multimedia. The E-Learning modules shall provide 
students with access to the learning resources independent of time and place and fa-
cilitate the process of learning from each other through knowledge sharing and 
knowledge creation.  

The field of Cultural Studies is especially relevant in the training of students who 
want to become prospective English teachers. Constant changes in politics, social and 
cultural processes, which sometimes call for daily updates of the learning and teach-
ing resources, are characteristic in the field of Cultural Studies. As a consequence, a 
learning environment, in which the content can be easily kept up-to-date, needs to be 
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provided in order to ensure authenticity and topicality. By accommodating the 
changeability of learning and teaching resources the learning and teaching quality can 
be enhanced. In the context of the E-Learning Module Cultural Studies, the introduc-
tion of social software components and multimedia-based elements is intended to 
accommodate these requirements. Authenticity can be guaranteed, for example, by 
providing students with access to authentic audio recordings, which will give them the 
opportunity to listen to the pronunciation of native English speakers and therefore 
enhance the students’ auditory understanding. Additionally, the benefit of learning 
independent of time and place creates a more learner centered approach. In respect to 
audio recordings, for example, the students can choose to repeat listening to them as 
many times as they need to fully understand. In addition, this will also contribute to 
their training in articulation. Topicality can be ensured by social software compo-
nents, because they enable easy updating. In consequence, the content can be adapted 
to current events and supply the students with interesting newsworthy information. 
Expert interviews that have been recorded and show new developments in the stu-
dents’ field of study, for example, can be made available to them online in the E-
Learning module. The module therefore allocates learning and teaching resources that 
are more current than those in textbooks. 

Other objectives regard the development of certain competencies like social and 
communicative competence as well as information and media literacy in addition to 
the active knowledge construction about North American culture. The development 
and training of these competencies shall equip students with the necessary skills for 
the knowledge society that calls for life-long learning. 

3.2   Usability Issues and Wiki Design 

Due to the importance of authenticity and topicality as well as for the training of the 
above mentioned competencies it is important that the students don’t just receive 
information but actively develop their knowledge. Therefore, collaboration between 
students is facilitated through social software according to the constructivist learning 
paradigm. With collaboration playing a key part in the learning process, the use of 
this wiki is based on the social constructivist learning model, which postulates that 
“[…] in order to learn, students have to create.” [26]. This constructivist approach to 
the acquisition of knowledge emphasizes besides other interaction, reflection and 
exploration of knowledge, which is reflected in the five principles for the integration 
of social software in formal educational settings formulated by [27]: 

 

• the process of learning is predominantly social, 
• knowledge is generated through practice, 
• learning needs active participation (responsibility), 
• content is generated in cooperative learning situations, 
• above all, communication structures need to be designed instead of con-

tent. 
 

Based on these principles, the students are encouraged to interactively deal with 
problems, reflect their own and others’ work processes and link information to a 
knowledge network. 
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Fig. 1. Screenshot of the wiki-based glossary 

Besides these design issues, which mainly describe course design, the design of the 
wiki interface also needs to be considered in this phase. In order to provide orientation 
to the users – students and teachers alike – a consistent interface is offered that con-
sists of five central areas (Fig. 1). The header (A) is automatically filled with the title 
of the glossary that the educator has chosen. The functionality of the navigation bar 
(B) on the left is static according to the needs of the course whereas the menu items 
can be edited by the teacher at any time. The students only have editing rights in the 
main area (C) in the center of the screen although editing restrictions can be set here 
by the teacher or an administrator. Editing restrictions are employed by setting pass-
words for those parts of the wiki students should not edit. In addition, conditional 
markups facilitate adaptive hiding of links for the role of students, so confusion about 
non-executable functionality is prevented (Fig. 2 and 3). This is for example the case 
on a wiki field’s start page that gives an overview of the field’s contents and can only 
be changed by the administrator or the instructors of the classes a module is applied 
to. The areas (D, E) surrounding the main area contain this functionality to manipulate 
the main area like editing, printing, commenting or viewing the page’s history. 

By implementing a basic structure in the wiki the instructor provides additional 
orientation. For the wiki-based glossary the content structure is represented in alpha-
betical order in the first phase, but can be enhanced by categorizing the entries as the 
wiki becomes bigger through the student activity. Discussion sections regarding the 
different topics are tied to the created presentation pages in order to provide room for 
feedback, reviews or for coordinating the collaborative work. 
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Fig. 2. Wiki-based glossary without edit 
privileges 

Fig. 3. Wiki-based glossary with edit privi-
leges 

According to the basic conditions and the design issues just discussed the wiki-
based glossary is developed on the basis of the open-source software PmWiki4. The 
following section focuses on the implementation of this wiki into the course and the 
didactic factors like different roles and motivation as well as the technological infra-
structure. 

3.3   Implementation of the Wiki 

Introducing a wiki as a new technology in educational settings does not necessarily 
guarantee to be a success by just implementing it. Section 2.1.2 already discussed 
objections towards the use of wikis in general and concerns referring to their use in 
academic settings. Therefore, for the successful use of a wiki in education certain pre-
requisites need to be considered before starting to actually work with it. These will be 
discussed in the following sections. 

The students of the Cultural Studies I – North America course are requested to de-
velop a Cultural Glossary throughout the semester, which is to result in an encyclope-
dic collection of information on different areas of North American cultural studies. 
The contents of this Cultural Glossary are oriented towards the topics addressed dur-
ing the semester. Twice during the semester the students’ task is to choose an aspect 
of the current topic (American history and American holidays and traditions) and 
write a glossary entry about it. The presentation of a certain topic can be a mixture of 
text, picture, audio or video files. 

A detailed definition of the students’ and the instructor’s role will be given in the 
following before the issue of their motivation and the technological infrastructure that 
wiki is integrated into will be addressed. 

3.3.1   Definition of Roles and Their Responsibilities  
First of all it needs to be acknowledged that the students and the instructors embody 
different roles within the wiki. Whereas the role of the students will be that of active 
creators, authors and reviewers, the role of the instructor will be within the range of 
an observer, mediator, reviewer and coach. Within the wiki the students will create 
articles, review their peers’ contributions and at the same time provide learning re-
sources. [27] points out that in some respects while working with a wiki the students 
are required to become more autonomous and self-organized and as a result of this 
educators lose control over the content creation. However, in order to guide this  
 

                                                           
4 http://www.pmwiki.org 
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learning process the educator will provide the students amongst others with specific 
learning resources and create initial page templates, which present simple guidelines5 
on working with the wiki referring to the course’s content. 

Since the target group constitutes of first year students of an introductory course 
and it is assumed that they are neither familiar with the contents nor have they devel-
oped collaborative skills yet, the educator needs to enable guided learning by giving 
structured instructions. In addition, it is advisable that the instructor points out the 
technical equipment that is made available to the students. In combination with using 
a wiki, which is web-based, this means pointing out the availability of computers as 
well as wireless access to the World Wide Web at the university. 

3.3.2   Learner Motivation 
A wiki is only successful under the condition that people actively participate. Several 
studies have dealt with the phenomenon of lurking, which means that most users of 
wikis don’t actively contribute contents but instead only passively consume it [34]. 
Especially for the use of a wiki in an educational setting the participation of students 
is important and therefore needs to be motivated. That is why incentives need to be 
created in order to increase the willingness to work with the wiki and enforce a more 
active participation. According to [22], the instructor has to encourage the students’ 
work in the wiki by being an active reviewer and leaving feedback so that the students 
feel the instructor’s presence. This is of special importance for this target group since 
the wiki scenario is supposedly entirely new to them. In the case of assessment-driven 
students [22], an effective incentive is to make the contributions to the wiki part of the 
requirements for the course or even to reward the students’ active contributions in 
form of additional credits towards the oncoming exam. Besides incentives that in-
crease extrinsic motivation it is even more important to address the learners’ intrinsic 
motivation by pointing out the usefulness of the wiki as preparation material for the 
final exam. 

However, the difficulty of motivation is not only limited to students. Applying a 
new technology in a course also results in extra work and effort for educators, because 
functionality as well as the syntax of a wiki need to be learned. Furthermore, the edu-
cator’s traditional role is expanded in the way that “[p]lanning lessons, a traditional 
hallmark of teacher expertise, need to be extended to designs.” [28]. This means that 
the educator needs to design activities specifically for interaction within the wiki. 
Therefore essential conditions need to be created in order to point out the benefits of 
adopting a wiki to the educators. It is essential to present a wiki tutorial to the educa-
tors in order to motivate them to work with this technology. It needs to be discussed 
why technology can enhance their teaching and what the specific benefits are for the 
educators. Therefore it should be highlighted that the application of technology within 
a course serves “[…] to create opportunities for new objectives that may not be possi-
ble without them.” [29]. One of these new objectives is possible because of the fact 
that wikis enable teachers to communicate easily and asynchronously with their stu-
dents on course topics and thereby facilitate to “[…] quickly dispel misconceptions 
and correct errors […]” that occurred in class [30]. Furthermore, collaboration of 

                                                           
5 Example for a guideline: “Add your entries in alphabetical order using the reference style 

specified in How to work with this wiki”. 
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students is mostly a black box6 process to instructors. In most cases the instructor is 
not able to review the actual collaboration process but only the output in form of a 
final product. Wiki technology reveals this collaboration process and makes it visible 
to the educator. Its version control features enable to track and assess the knowledge 
development of the students as well as monitor the content development in order to 
determine problem areas for students. In addition the educator can use the wiki to 
present course information and have the basics compiled by the students in it. This 
way, the focus of the traditional classroom sessions can shift to more topical issues. 
Concluding, it is important that the educator is supporting the concept of wikis be-
cause after all, the educators can only motivate the students to work with a wiki if 
they believe in the benefits of the wiki concept themselves.  

An integral part of the implementation of the wiki-based glossary as well as other 
wiki-based applications in the CELEB project is the training of the instructors in us-
ing a wiki in order to get to know this kind of software and become aware of its ad-
vantages and limitations. The goal of this introduction is to familiarize the teachers 
with the technology and to enable them to train, support and encourage their students 
in using the wiki, because it can be assumed that educators are more encouraged to 
use a software in their teaching practice and are capable of encouraging their students 
to also actively use it, if they are familiar with it. In addition to the introduction, fur-
ther support is supplied by written tutorials about introductory topics, article tem-
plates, FAQs and contact persons in case of technical difficulties. These support 
channels are accessible by instructors and students alike and can be supplemented by 
forum threads or chats if necessary. Further support through video tutorials by way of 
screencasts is planned. Because they enable and encourage instructors and students to 
use the wiki effectively, these support channels constitute further incentives. 

3.3.3   Guidelines for Working with Wikis 
Guidelines for working with wikis can further enhance the effective usage of wikis. 
Deriving from the objections towards wikis discussed in section 2.1.2 the following 
guidelines are addressed particularly.  

First of all, an emphasis has to be put on the main characteristic of collaborative 
work. As discussed in section 2.1.2 the ingrained norm of authorship raises objections 
towards the work with wikis. It is essential to emphasize from the start that there will 
not be individual ownership of contributions and that the students need to be aware of 
that. Each contribution can be edited by every other participant and everyone is wel-
come to do so. To avoid contributions of lesser quality it is advisable to announce that 
even though it will not be possible to take individual credit for single contributions, 
the students’ participation will still be monitored in order to give feedback on the 
development process of the content and in order to assess whether the students are 
eligible to earn credit points towards their exam [22]. Secondly, students are taught 
that the wiki concept depends on the constant changes made to its content. Therefore 
the students should be encouraged to contribute to a wiki page even though the  
presentation might not be the final version yet. A wiki enables the successive devel-
opment of content. Thirdly, the participants are requested to review their peers’  

                                                           
6 Black Box: “Black box is a technical term for a device or system or object when it is viewed 

primarily in terms of its input and output characteristics.” (cf. Wikipedia: Black Box 2008). 
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contributions critically in order to improve the content quality. This means that in 
consideration of spelling mistakes, formal mistakes and mistakes as regards content 
students are invited to read through and edit their peers’ presentations. Especially for 
the means of a glossary, a neutral style with preferably no bias needs to be estab-
lished. Guidelines and techniques on objective writing are therefore of special impor-
tance. [12] advert to this as a process, in which “[…] striving towards objectivity is a 
form of self-education.” Hence, an important pre-condition for collaborative editing is 
that guidelines with examples for objective language are given in order for the stu-
dents to be able to express the “neutral point of view” [22].  

The next section will give an overview of the technological infrastructure in which 
the wiki will be embedded. 

3.3.4   Technological Infrastructure 
The E-Learning modules created within the CELEB project are embedded in the E-
Learning infrastructure of Stud.IP7. In the context of the project, the Stud.IP system 
presents a central access point for the administration of the courses and therefore for 
the E-Learning modules. As a consequence, access to the wiki-based glossary, which 
is part of the E-Learning module Cultural Studies, can be obtained via the user inter-
face of Stud.IP. First of all, the students need to sign in to the Stud.IP system. They 
then are automatically directed to the interface, which lists their courses. By clicking 
on the link for the Cultural Studies – North America course they enter the course’s 
website (Fig. 4). 

 

Fig. 4. Stud.IP Cultural Studies North America website 

By choosing one of the learning modules listed under the tab Lernmodule the user 
is redirected to the wiki-based learning environment, which uses PmWiki software. 
PmWiki includes the basic wiki features and is easy to install but at the same time it is 
quite extensible and customizable. The software facilitates the inclusion of images in 
the wiki pages, the attachment of documents as well as the creation of links and there-
fore allow for “[…] efficient collaboration, knowledge-sharing, and resource-
tracking.” [31]. In addition, it enables the assignment of different levels of permission 
for different users and wiki pages by establishing passwords. This is especially useful 
in the context of the wiki-based glossary, since some of the pages, such as the start 
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page or pages that contain statistics about activity in the wiki, are not intended to be 
edited by students. Therefore, password protection for certain wiki pages is suitable. 
The decision for using PmWiki is based on the fact that it can easily be incorporated 
into the Stud.IP system. 

In contrast to public wikis the wiki-based glossary will only be open for editing to 
students participating in this particular course in the first phase of the project. For a 
later phase of the project the wiki-based glossary can be involved in additional 
courses at the same time. This enables comprehensive collaboration over different 
courses as well as collaboration over more than one semester. When working within 
the wiki the students’ contributions will not be signed with their name but instead 
with their identification issued by the university’s electronic data processing center. 
This permits to overcome the inhibitions of public writing especially in the case of 
first year students. It guarantees a high degree of anonymity yet the contributions can 
still be attributed to the individual students. 

3.3.5   Summary 
The described design and implementation should help conquer the main objections that 
arise with a wiki’s openness and were mentioned in section 2.1.2. One of these com-
mon objections to wikis concerned vandalism. However, the mechanism of version 
control facilitates monitoring the changing content of the wiki pages and easy restora-
tion of deleted content. Furthermore, in the context of the Cultural Glossary wiki this 
issue does not fully apply since it is not open to all users. As of now, only students who 
are registered in the course of Cultural Studies I - North America are able to access and 
edit the wiki. Therefore, the number of users editing the wiki pages is limited. It can be 
assumed that the students are interested in a positive process while developing wiki 
pages since they are motivated by the credits they can earn for the final exam when 
actively taking part in the wiki (cf. section 3.3.2). Additionally, vandalism in the wiki-
based glossary is restricted by having the participants sign in before accessing it. In this 
respect all contributions can be traced to individuals. Last but not least the awareness 
of the instructor’s presence in the form of feedback will limit vandalism. 

Another challenge in connection with the wiki philosophy concerns the traditional 
epistemology of individual ownership that students need to overcome. Research has 
found that students are hesitant editing each other’s pages and that they primarily edit 
the contents they have created themselves since they feel individual ownership for 
these contents [19]. Another aspect is that according to the wiki principle users create 
links to non-existing topics indicating that there is still need for information. These 
links invite others to fill the articles with content depending on their knowledge. 
However, [32] points out that it will be difficult for new users to get used to this kind 
of collaboration as well as to use premature ideas as a suggestion for their peers. It 
can be assumed that this will also apply to the students using the wiki-based glossary 
and that it will remain challenging for them to get used to the process of collaborative 
authoring and open access. Therefore the challenge in respect to the educator’s role is 
to constantly and actively encourage the students and to scaffold productive interac-
tions among students in order to facilitate collaborative authoring. This involves 
amongst others commenting existing entries, designing activities such as peer editing 
and referring the students to the guidelines page, which contains principles on work-
ing with the wiki.  
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Another issue often reported is the motivation for using a wiki. Educators as well 
as students have to deal with a new technology within a small time frame and as a 
result of this have to put up with extra work. As a consequence this might cause reluc-
tance to work with a new system. Although the technical hurdles of a wiki are few its 
use still needs to be learned. Especially first time users such as the students of the 
wiki-based glossary not only have to get acquainted with the wiki philosophy but also 
with the PmWiki syntax. [12] underline that “[t]he acceptance of wikis depends on 
the degree to which […] [the user] can truly benefit personally from using them.” As 
a consequence, it is not only necessary to point out the wiki syntax, technical back-
ground and philosophy of the wiki in an early tutorial but also the beneficial areas, for 
which the wiki can be valuable. Therefore, training is provided to the educators who 
use the PmWiki software in their courses regarding technical and didactic aspects for 
the use of the software. In addition, technical assistance to support the wiki imple-
mentation serves as an incentive. Motivated educators who introduce new technolo-
gies in their courses then need to take over the role of a guide. In the context of the 
wiki-based glossary the educator gives an introduction to the wiki and its advantages 
such as the fact that the contents of the wiki pages can serve as a repository of learn-
ing materials and help the students prepare for the final exam and other incentives for 
contributing to the wiki (cf. section 3.3.2). 

High relevance in regards to the issue of quality assurance exists for the context of 
the wiki-based glossary. Therefore it is necessary to introduce mechanisms such as 
peer reviews and feedback from the educator. This way closer attention is paid to the 
formal aspect of the wiki articles and its contents. The prospective that the wiki will 
be used, extended and promoted in different contexts in successive semesters and that 
it will be used by the students’ peers as a starting point for their learning might also 
have influence on the quality of form and content. Under these circumstances it can 
be assumed that the students will work more thoroughly since the wiki will be made 
available to future students. However, making the wiki accessible to other users in a 
later stage of the project increases the exigency of adherence relating to copyright. A 
neutral style of the articles as well as academic research and writing needs to be  
postulated. 

4   Evaluation Arrangements 

Deriving from the objectives discussed in section 3.1.3 the focus of evaluation in the 
context of the wiki-based glossary is based on the question whether and in what way a 
wiki has an influence on collaborative learning and the active development of knowl-
edge and competencies. 

For this type of process evaluation online surveys and logging data are analyzed 
during and at the end of the semester. The online survey encompasses the overall opin-
ion towards E-Learning in general and the wiki usage in particular, the quality of  
the technical design and technical problems as well as the motivation towards interact-
ing with the E-Learning platform and with peers while working on the wiki-based 
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glossary. The results of the survey that has been filled out by 22 out of 29 participating 
students, are compared with the logging data which show the actual overall participa-
tion. Participation data is distinguished between activity in the wiki itself and in  
discussions about wiki entries that take place in the discussion section of the wiki. 
Above that, the number of active students is examined. Other sources of information 
are the different support channels offered to the students in case of technical problems. 
Critical design issues as well as the willingness of the students to work with the wiki 
can be inferred from the number and kinds of problems that occurred while using the 
software. While students fill out surveys, instructors are interviewed in an unstructured 
fashion on similar aspects. These arrangements constitute a combination of formative 
and summative evaluation, since logging data and the usage of the support channels is 
analyzed during the semester while the survey is conducted at the end of it. 

First results have shown that students are eager to try out this new concept and af-
ter some time they produce good results. After initial reluctance the activity as well as 
the number of authors has increased noticeably in creating wiki entries as well as 
commenting on peers’ entries in the discussion section (Fig. 5). 
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Fig. 5. Number of edits and comments in the wiki-based glossary 

These numbers have to be put in relation with the minimum course requirements of 
two wiki entries per student which is accumulated to 58 required entries, because of 
29 participating students. Comparing these figures with the actual number of 74 en-
tries produced, about 28% extra work has been done. Therefore, it can be inferred that 
by creating a rather informal scenario in addition to the formal classroom phases, it is 
possible to enhance intrinsic motivation, which is necessary in order to be able to 
learn and develop skills [33]. From the survey results we know that students wished to 
work on the wiki more, but didn’t have time to do so, because they were also required 
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to prepare weekly tasks and meeting minutes for the course. This statement confirms 
the inference that intrinsic motivation has been addressed successfully. 

Despite these positive results the logging data also revealed that students mostly 
worked on an entry by themselves and didn’t collaborate with their peers. In another 
scenario where a wiki was incorporated into the same course in order to collabora-
tively write meeting minutes groups were build in advance. As a result the average 
number of authors in these group scenarios was 3.5 whereas in the glossary only 1.6 
authors averagely worked together on an entry. 

The usability of the wiki undergoes an iterative process that is accompanied by 
user tests. The first iteration occurred in parallel to the productive use of the glossary 
and has been supplemented by an expert review. Whereas the logging data and the 
survey results reveal the user acceptance of the wiki-based glossary the expert review 
pointed out a range of possible improvements to the interface and functionality of the 
wiki, which are attended to in the current second iteration. The main improvements 
concern the structuring of the wiki by setting passwords and separating open areas 
from those that are closed for students. Other aspects concern navigational support, a 
more visible offering of help documents as well as the handling of multimedia  
contents. 

5   Conclusion and Outlook 

In order to successfully integrate a wiki in an academic setting long-term an imple-
mentation strategy is required. This necessitates that all parties hitherto are included 
in this process. Not only the students need to be convinced of the new technology’s 
benefits but especially educators are challenged. Also the educators have to deal with 
a new technology and therefore have to adapt their didactic concepts to the new cir-
cumstances in order to achieve added value. In this respect, this paper describes a 
concept and its realization for the integration of a wiki in an E-Learning module start-
ing with an analysis of the target group as well as the basic conditions. Based on this, 
advantages for the use of a wiki were highlighted and an appropriate process frame-
work for using a wiki was presented. This framework comprises of the instructional 
design phases applied to the integration of social software components exemplified by 
the integration of a wiki-based glossary at the University of Hildesheim as part of the 
CELEB project. Special attention is paid to the design and implementation phase 
where usability and HCI aspects need to be considered as well as didactical considera-
tions such as the roles of the teacher and the learner and their motivation. 

This paper presents a framework that aims at maintaining essential Web 2.0 attrib-
utes, such as trust, openness, voluntariness and self-organization, when applying Web 
2.0 tools in institutional contexts [8]. The focus is put on usability engineering and the 
interface design of the wiki as well as on the necessary prerequisites concerning the 
implementation of the designed wiki. In order to further improve collaboration in 
scenarios without pre-definded groups advanced mechanisms will be investigated that 
can support the collaboration process. For the role of the teacher research is done for 
the implementation of support structures for constructing wiki scenarios and reusing 
them. 
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Abstract. This paper begins with an exploration of the changes that new Web 
tools and social software have fostered in communication in educational set-
tings.  It uses the framework of Luhmann to examine the complexity of these 
changes, and the potential to promote student centered learning.  Through three 
case studies of student projects, the initial examination of an evolving educa-
tional investigation, results demonstrate the challenge for teachers to take on 
new roles, the reality that students’ learning styles continue to drive their pref-
erences, and the need for all teachers to understand more fully the possibilities 
and potential these tools offer for some students.  The paper ends with a call for 
further research in this area. 

Keywords: Web 2.0; social software; communication in education; teacher 
roles and functions. 

1   Introduction  

Technology in education has changed dramatically in the past few years as the world 
of the Internet has changed. It has morphed from static HTML pages where readers 
could find and copy information to interactive services, where visitors create and post 
information, and new social software expands the ways in which communication 
occurs between teachers and students and among students. This transition means that 
users work differently. No longer is it just ‘find and use’ information; now we have a 
more participatory, interactive format where everyone can create information collabo-
ratively and share their results. Learners can now post journals, photos, movies, and 
more, thanks to an abundance of new collaborative tools and a multitude of Web sites. 
In fact, anyone can control content in a Web 2.0 world [52]. 

Students today are not the learners for whom our educational system was devel-
oped. Studies [25] show that students are capable, conscientious, concerned and opti-
mistic, and as a generation, determined to succeed.  Over 90% value school, plan to 
continue their education after secondary school, use computers and the Internet for 
school work and research, and spend more time using the Internet than watching tele-
vision.  Most pertinent to this paper, more than ¾ of them are creators of content on 
the Internet. Prensky [49] stated that today’s students don’t just use, but rather assume 
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and expect technology, are always “on,” are skilled multi-taskers, and significantly, 
embrace communities, collaboration and social networking.   

The reality of these changes, and the changes envisioned for our learners are not 
based on technology alone. For example, Japan is “remaking its vaunted education 
system to foster greater creativity, artistry, and play. The Education Ministry has been 
pushing students to reflect on the meaning and mission of their lives, encouraging 
what it calls ‘education of the heart” [48] (p. 53). Inspiring students to engage,  
perform, and become life-long learners is a central issue in education and thus a  
significant concern for educators.  

In the future, “How we educate our children may prove to be more important that how 
much we educate them.” [19] (p. 302). Thus, we begin this chapter asking what these 
changes mean for teaching and learning. Further, what does this mean for the educational 
system and for educators and their roles and functions? In what ways does planning, 
teaching, and interacting change in this new world? As educational leaders, we should 
understand changes in the Web and how they reflect changes in the world around us. 
Intellectually, Web 2.0 signals a transition from isolation to inter-connectedness for end 
users. The tools allow multiple users to participate: editing, commenting, and polishing a 
document rather than working alone and then publishing it. 

This paper presents a theoretical framework from which to examine the implica-
tions of using new social software in the classroom.  It looks at the interactional 
changes that may occur among the learners and between the learners and the teachers, 
and the ways in which every role may change.  Three initial studies provide an ex-
amination of these changes, but also provide insight into the complexities of this type 
of research, and the tentative results that may be forever change our educational  
environments.  

2   Lessons from Literature 

Web 2.0 is an invented term, coined in 2004. It encompasses the growing collection 
of new and emerging Web-based tools. Many are similar in function to desktop appli-
cations, with people using their browsers for access rather than installing the software 
on computers. The tools are free and available to all, a change from applications that 
are purchased or licensed annually. Others are social in nature and promote self-
expression—the social networks, blogs, wikis, photo and video sharing sites, and 
more [8, 52].  Anderson [1] defined educational social software as, “[...] networked 
tools that support and encourage individuals to learn together while retaining individ-
ual control over their time, space, presence, activity, identity and relationship” (p. 4). 
Fletcher, Tobias, and Wisher [17] suggest that the possibilities are endless, and state,  
 

…classroom teachers can locate and assemble instructional objects from 
the Internet or the Web for students to use individually, collaboratively, 
or under instructional guidance. Parents can access the same materials to 
see for themselves what students are learning in school or to pursue their 
own learning. (p. 97)  

 

Social software tools include, but are not limited to, discussion forums, file shar-
ing, chat, e-mail, weblogs, wikis, social bookmarking and RSS feeds. The term has 
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not grown out of an educational discussion, and social software has not been devel-
oped specifically for learning. Anderson [1] introduces the concept of educational 
social software to initiate a discussion of social software in relation to learning.  So-
cial software represents a new approach to interactivity and communication. The focal 
characteristics of social software are flexibility and individualized use. Our approach, 
however, is different than that found within open and distance learning and lifelong 
learning. In our case, flexibility and individual use is not an institutional demand, bur 
rather a pedagogical principle, for which we will argue theoretically through the con-
cept of self-organized learning environments [11] (38).  

Other aspects of using these new technologies are worth consideration.  Ebner and 
Holzinger [16], in an investigation of user-centered game based learning in a post-
secondary environment, demonstrated that student engagement resulted in learning in 
a civil engineering course.  They found that “joy” in the learning environment may 
encourage learning. Further, one study demonstrated support for the techno-social 
perspective, and found “Technology characteristics affect the ability of weblogs to 
create and deliver content, as well as to nurture social circles around them” ([14]  
(p. 796).   

Salomon, Perkins, and Globerson [50] identified the key difference in learning 
with computers as entering into an intellectual partnership. The computer does not 
control the learning process. Rather, the learner enhances the computing capability of 
the technology and the computer augments the thinking and learning of the user. In 
this mode, students learn with computers rather than from them. Computers become 
“mindtools” that enhance abilities to construct knowledge by exploring, doing, con-
versing, and reflecting [21]. “Mindtools actively engage learners in creation of 
knowledge that reflects their comprehension and conception of the information rather 
than replicating the teacher’s presentation” (p. 10).  And although much of the focus 
on using ICT with students happens in groups, Jonassen [21] suggests that while 
learners may be part of a group, learning from each other and interacting in a social 
context, ultimately it is the individual who gains knowledge and skill.  Lave and 
Wenger [24] add to this understanding by claiming that learning is a process of iden-
tity building.  All such interactions provide "challenging experiences that require 
learners to rethink their understandings based on evidence from experience" [12]  
(p. 64).   

Ausubel [3] introduced the ideas of “meaningful learning” in education. He stated 
that the most important thing learners bring to an instructional environment is what 
they already know. Meaningful learning occurs when an individual consciously and 
explicitly ties new knowledge to relevant concepts within his/her constructed knowl-
edge. When this occurs, it produces a series of changes within our entire cognitive 
structure. Existing concepts are modified and new linkages between concepts are 
formed. Meaningful learning occurs when new, incoming information is connected to 
existing knowledge.  

Ultimately, the creation of learning experiences that take advantage of the unique 
affordances of new technologies require educators, as key to any meaningful changes 
[4], to reconceptualize their new role. Berge [7] identified four primary types of 
communication that educators must incorporate when they are using technology.  
These include pedagogical, social, managerial, and technical.  Assessment of learning 
should also take into account that “The purpose of interactive activities is to involve 



100 H. Mathiasen and L. Schrum 

 

students in the kinds of analysis and synthesis processes essential for deep under-
standing and application” (Olgren, 1998, p. 88). The challenge is that much of our 
educational research has resulted in identifying barriers to implementation (Hernan-
dez-Ramos, 2005; Norris, Sullivan, Poirot & Soloway, 2003; Sandholtz & Reilly, 
2004). Doering and Veletsianos (2008-09) suggest that educational researchers must 
change their questions to better answer questions about teaching and learning:  

 

Rather than asking how many teachers know how to use technology, research-
ers need to ask how technology is used in the curriculum, classroom, and 
schools. Such investigations may yield fruitful knowledge as to how teachers 
decide to use the technology available to them, which in turn may help re-
searchers understand the factors driving technology use, or lack thereof.  
(p. 102) 

 

Authentic assessment has a high degree of similarity to real world tasks, which is 
exactly the type of situation available in the new world of Web 2.0 tools. Educators 
are more able to evaluate learners in critical thinking and problem solving based on 
thoughtful consideration of learners’ outcomes [43, 44, 46].  We are finding exem-
plars in which students are creating complex podcasts (e. g., plate tectonics, glaciol-
ogy, edaphology, limnology) for their colleagues as study guides; writing and sharing 
rap songs about elements of the Periodic Table; schools around the world now use 
these new tools to create online newspapers that now include stories, blogs, 
video/audio casts and more; and students authentically design solar passive cabins and 
study astronomy by examining the sky in real time. However, it is important to ask 
about the real changes in communication, roles of teachers and learners, and a larger 
educational perspective in this new world of social software. 

3   Theoretical Framework 

3.1   Complexity  

In this theoretical framework, we are dealing with complexity rather than cause-effect 
relations. “Complexity means being forced to select; being forced to select means 
contingency; and contingency means risk.” [29] (p. 25). Complexity is therefore con-
sidered a surplus of possible options:  
 

We will call an interconnected collection of elements ‘complex’ when, 
because of immanent constraints in the elements’ connective capacity, it 
is no longer possible at any moment to connect every element with every 
other element. [29] (p. 24)  

 

He explains further: 
 

…for each system the environment is more complex than the system it-
self. … There is, in other words, no point-for-point correspondence be-
tween system and environment… [29] (p. 25)     
 

This paper concentrates on two types of systems: psychic systems and social sys-
tems. Both types of systems are based on meaning, implying that they choose to  
actualize something and leave other things alone. The individual system’s unique 
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selection decides what the system chooses to actualize and therefore communication 
and knowledge construction is “ruled” by contingency. Accordingly, the concepts and 
theoretical framework presented have consequences for the way the concepts of learn-
ing and teaching are defined. The specific characteristics concerning psychic systems 
and social systems are unfolded below. 

According to Luhmann [26, 28, 29], systems are by definition closed, autopoietic 
(self-reproducing), self-referential and autonomous – and hence unique. In this sense 
the individual person, for instance, student as well as teacher, is unique. Each system, 
each person (seen as a system) constructs his/her own way of observing the world. 
According to the definition of systems, a system’s environment is specific to the sys-
tem, which means that the environment is system-related. Each student and each 
teacher observes and constructs his/her own environment. In principle each system, 
hence each person, constructs their specific environment. In other words, insight lies 
in the eyes of the beholder. This insight has consequences for the approach to teach-
ing and learning and to the educational system. 

In this theoretical framework, knowledge is seen as a result of learning processes in 
which communication has a pivotal role. Communication constitutes the environment 
for conscious activities and for mental constructions. In other words, communication 
is seen as an essential part of an environment for learning processes. We introduce 
here social systems (maintained by communication activities) and psychic systems 
(maintained by conscious activities, including intuitions, emotions etc). 

Communication promotes understanding, and understanding promotes construction 
of knowledge. This means that communication is the nutrition for learning processes 
and knowledge construction. Communication can ‘perturb’ consciousness and acti-
vate/maintain learning processes. The theoretical framework therefore offers an im-
portant point about the relationship between communication and processes of learning 
and construction of knowledge. Conscious activity and communication are mutually 
dependent. Social systems maintain themselves through communication. Thus, com-
munication is the minor element in social systems, and this minor element is defined 
as the synthesis of three selections: the selection of information, the selection of utter-
ance, and the selection of understanding [27]. 

All observation involves operations internal to the system, that is, the system char-
acteristics. Thus, Luhmann calls his form of constructivism “operative constructiv-
ism” [26]. The communicator or the utterer – or the “alter,” as Luhmann prefers to 
call it – selects the information and utterance, and the addressee – the “ego” – selects 
the way in which the communication is understood [29]. Regarding the concept of 
observing as related to systems and its (self-constructed) environment, the utterer 
could be named the observed system and the adresseee could be named the observing 
system. Knowledge is constructed through operations of consciousness and related to 
the observing systems. Thus, knowledge constructions demand observation and selec-
tions.  Luhmann writes that “Communicative success is the successful coupling of 
selections” [29] (p. 159).  

A communication unit (see Figure 1) is for example, when a student pays attention 
to a lecture on video, reads a book or attends a lecture. One communication unit is 
actualized in this context when, for example, the students select understanding from 
the teacher’s uttered information. If the social system is going to maintain itself (e.g., 
teaching) the student and teachers continuously shift between utterance and selected 
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understanding of the utterance and the action of a new utterance inviting to selection 
of further utterance. Here the point is that it is an iterative process, relating to both the 
utterer (observed system) and the addressee (the observing system). In other words 
the observing system and the observed system are switching roles in a continuous and 
iterative process.  

This demands that the students, as observing systems and observed systems focus 
their attention on the communication, which might be the video, the book, the lecture, 
or a discussion. Communication, as well as conscious activities, is based on meaning; 
that is, social systems and psychic systems are meaning-based systems. “Meaning is a 
general form of self-referential adaptation to complexity […],” writes Luhmann [29] 
(p. 71). 

Person A     Person B
The uttere in turn 1    The addressee in turn 1   
Visible:      
1. Selection: information   Invisible: 
2. Selection: utterance   3. Selection: understanding 
(The observed system)   (The observing system) 

 

Fig. 1. One communication unit 

Social systems as well as psychic systems are based on meaning, implying that 
they choose to actualize something and leave other things alone. Based on the system 
characteristics mentioned above, the result is that in principle the individual system’s 
unique selection decides what the system chooses to actualize. In other words, all 
observations and selections are systems related. 

 

In every meaning, formulated positively or negatively, the three meaning di-
mensions are available as forms of further reference and as reflection tools. In 
general, the primary decomposition of meaning lies then in these three dimen-
sions, and every thing else is a question of their recombination. [29](p.76)  

 

The three dimensions are the “fact dimension,” the “temporal dimension,” and the 
“social dimension.” Every operation relate to these dimensions. For example, a dia-
logue will always include a theme, a ‘past-now-future,’ and a social dimension. The 
communication will convey a theme over time and demand at least two persons, an 
utterer and an addressee (cf. Figure 1). In class the typical picture is a lecture and a 
group of students (e.g., groups between 15- 100 students). 

Because learning depends on selections made by the psychic system (conscious ac-
tivities), seen as autopoietic (self-reproducing), self-referential and autonomous which 
operate in and maintain themselves via conscious activities (e.g., thoughts, emotions 
or intuitions), learning cannot be organized. Learning develops from the selections of 
the psychic system. The question is how to develop a learning environment which 
supports and facilitates students’ learning processes and knowledge constructions. 
That is, a class with 40 students in principle will result in 40 different ways of observ-
ing and therefore 40 ways of knowledge construction. Given that there is no overall 
solution, it becomes a question of how to meet this challenge in a variety of ways. 
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Social software in its broader sense gives some new possibilities and satisfies some 
needs if the possibilities are known. We term such a learning environment a self-
organized learning environment. A self-organized learning environment is an envi-
ronment in which students are encouraged to make their own selections and govern 
their (own) learning activities. If the point of departure is that these activities can be 
fruitful for knowledge constructions, the challenge is to empower students to organize 
their own learning activities as well to empower teachers regarding their didactic and 
pedagogical approach to the communication forums offered by Web 2.0 and social 
software products. Consequently, students’ self-organized so called learning envi-
ronment could be named a teaching environment, in the sense that the educational 
system in 2008 empowers this kind of organization of learning activities to the stu-
dents. We must be mindful that all the communication activities are in one way or 
another linked to the educational system. Accordingly, we are dealing with students, 
teachers and specific educational aims, but in a reconceptualized framework that 
includes social software.  

4   Three Cases 

The three cases presented in this paper are first steps at examining the framework 
guiding the understanding and implementation of it in authentic classroom situations. 
Gaining insight into teachers’ and learners’ perspectives is essential if further research 
is to be designed; the use of technology in classrooms without such information will 
only result in future haphazard implementation efforts.  

4.1   Institutional and Educational Framework 

Case I (2004-2005) centers on three projects in which students mostly had to organise 
their project work themselves during one semester. The teachers referred to them-
selves as consultants due to the nature of their activities and functions. They consid-
ered the consultant role different from the traditional teacher role, associating it with 
functions like giving guidance and coaching. The students chose to use different types 
of web-based communication forums, such as their own group conference in the con-
ference system, messenger, mail, and chat [30, 31, 32, 35]. 

Case II (2005-2006) centers on one three-month project in which the students had 
to organise their project work themselves during the last part of a semester. The 
teachers referred to themselves as supervisors and guidance counsellors due to the 
nature of their activities and functions [36, 40]. The students in Case II chose to use 
the same kinds of web-based communication forum as those mentioned in Case I.   

Case III (2008) centers on a six month semester, where the students’ learning proc-
esses as well as their group work was planned to be supported by different categories 
of podcasts (categories including five minute instructions/demonstrations, seven min-
ute demonstrations including video streaming and power point presentations, and 45 
minute lectures (talking head)) among other mentioned net-mediated communication 
forums (Mathiasen, in press). 

In Case I the students ranged from 17 to 20 years of age (the age of upper-secondary 
school students in Denmark), in Case II the students were in their third year at university 
(in Denmark), and in Case III the students were in their fourth year at university.  
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4.2   Research Design  

The case studies were based on a consecutive research design inspired by systems 
theory [33, 34]. The research projects made use of the following concepts and their 
possible connections: student and teacher roles, learning and teaching, and used a 
variety of data collection methods, including observations, individual/group inter-
views, print outs of the conference communication, questions asked in plenum ses-
sions, and final written student evaluations [11, 47]. 

The research projects focus on student and teacher roles in various communication 
forums such as lectures (ordinary classroom interactions), problem-based self-
organised group work, and web-based discussion forums and individual guidance.  
The Case III focus was specific to the students’ use of and reflection on different 
podcast categories offered by the teacher. One category was named “talking head,” 
which refers to the teachers’ or a guest lectures’ giving a lecture (typically 45 min-
utes) on video, a “one-way” and asynchronous category. In this, the students did not 
have the possibility to ask questions (written or oral) during the presentation of the 
video. Another category was named “demonstration/instruction” (typically five to 
seven minutes).This category was also a “one-way” and asynchronous category. The 
category was split up into a category A, where the teacher’s voice supplied the 
video/audio stream (e.g., demonstrations of a practice context using a specific tool), 
and a category B where the teacher presented a PowerPoint and throughout it supplied 
comments as she/he went through the presentation, including giving references to 
literature, that would be helpful concerning the examination. Both the “talking head” 
and the “demonstration/instruction” category are meant as a learning resource and as 
a supplement to the traditional face- to- face teaching environment. Case III includes 
students’ use of weblogs, wikis and the conference system offered by the university.   

In all three cases the observed courses were organised as problem-based project 
groups combined with lectures, so in all three cases the teaching was organised as a 
mixture of ordinary classroom interactions and web-based communication.  Data 
collected from these studies were examined through the theoretical lens, and using the 
constant comparative method [10], a systematic technique that employs various levels 
of coding to develop a ‘grounded’ theory of the phenomenon being studied. 

4.3   Findings 

The study demonstrates that the students involved in Case I were engaged in decoding 
the new roles and functions in respect to their status as upper-secondary school stu-
dents, with everything this involves regarding what they should communicate about, 
with whom, and in which communication forums. In particular, the students focussed 
on the teacher’s ability to gain insight into their academic abilities when the possibili-
ties for communication are expanded with other forums besides the traditional class-
based communication forum. Further, the study demonstrates that the students did not 
regard this as an important means of supporting their learning processes, but as a 
possibility for the teachers to have a broader basis on which to assess them (net-based 
written texts can be reintroduced in new/other connections). They thought it was eas-
ier to “hide” their academic skills and knowledge in traditional class-based teaching. 
For example, they could immediately take action by correcting a misunderstanding or 
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incorrect answer, or just choose to be absent from class. Thus, the introduced concept 
of communication, the conditions for communications is decisive when the teaching 
environment (seen as a communication environment) is in a face-to-face context or a 
written net-mediated context. That includes which roles and function the teacher and 
the students are expecting from each other.  

When the teachers were made aware of the students’ scepticism about the teachers 
assuming the role of, for instance, consultant, and about the requirement of using 
conference forums, at first they were unable to understand the complexity of the prob-
lems. Later, these turned into eye-opening problems for the teachers. The perform-
ance of a “teacher” role and its related functions implies that the system makes  
demands on the students, which also applies, for instance, to the consultant role. For 
every type of role that the teachers choose to assume, the students themselves should, 
in principle, assume a corresponding role. This may be considered an obligation to 
actualize an increase in complexity, in that there are several possible student roles and 
functions that can be linked to several types of teacher roles and functions, such as 
conflict resolver, organiser and decision maker. In other words, combinations of the 
plurality of possible roles, functions, and communication forums are an indication of 
complexity that the system continuously attempts to reduce. The system actualizes the 
horizon of expectations more or less explicitly and hence also the framework of the 
communication in the broadest sense. The students tell about a problem, when the 
educational system expands the teaching environment (with social software) but they 
cannot simultaneously reflect and explicate new actualized expectations to the par-
ticipants in the specific social system. In other words we are dealing with context 
dependent communication, which demands an explicit description of the different 
participants’ roles and functions.   

In Case II, the teachers observed that about 50% of the students experienced the 
project process as worthwhile. The students used the net-mediated communication 
forums and were self-organised during all three months. Most of the groups asked for 
continuous guidance meetings with one of the teachers. The other half of the students 
were observed to have the same problems as those described in Case I. They had 
difficulties finding their different roles and functions during the group project process.  

The students’ reactions can be categorized into two groups. One group observed 
they had developed and improved their academic and social qualifications through 
their use of a variety of communication forums and through the demands of the self-
organised activities required by the project. In the future they would prefer to partici-
pate in courses organised as a variety of communication forums, each of which has its 
own advantages. The other group preferred traditional face-to-face class interaction 
with its well-known roles. This group of students preferred having a semester timeta-
ble and being informed by the teacher of the next homework schedules and assign-
ments/marks. An overall question is here actualized: What does the educational  
system prefer as the outcome of an education? Do they wish to encourage students 
who have the ability to learn/construct knowledge in different and contemporary 
communication forums or students who prefer to be learners in safe environments, 
with well known roles and demands from the educational system?   

In Case III where the focus was on the students’ use of and reflections on podcasts 
as one of a broad spectrum of communication forums the students again divided into 
two groups. One sub-group prefers the face-to face communication in class, including 
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the well-known roles as student and teacher. They want the possibility to interrupt “in 
real time” and ask questions which emerged during the teachers’ lec-
ture/demonstration/instruction. The other group (with the fewest number of students) 
thought it was a flexible way of “being a student.” The time and place dimension was 
in focus in their argumentations. Some of the students in this group stated that they 
had a more or less indolent approach to their studies, and the available podcasts be-
came a very comfortable way of being updated and for preparing for the exam. Other 
students in this group found that the podcasts were a comfortable way of preparing for 
the specific lesson. 

Both groups found that the possibilities of replaying the podcast was an advantage 
and saved them from asking the teacher some of the questions they had. Nearly all 
students thought the podcast category “talking head” was a waste of time during the 
semester; however, nearly all the students recognized this specific podcast category as 
an option when they prepared for the exam. The category “demonstration/instruction” 
was not present when they prepared for taking their exam.  

They assumed that if they could reproduce the “talking head,” they would be more 
successful on the exam. Roles and functions have not in any significant degree been 
questioned when the focus is on the use of podcasts. Thus students and teacher roles 
seem not to create an increase in complexity. The system actualizes a well-known 
horizon of expectations, more or less explicitly. 

4.4   Cross-Case Findings 

It can be seen from these cases, and from other research [22, 54] that just as teachers 
differ in their skills and desire to employ these new forms of communication and 
learning, students also have individual reactions to learning in new ways and in taking 
advantage of the self-organized learning environments.  It does require a more active 
role in learning, and many students will require knowledge about the new roles and 
functions, enhanced expectations, and personal learning strengths.  

A larger concern can also be identified.  The educational system needs to rethink 
the traditional approach to teaching and learning. With the reality of students’ lives 
outside of the classroom, we are truly no longer dealing with the one-fits-all. Now 
with the development of different categories of social software, with the potential of 
serving each learning system, the educational system has an opportunity to provide 
for each learner’s needs and expectations.  It is possible to make a start toward this 
goal by identifying successful ways to implement net-mediated tools available for 
free. This change also requires that teachers have the professional development they 
need to understand and select the tools that support their instructional goals while 
recognizing the opportunity and challenges.  

5   Social Software and Its Potential 

We argue that other social software tools can help better support self-organized learn-
ing environments, and, thus, can supplement the use of asynchronous discussion  
forums and file sharing. Different social software tools can facilitate students’ devel-
opment of and engagement in networks that are not organized by the educational 
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system. Further, social software supports students’ use of resources not provided by 
the educational system with the intention of reaching specific goals of the educational 
system. Social software can provide students with opportunities for communication 
and social relations, which can empower them to develop self-organized learning 
environments. 

In that respect, social software can be considered a supplement to the organized in-
stitutional setting. Use of social software is not determined by the educational system, 
and the communication supported by social software does not take place within the 
institution. Anderson [1] suggests: 

I think that Educational Social Software will find its real niche in self-
paced, continuous enrollment, informal, lifelong learning and other more 
self directed forms of learning. Cohort based models of distance and 
blended learning boast LMS tool sets that were specifically designed for 
this institutionally driven context and the added value of social software is 
considerably smaller in less constrictive forms of learning. (n. p.) 
 

The World Wide Web provides massive resources; their potential in relation to 
education is enormous, but the complexity provides a huge barrier. Search engines 
like Google do an impressive job, but it is still difficult for an individual to navigate 
the resources on the Web, and to value their relevance. If project work – which allows 
students to structure their own work process – is combined with the use of social 
software, it is perhaps possible to empower students to navigate the Web by actively 
using it as a major resource for their self-governed work. 

Social software can provide tools for a personal and individual use of the Web 
which is based on social networks and communication. Social software enables a 
personalization and individualization of the Web. It can be used to develop relation-
ships with people. Access to all the social software tools (weblogs, wikis, etc.) also 
means access to resources such as links to Web sites, papers, references, and so on. 
Using social software represents an alternative way to navigate the Web instead of 
only using search engines. Engaging in networks through public discussion forums 
and weblogs will enable students to find resources through people in their network 
and to engage in discussions not controlled by the educational institution. 

Social software tools can be used to form networks or communities which can ini-
tiate self-organized project related discussions. Social bookmarking can enrich this 
network by providing students with a network of references from other people. These 
tools support development of social networks and can therefore facilitate communica-
tion and discussions. A wiki – or similar tools – can support the process of collabora-
tion. At the same time, a wiki can be used to make the project available for other 
people. Such tools can support students in their self-governed work; for instance, they 
can easily collaborate on writing an assignment. 

Weblogs in particular provide an example of the potential of social software. We-
blogs differ from discussion forums and conferences in an important way. As opposed 
to discussion forums and conferences, weblogs are owned by the individual student. 
A study by Andreasen [2] shows differences in using a discussion forum or weblogs 
within the same course. He concludes: 

 

The learning potential that can be said to exist in the use of weblogs in rela-
tion to a course conducted over the internet relates partly to the increase in 
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the students’ opportunities for making their own voice heard, and partly to 
the active exchange with and reflection on other students’ weblogs. (p. 86) 

 

Andreasen [2] argues that weblogs support development of “individual voices.” 
These individual voices are important to the development of students’ independent 
use of the Web. Students can form their own networks which is different from partici-
pating in discussion forums within an educational setting. The result is what could be 
termed ‘self-organized networks,’ networks developed by students themselves. A 
similar, but more formalized approach is suggested by Koper [23] who uses the con-
cept of ‘learning network.’ He stated, “Self-organised learning networks provide a 
base for the establishment of a form of education that goes beyond course and cur-
riculum centric models, and envisions a learner-centred and learner controlled model 
of lifelong learning” (p. 1). 

The use of social software suggested in this paper takes Koper’s approach a step 
further. Self-organized networks are completely organized by the students without 
any influence from the educational institution. 

6   Conclusion 

This paper has provided an overview of the new Web 2.0 and social software as they 
relate to educational communications, roles and functions of educators and learners, 
and the possibilities for expanding the ways in which students learn and teachers 
establish educational environments. Looking through the theoretical lens of Luhmann 
[26, 27, 28, 29], it sought to provide an explanation of the complexity inherent in all 
communication, and in particular the communication of teaching and learning. The 
addition of new forms of social software provides an even more compelling need to 
understand the nature of the changes that may occur.   

This paper did not address another aspect to the use of social software in educa-
tional environments and we are not ignoring the significance of it.  We refer to the 
need for teachers to not only be willing to learn new roles and functions, but also the 
necessity for them to be familiar and comfortable with designing curricular experi-
ences in this new milieu.  Much research has identified the barriers, intrinsic and 
extrinsic to reaching this goal. These barriers include lack of time, lack of preparation, 
lack of technical, administrative, and pedagogical support, and individual resistance 
[5, 9, 41, 53, 55, 57].  Any changes in teaching and learning, or in roles and functions 
will require that we support and develop educators who are ready for using the tech-
nology effectively.    

Through the three cases presented, we can see that introduction of social software 
and modified assignments works very well for some students at this time. However, 
the findings also point out the reality that the educational community can not assume 
that all students create, respond, and assimilate in the same ways.  Differentiation 
must become a significant part of any educational environment in significant ways.   

Clearly more research is required to begin to understand for whom this is the best 
way to learn, and for whom other, perhaps more traditional, methods are appropriate. 
According to Means and Haertel [42], all stakeholders in the educational system want 
to know more than if a piece of software or a web resource teaches something; in-
stead, the system needs to know if the exposure to technology will ultimately have 
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lasting value and impact on learners’ lives. Most importantly, this paper has identified 
the need for significant research concerning the new net-mediated communication 
forms, and the related expectations for the participants in these activities. Frequently, 
researchers believe that they must do experimentally designed studies that use generic 
technologies or activities across the curriculum, and perhaps even across grade levels, 
instead of focusing on more deeply substantive questions about cognitive outcomes 
(see, e.g., [15]). Researchers and educators alike have pointed out that the effective-
ness of the technology is tied directly to the efficacy of the instructional design, con-
tent, and teaching strategies employed by the teacher [19, 56]. Unfortunately, today 
this situation still exists. We believe that researchers must explore the characteristics 
of learners that promote success in these interactive settings, and return to helping 
learners understand more fully their individual strengths and challenges. It is also 
important to recognize the challenges inherent in conducting research in school set-
tings and also teasing out the effects of a technology’s use from all the other variables 
found in educational environments [6]. We must investigate teachers’ roles and func-
tions in this new environment and assist them in making the transitions necessary. As 
a community, we still do not recognize the affordances and constraints of these pow-
erful tools, and when it is appropriate to use each type of social software.  This paper 
has begun the dialogue and we challenge researchers to collaborate on creating a 
powerful research agenda for the future.  
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Abstract. Web-services have established their role as facilitating tools for interac-
tive and collaborative learning that supports social knowledge construction. In par-
ticular, ePortfolios are gaining importance in supporting the learning process and 
students’ reflection. This motivated us to introduce and investigate an interactive 
mode in an academic course on Human–Computer Interaction (HCI) that adopted 
ePortfolio or diary-services, interactive spaces for team projects, and personal as 
well as interpersonal reflection. The qualitative content analysis of the ePortfolio 
entries illuminates those aspects in the learning process that were unique due to the 
computer-mediated interaction offerings in the course. 

Keywords: Teaching Human–Computer Interaction and Psychology, ePortfo-
lios, online reflection, online diaries, qualitative content analysis, assessment. 

1   Introduction 

The ePortfolio (electronic portfolio) is currently revolutionizing the world of learning 
[1] [2]. Particularly in the education sector, there are many initiatives in order to 
achieve the European goal “ePortfolio for all” by 2010. ePortfolios shall play the role 
of the lifelong learning companion that facilitates meaningful, self-directed and 
autonomous learning, capturing learning experiences, and planning personalized 
learning paths and careers.  

In this study, we investigate the use of ePortfolios in an academic course on Hu-
man-Computer Interaction and Psychology (HCI and Psychology). The ePortfolio 
was part of the so-called “interactive mode” of the lecture which aimed to increase 
(compared to a conventional lecture) freedom, responsibility, awareness of students 
own learning, and decreases student’s dependence on formal exams. This follows our 
strategy of applying/living humanistic and in particular person-centered principles 
within Technology enhanced Learning (TEL) [3] [4] [5] [6] [7]. Supplementary to a 
team-project, students were asked to reflect their learning experiences which they 
could collect individually and in teams by using the electronic diary functionality 
offered via the course’s learning platform. In the context of this study, we analysed 
ePortfolios of 31 students by qualitative content analysis in order to find out whether 
the use of e-portfolios could enhance students’ reflection on the input of the lectures 
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and deepen students’ learning experience. Furthermore, students’ assessment of the e-
portfolios and their way of dealing with the e-portfolios were analysed. 

The paper is structured as follows. In the next section a brief insight into ePortfolio 
theory is given. Section three describes the context of our study, in particular the 
course on HCI and Psychology is illustrated. Section four includes the empirical 
study. The final part of the article gives a conclusion.  

2   ePortfolios  

Carmean and Christie [8, p. 34] define effective ePortfolios as “a purposeful collec-
tion of student work that exhibits a learner’s efforts, progress, and achievements in 
one or more areas.” This ePortfolio definition is derived from Barrett [9], and com-
prehends an understanding of ePortfolio as a means of communicating growth  made 
by the learner. ePortfolios are often used as a tool for assessment of learner perform-
ance, documentation of learner progress, and representation of outstanding learner 
achievements and records. Nevertheless, they can play a variety of other roles in edu-
cational environments (e.g. ePortfolios can be used for artefact creation and sharing, 
for setting personal learning goals, for practice using different types of technology to 
successfully solve required tasks, and for communication in order to provide feed-
back, for example from the teacher, peers, or outside experts, etc.). A very effective 
strategy in education is using ePortfolios for reflection [10]. In this use case, the 
ePortfolio facilitates learners’ reflection on their learning process. The web-based 
services guiding and supporting learners in their learning processes manifest human-
computer interaction in several ways: First, students interact with the services in being 
loosely accompanied by them in their reflection. Second, educators have easy access 
to students’ elaborations and documents and, reciprocally, can send comments to 
students. Third, peers can mutually read each other’s reflections and thus gain addi-
tional perspectives and inspirations. In brief, the computer significantly increases the 
interaction among all parties and thus facilitates social knowledge construction. On a 
course level, ePortfolios (or reflective diaries) facilitate students to document and 
observe own learning development and to control the fulfilment of their learning 
goals. Students can be supported in writing their diary by providing various questions 
that inspire reflection [11].  

3   Description of the Course Human-Computer-Interaction and 
Psychology  

The course on human-computer-interaction and psychology was held at the Univer-
sity of Vienna as part of the Computer Sciences bachelor curriculum [12].  The course 
is placed in the fourth semester of the curriculum and its first iteration took place in 
summer term 2008, which is, as well, the time period of our study. As the course is 
one of the required courses of the Computer Science core curriculum, 116 students 
participated.  
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The course was organized as a lecture with regular face-to-face units and two modes 
of assessment. Students could choose among the conventional written examination at the 
end of the lecture and the so-called “interactive mode” supported by a tutor. The goal of 
the interactive mode of the lecture was to offer students the possibility to learn and 
deepen own interests and knowledge in the area HCI and Psychology in an active and 
self-directed way during a lecture where usually regular frontal teaching takes place. It 
was an additional mode, which ran parallel and in a linked way to the weekly lectures. 
The motivation to offer the interactive mode in the lecture was to facilitate individual 
learning with  

 

• learning experiences and self-initiated processes, 
• use of HCI for practical tasks, 
• reflection of subject-specific and personal learning, 
• more social interaction, 
• connection of education and research for new expertise (optionally), and 
• less exam stress.  

 

The 31 students, who participated the interactive mode of the course, had to elaborate 
a team-project and write entries into an accompanying ePortfolio, which we called 
“diary”.  

First of all, students had to sign up for the interactive mode at the very beginning 
of the lecture. Then, students were asked to build small teams (2-3 members per team) 
and elaborate project proposals. These project proposals were reviewed by the tutor. 
Project goals, output and working plan were discussed in a personal meeting with the 
team. If the project proposals met the requirements, expectations, desired learning 
goals and outcomes of both, the educator and the team, then they acted as online 
learning contracts between the educator and the students [13] [14]. Using learning 
contracts helped us to facilitate freedom and self-initiated learning in the lecture. 
Students could define and follow their own learning plans and targets with a substan-
tial degree of responsibility for their own learning [15]. They could explore and 
elaborate topics of interest in an active, self-directed way and thus deepen their 
knowledge in a special application of the course’s subject matter. These activities 
were accompanied by the educator by giving feedback to students in online and face-
to-face meetings to approve the self chosen themes. After reviewing and approving 
the project proposals, the teams elaborated contributions and deliverables (e.g. a pro-
ject specification, project documentations and project output deliverables like videos, 
learning objects, slides). During this work phase, three work-in-progress inspections 
were done, in which particular submissions of the teams were reviewed and evalu-
ated. In the last unit of the course, students presented their team-projects. This  
allowed all students to gain some insight into the interesting topics and results elabo-
rated by the participants of the interactive mode of the course. In addition, presenters 
learned through experience how to mediate HCI aspects in a brief slide presentation.  

Simultaneously, participants of the interactive mode reflected their individual and 
team learning in an ePortfolio (electronic diary). The diary was technically realized as 
a Blog which was offered as extended functionality on the learning platform CEWebS 
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(Cooperative Environment Web Services) [16] CEWebS provides a web-service-
based architecture for cooperative environments. Web services are the central compo-
nent of CEWebS in order to put blended learning scenarios into practice. (To read 
more about the CEWEbS architecture see [17, 18] [19]). Students could submit their 
diary entries with read permission for either all participants of the course, for only the 
facilitator, or for nobody in order to write diary entries for their personal use. Writing 
the diary was organized in four phases (derived from the “Writing-Survey-Writing 
Cycle” [20] [21]) during the course:  
 

• Phase 1: Personal state of knowledge and expectations. Phase one started 
right at the beginning of the course and students were asked to write about 
what they thought they already know about HCI and Psychology, what experi-
ences they made in this area and what their attitudes are concerning HCI and 
Psychology. Furthermore, we asked students to formulate their expectations on 
the HCI and Psychology course.   

• Phase 2: Continuous reflection. Phase two immediately followed phase one 
and included questions concerning experiences and impressions of our stu-
dents in the HCI and Psychology course, team work and team learning experi-
ences, activities and experiences in the area of HCI and Psychology that went 
beyond course requirements (e.g. observations in the internet, working envi-
ronment; literature research; etc.) 

• Phase 3: Experiences collected in the team-project and in HCI and Psy-
chology lectures. The question pool of phase three concentrated on experi-
ences collected in the team-project and in the HCI and Psychology module. 
Some exemplary questions were: What worked successfully in the project? 
What would you change in the project in order to optimize HCI and Psychol-
ogy aspects? What did you take home with you from the module/course HCI 
and Psychology, and what not? For what can you use your collected experi-
ences from the HCI and Psychology module/course?  

• Phase 4: Final reflection. Phase four was the last phase of the diary. We used 
this phase to ask students about their impressions to the diary, experiences 
with writing such a diary, the offered tool function, the recommended amount 
of words per diary entry. Finally, we asked students to write some recommen-
dations for students participating the course/module HCI and Psychology in 
the coming term.  
 

We suggested students to write around 100 to maximal 300 words, and not to exceed 
a time period of one hour per entry per week.  

Before the final written exam took place, the instructor and tutor evaluated stu-
dents’ achievements in the interactive mode. In the interactive mode, students could 
in the best case obtain the grade C (satisfactory). To improve their grade (to B – good, 
or A – very good), students had to pass the final written exam. The points obtained 
from the exam were added to the points collected throughout the interactive mode. 
The HCI and Psychology course scenario is illustrated in Fig. 1 and Fig. 2 shows 
Person-centered e-Learning patterns which we used.  
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Prepare course space

Provide initial information

First meeting

<<pattern>>
Diary

<<pattern>>
Learning contracts Weekly lectures

Provide online
discussion forum

Instructor evaluation

Examination
(optional)

[if participating in
interactive mode ]

[if participating in
conventional lecture ]

HCI and Psychology 
course scenario

 

Fig. 1. Illustration of the HCI and Psychology course scenario as an activity diagram using 
coUML notation and Person-centered e-Learning patterns proposed by Derntl [22] [23] 

Facilitator Participants Participants

Diary

Facilitator

Publish diary 
requirements

Initialize diary

Write diary
entry

Review diaries Updated 
diary

Empty diary

Learning 
contracts

Introduce the learning 
contract scenario

Approve proposals

Build student teams

Propose contracts

Elaborate contributions 
and deliverables

Publish contract 
contributions

Presentations

(optional) self evaluation 
and peer-evaluation

Work-in-progress 
inspection

 

Fig. 2. Illustration of the Person-centered e-Learning patterns “learning contracts” [14] and 
“diary” in CoUML notation [23]. Colours of the activities represent different modes of pres-
ence: a green activity means that it takes place in face-to-face (or present) mode; a blue activity 
takes place on the web; a red activity illustrates that the activity takes place in a blended (mix-
ture of face-to-face and web) mode; a white activity communicates that the mode of presence is 
not specified. 
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4   Empirical Study 

Text and qualitative content analysis were applied to evaluate these reflections in the 
style of Mayring [24]. 

The primary goal of using a qualitative content analysis was to investigate stu-
dents’ reflection about their learning development and how the teaching method can 
support the understanding of HCI. Therefore, the following research questions were 
investigated in the qualitative content analysis: 

 

• How did students experience the interactive mode (e.g. positive and negative 
feedback)? 

• Could they recognize connections between the learning input of HCI and their 
life? 

• Did the use of ePortfolios enhance students’ reflection on the theoretical input of 
the HCI lectures? 

• How did students assess the use of ePortfolios? 
• What did students share in the ePortfolios? 

4.1   Sample 

The interactive mode was proposed for the first time in the bachelor studies of Com-
puter Science. From 116 students who took the course 31 (~ 27%) participated in the 
interactive mode, divided into 13 teams (1-3 students per team). About 64% of the 
participants were male (20) and 36% female (11). About 74% of the participants suc-
cessfully finished the interactive mode and the dropout rate was 26%. Students who 
dropped out the interactive mode claimed about too little time to meet all require-
ments and too much workload of the mode. All of the 31 participants of the interac-
tive mode wrote online “diaries”. Consequently, 31 online diaries with a total word 
count of 48763 could be analyzed. Students' online diaries were to be provided on the 
course's e-learning platform. 

4.2   Results 

First we analysed the situation in which the text is originated and its characterisations. 
In order to provide inter-subjectivity, categorisation was undertaken by two research-
ers. Finally, we verified, merged and interpreted the essential categorisations. Table 1 
shows the final categorisations. 

In the ePortfolios - or “online diaries”, as most students named them, students 
wrote about a variety of topics, often closely related to the guiding questions for the 
reflections. They wrote about the interactive mode, their team project, the teamwork, 
the lectures, the lab courses and about connections between the theoretical input of 
the lectures and experiences in their everyday life. Often students wrote about the 
lectures (19 statements), they narrated the theoretical inputs (23 statements), reflected 
on them and gave feedback on lectures (18 statements) and specific lecturers (6 
statements). In general, for most topics, statements addressing these three different 
levels could be found: 
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• Narration: students memorized what they could remember e.g. from a guest 
lecture; example for narration of the lecture: “Today we discussed the short term 
memory (how to adjust to the context of the user) and the long term memory.”  

• Reflection: students made connections between things they had learnt in the 
lectures and things that they encountered in everyday life or their previous 
knowledge; additionally they critically questioned input of the lectures); example 
of reflection on the lecture: “Another interesting point brought up in the lecture 
was the use of metaphors; thereby consistent symbols are used for the representa-
tion of functionalities. Some symbols result from the beginning of visual comput-
ing history, as for example the symbol of floppy disks, which still is used almost 
in all programs as a symbol for saving, although floppy disks are - if used at all - 
used very seldom. A change of the symbol probably cannot be recommended 
right now, since most users are familiar with this metaphor and a change would 
lead to problems. Nevertheless, I am curious, how long it will take, until the sav-
ing-symbol will be changed or whether we will still use the same symbol in 50 
years.” 

• Feedback: students assessed instructional methods used in the course or they 
proposed possibilities for improving the interactive mode; example of feedback 
regarding the lecture: “The last lecture was again, very interesting; it was nice to 
see how our eyes can fool us and that perception is not as perfect and reliable. 
According to my opinion it was nice to see, that the lecture is always presented 
with pictures and videos, what deserves praise, because it contributes to a better 
understanding of the subject matter.”  

Table 1. The merged category system of the qualitative content analysis 

Category Subcategory Statements 
General 19 
Narration 23 

Impression of the Lecture 

Reflection & Feedback 24 
General positive attitude to HCI Positive 44 

Time-consuming 8 
Effective learning 12 

Feedback about the interactive mode 

Grading 6 
HCI in everyday life  24 
Lab course  17 
Language  6 

Personalization 43 
Feedback about the idea 21 
Feedback about the tool 11 
Experience with writing the diaries 11 

Diary  

Number of words 12 
 

 
We found out that the students wrote a lot about their positivities according to 

HCI (44 statements). They noted that HCI is a very important aspect in Computer 
Science and an essential factor for the success of a product. Examples were “Com-
puter Science should not only be engaged with functional aspects of products. It is 
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also necessary to know how humans interact with these products.”, “I think it is also 
important to learn how to analyse Usability, because we want to develop homepages 
or applications, which are more user-friendly. This topic will be also important for our 
future jobs”, and “The gain in experience from the HCI lecture, exercise and project 
will be reflected in future projects (homepages as well as software) according to an 
optimal adjustment to user groups”. 

Furthermore, students gave us feedback about the interactive mode (26 state-
ments). Three different kinds of statements could be found:  

 

• Effective Learning: students found that the interactive mode gave them the 
possibility to learn HCI more effectively (12 statements); example for effective 
learning of the interactive mode: “It was a very interesting module, because we 
learned a lot about interaction. It was never boring and stimulated our creativ-
ity.” 

• Time-Consuming: students noted that interactive mode is more work than a 
“traditional” lecture with a final examination (8 statements); example for time-
consuming of the interactive mode: “Perhaps it is not a bad idea, but it is very 
time-consuming, particularly the diaries, because of the regularly required en-
tries.”  

• Grading: students wrote that the grading of the interactive mode was not clear 
or fair enough (6 statements); example for grading of the interactive mode: “The 
specifications and the assessment criteria were not clear enough. Additionally, I 
think it is better to get more points, because it should be an alternative to the lec-
ture. But if you want a better grade you need the exam in addition, because with 
the points of the interactive mode alone you can only get an average grade.” 
 

Additionally the diaries showed that the interactive mode made students more 
aware of HCI in everyday life (24 statements). For example 2 students could see 
conclusions between an exhibition and HCI:  “I visited the exhibition ‘Dinner in the 
Dark’. [...] Since this visit, I think about accessibility of websites, computers and 
operation systems for blind people and I’m appalled that there is so little done for 
these people.” 

In addition, the lab course of the module HCI played a significant role in the dia-
ries (17 statements). Students wrote that they could implement what the learned in the 
interactive mode as well as in the HCI lecture and in the HCI lab course. They liked 
the fact that the lab course was matched with the lecture (e.g. “For us it is easier to 
learn the theory from the lecture with the help of the practical exercises. Therefore, 
we get a good overview about good web designs.”). 

Another interesting aspect was the personification of the online diaries. In at least 
8 student’s diaries a personification of the diary could be found, although this was 
never explicitly asked by the instructor or the tutor of the interactive mode. Examples 
for personalization of the diary were for example: “Dear diary. I am sorry that I ne-
glected you the last days, but I had much to do and I am really sorry ☺” , So, dear 
diary, that was it for a start, if anything else happens, you will be the first to know it, 
bye” or “What a wonderful day it is today! Please excuse that I didn’t write into you 
for a long time. No, there isn’t anybody else. No, you are the only one for me. Let me 
tell you what happened in the meantime while we haven’t seen each other.” 
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Another aspect mentioned by students was the language. The course language was 
German and 6 students noted that the language was an additional challenge for them 
(e.g. “I’m worried about the foreign language.”)  

In the last part of the diary, students were asked how they found the idea of the 
online diaries (21 statements), whether they felt well supported by the tool (11 state-
ments), how they experienced writing the diaries (11 statements) and fulfilling the 
proposed word count (12 statements). 

Interestingly four statements described students’ scepticism towards writing the 
diaries in the beginning, but then the students’ appraisal got better and they valued the 
diaries (e.g. “I liked the learning diary, although I have to admit that it was a burden 
in the beginning, because I didn’t know what to do with it and especially, what to 
write into it.”). Despite of one student who found writing the diary annoying, all other 
statements by students were positive. Online diaries were experienced especially 
valuable for memorizing inputs of the lectures (4 nominations, e.g. “Very good [idea], 
because I could do a repetition of the lecture and because I additionally wrote it 
down, I could memorize much more, than I would have thought.” Two students val-
ued the feedback aspect of the diaries (e.g. “I found it good, because it is important 
for the lecturers. Due to our [written] opinions, the lecturers could get a feedback and 
now can optimize the courses and transfer the course mode to other courses as well.” 
and further two appraised the possibility to document the project of the interactive 
mode (e.g. “The learning diary was a good possibility for us to track our project. For 
me it was an opportunity to plan the project in the right way from the beginning on.”)  

4.3   Implications for Human Learning 

Many students described the interactive mode of the course on human-computer-
interaction and psychology as a possibility to learn HCI effectively. Learning effec-
tively in this case means, for example, to learn continuously by regularly reflecting 
themes heard in the lecture and working on self-initiated HCI projects. We observed 
that students were enthusiastic and highly motivated to work on their project as they 
could elaborate their own project-themes and organize their project-work according to 
their own ideas. During the project work students could pursue their interests in HCI 
and develop their creativity. Entries of the diaries showed, that students reflected on 
various aspects of HCI during the whole summer term, which were discussed in the 
lecture as well as observations beyond course borders by students. Thus, students 
learned actively and without or just with a low level of stress during the whole semes-
ter term, in contrast to cumulatively learning several days before the final exams. As 
the diary provides space for students to reflect on lectures, reflected topics could be 
memorized easier. One student argued: “The idea of the diary was great, because I 
could repeat what I heard in the lecture and as I wrote the reflection in the diary, it 
was easy for me to remember things.“ Another positive implication of the diary was 
that students could use it as a kind of learning protocol and document what they have 
done and learned during the semester. This learning progress documentation gives 
students transparency concerning their learning status. For example, one student 
wrote: “Furthermore the diary gave insight into what things were done or learned and 
who made what in the team project.” 
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Students’ performance of the interactive mode was high and manifested itself in 
creative projects. For example, one student project was the elaboration of a cyber cell 
phone 3D-model focusing on design and user interface aspects. Another example was 
the elaboration of a video illustrating the functionality of face-tracking in cars, elabo-
ration of possibilities of internet accessibility for blind and visually handicapped per-
sons, etc.). Also, detailed diaries (most of the students wrote among 8 and 15 diary 
entries) confirmed students’ interest in active learning.  

4.4   Suggestions for Improvements 

The results of the qualitative content analysis offer the possibility to recognize im-
provements for the future: 
 

• Language: For students, whose mother tongue is not German, it would be help-
ful to make it explicit that projects and entities of diaries can also be written in 
English. 

• General process of the interactive mode: Based on the fact that the interactive 
mode was proposed for the first time, it was not exactly clear how time-
consuming the projects are. It would make sense to think about the point-system 
in connection with expenditure of time (e.g. to give bonus points for extensive 
projects). All requirements regarding main aspects of the interactive mode need 
to be presented more transparently in the beginning of the course. 

• Exam: It seems reasonable to decouple the interactive mode from the traditional 
exam. 

 

Issues noted positively and hence to be kept were: 
 

• Project: Students could realize their own project idea and could choose their 
group members by themselves. 

• Lab Course: Students could put the learned input of the HCI lecture in the in-
teractive mode as well as in the HCI lab course into practice. This provided a 
deeper understanding of the field. 

• Lecture: Students found the integration of additional practical examples (e.g. 
showing videos or comparing homepages) in the lectures units as positive. 

5   Conclusions and Further Work 

Our experience in the interactive mode of the "lecture" in HCI and Psychology con-
firmed our initial hypothesis regarding the enhancement of learning due to increased 
reflection and various forms of interaction. Although the new and innovative interac-
tive mode was met with scepticism in some students initially, and a few students 
dropped out in the very beginning, all students who completed it perceived it as con-
structive and effective. Retrospectively, the manageable increased effort on the side of 
instructors contributed to meeting learning goals on the level of professional as well 
as generic competencies, in particular communication, giving and receiving feedback, 
team competence, presentation skills and self-directed learning. 

The course example described in this paper showed that usable and simple web-
service technology has the potential to promote sustainable, deep and social learning. 
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This is particularly the case if it is applied by educators who give feedback and act as 
facilitators rather than acting as pure experts and examiners. Thus, diary and interac-
tive team-space web-services proved invaluable in facilitating improved interaction 
and, in general, raised awareness of the importance of computer-mediated interaction 
in learning. Web services play the role of enabling technology with simple, usable 
user interface.  

Further work will redesign the course on HCI and Psychology along the “lessons 
learned” from our initial experience. The interactive mode will be refined and com-
plemented, and offered as a self-contained alternative to the traditional exam. The 
course will be tracked by empirical studies in order to provide still more insight into 
the dynamics of learning. In particular, we are interested in students’ unfolding in the 
area of generic competences which appear to be hard to measure objectively.  
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Abstract. How does knowledge of a domain influence the way in which we in-
spect artefacts from within that domain? Eye fixation scanpaths were recorded 
as trained individuals looked at images from within their own domain or from 
another domain. Sequences of fixations indicated differences in the inspection 
patterns of the two groups, with knowledge reflected in lower reliance of low-
level visual features. Scanpaths were observed during first and second viewings 
of pictures and found to be reliably similar, and this relationship held in a sec-
ond experiment when the second viewing was performed one week later. Eye 
fixation scanpaths indicate the viewer’s knowledge of the domain of study.  

Keywords: Eye movements; scanpaths; knowledge-based processing; saliency.  

1   Introduction 

When we are introduced to a domain of knowledge and educated about its aspects, 
our perceptions of the domain are changed, and our enquiries of new artefacts may 
reflect these altered perceptions. One tool that can be used to investigate the percep-
tions of knowledgeable individuals who are inspecting pictures of domain-specific 
artefacts is the recording of the viewer’s eye movements. It is known that the eye 
fixations of trained drivers, for example, are different from those of novices, even 
when watching roadway scenes rather than engaging in the active task of driving it-
self [1, 2].  In normal vision, scanning behaviour consists of saccades: fast, ballistic 
shifts of gaze that bring regions of interest onto the area of the eye with the highest 
resolution (the fovea). The measurement of these movements is now common in 
many diverse areas of cognitive psychology including research into reading [3] the 
perception of pictures and scenes [4], problem solving [5] and complex behaviours 
such as driving [1].  A variety of measures are taken in such experiments, and these 
measures reflect assumptions about the functioning of the visual-cognitive system: 
firstly, that the accuracy with which saccades are targeted is an indication of early 
attentive processing based on peripheral vision (for example, in the analysis of sac-
cade landing positions in reading, or the measurement of saccade lengths as an index 
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of performance in visual search); secondly that the position and duration of a fixation 
are reliable diagnostics of what is being processed and the difficulty of this process-
ing. Thus fixation durations and gaze durations (the sum duration of consecutive fixa-
tions within a region) are commonly explored to indicate cognitive processing of  
different stimuli.  What these measurements have in common is that they generally 
consider each eye movement event independently.  However, the pattern of inspection 
can only be revealed by considering a sequence of successive fixations.  These pat-
terns are sometimes referred to as scanpaths or scan patterns [4]. 

What determines where the eyes will move to next? Early researchers considering 
this question recorded a large variation in the scanpaths made when observers viewed 
complex stimuli such as pictures, but there were patterns [6, 7].  A glimpse at some 
scanpaths (see Figure 2) shows that the places where people fixate, and the move-
ments between them, are not random, and neither are they regularly distributed across 
space, as we might suppose if the visual system were trying to sample the whole 
scene uniformly.  If looking at a picture containing people for example, fixations tend 
to be focused on the faces.  In fact, fixations across many stimuli tend to cluster on 
regions rated informative [8] and some researchers have analysed the low-level statis-
tical properties of these image regions [9], in an attempt to identify the bottom-up 
determinants of attention. 

In addition to being tied to the visual features present in a stimulus, the pattern of 
eye movements made by an observer is known to vary according to the task being 
undertaken.  In his often-cited early work on eye movements, Yarbus [7] highlighted 
the fact that scanpaths exhibited when viewing the same stimulus would be quite dif-
ferent if the viewer was given a different task.  Two commonly studied experimental 
tasks are looking at a scene in order to remember it for later and searching a scene for 
a specific target.  The between-subjects variation in scanpaths has led some to label 
scanpaths as distinctively idiosyncratic, presumably reflecting personal knowledge, 
experience or viewing strategy.  To study these top-down aspects of overt attention it 
is useful to be able to compare scanpaths across viewings, stimuli and individuals.  
Before looking at this technique in more detail, we will consider a specific theory for 
which scanpath comparison is particularly important. It is necessary here to distin-
guish between scanpath theory and the measurement of observed scanpaths. 

Scanpath theory is an ambitious set of ideas that were originally proposed in two 
papers by Noton and Stark [10, 11].  The theory describes scanpaths as controlled by 
internal, cognitive models representing the viewer’s expectations of the scene. These 
models might represent the saccades involved in viewing a picture or scene as a kind 
of structure or syntax that binds together the features processed at fixation. When 
viewing the same scene again, as in the test phase of a recognition experiment, a 
scanpath might be re-invoked or checked against the external stimulus. The main evi-
dence for scanpath theory came from experiments showing that scanpaths recurred 
when stimuli were reviewed in a recognition task.  In Noton and Stark [10] this con-
clusion was reached based on subjective observation of the patterns shown by each 
subject and there was no quantification of the similarity between the scanpaths.  Other 
researchers have examined the presence of repetitive scanpaths when imagining a 
previously seen image [12, 13]. 
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Fig. 1. Calculating the linear distance between two hypothetical scanpaths. Circles show fixa-
tion locations. (A) Each fixation is compared to its closest neighbour in the other scanpath.  
This distance is illustrated for three fixations (bold arrows). (B) This metric is confounded by 
differences in the spatial variability of the two scanpaths. All of the fixations in one scanpath 
(open circles) will be compared to just one in the other set, leading to a low mean distance de-
spite very different patterns. (C) The metric ignores sequence information.  Ordinal position is 
emphasised with numbers. Note that the first fixation is compared to the fifth fixation in the 
other set.  (D) If each fixation is compared with that in the same serial position, small differ-
ences skew later comparisons.  In the case illustrated, despite broadly similar scanpaths, the 
distance between second and subsequent fixations is large. 

Little support has been found for scanpath theory and it has difficulty explaining 
some phenomena.  For example, it is not necessary to move ones eyes to encode or 
recognise a picture, and the apparently large amount of variability within the patterns 
shown by a single person viewing the same stimulus also make a strong version of 
scanpath theory untenable [9].  As a result, some researchers prefer to use the term 
scan patterns rather than scanpaths [4], in order to dissociate the fixation recordings 
from the theory. We do not rely upon any of the assumptions of scanpath theory here.  
Instead, we will restrict ourselves to a discussion of how the relationships between 
scanpaths might be quantified, for purposes of comparing the fixation patterns re-
corded during the viewing of the same picture on two separate occasions.    
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1.1   Methods for Comparing Scanpaths 

In this section, several different basic methods for comparing scanpaths will be re-
viewed.  Figure 1 shows some hypothetical scanpaths and these will be used as exam-
ples here.  Alongside the practicality of using a method on large datasets, the main 
criteria for evaluating these methods will be whether it appropriately captures the de-
gree of similarity between different scanpaths and the ease of testing this statistically. 

1.1.1   Distance-Based Methods 
Scanpaths are inherently spatial.  As a result it would seem most appropriate to meas-
ure the distance between two scanpaths superimposed on the same visual area. A met-
ric developed by Mannan and colleagues [9, 14, 15] computes the similarity between 
scanpaths by measuring the distance between each fixation in one set and its nearest 
neighbour in the other.  Scanpaths that are more similar, in the sense that they dwell 
on locations close to each other, will show a smaller average linear distance. Figure 1 
depicts this measurement for several different comparisons. The average linear-
distance is defined as D, where 

D2 =
n1 d2 j

2 +
j=1

n2

∑ n2 d1i
2

i=1

n1

∑
2n1n2(a2 + b2)

                                      (1) 

and where n1 and n2 are the number of fixations in each scanpath and a and b are the 
dimensions of the image.  d1i is the distance between the ith fixation in the first set 
and its nearest fixation in the second set, and d2j is the same distance for the jth fixa-
tion in the second set.   

Computation of this measure is straightforward from the fixation coordinates that 
normally make up raw fixation data.  In addition, it is robust to scanpaths with differ-
ent numbers of fixations and is scaled relative to the size of stimulus being viewed 
(due to the term a2 +b2).  In order to produce an estimate of the absolute degree of 
similarity, Mannan et al. [9] compute the similarity index, Is, by comparing the aver-
age linear distance between two scanpaths with that between randomly generated 
scanpaths of the same size (Dr): 

Is = 1 − D

Dr
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⎝ 
⎜ 

⎞ 

⎠ 
⎟ 100                                (2)  

This gives a value between 0 (chance similarity) and 100 (identity), with negative 
values indicating scanpaths that are more different than expected by chance.  The dis-
tance between randomly generated scanpaths (Dr) produces the normally distributed 
similarity that would be expected from chance or uniform scanning.  This distribution 
was examined by Mannan et al. [9]. For a constant display size, the average random 
distance gets smaller as more fixations are added to the scanpath (as n1 and n2, which 
do not have to be equal, increase).  

The second problem occurs when the spatial distribution in one set of locations is 
very different from that in the other (see Figure 1b).  This leads to multiple fixations 
being compared to a single location in the other scanpath, potentially producing high 
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similarity from two scanpaths that appear very different.  Similarly, one outlier will 
skew two otherwise very similar scanpaths.  Tatler, Baddeley, & Gilchrist [16] identi-
fied these problems, pointing out that the linear distance method is fundamentally 
confounded by differing amounts of variability in the two scanpaths. Henderson, 
Brockmole, Castelhano, & Mack [17] proposed a “unique assignment” variant of the 
linear distance metric whereby each fixation is paired with just one other.  All possi-
ble pairings are computed, and that chosen which minimises the average distance.  A 
disadvantage of this approach, and of the serial position version, is that they require 
equal numbers of fixations in each set. 

Figure 1 illustrates two specific problems with the linear distance method. Firstly, 
the measurement does not take into account the temporal sequence of the scanpath.  
Fixation locations are compared to whichever fixation is closest, regardless of when it 
occurred. As it ignores the order information, this metric would give extremely high 
similarity to the example in Figure 1b, despite the fact that in one scanpath the ob-
server starts at the bottom left and works upwards whilst in the other they do the  
opposite.  One way to avoid this problem might be to compute a “serial position” ver-
sion, where the distance is computed between each fixation and that fixation which 
occurred in the same serial position in the other scanpath.  However, this would be 
skewed by any small deviations, as illustrated in Figure 1d.   

1.1.2   String Edit-Distance 
In order to capture the temporal order of scanpaths, several researchers have utilised a 
method designed specifically for sequence analysis: the Levenshtein distance [18], or 
simply string edit-distance [12, 19].  This algorithm is an extension of the Hamming 
distance that gives the difference between two strings of symbols in terms of how 
many positions are identical.  The edit-distance is defined as the number of editing 
operations (deletions, insertions and replacements) required to turn one string into 
another, and this distance will decrease as strings become more similar.  A method 
(based on discrete dynamic programming) is available which computes the minimum 
number of operations required, and this distance has been used for comparing a range 
of different strings of items, from DNA sequences to birdsong [20]. Figure 2 illus-
trates how this method can be applied to eye movement sequences. The visual stimu-
lus is divided into regions, each of which is allocated a letter. Each 2-dimensional 
scanpath can now be transformed into a character string, and the edit distance be-
tween the two can be computed.  It is often desirable to compare similarity across 
scanpaths of different lengths, so the distance can be normalised by the number of 
fixations, and an index of similarity, which here we call s calculated from its recipro-
cal distance between two scanpaths is calculated as the minimum number of steps 
required to transform one string into another: 

s = 1 − d

n
                                 (3) 

where d is the edit-distance between two scanpaths and n is the number of fixations 
within the longest scanpath.  This metric is equivalent to Ss, the first of three string-
based similarity measures identified by Privitera [21].  Ss is the sequential similarity, 
whilst Sp (locus similarity) represents the number of characters shared by both 
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String 1: FUXNJ (open circles)      String 2: FHVXJ (filled circles) 
 

Editing cost in transforming String 1 into String 2: 
String item 2:  U  to  H  = one replacement 
String item 3:  V  inserted = one insertion 
String item 4:  N  deleted = one deletion 

 

Total editing “cost” = 3 changes in a string of 5 items 
Normalised difference = 3/5 = 0.6 
String similarity = 1 – 0.6 = 0.4 

Fig. 2. Each circle indicates an eye fixation, and here two sequences of fixations are 
represented. Fixation durations are suggested by variations in the sizes of the circles. A string-
editing procedure is used to evaluate scanpath similarity by calculating the “editing cost”. The 
distance between two scanpaths is calculated as the minimum number of steps required to 
transform one string into another.  This edit cost can be normalised and converted into a 
standardised similarity score, where a score of 1 represents two identical strings.  

strings, giving an index of the positions both scanpaths dwell on, regardless of order.  
The final metric mentioned is St (transition similarity), which consists of Markov ma-
trices of region transitions.    

There are several important decisions to be made if using the edit distance method.  
Firstly, how is the region schema produced?  In some cases there are clear areas of 
interest that can be predefined by the researcher.  These might correspond to areas of 
a display or particular objects in a scene.  However, in other cases it might be desir-
able to look at scanpaths over the whole image and to use regions of a constant size.  
In this situation the image can be divided into a grid, although this raises the question 
of how large these regions should be.  A third possibility is to use the fixation data 
themselves to produce the regions, using statistical clustering techniques, for example 
Privitera & Stark [22]. Thus the region schema could be found which divided the  
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image into the desired number of regions.  It might be useful to perform the analysis 
with several different sets of different regions, perhaps of varying sizes.  Similarity 
that is present at several scales and robust to changes in the region organisation is 
likely to be the most reliable.  Choi et al. [19] argue that the estimates of similarity 
that they give are robust, whether using 10 or 15 regions. Figure 3 illustrates the con-
sequences of varying the grid size, and can be used to suggest an optimal size in 
which increasing the number of grids has no further discernible effect on the Leven-
shtein distance value. 

 

Fig. 3. The normalised Levenshtein string-editing distance between the fixations in two 
randomly generated scanpaths varies with the size and number of regions. Data are based on 
scanpaths over an area divided into a grid of regions with dimensions varying from 1 x 1 (only 
one region where all fixations are evaluated as equal) to 10 x 10 (100 regions).  Note that the 
distance expected by chance increases as a finer grid is used. 

A second decision that is commonly made is to condense consecutive fixations on 
the same region, which would result in repeated symbols in a string, into a single 
character.  Groner, Walder, & Groner [23] make a distinction between local and 
global scanning, with the former consisting of small readjustment saccades, of less 
theoretical interest.  Thus the coarser scale movements between regions may be more 
useful.  Of course, in combination with decisions regarding the size and shape of re-
gions this will have a profound effect on estimates of scanpath similarity. 

How can we calculate the significance of s?  As with distance-based methods this 
problem amounts to comparing experimentally derived similarity with a random or 
chance estimate.  The chance similarity can be easily calculated as the probability that 
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any two characters will be the same.  Thus for a 5 by 5 grid there is a 1/25 chance that 
any two fixations will be in the same place.  The similarity of randomly generated 
scanpaths could be used as the denominator in an estimate of absolute similarity 
analogous to equation (2).  Randomly generated similarity varies with the size and 
number of regions (as demonstrated in Figure 3), so the same grid would need to be 
used as that used with experimentally derived data.  The random model might also 
need to be adjusted to take into account other biases present in the experimental sam-
ple.  For example scanpaths might be constrained to start or finish in a particular 
place, and this would affect similarity estimates. 

Although the editing-distance method successfully captures the temporal sequence 
of scanpath data, it reduces all spatial information to a binary choice where fixations 
are either in the same region or they are not.  This seems intuitively unsatisfactory and 
leads to some comparisons being equivalent despite large differences (see Figure 1b).  
This problem makes the regions used, often a fairly arbitrary decision, critical, as a 
fixation which lies just over the region border will be counted the same as one which 
is on the other side of the image.  In an extreme case, a fixation might be computed as 
more similar to a fixation that lies in the same region than one that is spatially closer 
but outside the region’s bounds.  In one sense, using more regions provides a more 
accurate representation with a higher resolution of the movements made.  However, 
more regions also make the analysis less tolerant of small deviations that might oth-
erwise seem negligible.    

1.2   Other Methods 

We have outlined two main methods for comparing scanpaths, but there are several 
other ways of analysing such patterns.  Some researchers have used Markov matrices 
[1, 24, 25], which show the transition probabilities from one predefined region to an-
other. However, while this may be useful for short scanpath segments, the matrices 
explode exponentially when longer chains are explored, making them impractical.  
They also require the same decisions regarding which regions to use as the edit-
distance.   

Fixation maps such as those shown in Figure 4 are a useful way of displaying eye 
movements, particularly those from large populations [26].  In these maps, fixations 
are represented by a two-dimensional Gaussian centred on the fixation location.  The 
width and height of the Gaussian can be varied, and multiple fixations summed, form-
ing an attentional landscape.  Comparing two fixation maps is then possible, and as 
fixations are essentially distributed this may be an efficient way of computing the 
spatial similarity between two scan patterns which avoids some of the confounds as-
sociated with linear distance.  Two maps could be correlated or a difference map 
could be produced (perhaps after normalising the height of the peaks).  Spatially iden-
tical scanpaths would give a completely flat difference map.  Standard fixation maps 
hold no information regarding sequence, although it might be possible to introduce a 
temporal element, either by combining maps derived from different time periods or 
by varying the height of fixation peaks over time.  The fixation map approach also 
provides a way of identifying the regions of interest from the data (for use in the edit-
distance method, for example).  A threshold or critical value can be chosen, and all 
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Fig. 4. Fixation maps can be used to represent and compare scanpaths. Each fixation is 
represented by a 3D Gaussian. The z-axis or height could represent fixation duration or another 
index. Alternatively, in order to encode sequence, height can represent when the fixation 
occurred. Early fixations produce a high peak, whilst later ones give a progressively lower 
distribution. Multiple fixations on the same area are summed together, producing an attentional 
landscape. A) and B) show two fairly similar scanpaths, with z normalised to range from 0 to 1.  
The absolute difference between the two can be represented in the same way as a “difference” 
map. Identical scanpaths would show a totally flat difference map, whilst peaks indicate areas 
where fixation allocation differed between the two.  A 2D schematic of the two scanpaths is 
also shown (D). 

areas receiving more attention, those whose peaks lie above the threshold, can be se-
lected for use in further analyses.  Alternatively the threshold could be gradually ad-
justed until the required number of discrete regions is selected.  Tatler et al. [16] also 
avoid contaminating their measure of similarity by looking at the full distribution of 
fixations across the image.  In their method fixations are binned into 2˚ by 2˚ squares 
and a spatial probability distribution derived.  The difference between two scanpaths 
is then given by a measure from information theory, the Kullback-Leiber divergence, 
which computes the difference between the corresponding probability distributions.  
The Kullback-Leiber divergence gives the number of additional bits of information 
needed to describe one distribution given another.  Thus a low value indicates similar 
scan patterns.  A disadvantage of this technique is that it requires large amounts of 
data, so it is best used when the fixations from many trials and observers are being 
examined. 
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In summary, distance-based methods are useful for averaging commonalities in 
where people look, though they are confounded by differences in spatial variability 
and do not reflect the temporal order of serial scanpaths.  The edit-distance approach 
captures sequence at the expense of spatial resolution but requires somewhat arbitrary 
decisions such as which region scheme to use. Levenshtein’s [18] string editing 
method is implemented easily and has been used successfully elsewhere, and so will 
be used to compare fixation sequences in the following two experiments. 

2   Experiment 1: Domain Knowledge and Fixation Scanpaths 

Fixation scanpaths are more similar over multiple viewings of a picture than would be 
expected by chance. Independently it has also been found that low-level visual sali-
ency has a large influence on the locations of the first few fixations. However, bot-
tom-up processes such as these may be overridden by top-down cognitive knowledge 
in the form of domain proficiency, suggesting that fixation locations are determined 
by multiple factors. In the present experiment domain specialists were asked to look 
at a set of photographs in preparation for a memory test. They were then given a sec-
ond set of pictures and were asked to identify each one as being from the previous set, 
or new (not seen during the encoding phase). The experiment investigates the stability 
of fixation scanpaths between the first and second viewing of a picture, and the influ-
ence of the viewer’s own knowledge of the domain from which the pictures were  
selected. 

Regular patterns of fixations may result from fixation on the most conspicuous re-
gions. Each time the picture is inspected, perhaps the viewer looks first at the most 
conspicuous region, then at the next most conspicuous region, and so on. The conspi-
cuity or saliency distributions do not change between viewings of course, and so the 
sequence of fixations would not change either. Itti and Koch’s [27] algorithm enables 
the measurement of the visual saliency of an image on the basis of its physical proper-
ties, by the identification of peaks in the distribution of intensity and changes in col-
our and orientation. The algorithm builds an overall “saliency map” of the image to 
determine the ordinal allocation of attention to the regions of the display. The effect 
of salience on eye fixation locations has been supported by Parkhurst, Law, and Nie-
bur [28] who showed participants a range of images, including photographs of home 
interiors, buildings, and natural environments. Saliency strongly predicted fixation 
probability during the first two or three fixations, and the model performed above 
chance throughout each trial. Parkhurst et al. concluded that a purely bottom-up ac-
count of visual attention was sufficient to account for fixation behaviour. Further sup-
port comes from Underwood, Foulsham, van Loon, Humphreys, and Bloyce, [29] 
who found that when viewers inspected the scene in preparation for a memory task, 
objects higher in saliency were more effective in attracting early fixations. 

A bottom-up explanation for similarities in scanpaths at encoding and recognition 
could therefore be that fixation locations are at least partly determined by saliency, as 
this remains constant over viewings. Repeated patterns of fixations may be a product 
of viewers repeatedly looking at the most conspicuous regions of the picture, and so 
similar scanpaths may not result from a memory of the first viewing but from the vis-
ual characteristics of the picture itself.  
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Top-down influences are known to reduce the effects of visual saliency on fixation 
behaviour, and so it is possible that the bottom-up effect of saliency could be moder-
ated by an increase in the viewer’s top-down knowledge of the scene. If an effect of 
domain knowledge on saliency influences eye movements, it would be interesting to 
see if it was consistent over repeated viewings. This has not been specifically investi-
gated in non-search tasks, although there have been studies that have found a cogni-
tive override of saliency in search tasks [29-31].  

The eye movements of experts differ from non-experts; for example, experienced 
football players have been found to have a higher search rate, involving more fixa-
tions of shorter duration than novice players [32]. However, there is little evidence of 
how the eye movements of domain-specialists and non-specialists vary with the sali-
ency map of an image. Furthermore, if eye movements are related to memory, then 
the overriding effect of domain knowledge should be constant over time, producing 
similar scanpaths on multiple viewings of the same stimulus. Specialists are consis-
tently more accurate with the recognition of domain specific targets [33] and they 
consistently produce scanpaths reliably different from non-specialists [34]. We hy-
pothesise that the fixation scanpaths of non-specialists will be influenced by low-level 
visual saliency, but that domain specialists will produce different eye-movements to 
non-specialists on the same picture, and would provide support for the overriding 
effects of domain knowledge. If domain specialists look at images in ways that reflect 
their knowledge, then the possibility arises of recording a student’s eye movements as 
an implicit assessment of their knowledge. 

2.1   Method 

Three groups of students were recruited: 15 Engineers, 15 American Studies students 
and 15 non-specialists (control group). 

Eye position was recorded using an SMI iVIEW X Hi-Speed eye tracker. Ninety 
high-resolution digital photographs were used as stimuli, sourced from a commer-
cially available CD-ROM collection. Thirty of the pictures were engineering-specific, 
30 were Civil War specific, and 30 were of natural scenes such as gardens, parks and 
landscapes. Half of the pictures in each category were shown in both the first viewing 
(encoding) and in the second viewing (recognition) phases, while the other half were 
shown only as part of the recognition test test.  

Itti and Koch’s [27] model was used to generate saliency maps for the first five 
most salient regions for each picture (see Figure 5) – the regions of greatest aggregate 
intensity, colour and orientation variation. The only further criterion for stimuli was 
that all 5 salient regions were non-contiguous; those pictures where the same or over-
lapping regions were re-selected within the first 5 shifts were replaced.  

Following a practice at the task, the first stage of the experiment began, with 45 
pictures shown to all participants (15 engineering pictures, 15 Civil War pictures and 
15 natural scenes), presented in a randomised order. Each picture was preceded by a 
fixation cross, which ensured that fixation at picture onset was in the centre of the 
screen, and each picture was presented for 3 sec. During this time participants freely 
inspected any aspects of the picture they chose. After all 45 stimuli had been pre-
sented, participants were informed that they were going to see a second set of pictures 
and had to decide whether each picture was new or old, using the computer keyboard 
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Fig. 5. Saliency map predictions of the first five fixations on a picture from the neutral category 
(top panel), based on the five most salient regions. The saliency map algorithm identifies the 
most conspicuous regions of an image on the basis of changes in colour, orientation and bright-
ness. The most conspicuous region is first identified (the brightly illuminated draw in the lower 
left quadrant of the top picture, numbered “1” above), and then the next most conspicuous re-
gion, and so on. A process of inhibition of return prevents the same region being selected re-
peatedly. The rank orderings of conspicuous regions form the basis for a prediction of the order 
of the first few fixations on a picture. The top panel, showing the five most salient regions of 
the picture, and their rank orderings serve as the model-predicted order of fixations, for com-
parison with actual scanpaths. The centre panel and the bottom panel are exceptionally similar 
scanpaths from the first and second viewings by one participant. 

to indicate whether each picture had been shown previously. During this phase, 90 
stimuli were presented in a random order; 45 of these were old and 45 new. Each pic-
ture was again shown for 3 sec.  
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2.2   Results and Discussion 

The analyses focused on string analyses, to compare scanpaths during encoding and 
the second viewing, and comparing encoding scanpaths to the sequences predicted by 
the saliency model. String editing was used to analyse the similarity between scan-
paths produced on encoding and second viewing.  A 5 by 5 grid was overlaid onto the 
stimuli (see Figure 2). The resulting 25 regions were labeled with the characters A to 
Y from left to right. Fixations were then labeled automatically by the program, ac-
cording to their spatial coordinates, resulting in a character string representing all the 
fixations made in this trial.  

The scanpaths generated from encoding of a picture were compared with the scan-
paths during recognition, and with those predicted by the saliency model [27]. An 
example of a predicted scanpath is shown in Figure 5 (top panel). Each scanpath was 
given a score depending on the similarity of the eye fixations on first viewing each 
picture with the scanpaths predicted by the saliency model. The two lower panels of 
Figure 5 show examples of observed scanpaths, during encoding (centre panel) and 
recognition (bottom panel). The average similarity scores (maximum value of 1) for 
each group of participants were compared for each type of stimulus using an 
ANOVA.  

There was a reliable between-groups difference in viewing Civil War stimuli 
[F(2,42) = 4.068, MSe = 0.012, p<0.05], with engineers (similarity score of 0.098) 
and control students (score of 0.107) matching the saliency model closer than Ameri-
can Studies undergraduates (score of 0.054). Paired contrasts indicated that both of 
these comparisons were reliable at p<0.05. There was also a between-groups differ-
ence in viewing Engineering stimuli, [F(2,42) = 16.249, MSe = 0.026, p<0.05], with 
American Studies (score of 0.122) and control participants (0.105) showing scanpath 
similarity scores closer to the predictions of the saliency model than those of the en-
gineering students (score of 0.0426). The engineers had lower similarity scores than 
both of the other groups (both comparisons were reliable at p<0.001). There was no 
between-groups difference in viewing neutral stimuli [F(2,42) = 2.739, MSe = 0.015, 
p<0.05]. When students looked at pictures of artefacts from within their domain of 
knowledge they were less likely to look at the visually most salient features, and this 
held for American Studies participants inspecting Civil War photographs and for en-
gineering students inspecting pictures of motors, turbines and industrial production 
facilities. 

The scanpaths generated from encoding of a picture were compared with those on 
second viewing during the recognition test using an ANOVA analysis. Overall, there 
was a string similarity of 0.238 for non-specialists, 0.245 for Engineers and 0.268 for 
American Studies undergraduates. Randomly generated strings would give a value of 
approximately 0.0417, making the string similarities for all three groups of partici-
pants reliably greater than chance (p<0.05). There was no difference between the par-
ticipant groups on the similarity of scanpaths at encoding and recognition [F(2,42) = 
0.522, MSe = 0.004, P = 0.597].  

Does knowledge of a domain interact with the influence of saliency on scanpaths 
when viewers look at images from within their domain? All the fixations made on a 
particular stimulus were compared to the five most salient areas of that picture. In  
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previous research, saliency effects have been found when memory tasks were  
performed. In this experiment, it was found that the specialist groups made fewer 
fixations on the salient areas when the pictures were from their own domain – engi-
neering students made fewer fixations on the visually salient areas of Engineering 
pictures, and American Studies undergraduates made fewer fixations in salient areas 
of Civil War pictures. There was no significant difference between groups when look-
ing at neutral pictures, and non-specialists showed no significant difference across 
stimuli types. This lends some support for the saliency map theory, in that saliency is 
again shown to have a large influence on eye-movements. However, it does partly 
argue against the position that a purely bottom-up account of visual attention is suffi-
cient to account for fixation behaviour. This is not the case, as salient features had 
less of an effect when the picture fell into the student’s specialist domain. Engineers 
make reliably fewer fixations in highly salient regions when viewing engineering pic-
tures and American Studies undergraduates made fewer fixations on the salient re-
gions of Civil War pictures. This apparent cognitive-override of saliency may seem 
intensified because the interesting parts of the stimuli perhaps were of particularly 
low saliency, and thus it is almost like they were actively seeking out low-salient re-
gions, which would not have been of interest to non-specialist. 

The cognitive-override effect that has been found is consistent with previous inves-
tigations of saliency influences [29-32] in a search task, but when an encoding task 
was used, as here, the saliency map did predict fixation locations. This was only 
found for non-domain specialists here. 

Overall, scanpaths produced on encoding of a picture compared to those produced on 
second viewing were more similar than would be expected by chance. This was consis-
tent across all participants, despite group or stimulus type. Scanpath theory [10] suggests 
that visual patterns are represented in memory as a network of features and the attention 
shifts between them. This network is then replayed and compared to the external stimu-
lus when recognising the image later. By this account, the scanpaths at encoding were 
similar to those at recognition because they were stored and recalled top down, to deter-
mine the scanning sequence. Although the similarity seen here is statistically reliable, the 
scanpaths are far from identical, and there is still a large amount of variance unaccounted 
for. Previous demonstrations of scanpath similarity have largely used simple patterns, 
with fewer and larger regions of interest. It is likely that the much more complex photo-
graphs used here resulted in reduced scanpath repetition, possibly due to a greater influ-
ence of knowledge-based inspection strategies. 

In conclusion, saliency does have a strong influence on eye movements, shown by 
the similarity of actual scanpaths to those predicted by the saliency model [27]. How-
ever, domain-specific knowledge can act as an overriding factor, decreasing the influ-
ence of saliency on driving eye movements. This effect has been shown to be stable 
over time.  

3   Experiment 2: Delaying the Interval between Viewings  

In Experiment 1 the scan patterns recorded during a recognition test were more similar to 
the patterns seen during the first inspection of the picture than would be expected by 
chance. The saliency model also had success in predicting fixation locations, but only for 
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viewers who were relatively unfamiliar with the domain from which the pictures were 
selected. Comparing performance during a recognition test against performance during 
encoding may have obscured the analysis, however, because encoding and recognition 
are different tasks with different cognitive processes. Viewers would have been inspect-
ing the pictures for very different purposes during encoding and recognition. A different 
estimate of scanpath similarity might be obtained if a comparison was made of scan pat-
terns on two successive viewings of a picture where the purpose of inspection is held 
constant. In Experiment 2 we again show students pictures from their own domain of 
knowledge and from another, with eye fixations recorded during encoding and recogni-
tion, but also tested recognition a week after the initial viewing, so that scanpaths could 
be compared during two recognition tests. The control participants revealed no interest-
ing patterns of fixations in Experiment 1, and so only domain specialists were compared 
here. 

3.1   Method  

The participants were 15 American Studies and 15 Engineering students from the 
same source as those tested in Experiment 1, the same pictures were used, and eye 
position was again recorded using an SMI iVIEW X Hi-Speed eye tracker.  Saliency 
maps were generated using Itti and Koch’s [27] model with standard parameters. The 
experiment used a two-by-three mixed design, with two specialist groups of partici-
pants and three specific types of stimuli. All participants viewed the same stimuli un-
der the same task conditions. Test pictures were inspected under one of three viewing 
conditions: encoding, immediate recognition, and delayed recognition.  

Participants were not told to look for anything in particular in any of the pictures 
but were asked to look at them in preparation for a memory test. Following a practice 
phase with five pictures not otherwise used in the experiment, the first stage of the 
experiment began. There were 45 stimuli (15 engineering pictures, 15 Civil War  
pictures and 15 natural scenes) presented in a randomised order. Each picture was 
preceded by a fixation cross, which ensured that fixation at picture onset was in the 
centre of the screen. Each picture was presented for 3 seconds, during which time 
participants moved their eyes freely around the screen. This presentation format is the 
same as was used in Experiment 1.  

After all 45 pictures had been presented, participants were informed that they were 
going to see a second set of pictures and had to decide whether each picture was new 
(never seen before) or old (from the previous set of pictures) by making a keyboard 
response. During this phase, 90 pictures were presented in a random order; 45 of these 
were old and 45 new (though the participants were not informed of this fact). In order 
to facilitate an ideal comparison between encoding and test phases, each picture was 
again shown for 3 seconds. One week after the original recognition test, participants 
returned to the laboratory and were shown the 90 test pictures again, with task again 
being to say whether they had seen each picture during the original encoding phase.  

3.2   Results and Discussion 

The scan patterns generated from first viewing of a picture were first compared to 
respective scan patterns predicted by the saliency model [27] again using the string 
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edit-distance method. Observed scan patterns were found to be more similar to those 
predicted by the model when stimuli were not domain-specific. When stimuli were 
domain specific, the similarity score dropped to the estimated chance level. There was 
a reliable between-groups difference in viewing Civil War stimuli [F1,28=52.50, 
MSe=0.099, p<0.001], with a string similarity score of 0.027 for American Studies 
and 0.142 for engineering participants. There was a reliable between-groups differ-
ence in viewing Engineering stimuli [F1,28=48.75, MSe=0.067, p<0.001], with a 
string similarity score of 0.033 for American Studies and 0.128 for engineering par-
ticipants. There was no difference between groups when viewing neutral stimuli 
[F1,28=1.40]. Students were less likely to perform according to the predictions of the 
model when viewing pictures from their domain of interest. 

The scan patterns observed during the encoding phase and during the immediate rec-
ognition test were also quantified by the edit-distance method, and the resultant similarity 
scores compared to the estimated chance level, using a one-sample t-test. All compari-
sons showed the string similarities between encoding and test to be reliably greater than 
chance. Strings of fixation locations were similar for American Studies undergraduates 
inspecting Civil War pictures (observed similarity score between encoding and recogni-
tion of 0.155, t14=9.54, p<0.001), engineering pictures (similarity score of 0.147, 
t14=10.89, p<0.001), and neutral scenes (similarity score of 0.181, t14 = 9.89, p<0.001). 
The two scan patterns were also similar for Engineers looking at Civil War pictures 
(score of 0.196, t14=8.69, p<0.001), at engineering pictures (score of 0.247, t14=13.23, 
p<0.001), and at neutral pictures (score of 0.203, t14=8.11, p<0.001).  

A comparison was also made between scanpaths in the immediate and delayed pic-
ture recognition tests. A mixed-model ANOVA found reliable a main effect of type of 
picture [F2,28=31.84, MSe=0.077, p<0.001], and no effect of participant group: 
[F<1], but there was an interaction between these two factors [F2,56=68.25, 
MSe=0.164, p<0.001]. Pairwise comparisons found that for both American Studies 
undergraduates and Engineers, scan patterns were reliably more similar between en-
coding and delayed test when they inspected pictures that were within their domain of 
interest. That is, American Studies participants had higher string similarity scores for 
their two recognition viewings of Civil War pictures (similarity score of 0.220) than 
they did for engineering pictures (0.112) or for neutral scenes (0.099), with both com-
parisons reliable at p<0.001. Engineering students showed the opposite pattern, with 
greater string similarities for engineering pictures (score of 0.278) than for Civil War 
pictures (0.093) or for neutral pictures (0.091), and both comparisons were again very 
reliable (p<0.001). All six average similarity scores were greater than the value esti-
mated for chance (all contrasts were reliable at p<0.001). 

4   Discussion and Conclusions 

When we look at a picture a second time, do we look at the same features, and in the 
same order? In each experiment a set of images of real-world scenes was shown to 
participants who were familiar with the domain from which they were selected, or 
not. If scanpath similarity depends upon the viewer’s knowledge of the domain of the 
picture then scanpaths could, in principle, be used to assess a viewer’s knowledge. 
The pictures were shown for a few seconds, and then a recognition test performed, 
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with the students deciding whether they had previously seen each picture. Eye fixa-
tions were recorded throughout, and fixation scanpaths were quantified for compari-
son between the two viewings of the picture. In the second experiment there was a 
notable addition to the procedure: the recognition test was repeated after a week so 
that scanpaths could be compared across two viewings that had the same purpose. We 
also asked about the value of visual saliency in attracting fixations and fixation se-
quences: do viewers look at visually conspicuous regions in a scene?  

The delayed recognition test was introduced because encoding and recognition en-
gage different cognitive processes and so a comparison of scan patterns may reflect 
these differences rather than any differences between inspection processes. In both 
experiments, viewers’ scanpaths at encoding were more similar to those made when 
inspecting the same picture at test than would be expected if fixation locations were 
made randomly. Importantly, scanpaths were similar in successive recognition tests. 

The scanpath comparison in the first experiment was between fixation sequences 
made during encoding and during recognition, and because these are different tasks 
engaging different cognitive processes, we introduced an additional test in Experi-
ment 2, a second recognition task. This resulted in a new finding, in which a compari-
son between two recognition tasks, performed a week apart, eliminated the  
differences between cognitive processes that are inherent in these memory tasks. 
When comparing the two recognition tasks, in which the same viewers looked at the 
same pictures on separate occasions, there was a similarity between the scan patterns 
of the first few fixations. The stability of the scan patterns over time and when the 
same task is used is of note here.  

During both encoding and recognition in the experiments, the regions identified as 
being visually conspicuous by the saliency map model were fixated more often than 
other regions, but only for those participants who were not familiar with the content 
of the picture. Support for the saliency map model is qualified by the extent to which 
engineering and American Studies undergraduates looked at pictures taken from their 
own domains of interest and at other pictures. The same pictures were presented to 
both groups of participants, to eliminate the possibility of any results being attribut-
able to differences between pictures. The saliency map model correctly predicted high 
proportions of fixations on salient regions for viewers looking at pictures from other 
domains of interest, but when they looked at pictures from within their domain, there 
was very little correspondence between the locations of their fixations and the loca-
tions of conspicuous items. When an engineer looked at a picture of an engineering 
plant or a turbine the tendency was to inspect the feature of domain interest rather 
than the bright, colourful components – the content dominated inspection and the pic-
ture’s visual characteristics were secondary. Similarly, when American Civil War 
specialists looked at uniforms, weapons and other artefacts they also responded to the 
meaning of the items depicted.  

The two experiments confirm the predictions of the saliency map hypothesis in the 
locations of early fixations on pictures of real-world scenes, at least for viewers un-
familiar with the content. Conspicuous regions are fixated more than other regions 
during the first few seconds of inspection when viewers were encoding the pictures 
on first viewing. It has been previously reported that fixations are guided to these re-
gions during encoding but not in search tasks [29-31], and the present results extend 
these conclusions to take into account the prior knowledge of the viewer.  
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This result is important because it is evidence of individual scan patterns that are 
picture-based rather than being the product of general scanning strategies or of sali-
ency-driven scanning. If scanpaths were the product of a habitual and stereotypical 
saccade-generator routine, or indeed of the low-level visual characteristics of an im-
age, then we would expect invariant similarity scores. Instead, when comparing fixa-
tion sequences for pictures from different domains of interest, the similarity between 
scan patterns varied. There was sensitivity to the content of the picture here, with in-
dividuals varying their fixations behaviour according to what they were looking at. 
The knowledge of the viewer influences the way that they inspect a picture, and this 
raises the possibility of the assessment of their domain knowledge through the obser-
vation of their fixation scanpaths. A knowledgeable student will inspect a picture ac-
cording to its content, whereas an unfamiliar picture will be inspected according to its 
low-level visual characteristics. Perhaps a student’s level of knowledge could be as-
sessed implicitly by observing their eye movements. 

A second potential application of the findings is with the user-centered design of 
computer interfaces. To assess the usability of an interface developers may use rapid 
prototyping with the early involvement of end users who provide feedback that often 
involves providing verbal commentaries or reports [35]. Holzinger has argued that we 
cannot take users’ verbal reports at face value, however, and that their actual non-
verbal behaviour would provide a preferable measure of interface usability [36]. By 
comparing the fixation patterns of end users with the patterns provided by expert us-
ers, an evaluation could be developed that does not rely upon verbal reports or ques-
tionnaires, and that could provide a direct index of a system’s intended usability. 
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Abstract. Instead of classical user interfaces based on forms, the graphics anno-
tation proposes another type of user interaction providing support for free ex-
pressions, creativity, manual ability, and artistic imagination. Moreover the 
graphics annotation directly on the surface of 3D eLearning objects requires the 
development of new graphics algorithms, annotation models, and interaction 
techniques. This paper reports the experiments developed through the eTrace 
eLearning Environment concerning with possibility of using the 3D graphics 
annotation in the context of eLearning lessons. The research addresses a few 
subjects such as the appropriate model of the 3D graphics annotation that  
support the automatic evaluation, lesson context based annotation model and 
processing, interaction techniques for annotation description, drawing and visu-
alization. The work concerns with practical solutions for all the steps through 
which the teacher defines the annotation related constraints, the system records 
the annotation specifications within the lesson structure, the user carries out the 
graphics annotation based answer, the system processes the annotation, quanti-
fies the answer and computes the final mark. This paper highlights mainly the 
first step of the 3D graphics annotation model description. The research opens 
new opportunities for graphics annotation based knowledge assessment in 
eLearning applications against the well known and limited multiple choice 
questions.       

Keywords: 3D graphics annotation, eLearning, knowledge evaluation, lesson 
structure, automatic evaluation. 

1   Introduction 

Most of the present internet applications implement text based tools as user interac-
tion techniques, in order to analyze the teaching material included in distance learning 
lessons: text documents in various formats, images, videos, 3D scenes of objects etc. 
Forms – which are sets of user interface controls such as lists, buttons, checkboxes, 
text areas, and menus – are widely used in these environments, allowing the teacher to 
specify some data format constraints and specific user input values. Sufficient and 
quite recommended in many circumstances, these kinds of interactions have many 
limitations when the subjects to be analyzed are images or various graphical objects in 
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2D or 3D representation. Another major 
problem of text based communication is the 
high risk of communication errors due to 
incomplete or imprecise descriptions made 
under time pressure (online testing) or in a 
foreign language (from the user point of 
view) [1]. 

Enforcing very few constraints comparing 
to forms and other common user interface 
interaction techniques (e.g. menus, multiple 
choice questions, radio buttons, edit boxes), 
the annotation allows the user to concentrate 
more on the task completion activity and less 
on the input methods and devices and to ex-
press his knowledge in a natural and personal 
way, proving to be a very powerful and effi-
cient user interaction method. Our research 
has primary focused on creating new interac-
tion methods, developing appropriate tools for 
using annotations on different types of docu-
ments, implementing new algorithms for en-
coding, managing and assessing the graphics 
annotation, developing new eLearning lessons 
models, and moreover, on performing usabil-
ity tests in order to establish the technical 
requirements for graphical annotation based 
user interfaces. The annotation may represent 
an important tool in problem solving as the 
user has the ability to be creative, imagine its 
own answers and use a personal approach to 
the issue, but in the same time it represents a 
major difficulty when comes to evaluate the 

quality of the answer.  
In this paper we will present a classification of the annotation types, techniques and 

models that are necessary in the implementation of knowledge assessment lessons based 
on the graphics annotation on 3D objects (Fig. 1). These models are created having as a 
main goal to restrict as little as possible the user free expression through annotation and, 
in the same time, to allow a complete and correct evaluation of the answer [2]. A detailed 
example will be described in this paper, concerning methods to define the constraints that 
are necessary to enable automatic assessment of annotations.  

The paper is structured as follows: Section 2 highlights some works related with 
pen graphics annotations in immersive and non-immersive environments. Section 3 
describes the eTrace eLearning Environment. Section 4 presents briefly the main 
knowledge assessment methods for annotations on 3D objects, while Section 5 de-
scribes the basic concepts of the evaluation model description. Section 6 and 7 will  
 

Fig. 1. (a) 2D graphics annotation on 
2D document (2/2D), and (b) 2D 
graphics annotation for a 3D skeleton 
object (2/3D) 

b 

a 
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present a detailed example of creating an exercise that will allow the evaluation of the 
annotation based answers and finally, Section 8 sketches a few conclusions. 

2   Related Works 

To date, researchers have developed a variety of sketch based interface systems in 
various domains, like 3D surface modeling [3] and [4], chemistry teaching [5], 
mathematics [6], music [7] etc., proving that graphical pen interfaces are more reli-
able, natural and effective than classical ones. All these achievements can be further 
developed and integrated into eLearning applications, allowing teachers to use these 
techniques in distance learning lessons. 

Collaborative working sessions over the internet, based on annotations in non-
immersive 3D virtual worlds, are already implemented in different applications from 
various domains, described in [8], [9] and [10]. The main advantages in using annota-
tion based in place of text based communication, are the natural and easy ways of 
information exchange. The transmission of very complex shapes and concepts be-
tween working session participants is very much improved due to the better control 
over the communication errors. 

As the information presented is more and more complex, in the present, dynamic me-
dia is increasingly used in eLearning environments, as it allows representations of com-
plex concepts in a more natural way. As presented in [11] different studies have been 
performed in order to establish if the learning performance is or not influenced by the 
type of media used in the teaching process: dynamic or static. The results proved that 
learning performance using dynamic media was significantly higher than those of the 
static textbook lesson when the learning material had a certain level of complexity. In 
order to allow the user to efficiently analyze and interact with these complex materials, 
new interaction methods, more natural and intuitive, are necessary. 

Rick Rashid noted during the inauguration of the Center for Research on Pen-
Centric Computing, at Brown University (http://pen.cs.brown.edu/): "pen based com-
puting has the potential to alter the way students and teachers interact ... positively 
affect not only the educational process but our working methods and our culture." 

Fig. 2. Graphics annotations directly on the surface of 3D objects 
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Fig. 3. 3D object is a polygonal model. Graphics annotation becomes an individual entity in the 
virtual space. 

The systems presented above have the ability to draw, record, manage and display 
the annotations but none of them supports the automatic evaluation of these annota-
tions. As the knowledge assessment process is a crucial component of the teaching 
process, we are concerned with the possibility of automatic evaluation of the annota-
tions in the context of knowledge assessment in the eLearning applications. 

3   eTrace eLearning Environment 

The eTrace application has been developed as an eLearning platform centered on 
graphical annotation as the main user interaction technique [2] and [12]. The eTrace 
application mainly concerns with the development of new specific interaction meth-
ods and tools, the implementation of new annotation encoding and management tech-
niques, and on performing usability tests in order to establish the technical input  
requirements for annotation based interfaces. This paper will focus on the require-
ments, solutions and experiments related with the automatic evaluation of the 3D 
graphics annotation in the process of knowledge assessment. 

eTrace implements a basic learning objects modeling and management system, al-
lowing the teachers to easily include HTML format lessons into the application and 
use its annotation interaction capabilities. It is a client server application that accepts 
any media file type in the lesson structure. The lesson resources could be: images, 
sounds, Flash presentations, video files, 3D objects etc. 

3.1   Graphics Annotations in eTrace 

In eTrace two criteria classify the graphics annotation: object and document space, 
and the annotation space. The object or the document could be represented in 2D 
space (i.e. images, plane text, and documents in various format types) or it could be 
represented as 3D object in virtual space. As well as the object the associated annota-
tion could be in 2D or 3D space. Conceptually the 2D annotation is performed in a 
plane. For 2D objects and documents the plane is actually a transparent window 
placed parallel over the document surface (Fig.1a). For 3D objects the 2D annotation 
is performed on a projection plane moving around the 3D scene (Fig 1b). The 3D 
graphics annotation is accomplished inside the virtual space, and mapped directly on 
the 3D object’s surface (see Fig. 2, 3 and 4). 
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Fig. 4. Graphics annotations by different tools and attributes on 3D objects 

3.2   Lesson Development in eTrace 

The main generic users of the eTrace lessons are the teacher and the students. The 
teacher has the ability to create, modify and visualize teaching materials, while the 
students can only visualize and analyze these materials. Each lesson can be roughly 
divided in two parts: presentation of technical considerations and knowledge assess-
ment. In both sections the teacher and the students may perform any type of graphics 
annotation (i.e. 2/2D, 2/3D, and 3/3D) according with the type of the learning object 
they are analyzing. Every annotation created into the eTrace platform is than saved 
into the database together with the necessary information about the annotated resource, 
the user that is the author of the annotation and the session when the annotation was 
created. Using this information, the application can correctly identify, display and man-
age the annotations in future working sessions (Fig. 3 and 4). These aspects will be pre-
sented briefly in this paper, only in the extent that they are related to the automatic 
knowledge evaluation based on graphics annotation. Details about the annotation encod-
ing, storing and managing into the eTrace platform can be found in [12]. 

Using the eTrace application, the teacher has the ability to include in their lessons 
exercises that require the students to give their answers using graphics annotation. As 
mentioned above, the system will record and store students answers into the database 
and based on this information will make the evaluation and will compute the corre-
sponding mark. Additionally, in order to enable the automatic evaluation support, the 
teacher must provide into the lesson’s structure all the data required by the system, as 
described later in this paper.  

The research aims to find out the answers to these questions: what is the appropri-
ate conceptual model for 2D and 3D graphics annotation in order to support the auto-
matic evaluation? What is the best way for the teacher to describe interactively the 
annotation model? What are the graphics algorithms that offer to the user the needed 
support to perform the interactive annotation on 3D surfaces? How are described, 
combined and executed the graphics and spatial constraints? How is quantified the 
quality of the annotation in a specific context? How is transformed a set of complex 
constraints into a final mark?  
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4   Knowledge Assessment Methods Based on Graphics 
Annotations on the Surface of 3D Objects 

The answers represented through annotation can be evaluated by the teacher visually, 
if their number is not very large. In eLearning systems, since every teacher can have 
thousands of students that may attend the classes and complete tests through annota-
tions, the visual assessment is not a reliable solution. Therefore we focused our  
research on studying different techniques and algorithms that are necessary in order to 
provide automatic evaluation support for graphics annotations in eLearning environ-
ments. The experiments have been achieved through eTrace application [12]. 

The graphics annotation is used by teacher and students to communicate additional 
information to the materials already integrated into the lesson. For example, when 
presenting a lesson to the students in a passive working session – when the students 
are able only to visualize the presentation – the teacher can use static annotations to 
explain better some concepts and aspects presented in the teaching materials. At the 
end of the presentation session these annotations are integrated into the content of the 
lesson, and can be visualized later by the students without any other intervention of 
the teacher. In interactive presentation parts of the lesson the teacher and the students 
are able to add annotations in order to communicate complex information in a natural 
manner. 

When working separately, in individual sessions, every student may use annota-
tions to analyze the learning content provided by teacher, making specific graphical 
notes. These annotations are recorded in the eTrace platform as separate entity, as 
they are not part of the lesson content, and is identified as well by the user’s name 
who is actually the author. 

In the situations presented above – passive presentation, online or individual learn-
ing sessions – there are no limitations for the annotations that can be performed by 
any user – teacher and student. In the case of graphics annotations that are the subject 
of the evaluation (e.g. through the knowledge evaluation sessions) a few constraints 
must be considered in order to avoid the computational errors that might occur, and to 
ensure a correct and uniform evaluation. Through this paper we will present a few 
possible solutions for the automatic evaluation of graphics annotations in the context 
of knowledge assessment.  The types of annotations on 3D objects that have been 
considered for this research are: single and continuous curve, stroke, polyline, and 
freehand [2]. 

One of the most important elements in the annotation evaluation is the context of 
its creation. In the evaluation process it is imperative to take into account the purpose 
and the meaning of the annotation as identical annotations can have totally different 
meanings in different contexts. For example, students may use same annotation to 
draw some graphical items or to highlight different elements from the annotated re-
source (e.g. using question marks, ellipses, rectangles etc.). At the evaluation time, the 
system has to know precisely which are the features to be evaluated, and how to 
measure the parameters and which are the mathematical formulas needed to transform 
the measurements into grades and finally the grades into marks. Actually, the system 
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should have the ability to compute the quality of the answer from quantitative meas-
urements in specific contexts. 

There are three distinct steps that must be outlined: 
 

a) The description of the evaluation model – provides to the system all the in-
formation necessary in the context of the lesson to make possible the auto-
matic evaluation for knowledge assessment at runtime; 

b) The evaluation of the annotation at runtime – using the description of the 
evaluation model and the current graphics annotation, the system evaluates 
and grades the user’s annotation; 

c) The interpretation of the results – the application processes the results in the 
specific eLearning context of the current lesson and computes the quality of the 
answer. 

 

When creating every exercise, the teacher must describe through the evaluation 
model all the data needed by the application to complete the runtime evaluation and 
result interpretation. In Section 5 we will present some concepts and solutions that 
can be used by the teacher in the description of the evaluation model at the lesson 
creation time. All the cases which are not the subject of the description through the 
evaluation model are to be analyzed visually by the human evaluator. 

This paper consider but not concerns with detailed presentation of specific techniques 
of drawing on 3D surfaces, graphics algorithms, and user interaction techniques. 

5   Evaluation Model Description 

All the information needed by the system for automatic evaluation must be provided 
by the teacher at authoring time, when the exercise is created. First step is to establish 
the context and the purpose of the annotation to be assessed, to ensure that the stu-
dents will properly understand the requirements and the system will compute  
correctly the answers.  

5.1   Purpose of the Annotation 

In the context of the lesson the annotation may be used as a user interaction technique 
by which the teacher or the students draw a shape or select a set of visible items. For 
instance, by drawing, the students describe a shape that has a specific meaning in the 
context of a particular lesson. The system considers a limited number of types for the 
shape the user is drawing, and evaluates the annotation according with a set of  
constraints already defined in the evaluation model. Actually the constraints address 
the dimension and the orientation of the graphics shape. The automatic evaluation 
algorithms consider the following drawing parameters: profile, time, direction and 
succession of the shape.   

5.2   Shape Description 

Along with the purpose of the annotation, one of the most important evaluation crite-
ria is the shape of the annotation. The teacher must define the constraints in the 
evaluation description model in order to allow later the application to accurately 
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evaluate and determine the correct shapes for the answers, when the lesson is exe-
cuted and the student performs the graphics annotation. Our research concerns with 
three different techniques, called contour, key points and shape pattern, which are 
used individually or in any combination, in order to describe these constraints. 

5.2.1   Contour Constraint 
The contour is defined by a closed poly-line directly drawn on the surface of the 3D 
object without picking up the pen (Fig. 5). The closed state of the contour is one of its 
most important properties, so the application will automatically connect the first and 
last point with a line generated on the object’s surface. Although the line used to draw 
the contour can be any of the three types presented in Fig. 5, the application will ap-
proximate the smooth curve and the freehand contour by the polyline contour [2]. 

The contour based evaluation method can be used by two ways: (a) the contour is 
described by the teacher as a constraint in the evaluation model, and the student’s 
graphics annotations must be inside or outside that contour; (b) the contour is the 
student’s answer such a selection or a drawing, and it must comply with a given con-
straint defined by the teacher (Fig. 5). For instance, two different contours could be 
defined as a constraint, in order to describe a specific area on the surface of the 3D 
object, where the student’s answer should be placed (see Fig. 5.c, where the student’s 
annotation must be outside C1 and inside C2). 

The contour related techniques are used to determine the quality of the student’s 
answer by computing the percentage of the annotation points that complies with the 
given constraints (i.e. inside/outside the contour). 

G1

G2

Gn

P

ε2

εn

ε1

εn = n * ε1  or    
ε1, ε2, …, εn  are distinct values 

If the annotation is passing by a minimum 
distance d, εn-1 < d < εn the grade takes the 
value Gn . 

 

Fig. 6. Key point description 

b. annotation  
outside the contour 

Pi

a. annotation in-
side the contour  

Pi

contour annotation 

c. annotation be-
tween two contours. 

 P

C1

C2

Fig. 5. Defining shape constraints by contour 
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5.2.2   Key Points Constraint 
A second technique used to describe constraints over the annotation shape is the set of 
key points placed on the 3D surface of the object. For each key point can be defined 
different parameters that are used in the evaluation process (Fig. 6). 

The global grade of the annotation evaluated by this technique is defined as a 
weighted average of the grades established individually for every key point. Through 
a mathematical formula the teacher can specify that all the grades are equally  
important to the final grade or can establish that some points are more important than  
others. By this way, for every point Pi the teacher can specify a fraction value vi and 
can define how the grade will be computed. For instance: 

n21

nn2211

v...vv
vG    vG  vG

G
+++

∗+…+∗+∗=  (1) 

Key point method could express complex requests in terms of precision, annotation 
direction and time intervals. 

5.2.3   Shape Pattern Constraint 
The teacher can define his annotation as a shape pattern constraint in the annotation 
definition model. This shape will be used to evaluate the annotations performed by 
students. The prototype annotation provided by the teacher is automatically processed 
by the system and transformed into a shape pattern using some parameters, such as ε 
values defined for the key point constraint (see Fig. 7). 

b. stroke (multi line, multi 
curve, multi freehand)  

a. curve d. freehand 

 

Fig. 7. Defining shape constraints by shape pattern 

The student’s annotation to be evaluated will be compared with the shape pattern 
using the given ε values, and the grade will be computed in the same manner as for a 
single key point. 

5.2.4   Time Description 
Time is an important criterion in evaluating the graphics annotation getting informa-
tion on the drawing speed, succession of events, overall time, intermediate delays etc. 
It represents an important factor that enables the creation of exercises that simulate 
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real situations. In surgery for instance, many interventions are time constrained and, 
further more, must be chronologically ordered. 

For the evaluation of the annotation the teacher can define a global time value or, 
using shape constraint based techniques, he can refine the conditions and set up time 
intervals for different sections of the annotation. For instance, in combination with 
key points, the teacher could specify for each key point the relative time to the begin-
ning of the annotation, when that point should be reached by the student, or the time 
interval between two consecutive points [2]. 

Additionally, the teacher has to include into the time constraints the description for 
the annotation grading. For instance the student must draw the annotation from PA to 
PB in 5 seconds. Some ways to define the delay penalty are as follows: 

 

- for every 1 second delayed the penalty will be value V; 
- for a delay between 1 and 3 seconds, the penalty will be V1, for a delay be-

tween 3 and 5 second will be V2 and for a longer than 5 seconds delay the 
mark is 0. 

The techniques already described could be mixed by the teacher and transformed 
into a quite complex and particular answer assessment mechanism. For example, the 
key points, the contour, and the time can be combined to describe a very delicate 
incision that must be accurate, precisely located on the organ, firmly executed and 
done in a very short time. 

6   Samples of Knowledge Assessment by 3D Graphics Annotation 

Let us exemplify a few cases that highlight the 3D graphics annotation techniques in 
the context of eLearning objects, which are heavily achieved by the multiple choice 
questions or by text based approach: 

6.1   Selection by Contour on the Surface of 3D Objects (Figure 8a) 

The student should understand in the context the notion of “affected area” in order to 
achieve the annotation. By the annotation based technique the student may express a 
quality of the answer in a quite large range of the drawn contours, instead of the mul-
tiple choice question where he/she must choose one answer from a limited and explic-
itly given set (e.g. one of four); 

6.2   Selection of an Area of Interest between Two Contours on the Surface of 3D 
Objects (Figure 8a) 

The area of interest is defined by the inside of the first contour and outside of the 
second one; 

6.3   Drawing Inside a Contour (Figure 8a) 

The student answer must be inside the non-visible contour defined by the teacher. 
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Fig. 8. Evaluation of the graphics annotation on the surface of 3D eLearning objects: (a) inside 
one contour; (b) checked by a set of contours; (c) checked by a sequence of key points; (d) 
checked by a sequence of chronological key points 

6.4   Drawing Inside an Area Bordered by a Few Contours (Figure 8b) 

The answer must be inside the area defined by the non-visible contours. 

6.5   Drawing Checked by a Sequence of Key Points (Figure 8c) 

The annotation should pass closer to a sequence of key points. 

6.6   Drawing Checked by a Sequence of Chronological Key Points (Figure 8d) 

The annotation should pass closer to a sequence of key points according with tempo-
ral constraints. 

6.7   Drawing Checked by Combinations of Contour, Key Points, and Temporal 
Constraints 

The teacher defines a set of constraints according to which the student’s annotation 
must comply. 

7   Example of Evaluation Model Description 

Let us analyze the solution for 3D graphics annotation model description. Let us con-
sider the following case:   
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On the 3D model attached please represent the incision line needed to remove the 
affected skin. Use a continuous annotation and confine all the needed criteria: posi-
tion, direction, speed. 

C2

A

C1

 

Fig. 9. Affected area removal exercise 
 

 

The answer to this exercise can be very complex and difficult to evaluate from 
many aspects. To obtain the best result, the teacher has to define multiple criteria for 
annotation assessment and combine them in order to allow the system to perform a 
complete analysis and accurate mark computation.   

First, the teacher should define the scale used to represent the marks. It can be from 
1 to 10, 1 to 100 or any other numerical values. This scale will be used also to com-
pute the grades obtained separately from every constraint applied. For this example 
we will use a scale from 1 to 10. 

Area related constraints. For the first constraint, the teacher should describe for the 
system the area that is to be removed, by drawing a contour around it (C1 in Fig. 9). 
The students should not annotate the answer inside this area as the entire surface con-
tained in the contour will be removed. The grade for this contour (GC1) can be defined 
as follows: 

GC1 = the percentage of annotation points outside the contour 

This way, if 80% of the annotation points are outside the contour C1 the grade 
computed for this constraint is 8 (according to the scale we have chosen). 

To ensure that the students will not remove a very large portion of the skin, the 
teacher should define a second contour (C2) with the specification that the points from 
the answer annotation should be inside. As this is a very important restriction that 
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should not be crossed in any circumstance, the teacher can define the grade of this crite-
rion as: 

⎩
⎨
⎧

=
otherwise 0, 

C inside are points annotation of 100% if 1, 
G 2

C2  (2) 

As the area between the C1 and C2 cannot be very narrow (because the C2 constraint is 
a very restrictive one and should not be applied in minor deviations) and at the same 
time not all the annotations between the two contours are correct, the teacher should 
define another criterion that will allow the system to perform more precise 
evaluations of the answers. This can be achieved by drawing an annotation model 
(AM) that represents the correct answer of the exercise and by defining the computa-
tion method for the grade of this constraint similar to the example below: 

⎩
⎨
⎧ <

=
otherwise 0, 

A  d d, -A 
  G maxmax

AM  (3) 

In this formula, Amax represents the maximum value from the marks scale chosen 
and d is the average distance measured in the metric chosen by teacher (i.e. cm, mm, 
pixels etc.) between the annotation model and annotation answer. We can consider 7 
 
as a numerical example value for this constraint, as for the C1 constraint we estab-
lished a grade value of 8. 

 
Direction and time related constraints. Two of the most important criteria that can 
be defined by the teacher in order to assess the answers for this example are the direc-
tion and the time interval needed for the creation of the annotation answer. There are 
many situations in real life when these two criteria are very important and must be 
taken into consideration for the assessment process, as in the case of incisions, sutures 
etc. One of the most flexible methods to describe these constraints is the use of key 
points. As it is presented in Fig. 9, the incision can be approximated by 7 points (or 
more if desired). These points will be placed by the teacher on the object’s surface 
using the annotation, at the authoring time. The mandatory attributes that the teacher 
must define for every point in order to achieve automatic annotation evaluation are: 
 

- εi values and their associated Gεi grades (see Fig. 8), that can be identical to all 
the points or different for some of them, i = 1..7 

- the formula to compute the global grade of the evaluation realized with key 
points (GP), from the points grades Gi   

Optionally, some other attributes related to the key points may be defined:  

- time ti relative to the beginning of the annotation, when the student must reach 
Pi; the grade for this attribute at point i will be GTi 

- time intervals {ti, tj} specifying the maximum  (or minimum) time the user has 
to reach from Pi to Pj; the grade for this constraint will be GTij 



158 D. Gorgan et al. 

- the points order that user must respect (ex. P1→P2→ . . . →P7); the grade will 
have the symbol GD 

 

If these optional attributes are defined, the teacher must also specify the method to 
compute the point grade Gi and the global key points evaluation grade GP, using the 
results from the assessment of every attribute.  

For this example we define: 

- each point P1 to P7 has 10 εi areas with (Gεi = i). The maximum grade for every 
point is 10 and minimum 0 (if no εi vicinity is crossed by the student’s annotation) 

- G7 and G5 represent 30% of GP (15% each) 
- G2 and G3 represent 10% of GP (5% each) 
- G1 ; G4 and G6 represent 60% of GP (20% each) 

GP = 0.15*(G7 + G5) + 0.05*(G2 + G3) +  0.2 * (G1+ G4 + G6) (4) 

If we consider numerical values G1 = 10, G2 = 9, G3 = 10, G4 = 8, G5 = 9, G6 = 10 
and G7 = 1 it will result GP = 8.05.  

Overall time constraint. As a final criterion for the annotation assessment, the 
teacher can define the overall time needed to create the answer, according to the time 
attributes specified for the key points. For this example we will consider that this time 
interval must be less than 7 seconds but not less than 4. A penalty of 25% will be 
applied for every second that passes before or beyond these limits. The grade for this 
constraint has the symbol GT and we will consider a value of 7.5, as the annotation 
has been created in 3 seconds. 

Final mark. After all the grades for the constraints are established, the system needs 
a rule to compute the final mark. This rule can be defined using mathematical (*, -, +, 
/ etc.) operators and a weight value for every grade, or using Boolean operators to 
express the obligation of the student in obtaining a certain mark to a specific con-
straint. For this exercise we will define the following rules: 

- GC1 has a weight of 10% from the final mark 
- GC2 must be 1 in order to consider the mark valid 
- GAM has a weight of 40% from the final mark 
- GP has a weight of 30% from the final mark 
- GT has a weight of 20% from the final mark and must be greater than 0 in or-

der to consider the mark valid 

The final mark for this exercise will then be computed as: 

M = (0.1*GC1 + 0.4*GAM + 0.3*GP + 0.2*GT) AND (GC2 = 1) AND (GT > 0) (5) 

With respect to the numerical values we established, the final mark is: 

M = (0.1*8 + 0.4*7 + 0.3*8.05 + 0.2*7.5) AND (GC2 = 1) AND (GT > 0) 

 = 6.82 
(6) 

As we can see from the formula of the final mark, if the student doesn’t integrate 
his annotation in the area marked by C2 or the time to create the answer is too long, 
the final mark is going to be 0, even if the computed value is actually 6.82. 
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8   Conclusions 

As the information presented in eLearning environments is increasing in complexity, the 
usage of dynamic learning objects becomes a necessity. The classical interaction tech-
niques, usually text based, are not adequate anymore for the interaction with these 
complex representations (animations, images, 3D objects etc.), so the development of 
new techniques is a must. The annotation is one of the most promising interaction 
methods developed in the present, offering to the users more natural ways of interac-
tion with learning objects, but its implementation is limited by the difficulty of 
evaluation process.  

The experiments developed and executed in eTrace have proved the efficiency and 
the usability of the automatic assessment for pen based graphics annotation. The fu-
ture research will concern with the implementation of different methods and algo-
rithms for runtime evaluation and processing of the results. The future work will be 
focused on gesture oriented annotation, semantics model of 3D graphics annotation, 
algorithms for drawing and processing the annotation for different types of 3D  
surfaces, usability and efficiency evaluation. 
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Abstract. The mode and design of instruction presentation have a high
impact on human task performance. Especially in a working context, in-
struction modes have to be developed according to the properties of
human information processing like attentional selection and action plan-
ning. Accordingly, tasks have to be divided in subtasks in order to find
the best way to support each subprocess. The present study presents an
experimental setup and first results in order to investigate the impact of
different instruction modes on the first goal-directed movement during
an assembly task. Results are discussed with respect to implications for
instruction presentation and the development of a system for adaptive
worker assistance.

Keywords: Instruction presentation, information processing, motor be-
havior, human performance, augmented reality.

1 Introduction

When confronted with several different working processes, task complexity and
worker demand increase with respect to the afforded flexibility and efficiency.
One way to improve work performance is the development of task instructions
which optimally support the worker, especially while executing complex or new
tasks [1]. Accordingly, educating novices in new working environments is a chal-
lenge for instruction design as especially workers who are unfamiliar with a task
need precise , step-wise information. Usability of manuals can be improved by
the use of style guides, e.g. while optimizing the graphical layout of instruction
details. Nevertheless, besides the use of general principles, instructions have to
be adapted to specific task properties and to the cognitive processes involved.
Therefore, usability tests have to compare instruction modes in order to find the
optimal way to support different subtasks during the work process. Traditionally,
usability tests often consist of evaluations based on questionnaires or interviews,
which are useful for getting information on the subjective satisfaction and ac-
ceptance levels of the user [2]. Moreover, action analysis and field observations
should be included within the development process of user interfaces (For an
overview of different usability evaluation methods see [3]). The analysis of task
performance as an objective measurement can be compared with the subjective
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impression of the user. Especially for the usability criterion ’efficiency’ the mea-
surement of completion times and error rates are relevant for building a common
metric for usability engineering. Analyzing task demands can provide insights
in certain related subprocesses as opposed to investigating stress per se, which
can have several causes and might be linked to very different subprocesses [4].
Performance parameters have to be extracted depending on the relevant task
and subtasks, and the working process has to be segmented into useful action
units. In general, performance times and error rates as well as dwell times on
instruction details can deliver valuable information on human task performance.
Moreover, the analysis of specific movement parameters of human motor be-
havior can help to evaluate benefits of different instruction modes as these can
help to specifically differentiate what part of a task is difficult and needs closer
investigations.

The working scenario used here consists of a manual assembly task where toy
bricks have to be mounted according to detailed instructions. This task can be
divided roughly into a selection phase where the relevant parts have to be found
and grasped and into a mounting phase. The following section deals in more
detail with the involved subprocesses.

1.1 Information Processing and Selective Visual Attention

In order to support a worker adequately, relevant task information has to be
presented at the right time and place. Only adaptation to the task demands can
yield to effortless information processing that does not overburden the worker.
Therefore, understanding the relevant cognitive processes and their limitations as
well as determining the resulting bottlenecks that are likely to occur during the
working process is one key issue for the development of adaptive support [5,6].
Relevant cognitive functions related to information processing during instruction
presentation and manual assembly involve the whole spectrum from perception,
attention, memory to action planning [7].

The information processing framework can be used in order to describe the rel-
evant processing stages in more detail, which are assumed to be passed through
in a rather serial manner. The perceptual processing involves the stimulus pre-
processing, feature extraction and stimulus identification. That is, information
presented in an instruction has to be located first and attention has to be di-
rected to the relevant details. During manual assembly, for example, the type
and number of necessary parts for a workpiece need to be identified. When the
first part has been chosen from the instructions, its type (e.g. form and color)
and number have to be memorized and the respective part location has to be
found at the region of the working environment where the parts are stored (e.g.
in a box close to the working area). Next, the relevant action or response (e.g.
grasping movement with the left or right hand) has to be selected internally
and executed. If necessary the ongoing motor response has to be adjusted and
corrected online (e.g. if the selected box for stored assembly parts is empty) [8].
These subprocesses should be supported adequately in order to facilitate the
working process. Especially in highly demanding work steps or while learning
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new tasks can the efficiency of task execution be increased and errors be avoided
by choosing the best way of support.

One way to facilitate the working process is to use the instruction presenta-
tion to direct attention to the relevant working area. Attention can be directed
voluntarily (endogenously) by instructions or intention or reflexively, by exter-
nal exogenous cues, like a salient object in the environment (e.g. a red assembly
part among a large amount of blue and green parts). Although attention can
shift covertly without moving the eyes to a certain spatial region, the number
of objects and locations that can be attended simultaneously is limited. During
manual assembly for example, it is not possible to attend to the workpiece and
to the instructions at the same time if they are spatially too far apart. There-
fore, attention has to be shifted between the instruction and the workpiece, and
every attention shift takes time and effort. Accordingly, instruction presenta-
tion should guide the worker to attend to the correct locations and objects thus
avoiding unnecessary time consuming attention shifts.

The task of selecting the next relevant assembly part among other irrelevant
parts resembles a visual search task, where a target is surrounded by several dis-
tractors. The task difficulty increases with increasing similarity between target
and distractors, that is, with increasing feature overlap where no target pop-out
can occur [9,10]. A method to direct the workers attention is the use of salient
exogenous cues, like highlighting the relevant box which is then surrounded by
non-highlighted boxes. This method enables bottom up or stimulus driven se-
lection in contrast to top down or task driven selection. ¿From fundamental
research, it is well known that spatial cues can accelerate attention shifts, as
well as eye movements and simple reaction times [11]. These properties of spa-
tial visual attention and motor actions can be applied in order to make worker
performance more efficient. Naturally, however, such support needs to be specif-
ically designed in order not to yield the opposite effect and distract the worker.
Thus, careful experimentation seems to be a requirement for the development of
support systems.

1.2 Task Performance and Motor Control

There has been extensive research in order to investigate body and limb move-
ments during human-computer-interaction (HCI). Accordingly, there exist sev-
eral models that predict characteristics of human motor behavior. Fitts’s law
is a model of human movement execution which predicts the time required to
rapidly move to a target area, as a function of the distance to the target and
the size of the target [12]. Here, Fitts tried to link information theory with the
difficulty of movement execution. With this model the speed-accuracy tradeoffs
can be predicted. In this context aiming movements with rapid voluntary actions
under different conditions have been investigated. For example, the model has
been applied as an instrument for usability engineering while predicting text en-
try rates on mobile phones. With respect to human-computer interaction, motor
behavior in working scenarios has also been investigated for the development of
user interfaces. For example, decreased movement times and error rates as well
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as an increased accuracy have been shown for stylus input in contrast to finger
input [13] and for touch screens in contrast to track balls, while standing and
walking [14]. Moreover, Guiard’s descriptive model of bimanual skill describes
movement patterns of the preferred and non-preferred hand [15]. This model was
used for example in a study of bimanual control and desktop computer affor-
dances (for an overview see [16]). Such predictive models and parameters can be
used to objectively evaluate human task performance. In addition to the total
movement time, speed-accuracy tradeoff and hand selection, movement param-
eters like latency of movement onset and peak velocity can also provide useful
information about task complexity and task difficulty. Therefore, in the present
study, task performance with different instruction modes was analyzed on the
basis of these movement parameters.

Besides more objective task parameters like distance and size of a to be
grasped object, there exist task demands that cannot as easily be measured
and evaluated because they result of the interplay of certain subtasks, which
influence each others In his multiple-resource theory, Wickens proposed that
mental resources can be divided to four dimensions associated with perceptual
processing (visual versus auditory), processing codes (spatial versus verbal), pro-
cessing stages (perception and central processing versus responding)and response
modalities (manual versus verbal) [17]. Each of these resources has its specific
capacity limitation resulting in decreased performance in case that two tasks
needs the same resource. An analysis of those task aspects that might interfere
with respect to a shared resource enables the prediction of multiple-task perfor-
mance and mental workload [18]. The multiple-resource theory can be applied to
the assembly situation, where different spatial areas have to be monitored (e.g.
instruction area, parts area, work piece) and different manual actions have to be
performed with both hands at the same time.

1.3 Support Via Optimized Instructions

Instruction modes can be classified into paper manuals, manuals on PC and dif-
ferent forms of Augmented Reality (AR) on a continuum with increasing support
by the computer system [19]. Computer generated information can be dynamic
as opposed to static text book or manual information. For example, transitions
of information presentation are possible, where objects appear and disappear
over time [20].

In AR applications, the environment is overlayed with additional information
at the exact position where it is needed. In the context of assembly instructions
it can show where the next part can be found and at which position it has
to be mounted. For example, the aerospace company Boeing has developed a
systems which facilitates the mounting and wiring of cables in the airplane [21].
One possibility to implement AR is the head-mounted-display (HMD), where
the information is projected on a semitransparent mirror which is mounted via
a device on the head in front of the eye. The HMD device has the drawback that
it is rather uncomfortable to wear and that it has a relatively low resolution.
Therefore, a more convenient method seems to be the augmentation of reality via
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projections on the working area. In general, the AR technology can reduce eye
and head movements, accelerate attention shifts and support spatial cognition
[22]. In one study, comparisons between different instruction modes showed an
advantage of AR techniques for total assembly times and step times, especially
for rather complex tasks like wiring (but not for intuitive or repetitive tasks)
[19]. These results resemble those within educational research, where benefits
of dynamic animated learning material have been demonstrated mainly with
complex learning content [20]. Moreover, in the same study AR benefits were
mainly observed in the part selection phase and when parts had to be positioned,
but not during the manual execution itself [19].

On the basis of these applied results and spatial cueing experiments in fun-
damental research, the interesting question remains whether not only total step
times but also different movement parameters show benefits from the AR
technique.

2 A Working Scenario: Selecting and Grasping Objects
for Manual Assembly

The present experiment was conducted within a working scenario consisting of
the task to build an object with toy bricks according to detailed instructions
which were presented in different modes. According to previous findings, the
assembly times per part varied with the instruction modes: the mean assembly
times for each part were about 10 seconds faster with contact analog highlight-
ing of relevant boxes and projection of the instruction to the working area in
comparison to pure monitor instructions [8].

Nevertheless, these times per part include all processes from scanning the
instruction, attentional selection of relevant parts, planning and executing the
reaching and grasping movements and the assembly itself, which takes the largest
amount of time within one step. Therefore, the interesting question remains,
whether the different instruction modes influence the early phase of part selection
during one assembly step. Reaching and grasping movements can be separated
to a transport phase, during which the hand moves towards the goal position,
and a grasp phase, during which the fingers enclose the goal object [23]. If the
attentional selection of assembly parts is really improved in the contact analog
condition, than also the reaching movement and grasping movement (i.e. the
transport and grasp phase) to the first relevant box should start earlier.

2.1 Methods

Participants. Thirty paid volunteers (10 women, 20 men, aged between 20 and
30 years, mean age 23.7 years) participated in the experiment. Most of them had
a technical background due to studying engineering sciences.

Instruction Modes. Three different instruction modes were used which dif-
fered in the location and the content of instruction presentation. Depending on
the condition, the instructions were presented on the monitor or via a projection
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on the working area. The experiment was conducted using a between-subjects
design, that is each condition was presented to 10 participants. In all modes
instructions consisted two areas: on the left, a list showing the amount of all rel-
evant parts within one work step and rendered pictures of the parts and on the
right, a picture showing the goal state of the object which has to be assembled.
The assembly objects were designed by a CAD program (LegoCad), a software
that allows constructing simple 3D models. Between two and seven LEGO R©

bricks were used to build one object. In order to make the stimulus set more
realistic, they were additionally rotated in perspective. Viewing point, shadows
and light sources were chosen in a way to show as many details as possible. In
the monitor and projection condition, a schematic picture of the box positions
was depicted on the top. Dots within these boxes were to deliver the position of
the necessary object parts. Therefore, the only difference between monitor and
the projection mode consisted in the location of the instruction presentation.
In the monitor condition, participants were forced to switch attention between
the instruction that was displayed on a computer screen and the work piece and
box area over a larger distance than in the projection condition. With projec-
tions it was possible to arrange the work piece close to the depicted goal state,
thus enabling an easier comparison during the assembly process. Moreover, also
the depiction of the relevant boxes (indicated by the dot) was closer to the real
boxes. Therefore, part positions are expected to be found more easily. In the
contact analog condition, this schematic box view was replaced by the highlight-
ing of the relevant boxes themselves. This highlighting of boxes was supposed
to be helpful especially in the selection phase of the movement planning. Fig. 1,
shows a bird view of the three resulting instruction views: contact analog (left),
projection (middle) and monitor(right).

Setup and Apparatus. The setup consisted of a standard workbench equipped
with a beamer which was placed on top. A front-surface mirror was mounted in
45◦ angle orientation in front of the beamer enabling the projection of

Fig. 1. The three different instruction modes: contact analog highlighting of boxes (left),
projection on the work bench (top right) and monitor presentation (bottom right)
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instructions directly on the working area. A Polhemus Liberty motion tracking
system was utilized for tracking the movement of the right and left hands [24].
This electromagnetic system with 6 degrees-of-freedom consists of a source which
generates the magnetic field and 2 markers. Marker positions are determined in
x, y, and z coordinates as well as in rotational angles. The sampling rate used
here was 60 Hz. Two footpedals were arranged at an easy-to-reach position in
order to enable switching to the next (right press) or the previous (left press) as-
sembly step without disturbing the manual assembly process. Footpedal presses
could also be employed in order to segment the motion tracking data to mean-
ingful step units. Additionally, the whole session was recorded by a DV video
camera. This video stream could be used to evaluate the process according to
parameters which cannot be inferred from the Polhemus data.

Procedure. The experimental session started with placing the markers on the
tip of the right and left index finger. This was followed by a short training
in order to make the participant familiar with the parts to be used and with
assembling while having markers on the fingers. Subjects were standing in front
of the workbench during the whole experiment. The experiment consisted of
building three windmills of different complexity and different amount of steps
(15, 18, 19 steps). After pressing the right foot pedal a step started with the
next instruction presentation. Participants were instructed to work as fast as
possible, but no explicit time constraint was given.

2.2 Data Analysis

After splitting the Polhemus data of each subject on the basis of foot pedal
presses to task steps, these task steps were further segmented according to the
hand positions. Here, we were interested mainly in the first phase of the step
(see grey bar in Fig. 2), that is the first movement to a box after the instruction
information has been processed and the first relevant part position has been
located for planning and executing the grasping movement. In order to find the
movement onset and the grasp onset (the time between start of instruction pre-
sentation and first object contact) the point in time when the hand leaves the
working area and enters the parts area for the first time was taken as reference
point. This was necessary because the first grasping movement could be preceded
also by hand movements within the working area (e.g. for arranging assembly
parts). Searching backwards from the point in time when the working area was
left, the movement onset was calculated as the first point in time when the ve-
locity per second went below 25 cm/sec. It was not possible to use a velocity of 0
cm/s to calculate the movement onset because in several cases the first grasping
movement was preceded by little hand movements within the working area so
that velocity only rarely decreased to 0 cm/sec. The minimum velocity between
entering and leaving again the parts area was used in order to calculate the grasp
onset. Here, typically the hands as well as the finger movements reached their
minimum because the hand stayed for a moment at the goal position and the
finger reached the object borders. Finally, the peak velocity and acceleration be-
tween the movement onset and the grasping were determined. The hand velocity
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Fig. 2. Y coordinates of the left and right hand during one assembly step (middle), seg-
mentation according hand position (bottom), pictures of respective reaching movments
(top)

between movement onset and grasp onset was calculated as Euler distances of
the three coordinates x, y and z. The acceleration profile was calculated as first
deviation of the velocity. The mean values per subject were corrected of outliners
by excluding all values below and over 2 standard deviations. Fig. 2 depicts an
example for the segmentation of one task step on the basis of the motion track-
ing data. In the middle, the y coordinates of the right and left hand are plotted
with respect to the time axis. At the bottom, it can be seen how the step can be
segmented while using the points in time when the working area has been left or
entered: Every upward segment in the plot stands for time within the parts area.
At the top, a snapshot from the video stream demonstrates the single actions
involved. Starting with the hands in a resting position in the working area, the
first grasping movement was performed with the right hand followed by three
grasping movements of the left hand.

2.3 Experimental Results and Discussion

On the basis of the cueing effect and mechanism of spatial attention we hypothe-
sized an effect of instruction mode on movement parameters of the first reaching
movement within a task step. Fig. 3 shows the mean values of the movement on-
set latency and the calculated point in time of grasping (left) as well as the peak
velocity and acceleration (right) during this movement. Results are in accor-
dance with the previous findings showing an effect of reduced assembly time per
part for the contact analog condition [8]. The mean latencies for the movement
onset and grasping are shortest in the instruction mode where boxes are high-
lighted in contrast to the monitor presentation. Moreover, the peak velocity and
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Fig. 3. Means and standard errors for movement onset latencies and time to grasp
(left) and peak velocities and accelerations (right) with different instruction modes

acceleration were higher in the contact analog condition. An oneway analysis of
variance (ANOVA) over all three conditions revealed a significant effect of condi-
tion for the peak velocity (F (2, 27) = 5.626, p < 0.01). However, the parameters
onset, grasp and acceleration showed no significant main effect. Therefore, sub-
sequent t-tests were computed for comparing performance for single conditions.
Movement onsets were significantly faster for contact analog presentation com-
pared to monitor presentation (t(18) = 1.85, p < 0.05, always one-tailed). A sim-
ilar time benefit was observed for the grasp onset (t(18) = 1.877, p < 0.05). Also
the peak velocity (t(18) = 3.397, p < 0.01) and peak acceleration (t(18) = 2.617,
p < 0.01) were higher with the contact analog instruction mode in compari-
son to the monitor presentation. In the ’projection’ condition peak velocities
(t(18) = 2.124, p < 0.05) and acceleration (t(18) = 2.782, p < 0.01) were signifi-
cantly faster than in the ’monitor’ condition. The comparison of ’contact analog’
and ’projection’ showed no significant effect.

It seems that the contact analog condition enabled faster selection of the
relevant part position and faster shifting of attention. However, also the pro-
jection without highlighting revealed higher peak velocities and accelerations
than the monitor condition. Benefits seem to occur also due to the depiction
of relevant box position and task instructions close to the real boxes. Further
experiments will be executed using a within-subject design, in order to analyze
the effect of box highlighting in more detail. In general, the monitor condition
where information on the relevant box position and task information was spa-
tially more separated from the box and working area, seems to lead to the worst
performance. Possibly, attention shifts take more time in this conditions and the
limitation of resources like spatial attention are more obvious.

Nevertheless, in comparison to the 10 s effect for the whole step time, the
ratio of time improvement for the first movement is rather small, that is, there
have to be time advantages also within the later phases of the assembly step.
Consequently, future analyses will focus also on the subsequent reaching and
grasping movements as well as on the assembly phase itself.
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3 Conclusions and Future Directions

3.1 Implications for Usability Testing of Instruction Presentation

The present experimental study compared three different instruction modes with
respect to their influence on the first reaching and grasping movement during
manual assembly. Results showed that with contact analog highlighting of rel-
evant boxes, latencies for the movement onset and grasping movement were
shorter and peak velocity as well as peak acceleration were higher during the
reach-to-grasp phase in comparison to the monitor presentation. Based on this,
one can speculate that movements started earlier because the attentional se-
lection of the relevant part was facilitated by the exogenous cue. Moreover, the
spatial cue seems to accelerate the whole movement, possibly because the worker
was more confident about having chosen the right box. Additionally, also the pro-
jection of instructions on the work area and close to the boxes lead to benefits
for movement velocity and acceleration.

The present results give insights into the mechanisms involved in process-
ing of information presented in (assembly) instructions. The results demon-
strate that principles of spatial cueing can be used in order to support a worker
during task execution. Moreover, the present study demonstrates the value of
motion tracking as means for the segmentation of task processes and the
evaluation of task performance on the basis of objective measurements. Ad-
ditionally, the workbench setup used here demonstrates that it is possible to
develop a system for worker support designed of a beamer and a front-surface
mirror.

3.2 Future Directions for Adaptive Instruction Presentation

Future data analyze will focus also on movement parameters like onset, peak
velocity, acceleration and variability as well as movement trajectories during
the whole assembly step. Moreover, eye movement recordings will give detailed
information concerning the dwell times on certain instruction areas, on search
strategies and eye-hand coordination during assembly [25]. This method allows
further segmenting the task steps, e.g. in order to test, whether a speeded up first
reaching movement is preceded by for example faster eye movements or shorter
latencies for the first fixation of the relevant box. In the long run, data collection
with markers should be replaced by methods like image processing, but while
such systems are still under development it is useful to combine information from
different sources following a data fusion concept [26]. Additionally, in order to
generate adaptive instructions the system has to be aware of the environment and
the current state of the product in the manufacturing process [27]. All together,
experimental results and further technical developments will be used in order to
optimize an assistive system for manual assembly which adaptively supports the
worker.
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Abstract. This paper describes the modification and outcome of a performance 
test applied to a university wide learning management system under realistic 
conditions to identify usability problems and to compare measures such as suc-
cess rate, task time and user satisfaction with requirements. Two user groups 
with 20 test users each took part in this study. During the whole test psycho-
physiological parameters of the test persons were monitored and recorded, in 
order to find event related stress symptoms. Modifications of the original test 
allowed a faster analysis of relevant quantitative metrics and the collection of 
qualitative information. 

Keywords: Usability Test, Performance Measurement, Self-Assessment, EEG. 

1   Introduction 

In a world where information systems are designed to support particular transactions 
and workflows, a primary concern should be the effect on the efficiency of the work 
they support. This paper describes a modified performance test applied to a university 
wide learning management system developed at the IICM of Graz University of 
Technology (Ebner & Walder 2007). Actually this system hosts about 200 lectures 
and serves 10000+ users, thus the requirement for efficient workflows and productiv-
ity is given, especially as the system has to support short and longtime routines, as 
well as enhance learning and teaching behaviors. Targets are only meaningful when 
they can be expressed quantitatively, so this study measured the efficiency, respec-
tively productivity of existing workflows and practices. The applied performance test 
is mostly based on the NPL Performance Measurement Method proposed by Rengger 
et al. whereby the modification was a small two-question survey after every task. The 
test persons gave thereby statements on the subjective difficulty of the tasks and their 
emotional state.  Surprisingly a correlation was found between the hard to extract per-
formance data and the easy to analyze survey data, which led to some ideas for eco-
nomic web based performance tests. The approach included further the combination 
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with a light Thinking Aloud Method and additional psycho physiological measures in 
order to research in the enhancement of UE methods with biological data. This en-
abled the collection of quantitative performance data on the one hand and qualitative 
feedback on the other hand, thereby balancing the advantages and disadvantages of 
both methods.  

2   Motivation 

The primary intention for conducting this study concerns the improvement of the 
tested software. TeachCenter is a learning management system that combines course 
management, digital content distribution and interactivity between students and 
teachers. The software is actually running a huge amount of lectures and is subject of 
continuous improvement and trend setting features. Because it is a daily used system 
with 10000+ users, lecturers and students it seems obviously that improvement of 
usability is of highest interest. Graz University of Technology had a high expertise in 
usability testing and learning objects (Holzinger & Ebner, 2003; Holzinger, 2004; 
Holzinger et al., 2005). 

3   Methods and Design 

The NPL Performance Measurement Method was used, in order to derive the effec-
tiveness and efficiency of some main tasks, respectively workflows. Further it was of 
interest, which other issues the persons would find and what would be the underlying 
reasons. Therefore a combination of two Methods, the NPL Performance Test and the 
Thinking Aloud Test was designed, in order to provide performance data on the one 
hand and deeper insight on user interaction processes on the other hand. Further moti-
vation came from the hypothesis, that the system has a good learnability. Therefore a 
biological rapid usability approach (Stickel, Holzinger & Fink, 2007) was applied 
whereby the psycho physiological parameters EEG, SCL and HR were recorded. As 
cross check to the above-mentioned goals, the original performance test has been fur-
ther enhanced by a user self-assessment of the difficulty and the arousal after each 
task. 

3.1   NPL Performance Measurement Method 

The NPL Performance Measurement Method (Rengger et al., 1993) focuses on the 
quality and degree of work goal achievement. It is a rigorous usability evaluation of a 
working system under realistic conditions to identify major usability problems and 
areas. The test person fulfills tasks, whereby the time and video are recorded. As this 
method depends on realistic conditions, participants are not allowed to talk with the 
facilitator, instead they are asked to accomplish the tasks as fast as possible. Measures 
of core indicators of usability can be obtained, as defined in ISO 9241-11 (ISO, 1998) 
e.g. user effectiveness, efficiency and satisfaction. It's then possible to compare these 
measures with requirements.  These measures are directly related to productivity and 
business goals. In this study the metrics Task Effectiveness, User Efficiency, Relative 
User Efficiency and User Satisfaction were derived. Task Effectiveness (TES)  
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determines how correctly and completely the goals have been achieved in the context 
of the task. In most cases there's more than one way to accomplish a task and every 
task has several steps, as it's not meaningful to test single click actions - instead the 
use of the systems main functions is compiled in a task. TES is a function of quantity 
and quality of the task. Quantity is measured objectively as the percentage of the con-
trol parameters, which have been altered from their default values by the end of the 
task. Quality consists of the definition of an optimal path, with weighted alternatives 
and penalty actions (e.g. help or explorative search). Quantity and Quality are meas-
ured as percentage values, so the resulting TES is also a percentage value. The value 
of TES is obtained by measuring quantity and quality and application of the formula 
TES = 1/100 (Quantity x Quality). User Efficiency (UE) relates effectiveness to costs 
in terms of time, e.g. if a task can be completed in a high quality AND fast, then the 
efficiency is high. UE provides here the absolute measure for the comparison of the 
five tasks of this study, carried out by the same users, on the same product in the same 
environment. It is calculated as the ratio between the effectiveness in carrying out the 
task and the time it takes to complete the task using UE = Task Effectiveness / Task 
Time. The Relative User Efficiency (RUE) is a metric that can be employed by the 
relation of a particular group of users compared to fully trained and experienced user 
of the product being tested. It is defined as the ratio of the efficiency of any user and 
the efficiency of an expert user in the same context RUE = (User TES / Expert TES) * 
(Expert Task Time / User Task Time) *100. The User satisfaction is derived with a 
standardized questionnaire like SUMI or SUS. 

3.2   User Self Assessment Web Questionnaires 

One question of this study was how the subjective user assessment of single tasks 
compares to the objective performance measurement. Therefore a web interface was 
developed, which was present for the participants on a second screen. At the begin-
ning of every task a “Start” button had to be pressed and when the task was finished a 
“Stop” button. In this way the duration of the tasks were recorded. After pressing 
“Stop” the user had to rate the difficulty and his arousal, each on a five point scale. 
After rating the “Start” button appeared again, ready for the next task. All results were 
logged on a web server, with a unique id for every participant. 

3.3   Thinking Aloud Method 

The Thinking Aloud (TA) method reveals hidden thoughts and gives an insight in the 
users mental model. It helps understanding how the user wants to use the system and 
what kind of features might be optimized. Therefore the user is asked to verbalize all 
thoughts and actions during the test. The test is usually designed of different tasks, 
which represent the major application and functionality of a system. The whole pro-
cedure is recorded with a video camera and the session is transcribed afterwards. The 
generated protocol can be analyzed in order to reveal information about the users rea-
soning sequences and goal structures. This study used the thinking aloud technique in 
a block right after the main tasks. Thereby questions were asked that aimed to deter-
mine how the system works. All of the so-called "Minitasks" could be easily an-
swered by analog transfer from the recently used functions. The intention of this  
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approach was the compensation of the main disadvantage of the NPL Performance 
Measurement Method, which will not reveal the reason for problems.  

3.4   Psycho-Physiological Measurement Methods 

Biological measures of emotional states have been used by several researchers in Hu-
man-Computer Interaction (Picard, 1997), (Picard, 2000), (Riseberg et al., 1998), (Murgg 
& Nischelwitzer, 2004). Muter et al. (1993) found that psycho-physiological measures 
can be regarded useful for Usability; especially the Skin Conductance Level (SCL) seems 
to be a good indicator for the overall usability of software, as they found a correlation 
between user-hostile systems and an increase of SCL. In this study a combination of 
Electroencephalogram (EEG), SCL and the Heart Rate (HR) was applied. 

4   Design of the Study 

This chapter covers the design of the study, thus the schematic design, the user profil-
ing and recruitment, the setup and the standardized procedure are described. 

4.1   Schematic Design 

Every trial of the test was split in three main parts, the control condition (K1), the 
major tasks performance test (L1) and the mini tasks TA test (L2). Figure 1 on the 
next page shows the schematic design of the test. In the beginning all test persons 
were asked to fill out a profile and at the end of the test a feedback form for user satis-
faction. For user profiling the scheme from the Performance Measurement Handbook 
was used. The German version of the System Usability Scale (SUS) questionnaire 
from Brooke (1996) was used to derive User Satisfaction afterwards. During the 
blocks K1, L1 and L2 the psycho physiological parameters EEG, SCL and HR were 
recorded. In L1 and L2 additional videos and screen recordings have been done. 

4.2   Test Procedure 

In the control condition the test persons were asked to relax in order to get some basic 
biodata. The relaxation process was supported by a Brainlight system 
(http://www.brainlight.com). The second block was the actual performance test. First 
the users were given a sheet of paper with the task. When they understood the task 
they pushed the "Start" button, otherwise they were allowed to ask the moderator 
comprehension questions. Each task had a goal and sub goals. When either the user 
thought that the complete task had been accomplished, or the moderator finished the 
task due to completion or time out, the user had to push the "Stop" button and was 
instantly asked in the web interface, to rate the difficulty of the tasks and his state of 
arousal. This self-assessment took place after each major task in the L1 block. 

In the "Mini Tasks" L2 block, users were asked questions and had 30 seconds each 
to accomplish the task respectively answering the question and showing how to do. 
According to the TA Method the users were thereby asked to verbalize their thoughts 
and actions. As last step User Satisfaction was derived with the System Usability 
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Fig. 1. Schematic design of the test 

Scale (SUS), a standardized psychometric questionnaire for a high-level subjective 
assessment of Usability. The outcome is a rate on a scale of 0-100. Benefit and draw-
back is the general nature of the questions, however this allows the comparison of 
diverse systems (Brooke, 1996) and different parts of the system.  

4.3   User Profiles 

The profiling as described in the NPL PM handbook (Rengger et al., 1993) was ap-
plied. Thereby two major user groups were derived, which are students and lecturers. 
Target for both groups was getting novices, who had no or just little experience using 
the learning management system. The students had an average experience of 2 month, 
while the teachers had an average experience of 17 month, however the variance in-
side the teachers group concerning this variable was high. Beside this the profile con-
tained several usability relevant issues on skills, trainings, mental-, physical- and job 
attributes. For the two user groups profile questionnaires were generated, which were 
then completed by every participant.  

4.4   Hardware and Software Setup 

Figure 2 shows the setup for the students group (left) and the teachers group (right). 
The test user (T) is sitting in front of two screens (M1, M2), on his left side is the 
moderator (M) Right beside the screens a mirror was positioned in order to capture 
facial expressions and the actions on the main screen (M1). The scribe (S) was operat-
ing the camera (C), Laptop L2 and taking notes. The operator (O) took care of the 
psycho-physiological recordings on laptop L1 and took notes too. The user test envi-
ronment was a Shuttle PC with Windows XP, standard mouse and keyboard. As the 
learning management system is an online product Internet Explorer 6 was used as 
browser. Techsmith Camtasia Studio (http://ww.techsmith.com/camtasia.asp) was 
used for the screen recordings. A further laptop (L2) with the same software configu-
ration was used to simulate online users. Video recordings were done with a HD Cam 
on a tripod right behind the user, capturing his actions on the screen, as well as the 
facial expressions in a mirror beside the screen.  
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Fig. 2. Test settings for students (left) and teachers (right) 

A Brainlight system (http://www.brainlight.com) was used as stimulation unit to 
induce relaxation by Steady State Visual Evoked Potentials (SSVEP) in a frequency 
range, changing between 8 and 12 Hz for 10 minutes. This system is a standalone 
product, which was programmed separately. It’s based on SSVEPs, whereby a flicker-
ing light source elicits potentials of the same frequency in the brain, while the subject 
shifts the gaze to these stimuli (Müller-Putz et al, 2005). It works visually on the same 
base as the auditory frequency following-response, which states that most periodic 
complex sounds evoke low pitches associated with their fundamental frequency, also 
called periodicity pitch (deBoer, 1976; Evans, 1978; Moore, 1989). As different fre-
quencies are linked to different mental respectively physiological states, relaxation 
can be induced using according frequencies. The EEG recordings were done with an 
IBVA 3 electrode headband EEG from Psychiclabs Inc. (http://www.psychiclabs.net) 
at a rate of 512 Hz. The equipment can be used in laboratory and field settings as 
well. As IBVA’s headband uses only 3 electrodes, it can record an EEG of the frontal 
lobe only. A Lightstone from the wild divine project (http://www.wilddivine.com) 
was used for SCL and HR recordings. It acquires the data non-invasive by sensors, 
which are put on the fingertips. Unfortunately this might interfere with tasks that de-
pend on extensive keyboard input.  

5   Results and Discussion 

The metrics Task Effectiveness (TES), User Efficiency (UE) and Relative User Effi-
ciency (RUE) were derived for both groups to identify the problematic tasks. TES 
determines how correctly and completely the goals have been achieved, while UE 
relates effectiveness to costs in terms of time. The Relative User Efficiency (RUE) is 
the ratio between the efficiency of a user and an expert. First the RUE was calculated 
for every user, and then an average for all users was calculated per task. Most partici-
pants were new to the system, so the driving question for deriving this metric was the 
gap between experts and novices. TES, UE and RUE metrics are measured on a per-
centage scale, with 1 for the lowest and 100 for the highest value.  

Figure 3 shows TES, UE and RUE for each task of the student trial. Tasks with low 
values determine usability problems. The results of the student trial show extremely 
decreased TES and UE values in the second task, which leads to the conclusion that 
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Fig. 3. TES, UE and RUE of the student trial 

the students had the most problems with the second task. The goal of this task was gath-
ering a set of information that was spread throughout the whole course, ranging from 
download files to discussion board threads. The use of the search feature was mandatory 
here in order to find all information concerning the specific topic. However, most test 
persons used explorative search, found one or two information and thought the task being 
finished. Actually the performance of the search window should have been tested; in-
stead it was surprising to find that the search feature was hardly used.  

This led to the conclusion to make the search more visible in terms of generaliza-
bilty and place a search field with an according button in the page header. Figure 3 
shows also a high RUE value for Task 2, which should usually be low. This is be-
cause the expert user wasn’t able to solve the task, while some of the novice user ac-
complished the task.  

 

Fig. 4. TES, UE and RUE of the teacher trial 
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Figure 4 shows TES, UE and RUE for each task of the teacher trial. It can be seen 
that all values decreased in the fourth task so obviously this task contained an issue. 
Task 4 concerned the import of a description. The bottleneck in the workflow was the 
import button, which is just an icon with an upward arrow and not obvious to find. 
The fact that the screen recording software averted the tooltips made this task even 
harder. The second important issue in this case was a choice, where it was not obvious 
that the system expected further input. Overriding this choice cancelled the whole 
import process. Two changes were proposed in order to solve these issues. First the 
replacement of the import icon by an "IMPORT" button; second a clear message from 
the system that it expects another choice of the user.  

Figure 4 shows also the strong decrease of RUE in Task 4 of the teacher trial as ex-
pected. This is because the expert user was able to solve the task much faster and with a 
higher quality. All other tasks show high values for RUE, even though they are averaged, 
this can be interpreted positive, because it mans that the average teacher user with one-
year experience is able to accomplish main tasks with 80-90% efficiency of an expert 
user. Overall can be stated that the system has a very good learnablity. Simple functions 
are intuitive, while advanced functionality requires more training.  

From Figure 3 and Figure 4 the question arose, why the Task Effectiveness was 
always higher than the User Efficiency. The results can be interpreted that in most 
cases the users of both groups were able to solve the tasks, however in a lower quality 
and taking much more time as expected and possible.  
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Fig. 5. Teacher assessed the difficulty according to the task time 

Figure 5 shows that there’s a positive correlation between task time and self as-
sessed task difficulty, within the teachers group. The longer the tasks took the more 
difficult they were rated. Within the students group this can also be pointed out, but 
not significant. We suppose that it didn't occur within the students group, because the 
students have been faster, due to simpler tasks in the front end. 

Figure 6 shows a positive correlation between the self-assessed task arousal and the 
task difficulty was found in the students group. The more difficult the tasks were rated 
the higher was the arousal. This was not found in the teachers group, although the 
distribution of the difficulty was similar. The positive correlation between difficulty 
and arousal in the students group could be interpreted as stress. We suppose students 
are more sensitive to test related stress than teachers.  
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Students / Difficulty vs. Arousal
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Fig. 6. Students were more exited on higher difficulty 

One of the most important questions concerning the modification of the test was if 
there is a negative correlation between the subjective task difficulty assessment and 
the performance data. We hypothesized that the task difficulty should be high for low 
task performance. In order to visualize this, average performance and task difficulty 
data were normalized. Additionally the difficulty was inverted to show a positive cor-
relating curve, which can be seen in figure 7 for the students group and in figure 8 for 
the teachers group. The curves for TES/UE and the subjective inversed difficulty 
(SID) correlate, so does also the curve for the subjective Arousal assessment per task, 
which was spared in the charts. 

 

Fig. 7. Students SID vs. TES/UE per task 

It is important to note that, as these curves correlate, they provide the same infor-
mation on the usability of the system, although obtained in a different way. TES/UE 
values have to be generated by a standardized extensive procedure, while the SID is 
just the result of a simple question after fulfillment of a task. This leads to interesting 
web testing paradigms, which may provide similar conclusions as extensive testing 
procedures in a faster and more economic way. 
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Fig. 8. Teacher SID vs. TES/UE per task 

 

The System Usability Scale (SUS) rating for the system was equal for both groups 
(Students: 70, Teacher: 66), although they had different tasks, according to their role. 
The average difficulty of the self-assessment after each of the main tasks was similar 
(Students: 11.8, Teacher: 12 on a 25 point scale, whereby 25 is the highest difficulty). 
The SUS rating of the system can be considered as "usable". As there were two dif-
ferent groups with different tasks, it provides the feedback that most parts of system 
are satisfying and usable.  Figure 9 shows a Gaussian distribution for user satisfaction 
is around 70 - 80 %. 
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Fig. 9. Histograms of the SUS questionnaire for both groups 

5.1   Further Observations 

SCL peaks occurred when the user was confronted with problems, e.g. problems with 
uploading, login problems, explorative problems (can't find). Further peaks were 
noted when the users read the task and tried to understand what they had to do. With 
some users there were also peaks for every question in the Mini Task block. The SCL 
during working condition in L1 and L2 was relatively doubled compared to the SCL 
recorded in the relaxation condition K1. 



 Usability Metrics of Time and Stress 183 

5.2   Conclusion 

The modifications of the original NPL Performance Measurement Method provided 
the performance metrics and additional qualitative data on reasons of problems. The 
self-assessment after each task gave insight into task specific user perception of diffi-
culty and arousal. Furthermore, it was shown that the normalized performance and 
subjective inversed difficulty data correlate positive. So far we suppose that a simpli-
fied, more economic version of the NPL PM Method, can also provide data on the 
performance of a system. A further interesting paradigm can be the application of this 
procedure as automated web survey. As the subjective arousal assessment also corre-
lated with the performance data, it will be interesting to analyze how this data relates 
to the recorded biological data and reveal further objectives and approaches to  
biological rapid usability testing. 
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Abstract. The paper describes a model for recommendations in learning scenar-
ios which has been designed from empirical findings following usability and 
accessibility criteria. This model supports course designers in describing rec-
ommendations and presents additional information to the user to explain why 
the recommendation has been provided. A prototype of a recommender system 
based on this model has been integrated in an open source standard-based learn-
ing management system. The main goal of the recommender is to improve the 
learning efficiency. Examples of recommendations defined with this model are 
provided. Moreover, a users’ experience is reported.  

Keywords: Recommendations, eLearning, usability, accessibility. 

1   Introduction 

Recommender systems (RS) can be applied to many areas where users are to be sup-
ported in their decision-making while interacting with large information spaces. They 
support users in finding their way through the possibilities offered in web-based set-
tings by pre-selecting information a user might be interested in. Recommender tech-
nology has traditionally focused on e-commerce activities to select and suggest extra 
potential purchase to users/consumers, trying to ease the information search and the 
decision process. Another area where this support is very much demanded is in the 
eLearning field, where it would be desirable that learners are offered the most appro-
priate activities and resources to achieve their individual learning goals and support 
their needs in the most efficient way. Traditional approaches to computer-based in-
struction have followed a basic strategy to support learning in terms of objectives and 
learning resources, along with assessments focused on the measurement of learners' 
performance [1]. 

Some works have suggested applying recommendation strategies to learning sce-
narios. In this context, RS should help and support both learners and tutors during the 
course execution [2]. Learners should be supported in the performance of the course 
tasks by i) avoiding blockages, ii) improving the performance of the learning process 
by facilitating the most appropriate course contents and learning paths adapted to the 
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learner’s needs, and iii) promoting collaboration among peers. Tutors should be sup-
ported i) in the design of ad-hoc recommendations that can be delivered to the learner 
in the appropriate moment, and ii) in the follow-up of the learners' work by being 
alerted of troublesome situations [3]. 

Learning scenarios share the same objective as recommenders for e-commerce ap-
plications (i.e. helping users to select the most appropriate item from a large informa-
tion pool) but have some particularities that have to be taken into account [4, 5, 3]: 1) 
the requirements (recommendations should be pedagogically guided and not only by 
learners’ preferences, and accessibility barriers should be overcome by considering 
the user preferences and device capabilities), 2) the user predisposition (learners are 
not so motivated to continuously provide explicit ratings for each item they access as 
in e-commerce systems, but in turn they are used to fill in advance information re-
quested by the institution), and 3) the structural context (educational specifications 
allow to situate the learner in the course). Moreover, the approach here is of lower 
granularity. We do not intend to recommend a course from a list of available courses 
regarding the users’ preferences –as done in typical recommending systems, where 
movies or songs are recommended to a user–, but to recommend actions to the learner 
while performing the activities designed for a given course. 

From our experience in aLFanet project (IST-2001-33288), we came to the conclusion 
that eLearning scenarios should combine design and runtime adaptations to better support 
users in the full life cycle of the learning process [6]. Following these ideas, we have 
designed a model to manage recommendations at design time to support the runtime 
operation. In this way, modeling at design time provides the needed scaffolding to offer 
recommendations that take into account and dynamic support required for each user.  

This model allows defining different types of recommendations, which are avail-
able actions in a learning management system (LMS) to be done by learners and tu-
tors. To apply them, different types of conditions are defined at design time, which 
are later computed at runtime against the current context (user, course and device). 
Although this model has been designed based on the requirements of learning scenar-
ios –no matter the pedagogy applied– the ideas presented in this model can be reused 
in other domains.  

In this paper, first we describe the model, present how usability and accessibility 
criteria have been considered in the user interface and comment on the sources for the 
data gathering. Next we present some types of recommendations that can be provided 
by typical LMS and show examples of recommendations defined with that model. A 
prototype of the system has been integrated in an open source standard-based LMS 
called dotLRN, which is presented in section 4. Afterwards, we describe the results of 
an experience with users, where learners and tutors were given a subset of recom-
mendations in a course run in dotLRN platform and asked for their feedback. Finally, 
we comment on some pedagogical aspects of our approach and end-up with some 
concluding remarks and future works. 

2   The Recommendations Model 

Works in lifelong learning scenarios show that recommendations in them should be 
based “on most relevant information about the individual learner and the available 
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activity, history information about similar learners and activities (learning path), 
guided by educational rules and learning strategies, aimed at the acquisition of learn-
ing goals” [5]. Moreover, other works show that accessibility requirements and device 
capabilities have also to be taken into account [7].  

To support the definition of recommendations, we have worked out a model where 
a set of elements have to be defined to facilitate the runtime process. This model has 
been defined based on empirical findings and covers the following objectives: 1) 
supporting the course designer in describing recommendations in learning inclusive 
scenarios, 2) presenting additional information to the user to explain why the recom-
mendation has been offered, and 3) requesting explicit feedback from the user when 
she has shown interest in the recommendation process to improve the recommender 
[3]. The followed methodology includes brainstorming sessions with psycho-
pedagogical experts and evaluation experiences with end-uses, as the one reported in 
section 5.  

2.1   Elements of the Model 

The elements proposed for the model are: the categories, the techniques, the origin, 
the explanation, the timeout restrictions and the conditions. The later relates to the 
context information. The interrelations are shown in Fig. 1. 

 

Fig. 1. A model for recommendations in learning scenarios 

The Figure 1 summarizes the modeling options that characterize a recommenda-
tion. A recommendation belongs to one of the eight categories defined and can be 
generated by a single technique –or a combination of– techniques. At design time, the 
course designer selects the category to which the recommendation applies, defines the 
conditions and timeout restrictions and adds an explanation. The structure of the rec-
ommendation can point to the available recommendation types, which are services in 
the LMS. The origin and technique are dependent on the way the recommendations 
are generated. At runtime, the conditions and restrictions are checked against the user 
model and the context at hand. If applicable, the recommendation is offered to the 
user in an explicative, usable and accessible user interface (see below).  
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2.1.1   The Category 
The category element classifies the scope of the recommendations offered. Our ex-
perience shows that depending on the course situation some categories (scopes) of 
recommendations will be more useful than others to help the user carry out her task in 
a more efficient, effective and satisfactory way. In particular, two states have been 
defined. First, the transitory state, when the user is new to the system and the course. 
Second, the permanent state, when the user is used to both platform and course meth-
odology [8]. Furthermore, this information can be used to compare the performance 
of different RS with an ideal behavior by defining the ideal Kiviat figure for each 
situation. We have identified the following eight categories:  

 

• Motivation (Mo): provides messages to motivate the learner when working in the 
course so she does not get frustrated if the results are lower than expected or if she 
requires a lot of time to carry out the given tasks.  

• Learning styles (LS): suggests a way of learning the contents or the appropriate 
alternative content which applies best to the user preferred way of learning.  

• Technical support (TS): provides hints for using the LMS functionalities or the 
browser. 

• Previous knowledge (PK): takes into account what the user already knows, so 
some parts of the course are given more emphasis (if the user has not previous 
knowledge on them). 

• Collaboration (Cl): fosters sharing contributions, communicating with course 
members, given the opinion on the peers work, etc. 

• Interest (In): recommendations focus on those issues that the user has interest. 
• Accessibility (Ac): deals with accessibility issues, such as recommending an alter-

native format that matches the user accessibility preferences. 
• Scrutability (Sc): promotes self-reflection by telling the user what the system 

knows about her. 
 

The above list of possible values for the categories is open to changes if the results 
from evaluations show that there are some overlaps among categories, or missing 
values are identified.  

2.1.2   The Technique 
This element refers to the recommendation technique used to generate the recommen-
dations. According to [5], memory-based recommendation techniques are the most 
appropriate. Following that approach, we propose to combine the most appropriate for 
each situation. We consider the following techniques: 

 

• Matching conditions (MC): selecting suitable recommendations from those defined 
ad-hoc by the professor in terms of conditions that apply to the current context. 

•  User-based collaborative filtering (UbCF): users that rated the same item similarly 
probably have the same taste and thus, can be recommended similar actions. 

•  Item-based collaborative filtering (IbCF): items rated similarly by users are proba-
bly similar, and thus, can be recommended for users who liked related items. 

•  Demographic collaborative filtering (DCF): users with similar attributes are 
matched, and similar actions recommended to them 

•  Ratings-Attributes mix (RAm): positive rated items by learners are recommended 
to similar learners. 
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•  Case-based reasoning (CbR): if a user likes a certain item, she will probably like 
similar items in terms of the attributes they own. 

•  Attribute-based rules (AbR): item attributes are match to the preferences stored in 
the user profile. 

 

In this way, social-based filtering (specially user-based and item-based techniques) 
are combined with information-based filtering. If the former can be applied, learners 
benefit from the experience of others. 

2.1.3   The Origin 
The origin identifies the source that originated the recommendation that has been 
given to the learner. We have defined the following four in order to motivate the 
learner to follow them: 

 

• Preferred (Pf): it matches the user preferences. 
• Popular (Pp): similar users have already found useful that recommendation. 
• Tutor (Tu): the recommendation has been added by the tutor of the course. 
• Course design (CD): the recommendation was specified in the course design. 
 

Evaluations with users may result in new values for the origin element. 

2.1.4   High Level Explanation 
A high-level explanation of the recommendation is given for each recommendation, 
which explains to the user in detail why the recommendation was offered to her. This 
(as many of the above elements) is intended to promote trust in the user, as com-
mented later. 

2.1.5   Timeout Restrictions 
Timeout restrictions to inform about the validity of the recommendation, and can be 
defined by an absolute or relative date, or a certain condition that can take place. 

2.1.6   Applicability Conditions 
Conditions for offering the recommendations define what values should take place for 
a user and her context at runtime to be given the corresponding recommendation. This 
conditions can be specified by identifying the set of values that should take place to 
be given the recommendation (positive conditions) and/or the set of values that should 
not take place to be given the recommendation (negative conditions). These values 
consider the user model attributes and the context. 

Regarding the user information, the following values can be considered: 
 

• A particular user (Us). Usually, recommendations are defined generic to any user 
that matches the required condition, but it may happen that a certain recommenda-
tion is to be given to a particular learner. 

• Similar to another user (SU). Comparison on the user model information among 
the given user and the user using being recommended will be done. 

• The role the user has in that moment (Ro). It can be a member of a community, the 
professor or a learner in a course. 

• Learning styles of the user (LS). The recommendation may be appropriate for users 
with strong values in a particular learning style dimension. 
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• Technology level (TL). Depending on the technology level, a recommendation can 
be suitable for a user or not. 

• Collaboration level (CL). The collaboration level is very relevant in virtual settings 
to assure the knowledge and experiences are interchanged among members. 

• Accessibility preferences (AP). The accessibility preferences are critical in inclu-
sive scenarios and can be considered in relation to the content of the recommenda-
tion or the interactions taken place in the course. 

• Interaction data (ID). It considers the data regarding the interaction style, state and 
actions of the user 

• Knowledge level (KL). It takes into account the knowledge level the user has re-
garding the learning objective (or competence) she is working in the current con-
text. 

• Interest level (IL). It takes into account the interest level the user has regarding the 
learning objective (or competence) she is working in the current context. 

In turn, for the context information, the values are as follows: 

• Platform (Pl). Recommendations are given to the learner when she is using the 
LMS facilities and can be applied when the user is working on a specific environ-
ment with its given resources. It can also take into account actions (i.e. read, write, 
create, etc.) done on objects (e.g. forum message, file, course assessment, learning 
object, etc.) of the LMS.  

• Device capabilities (DC). Some recommendations may be or not suitable depend-
ing on the capabilities of the device being used. 

• Instructional design (ID). Provides the situation the user is in the course, especially, 
the learning objective (or competence) being addressed in the current activity.  

When designing a recommendation, not all the above properties should be filled in, 
only those that should be checked at runtime. 

2.2   The User Interface 

As in any RS, a critical issue is how to present recommendations to the user. A sensi-
ble approach is to offer a subset with the most relevant recommendations for the user, 
which she has the freedom to follow or not. The information shown for the recom-
mendations and the way it is presented in the user interface can influence the attitude 
of the user towards the system. Providing an explanation on how the recommendation 
has been produced increase the user trust of the system [9]. 

In this section, first, we discuss the structure defined to present a recommendation 
on the screen. Next, we comment on the usability and accessibility criteria followed. 

2.2.1   Structure of the Recommendation 
The information presented to the user consists in a list of one or more recommenda-
tions. The recommendation list consists of an introductory text for the user (called 
‘greetings’) plus a list of suggestions of actions to do by the user. Each of these sug-
gestions (called ‘recommendation’) is a sentence (‘content’) describing the suggested 
action to do by the user, where a part of the sentence may be defined as a hyperlink 
(or more commonly called, ‘link’). Since the link may most of the times be within the 
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suggestion sentence, this (the content) will be divided into two parts, separated by a 
placeholder which is placed where the link should go. In more detail: 

• The content: the sentence that is shown to the user and includes the link (which is 
placed instead of a placeholder). 

• The text: the text shown on the link 
• The title: the title attribute of the link 
• The pointer: the URI that opens the link, it can be a URL or an object identifier 

from the LMS, depending on the type. 
• The type: it can be internal to the LMS (if the pointer is an object identifier from 

the LMS) or external (if points to a URL, both from inside or outside the LMS). 

The Figure 2 (in section 4) shows how the graphical user interface of the recommend-
ing system looks like for four recommendations. 

2.2.2   Usability Criteria 
Usability relates to the clarity with which the interactions with the RS are designed in 
order to make it easy and intuitive to use. Studies have shown that in order to evaluate 
a RS, the user satisfaction is as important as the results obtained from accuracy met-
rics [10]. Providing good explanations can increase the user’s trust on the system’s 
recommendations. In the learning scenario, if the user follows the recommendations 
(and assuming that they are appropriate) it should be quicker and easier to achieve her 
learning goals. Therefore, providing good explanations on why recommendations 
have been provided to the user can improve the user satisfaction, and thus, the quality 
of the system.  

Adapting [11] to the particularities of learning inclusive scenarios, we have de-
signed the user interface to cope with the following aims:  

• Transparency: explaining how the system works, that is, why the recommendation 
have been given to the user. To achieve this, we offer a link to the user profile (see 
Fig. 2 in section 4) and have created an explanation page (see Fig. 3 in section 4). 

• Scrutability: allowing users to tell the system that it is wrong. This functionality is 
available from the explanation page (see Fig. 3 in section 4). 

• Trust: increasing users’ confidence in the responses given. For this reason, we try 
to offer good explanations for the recommendations given (to allow the user under-
stand the system behavior when the system offers a wrong recommendation). 

• Effectiveness: helping users achieve the learning goals. To achieve this, recom-
mendations are given to make the user achieve the learning goals. 

• Efficiency: helping users achieve the learning goals faster or with fewer resources. 
In this respect, recommendations are given to make the user achieve the learning 
goals in a quicker and easier manner. 

• Persuasiveness: convincing users to follow the recommendations and do the ac-
tions suggested. For this reason, icons are added to identify the origin of the rec-
ommendation, so the user can select the preferred one. 

• Satisfaction: increasing the ease of usability when interacting with the recom-
mender. In this sense, recommendations appear when they are relevant for the con-
text. 
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For usability reasons, the number of recommendations to be provided has also been 
limited. The number will depend on the device capabilities and the user accessibility 
preferences (such as the screen size and the font size). In any case, the user is given 
the option to get the full list of available recommendations. Moreover, she can also 
access to all the recommendation that has followed. 

2.2.3   Accessibility 
Accessibility deals with designing user interfaces that are flexible to meet different 
user needs, preferences, and situations. This flexibility makes possible for people with 
disabilities perceive, understand, navigate, and interact with the Web, but also bene-
fits people without disabilities in certain situations, such as people using a slow Inter-
net connection or driving a car, people with temporary disabilities such as a broken 
arm, and people with changing abilities due to aging. 

Regarding accessibility, the user interface is compliant with the accessibility guide-
lines from the W3C Web Accessibility Initiative [12]. To support those guidelines the 
structural information of the recommendation asks for a title description in the link to 
clearly identify the target of each link (checkpoint 1.3 1 from the Web Content Acces-
sible Guidelines 1.0). Moreover, the icons presented in the user interface to make eas-
ier to understand the reasons for the recommendation are described with an alternative 
text (checkpoint 1.1). Header elements have also been used to convey document struc-
ture (checkpoint 3.5) and the lists structure to present the recommendation has been 
properly marked-up (checkpoint 3.6). The language used has also been written clearly, 
to facilitate the understanding by deaf from birth and cognitive disabled users.  

However, the accessibility level does not depend only on the output from the RS, 
but also on the way the LMS presents the HTML elements.  

2.3   Data Gathering 

The data managed by the model is obtained from different sources and at different 
phases. At design time, the recommendations can be defined in terms of the category, 
the explanation, the origin, the applicability conditions and the time out restrictions. 
This information can be filled in by the course administrator via a administration 
graphical user interface or automatically by intelligent agents that apply some rec-
ommendation strategies [7].  

At runtime, the user features of the user at hand are obtained from the user model 
and data from interactions (active and passive) can be obtained from the tracker com-
ponent of the LMS. 

3   Recommendations 

Recommendations refer to the different actions that can be recommended, which are 
available functionalities in the LMS. Currently the system is configured to provide 
certain types of recommendations (but it can be easily extended for new ones, pro-
vided that the proper information is defined). First, we present the type of recommen-
dations available. Next, we present a table of some recommendations defined follow-
ing the model. 
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3.1   Types of Recommendations Available 

The following recommendations are configured in the system: 
 

• Learning styles (LS): points to the learning style inventory package to compute the 
learning styles of the user. 

• Help (Hl): points to the general help page of the platform or to any of its subsec-
tions that is relevant to the current user context (contextual help) 

• Post message (PM): points to a particular message of the forum and tells the user to 
provide a response to it. 

• Read message (RM): points to a particular message of the forum and tells the user 
to read it. 

• Upload link (UL): points to a particular folder in the file storage and tells the user 
to create a link there. The link can be internal to the platform or a external URL. 

• Upload file (UF): points to a particular folder in the file storage and tells the user to 
upload a file to it. 

• Read file (RF): points to a particular file and tells the user to read it. 
• Read FAQ (RQ): points to a section in the FAQ and tells the user to read it. 
• Fill assessment (FA): points to a particular assessment and tells the user to fill it in. 
• Post a message in a blog (PB): points to a blog and tells the user to write a post. 
• Comment a blog message (CB): points to a message of a blog and tells the user to 

comment it. 
• Participate in chat (PC): points to a chat room and tells the user to participate. 
• Make rating (MR): suggest to explicitly rate some elements of the environment, 

(the pointer will be to the object to be rated, e.g. a file), the collaboration level of a 
user, the difficulty level of an activity, the relevance of an activity, etc. 

• Make comment (MC): suggest to comment a platform object, including items from 
the instructional design (the pointer will be to the object to be rated, e.g. a file) 

• Read comment (RC): suggest to read the comment done on an object by a user. 
• Read external link (RE): points to an external URL and tells the user to read it 
• Enter a course (EC): points to a course space and tells the user to enter. 
• Do activity (DA): points to an activity and tells the user to do it. 
• Read resource (RR): points to a  resource and tells the user to read it. 
• Work on objective (WO): suggests focusing the work on a particular learning ob-

jective (or competence), whose description is given in the link. 
• Online classmates (OC): shows the users from the same course currently connected 

and recommends a synchronous communication. 
• See user model (SU): suggests seeing information inferred about the user from her 

interactions in the system. 
• See user statistics (SS): suggest to see the statistics of the user in the system (or 

another user –learner– in the case of the professor) 
• Alert deadlines (AD): reminds a close deadline and points to the corresponding 

instructions. 
• Accessibility features (AF): provides advice on using the accessibility features of 

the browser and the platform. 
• Follow-up user (FU): suggests following the contributions done by one of the learners. 
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• Plain text (PT): shows plain text to the user, there is no link. Mainly to be used to 
offer motivational messages. 

 

New types of recommendations can be easily added to the system, provided that the 
corresponding functionality is available in the LMS. In order to manage this, we have 
proposed an administration user interface that is currently being implemented. 

3.2   Instances of Recommendations 

To validate the model, we have compiled instances of recommendations from instruc-
tional design experts and mapped them into the model proposed. Some of the samples 
gathered are mapped in the following table. The technique used and the origin will be 
assigned at runtime, when the recommendations are produced.  

Table 1. Description of recommendations according to the model (acronyms are defined in the 
corresponding sections) 

Conditions (*)  

Recommendations T
yp

e 

C
at

. 

User Context 

 

TO  restrictions O
ri

g.
 

if Learner.inPlatform_tool=X & 
Learner.technology_level=low      
link to help.toolX 

Hl TS +ID(low number of 
sessions), +TL(low) 

+Pl(action on tool X) Until clicked OR up 
to 5 sessions 

Pp 

if Learner.averageTimePerSession = 
low  “Sure you have sometime 
today to stay a bit longer in course!” 

PT Mo +ID(low average time 
per session) 

+ID(activity.difficulty
Level=high) 

Average time per 
session increases 20% 

Tu 

if Learner.LearningStyle=global   
Show first the contents table 

RR LS +LS(global) +Pl(course space) 
+ID(course) 

Table content seen CD 

if Learner.knowledge_level=low  
Give additional material 

RR PK +KL(low in objective) +Pl(course space) 
+ID(course) 

Resources accessed 
OR knowledge_level 
increased 

CD 

if Learner.PreferredFormat=auditive 
 course presentation in audio 

RR Ac +AF(format auditive) +Pl(course space) 
+ID(resource has 
alternative) 

Resource accessed Pf 

if LearnerA.user_model ~ 
LearnerB.user_model  tell 
LearnerA to evaluate 
LearnerB.contributions 

MR Cl +SU (user B)  Ratings done by 
learner A 

Pp 

if LearnerA.rating.inObject1=0 & 
LearnerB.rating.inObject1=5   tell 
Learner.A & LeanerB to justify 
rating in thread 

PM Cl  +UserA.Pl(low rating 
in object1) 
+UserA.ID(courseA) 
AND   
+UserB.Pl(high rating 
in object1) 
+UserB.ID(courseA) 

Message posted Pp 

if 
Learner.interest.objectiveA=high  
give items on objectiveA 

WO In +IL(high in objectiveA) +Pl (course space) 
+ID(courseA) 

Next activity avail-
able 

Pf 

if Learner.participation=high       
Show user model 

SU Sc +ID(high participation) -Pl(user model 
accessed) 

User model seen Pp 

if Tutor inCourse.A  follow-up 
learners low interactive level in 
courseA 

FU TS +Ro(tutor) +Pl (course space) 
+ID(courseA) 

Clicked on learner 
info 

CD 

(*) A “+” means a positive condition on that feature; a “-“ means a negative condition on that feature (see section 2.1.6). 
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For instance, the first recommendation from the table will show the help page of 
the forum tool to the current user in the LMS if she has used the system less than five 
times, her technology level is low and she has not read the forum help yet. 

4   Integration in dotLRN Learning Management System 

Current developments have focused on providing the infrastructure for the RS to 
allow offering recommendations in the LMS user interface. In particular, an open 
source infrastructure for open standard-based LMS has been implemented to enrich 
LMS functionality with a dynamic support based on users’ interactions. This initial 
prototype has been integrated in dotLRN [13]. The following snapshots present the 
user interface of the recommending system.  

 

Fig. 2. Snapshot of a recommendation presented in the LMS 

The icons from Fig. 2 represent the origin of the recommendation and are used to 
entice the user to follow the recommendations. Thus, depending on her profile and 
experience, she may be more confident to follow recommendations either useful for 
similar learners or those provided by the tutor. 

The page with the explanation of the recommendations (Fig. 3) intends to get ex-
plicit feedback from the user (so the users can tell the system if it is wrong). If the 
user has clicked for getting more details on the recommendation, we can assume that 
she can find reasonable to be asked for her opinion. Therefore, she is presented with 
two links to close the page, one for the case that she has found useful the recommen-
dation, and the other one for the opposite case. There is another link to provide more 
detailed feedback. It was found that users are ready to provide more input to the sys-
tem in order to receive more relevant recommendations [9]. 

To avoid to overly clutter the interface and overwhelm the user with information, 
the number of recommendations has been limited, but the user is given the opportu-
nity to access all the recommendation that were followed in the past as well as the 
 



196 O.C. Santos and J.G. Boticario 

 

 

Fig. 3. Explanation for the Recommendation #2 

whole list of recommendations available. Giving access to the user profile and the 
explanation for the recommendation offers transparency on the recommender output 
and system logic and therefore participate in increasing trust [9]. 

5   The Users’ Experience 

At this point, we describe the results of an experience ran during a course on Accessi-
bility and Information and Communication Technologies, organized by aDeNu re-
search group in July 2008 as part of the UNED offer of summer courses1. The focus 
of the experience was not put on whether the users found useful the recommendations 
given, but if the way recommendations were defined and presented to the users was 
useful and understandable for them. The set of recommendations offered was relevant 
to show the users how the recommending system would behave, and that this  
behavior would differ for each user, depending on each user’s individual needs and 
preferences. 

Fourteen users took part in the experience, although only nine of them reported 
valid results. One of them was visual impaired and another one was physically im-
paired. The other seven had no declared disability, but had worked with disabled users 
and were aware of their difficulties when using web-based environments. 

The users were given a subset of recommendations (from those types described in 
section 3.1) and asked for their feedback. After an hour using the system, they were 
given a questionnaire. This questionnaire addresses functionality, usability and acces-
sibility issues of the recommending system. Now we comment on the most relevant 
questions.   

Most of the students considered that having a RS integrated in the LMS is very 
useful. 

                                                           
1 Session on 'Future perspectives: towards a University fully accessible. Experiences in research 

projects of UNED (II)': http://apliweb.uned.es/cverano/cursos.asp?idcurso=126.    
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Fig. 4. Opinion of the RS by the users 

Users were presented a list of recommendations (see below) to select the types they 
would prefer. From that list, seven types of recommendations were selected by more 
than half of the students: 1) “Fill in a learning styles questionnaire, so the system can 
be adapted to me”, 2) “Read some section of the help, if there is a service in the plat-
form that I don’t know”, 3) “Get alerts on deadlines to hand in an activity”, 4) “Read 
a message in the forum that has information that may be relevant to me”, 5) “Students 
that are on line, to set up an asynchronous connection”, 6) “Advice to take advantage 
of the accessibility features of the platform and the browser” and 7) “Read a file up-
loaded by the professor or a classmate”. 

In turn, there were three recommendations that were selected by less than a quarter 
of the students: 1) “Rate some contribution done by a learner”, 2) “Fill in a self-
assessment questionnaire” and 3) “Access an external link of the platform”. 

 

Fig. 5. Preferred recommendation types for the users 

The recommendations offered in the experience were not computed by the recom-
mending system itself, but defined ad-hoc for the experience (applying recommenda-
tion strategies to compute them is an on-going development work). However, we 
were interested in getting their feedback on which types of recommendations they 
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would expect more likely, in order to guide our development efforts. The list of rec-
ommendations given to the users to rate for relevance is the following: 

• Rec 1: None (I decide what to do) 
• Rec 2 : Fill in a learning styles questionnaire, so the system can be adapted to me 
• Rec 3: Read some section of the help, if there is a service in the platform that I 

don't know 
• Rec 4: Put a message on the forum to ask or share information about the learning 

objective I am working on the course 
• Rec 5: Read a message in the forum that has information that may be relevant to 

me 
• Rec 6: Upload a file with my contributions, that can be useful for others (e.g. the 

professor to evaluate it) 
• Rec 7: Upload a link that can be useful to my classmates 
• Rec 8: Read a file uploaded by the professor or a classmate 
• Rec 9: Read a section of the FAQ 
• Rec 10: Fill in a self-assessement questionnaire 
• Rec 11: Rate some contribution done by a learner 
• Rec 12: Make a comment to some contribution 
• Rec 13: Read some comment of a classmate 
• Rec 14: Access an external link of the platform 
• Rec 15: Carry out some particular task from the course design 
• Rec 16: Read a specific material from the course design 
• Rec 17: Work on a specific learning objective of the course 
• Rec 18: Students that are on line, to set up an asynchronous connection 
• Rec 19: Access my user model, to see what the system knows about me 
• Rec 20: See usage statistics from the platform 
• Rec 21: Get alerts on deadlines to hand in an activity 
• Rec 22: Advice to take advantage of the accessibility features of the platform and 

the browser 
• Rec 23: Messages without any action (e.g. motivational messages) 
• Rec 24: Follow-up of a classmate contributions 
• Rec 25: Other 

Results showed that the learning style information is considered critical, and they 
agree to fill in a learning style questionnaire in order to have the system adapted to it. 
Since the recommender is applied to a course, and courses are established by mile-
stone actions that users have to accomplish, learners liked very much the idea of  
getting reminders of activities deadlines. Being aware of information added to the 
platform is also relevant for them (messages or files uploaded). They are also willing 
to establish synchronous contact with on-line classmates. Advice to take advantage of 
the accessibility features of the platform and the browser is also welcome. However, 
they gave less importance to evaluating other learners’ contributions and being rec-
ommended to fill in assessments. Both are quite relevant to get feedback from the user 
to improve and evaluate the performance of the RS, since it provides very useful in-
formation, especially to check the validity of a property learnt by the system from the 
users’ actions (which the system considers as implicit ratings). However, this has to 
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be pedagogically driven (e.g., the learning design considers useful to let the learner 
assess a particular learning activity when she performs badly) since the RS follows a 
non-intrusive policy. Our view is that users did not like this type of recommendations 
thinking on being intrusively asked for feedback. Finally, accessing external links is 
not considered very relevant, either. 

With respect to usability, a majority agreed that icons were clear. However, it has 
to be noticed that 20% of them had not paid attention to them. 

 

Fig. 6. Opinion about the icons in the user interface 

They were also asked what kind of information they would like to receive about 
the recommendation. The four information sets given was found relevant for the ma-
jority of users. Especially, the high level explanation of the recommendation. 

 

Fig. 7. Information to be given about the recommendations 

Students were asked for their preferred category, among those defined. The most 
relevant for them was learning styles, which is consistent with the fact that being 
recommended to fill in the learning styles questionnaires to obtain more adapted rec-
ommendations was the most relevant for them. The collaboration category is selected 
as the less relevant. This is also consistent with the fact that not many of the recom-
mendation types associated to collaboration had been highly selected. 
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Fig. 8. Preferred categories for the students 

Finally, users were asked if they had found any accessibility problem during the 
experiment. None of them reported any. 

6   Pedagogical Considerations 

In the previous sections we have presented a model to design recommendations for 
inclusive learning scenarios. The recommendations cover different scopes (categories) 
and our more than nine years in teaching on-line courses (and mainly teaching in-
structors how to teach on-line courses) has shown us that different support is required 
in the different situations of the course. Moreover, a good design done in advance –
which prepares the hooks for the dynamic adaptations– improves the quality of the 
learning experience [6]. 

From a small scale experiment, we have detected that those recommendations 
based on the users’ learning styles are highly relevant for them. Literature shows that 
there may be a direct relationship between learning styles and cognitive traits [14]. 
Based on that we could extend our recommendations model to cover cognitive traits 
such as working memory capacity, inductive reasoning ability and associative learn-
ing skills from the Cognitive Trait Model [15], as well as related information (field-
dependency and thinking style). However, the modeling granularity and the  
corresponding recommendations should be manageable from the designer viewpoint. 

Another issue to consider with respect to the recommendation model is how to deal 
with dynamic media. Recent studies show that dynamic media can support learning 
when limited cognitive resources, cognitive load and learners’ mental representations 
are taken into account during the design and development of learning material. By 
managing recommendations, dynamic media can be tuned to the learners’ experience, 
expertise and previous knowledge [16]. 

The design process for a recommendation should consider similar steps to those 
defined to develop a reusable, platform independent, objective based and adaptive 
course: 1) creation of the course material, 2) annotation with metadata, 3) define the 
instructional design to be applied guided by learning objectives, and 4) build the 
adaptive scenario that consider the runtime environment and allow delivering  
the adaptations to the individual learner needs [17]. 
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Studies show that the key for designing interfaces for eLearning inclusive settings 
is the concept of ‘ease of use’, which requires the focus on the end users to address 
usability aspects [18]. This keeps with the methodology followed in our experiments, 
which is user-oriented and involves users in the very early stages of the design and 
development process, the so-called constructive technology assessment [19]. 

Cultural factors also influence the look and feel of interactive systems and every 
single individual develops a specific culture in terms of characteristics, behaviors, 
attitudes and values that affect all levels of human computer interaction (surface, 
functionality and interaction) [20]. If a system knows the cultural preferences of the 
end-user, it can adapt to them to reduce the mental workload, prevent mental distress 
and increase expected conformity [16].  

7   Concluding Remarks  

A RS in a learning inclusive scenario should provide the LMS with a set of recom-
mendations personalized for the current user (learner or tutor) and context (i.e. the 
situation in the course –learning objective been worked– and the capabilities of the 
device used) to help the user select the most appropriate task in order to improve her 
learning efficiency. Thus, they require a particularized approach from those applied to 
e-commerce services.  

We have developed a model of recommendations that considers the type of rec-
ommendations, the technique used, the origin that produced the recommendation, the 
category that the recommendation belongs to, the conditions that should take place at 
runtime to offer the recommendation, the timeout restrictions and a high-level expla-
nation for the user justifying why the recommendation was produced.  

Recommendations have been modeled according to evaluations with experts and 
users and are intended to facilitate the dynamic and inclusive support to learners dur-
ing course execution. This model has been designed to i) support the course designer 
in describing recommendations in learning inclusive scenarios, ii) present additional 
information to the user to explain why the recommendation has been offered, and iii) 
request explicit feedback from the user when she has shown interest in the recom-
mendation process to improve the recommender. 

We have developed a user interface to present the recommendations in the LMS, 
which has been designed to be accessible, usable and explicative. In this sense, we 
have defined two levels of information given to the user. The first level is the infor-
mation shown in Fig. 2. The user is given the list of recommendations and she can 
directly follow any of them. However, if the user would like to know more about the 
recommendation process, she is provided with more links where details are given. If 
she clicks in any of them, she is explicitly showing some interest on the recommenda-
tion process, and thus, it may be likely that she is receptive to give us explicit feed-
back on the recommendation process. For this reason, in the explanation window (Fig. 
3) we explicitly ask her for feedback that is very helpful to improve the performance 
of the learning system.  
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A prototype has been tested with fourteen students from a summer course at our 
university. The number of users that have participated in the evaluations is small since 
the required developments are still on-going and not yet ready to carry out large scale 
experiments, so the results cannot be considered as concluding. But they provide 
valuable feedback that is useful for the next development phases of the system. In 
fact, we are applying an agile development methodology that involves users from the 
early stages of development, allowing changing the direction of the developments if 
outcomes from evaluations are not as expected. We are currently tuning the system 
before facing large-scale evaluations, including all the above issues identified such as 
the pedagogy support and graphical user interface. 

8   Future Works 

Our next step regarding the user interface is to embed the recommendations within the 
LMS services: instead of having all the recommendations clustered together within 
one module (or portlet), recommendations would be spread out and displayed in the 
most relevant locations, specially the modules that structure the learning design of the 
course. The objective is to offer highly contextual recommendations to the user, in a 
way of a contextual help, making them more obvious and relevant and therefore  
hopefully more efficient. Moreover, we have proposed a graphical user interface to 
administer the recommendations model, which is currently under development. This 
interface will be useful to prepare the following experimental settings since it will 
allow non technical instructors manage the recommendations. 

The RS presented here is being integrated with the developments of ADAPTAPlan 
[21] and EU4ALL [22] projects. ADAPTAPlan provides a multi-agent architecture 
that offers adaptation based on three different user characteristics: i) competences, ii) 
learning styles and iii) context. EU4ALL is working on developing an open service 
architecture for accessible lifelong learning that accommodating the diversity of ways 
people interact with technology and the content and services it delivers taking into 
account the individual user needs. Moreover, these developments will be used to run 
experiences in other projects, such as ‘Accessibility for All in digital alphabetization’ 
(PAV-020000-2007-171) where accessible standard-based courses designed follow-
ing the ALPE methodology [23] are offered to reduce the digital gap of all, especially 
people with disabilities and elderly people. 

Another field to explore is to best adapt the RS to the new evolution of LMS, in-
spired from the Web2.0 trend, which leads toward more user collaboration, social 
interactions and user generated content. The flexibility required to address this devel-
opments is available through the use of web services technology.  

In the meantime, we are also working on the prototype, to implement the recom-
mendation techniques proposed in the model and facilitate the automation of data 
gathering to be able to run experiments with a larger number of users. 

To increase coverage results additional evaluations will take place during the Fall 
term in several courses at the Computer Science School and under the program for 
ongoing education at our University. 
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Abstract. Dynamic traffic displays are continuously replacing solid traffic 
signs [cf. e.g. 1]. Besides their obvious benefits, dynamic traffic signs may 
cause many potential problems, which are to be considered in the design and 
implementation of new signs. A project is presented by describing the basic 
considerations and methods applied in the development of a dynamic traffic 
display which was designed with the goal to optimally present information to 
traffic participants and support a behavioral change. The steps performed within 
the development process of design alternatives are presented as well as the dif-
ferent usability engineering methods applied in a web survey and an exploratory 
study in order to evaluate the design alternatives.  

Keywords: Usability engineering methods, conceptual design, lab based 
evaluation. 

1   Introduction 

Traffic signs have a strong influence on our daily life. In the last years solid signs 
with static information are more and more replaced by dynamic displays which pre-
sent changing information related to the actual context. Altough dynamic traffic dis-
plays like VMS (variable message signs) have their obvious benefits such as higher 
actuality of information and flexibility they also bear a lot of potential problems. 
Whereas solid signs have to be designed based on clear legislative regulations the 
majority of which is internationally standardized, it is difficult to apply these regula-
tions to the design of dynamic displays. The reasons of this are multidimensional, e.g. 
related to the constraints of display technology (brightness, contrast) or perceptual 
aspects (e.g. the possibility of dazzling). Because of these constraints signs on dy-
namic displays are, in general, implemented in inverse color mode (bright 
text/graphics on dark background) which differs from the typical design of solid road 
signs (dark text/graphics on bright background). Another potential problem could be 
that, depending on the context, dynamic displays provide the possibility (which is 
frequently exploited) to use them for other purposes than pure traffic information, e.g. 
for advertising upcoming events (e.g. shown in Figure 4).  
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This could lead to the problem that traffic participants ignore signs which are too 
similar to advertisements. In this paper we present a project the central task of which 
has been to control and manage the flow of traffic within and around a city which 
suffers from frequent traffic jams. The project was lead by the traffic department of 
the provincial government. The project partner responsible for technical issues was 
the Austrian motorway and expressway operator ASFINAG. The technology em-
ployed was based on number plate recognition and estimation of transit time.  

The work package of our research group presented in this paper was to develop the 
design of a dynamic display that should optimally inform drivers on the current traffic 
situation and motivate them to choose an alternative route over the by-pass (a divided 
highway around the city) rather than using the (apparently) shorter route through the 
city center which in fact, due to traffic congestion, was more time consuming. 

What made the project interesting but also a big challenge was, that due to a tight 
schedule and limited budget a fast and effective application of usability engineering 
methods has been of crucial importance. Based on the results we gained, we think that 
this goal could be achieved to a certain degree. 

The paper is structured as follows. After a short review on related work in different 
scientific disciplines in Section 2, the methods we used to reveal the best possible 
results for the project are described in Section 3. In Section 4, the results we gained 
are presented, followed by a critical discussion on the lessons learned in the project. 

2   Related Work 

In the beginning of the project, a research on pertinent literature in different disci-
plines relevant for the project has been performed. The research areas we considered 
relevant were cognitive psychology, semiotics, information visualization, icon design, 
and display technology. The main focus, however, was laid on different aspects of 
human-computer-interaction, especially with respect to the usability engineering life-
cycle and the applicability of different usability engineering methods (cf. e.g. [2, 3]).  

Traffic research has a long history, and standardization of traffic signs has been an 
issue for about hundred years, cf. e.g. [4]. From the classical theories and concepts in 
psychology (memory and attention, cf. e.g. [5, 6]) it is well known that the capabili-
ties of human information processing are quite limited especially when several tasks 
have to be performed simultaneously [7]. Driving a car is a typical situation where 
this is necessary. The quantity and quality of information presented in traffic must 
therefore meet certain requirements. Another well known fact of importance for the 
project is the form in which information is presented. Pictorial information is proc-
essed more effectively (cf. e.g. [8]) than textual information, but pictorial information 
is, in general, more ambiguous than its textual equivalent.  

On the basis of results from different disciplines, researchers have formulated crite-
ria traffic signs should fulfill. According to Dewar, traffic signs have to be easily 
detectable, attract attention, be legible (even in short exposure or from a greater dis-
tance), and must be easily understood [9].  

Each aspect mentioned could bear problems, e.g. a sign should draw attention but 
not distract the driver’s attention from the road [10, 11]. Several studies [9, 12, 13] 
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revealed the problem that knowledge about the design (shape and color code) and 
meaning of traffic signs is quite low, in some studies only 50% of signs were named 
and described correctly.  Factors influencing the recognition of traffic signs could be   
e.g. related to cultural issues [14, 15] or the age of traffic participants [16, 17]. A 
problem that adds to the difficulty is that advertisements are intentionally designed 
similar to traffic signs to attract drivers attention [18].  

Many interesting insights can be gained from disciplines like information visuali-
zation (cf. e.g. [19]), but the standardization of traffic signs limits the degrees of free-
dom in designing new signs.  However, as mentioned, when designing a sign based on 
standards one cannot be sure that all “consumers” understand the information. A pos-
sible solution for that problem can be taken from iconography. In addition to the 
above mentioned criteria a traffic sign should meet, the dimensions guessibility, 
learnability, and experienced user performance proposed by Moyes and Jordan [20] 
could be adopted for the design of traffic signs.  

Another important aspect is related to display technology. The device chosen for 
the final implementation was a LED display which provides a resolution of 
2048*1536 Pixels. Therefore space for displaying information was rather limited. 
Thus, we also considered alternative display techniques like RSVP (rapid serial visual 
presentation). However, as mentioned above, drivers have limited attention and in-
formation processing capabilities and phenomena like change blindness could also 
occur in traffic situations [21, 22]. Additionally, De Waard et al. could show that 
electronic road signs are rated worse than real signs in the dimensions clearness, legi-
bility, good/bad, and pleasantness [23]. 

Besides the consideration of aspects relevant for the content of the traffic sign to be 
designed another important issue for the project has been to select the appropriate set 
of methods for the user (i.e., driver) based evaluation of the designs.  

Dynamic traffic signs are a kind of ubiquitous computing system the evaluation of 
which is difficult. Based on the categorization of Preece et al., a differentiation be-
tween quick & dirty, lab based and field based evaluations can be made [24]. The 
selection of the right evaluation method is a challenge especially for systems which 
go beyond the classical user / desktop-computer interaction, or as Streitz et al. formu-
late it – “systems operating more or less as an element of the fabric of the environ-
ment around us” [25]. An overview of traffic signs evaluation methods is given by 
Martens [26]. Methods that are frequently applied are eye-tracking, thinking aloud or 
retrospective recognition of signs.  

3   Methods 

3.1   Conceptual Design 

Based on the outcome of the literature research, four dimensions have been chosen  
which served as a basis for categorizing design alternatives to be drafted for further 
evaluation. The dimensions enumerated below are a result of a concept meeting car-
ried out by the team members and were identified as the most relevant in the project´s 
context.  
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• Emotionality: 
To what degree does the design include emotional aspects, e.g feeling guilty 
about ones contribution to pollution  (caused by congested traffic). 

• Complexity: 
How many elements or combinations of elements does the design include. 

• Information Content: 
       How much information is presented in the design. 
• Familiarity: 

Can the design as a whole or in parts be recognized based on experience. 
 

Whereas some of the dimensions could be operationalized quite easily, we were 
aware of the problems that it is quite difficult to consider a dimension like “emotion-
ality”, however, emotional aspects play an important role in road information (cf. e.g. 
[27]). Therefore we designed our signs on the basis of examples of emotional signs 
we collected in the first phase of the project. Other dimensions like attraction of atten-
tion, readability, guessability discussed above were planned to be evaluated within the 
user based evaluations of the project. Due to the mentioned project constraints we 
could not develop one concept for each cell of the resulting four dimensional grid, but 
only a subjectively derived reduced set of alternatives to have a reasonable (non-
exhaustive) variety of design concepts. To give a realistic impression of the look of 
the final display we applied a LED filter on the design mock-ups. Applying this filter 
also helped to see whether a display with the specification mentioned above would be 
at all capable to display the intended designs. With many designs it turned out that we 
had to adapt text parameters like font size, font type, or color as well as graphics. The 
following examples show thumbnails of the designs (with the LED filter applied).  

The first design category was classified as “traffic sign oriented”, characterized by 
a high level of familiarity, high complexity, high information content but low emo-
tionality. Examples of the designs are shown in Figure 1. The second category of 
designs, shown in Figure 2, was called “schedule oriented“ and contained 
information typically displayed on VMS (variable messag e signs1) which are 
frequently used e.g. on airports or on highways  in various countries. The designs are 
characterized by a medium degree of familiarity, high complexity, low emotionality, 
and high information content.  

The third category of signs was called “icon oriented” and based on knowledge 
drawn from iconography. The designs are characterized by medium familiarity, low 
complexity, low emotionality, and medium information content. 

Finally, we designed a category of signs, which we called “emotion oriented” due 
to an assumed higher degree of emotionality, but without the differentiation of basic 
emotions used in different models [c.f. e.g. [28]). This category is divided in two sub-
categories. One sub-category is based on graphical elements the inhabitants of the city 
should be familiar with. One element is a character (Pulcinella, originally from 
Comedia dell´Arte) which is used by the city for advertising purposes, especially for 
cultural events. The other element is the logo of the city. We assumed that these 
characters could be recognized and associated with relevant information. The designs 
intentionally had a high degree of complexity, because – as mentioned – we oriented 
 

 

                                                           
1 Cf. e.g. http://www.dambach.de/fileadmin/be_user/img/els_Diwista_WM.jpg (2008-09-10). 
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Fig. 1. Designs similar to conventional traffic signs. The design “signpost with city center” 
(WMZ) on the left, and “signpost without city center” (WOZ) on the right.2 

 

Fig. 2. Design alternatives of the category “schedule oriented”. On the left the design with text 
(VMT), in the middle with icons (VMI) and on the right with icons and signposts (VMW). 

 

Fig. 3. Design alternatives of the third category “icon oriented”. On the left an alternative with 
additional information on the saved time (“You save 15 minutes / Thank you!”) (UMZ), in the 
middle an alternative with a general hint (“You are faster via the by-pass / Thank you!”), 
(UMT), on the right just the symbol with an icon and “Thank you!” (UOT). 

our concepts on real signs we found in the preparation phase of the project (examples 
are shown in Figure 4). 

The other sub-category was developed based on the idea to generate negative 
emotions which are frequently used in traffic information, as shown in Figure 6. 

 

                                                           
2 For this example and in the following sections, acronyms consisting of capital letters represent 

designs developed within the project described, while acronyms with lower case letters repre-
sent designs taken from other sources. For the sake of ease of handling we kept the original 
German acronyms in this paper, because we used them in all the computations.    
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Fig. 4. Examples of multipurpose road signs with high complexity used for traffic information 
and community information, e.g. city logo with text on the left, information about the european 
soccer championship in the middle and a reminder on immunization on the right.  

 

Fig. 5. Design alternatives of the category “emotion oriented”. On the left a design with Pul-
cinella and a green car (“Faster via by-passA10”) (PMG), in the middle Pulcinella in red 
(“Avoid the city!”) with traffic jam in the background (FAR) and on the right the silhouette of 
the city with logo and traffic jam sign (“Ten minutes faster via by-pass A10!”)(SLW).    

 

Fig. 6. Examples of emotion inducing information on Austrian highways. On the left a cam-
paign against speeding (“survive, reduce speed”), on the right a campaign against drinking and 
driving. 

Concepts like pollution, reduced life quality etc. should be induced. Designs of this 
category were not focusing on the personal benefit (save time) but on altruistic 
aspects (enhance life quality in the city by avoiding to drive through). The emotion-
oriented designs are charaterized by medium familiarity, high complexity, high emo-
tionality, and medium information content.  
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Fig. 7. Designs of the category “emotion-oriented”. On the left and in the middle a buggy in a 
cloud of exhaust fumes, once with additional information on transit times via the by-pass and 
trough the city, once only with a slogan (“Please take the by-pass”)(VMK). On the right the 
picture of an exhaust with a cloud of fumes, with the same slogan. 

3.2   Online Survey 

We were well aware that the signs we designed could contain a high amount of 
subjectivity and the transported message might– although clear for us– not be 
understood by other people. Therfore we conducted an online survey to eliminate 
designs which do not fulfill our requirements.  

The design concepts were evaluated in an online survey where 132 persons partici-
pated (83 of them completed the whole questionnaire). The survey consisted of 20 
items, about half of which were the designs we developed, the second half contained a 
sample of existing road signs and advertisements, some of which are shown in Figure 
8. By using this combination we wanted to simulate a degree of cognitive load which 
is realistic for traffic situations and to have measures for the comparison of our de-
signs with others.  

The signs were presented to the subjects for just 10 seconds each in full screen 
mode.  As mentioned, the survey was carried out to eliminate bad design alternatives. 
 

 

Fig. 8. Selection of designs additionally used in the online survey. From top left to bottom 
right: information bar (irs), closed road (snu), deviation / pedestrians (ufr), road works / devia-
tion (bsu) and advertisement burger/soccer (wbf).  
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Therefore conditions unrealistic for traffic situations, such as focused attention, no 
distraction, long presentation time and singular tasks were accepted.  

After the presentation the sign disappeared and the subjects had to answer  ques-
tions on the design, e.g. to describe the sign they have seen in their own words,  what 
they would do if they saw this sign in reality, how they liked the design and how they 
would rate it on the basis of school grades.    

The results of the online survey are presented in Figures 9 and 10. As can be seen in 
Figure 9, our design UMZ was rated highest, followed by two already existing signs (irs, 
snu) and a group of our designs from the categories “traffic sign oriented” and “schedule 
oriented”. Signs with complex pictorial content such as advertisements and our designs 
of the category “emotion oriented” were rated worse. The sign with the least rating was 
the real sign (bsu, see Figure 8) showing a deviation on a roadwork site.  

 

Fig. 9. Signs and scores given by the subjects of the online survey. Acronyms with capital 
letters (e.g., UMZ) represent designs developed within the project, acronyms with lower case 
letters (e.g.,irs) represent signs taken from existing examples. 

Also of interest are the estimated (subjective) probabilities with which the subject 
would follow the messages on the signs. Here are two of the existing signs rated with 
the highest probability, followed again by the design UMZ and other designs from the 
categories “traffic sign oriented” and “schedule oriented”. The signs with complex 
graphics are again rated worse.   

Based on the findings of the online survey, a representative sample of signs has 
been selected to be integrated into the design of a lab based evaluation.   
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Fig. 10. Signs and subjective probabilities with which the subjects would follow the messages 
on the signs. Acronyms with capital letters (e.g., UMZ) represent designs developed within the 
project, acronyms with lower case letters (e.g.,irs) represent signs taken from existing  
examples.  

3.3   Lab Evaluation 

The major challenge for the final evaluation has been what method (field study or lab 
test) should be applied to get the most out of it. The first possible solution seemed to 
be to make digital printouts of the design alternatives on plates, install them on site 
and drive past them with a number of subjects (say, 12) usually used in such evalua-
tions. The subjects could have worn mobile eye-tracking equipment and could have 
been observed with other equipment like video cameras.  

This option has been withdrawn because of the high effort that would have been 
necessary and the potential danger, that other traffic participants could have been 
distracted by our signs which could perhaps lead to an increased probability of acci-
dents.  

The next possibility which was discussed and tested on site was based on the AR 
Toolkit3. The idea was to produce a solid wooden sign with a marker printed on it, 
whereas the marker is serving as a placeholder on which arbitrary information (differ-
ent design alternatives) can be rendered at runtime. Therefore the marker had to be 
placed on locations which seemed to be suitable places for the final sign and filmed 
with digital video while driving. The toolkit has the capability to extract the marker 
from the video at runtime and to render our design alternatives on it.  

The sign with the marker was crafted and tested on the campus of our university. 
The first results were satisfactory, however, rendering the design alternatives on the 
marker did not have the expected quality in relation to the involved effort.  

                                                           
3 http://www.hitl.washington.edu/artoolkit/ 
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By collecting the video material on the real locations we found that although the 
dimensions of the marker were 1,5m * 1,5m it was too small for the real world envi-
ronment and the toolkit had difficulties in recognizing the marker from a distance.   

Because of these findings we chose a classical lab based design for the evaluation 
with the benefit of having the full observation and recording equipment of our usabil-
ity laboratory. To overcome the technical problems with the ARToolkit we switched 
to a video authoring software with which we could render our design alternatives on 
arbitrary rectangular objects into videos of locations of the city that were recorded in 
a preceding step.  

During the test, the video sequences (3 sequences of about 8 minutes each, pre-
sented in random order) were presented to subjects. Figure 12 shows an example 
scene with one of our designs rendered on a road works sign.  

 

Fig. 11. Marker for ARToolkit positioned in a roundabout as preparation for video recording 

Twelve persons with differences in demographic data (gender, age, driving experi-
ences) were invited and participated in the test by sitting in front of a simulated car 
cockpit, however, without the possibility of interaction (e.g. influencing speed by 
pressing a brake or accelerator pedal).  The subjects were instructed to view the fol-
lowing scenes as if they were in the position of the driver. The scenes were presented 
on a Sony  22” Wide Screen CRT.   

Three different video sequences of about 8 minutes which consisted of different 
driving scenarios in and around the city were presented in alternating order.  Some of 
them were recordings from the city center, containing a higher traffic density, street 
signs, crossings, traffic lights etc.  Other scenes featured country-side or peripheral 
areas of the city with lower traffic and a lower density of signs. In some locations 
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Fig. 12. Traffic scene with the design UOT on the right and a speed limit end sign on the left 

Table 1. Signs and corresponding answers for Video Sequence 1 

Design Present 
in video 
sequence 

Correct 
answers 

Design Present 
in video 
sequence 

Correct 
answers 

 

Yes 11 

 

No 0 

      

 

Yes 6 
 

No 11 

      

 

Yes 0 

 

No 8 

 

(which were identified as realistic positions for the signs) our designs were rendered 
onto other existing signs, advertisements or other rectangular objects in the video.  
The eyegaze of the subjects was recorded for further analysis. 

In between the video sequences, the subjects were asked to answer questions 
whether or not certain signs were in the videos they saw. Moreover (as in the online 
survey) they were asked to describe the meaning of the signs, to rate them on the basis 
of school grades and whether they would follow the hints given on the signs.  
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Table 2. Signs and corresponding answers for Video Sequence 2 

Design Present 
in video 
sequence 

Correct 
answers 

Design Present 
in video 
sequence 

Correct 
answers 

 
Yes 11 

 

Yes 2 

      

 

Yes 5 
 

No 1 

      

 

Yes 4 
 

No 11 

Table 3. Signs and corresponding answers for Video Sequence 3 

Design Present 
in video 
sequence 

Correct 
answers 

Design Present 
in video 
sequence 

Correct 
answers 

 

Yes 7 
 

No 3 

      

 

Yes 2 

 

No 3 

      

 

Yes 0 

 

Yes 0 

The results were similar to the results gained from the online survey. Designs of 
the categories “icon oriented”, “schedule oriented” and “traffic sign oriented” were 
rated higher than the signs form the category “emotion oriented” and advertisements 
which were also rendered into the video sequences. However, the correctness of an-
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swers whether or not a sign was present in a sequence was not significantly different 
between the different categories.    

4   Discussion and Conclusion 

The results revealed by the different evaluation methods show a heterogeneous pic-
ture. Whereas both, the online survey and the lab test, revealed the result that the icon 
oriented signs are subjectively rated best, followed by schedule oriented and traffic 
sign oriented designs, the correct recognition of the signs is not clearly different be-
tween the different design categories. We got a lot of false positives and false nega-
tives, the interpretation of which is quite difficult.  

What could be observed, however, is that the icon oriented signs have been the 
clear (subjective) favorites, because they are unique and can be remembered and  
interpreted accurately. All other design alternatives are commonly used and therefore 
seem not to be suitable to fulfill two kinds of needs, i.e. supporting a long term 
change in the behavior of traffic members who are familiar with the situation (inhabi-
tants of surrounding villages, commuters, or truck drivers) and, because one of the 
biggest economic factors of the region is tourism, to provide a sign which is fast and 
easy to understand even for persons with foreign mother-tongues. The icon shown in 
the figure below was “invented” by ourselves and seems to contain the crucial ele-
ments a sign should have (according to the criteria of [9]).  

 

Fig. 13. Traffic scene with the design UOT on the right 
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Another observation we made was that although we invested a lot of effort in the 
rendering of the signs into the videos, the signs had some salient features which made 
them easier to identify, especially when the subjects had answered the first set of 
questions after the first run. Some of the subjects even developed a special behavior 
because they did not observe the traffic but looked on locations where they expected 
signs. Under real conditions, e.g. in a field study or in a realistic driving simulator this 
behavior would have led to critical situations. In summary, we are quite satisfied with 
the outcome of the project in relation to the effort of about two person months. 

However, a lot of issues were identified which should be considered in future ac-
tivities. The dimensions used for the development of the design alternative are not 
exhaustive. Further analyses are necessary. We used a pragmatic approach to evaluate 
the designs. However, especially within the usability test the subjects knew and felt 
that the situation was not real and they did not have to concentrate on really driving a 
car. One possible solution could be the implementation of a prototype which provides 
a more realistic interaction by the user (eventually based on the API of a gaming con-
sole). This solution would have the benefit of easier implementation, however, proba-
bly containing the same problem regarding realism of the scenario like in the  
approach described in this paper.   

The other solution could be to mount equipment in a car and carry out the evalua-
tion on a private car circuit, where all conditions can be controlled and manipulated 
and the danger of accidents (as discussed in Section 2) is reduced. This approach 
could bare the problem of much higher effort (e.g. programming and configuring a 
dynamic display, preparing mobile equipment). From our actual point of view the 
most important and most interesting activity would be to carry out a comparative 
study of the different approaches discussed, eventually with a baseline setting (e.g. 
two monitors, one with the traffic scene, one with a sign) and compare the outcome in 
relation to the necessary efforts. 
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Abstract. Implementation of adequate conversational structures is a
key issue in developing successful interactive user interfaces. A way of
testing the adequacy of the structures is to prove the correct orienta-
tion of each communicative action towards a preceding action. We refer
to this orientation leading to a certain response as the affordance of the
communicative action. In this paper we present a case study where affor-
dances of implemented conversational structures (including verbal and
graphical elements) in a multimodal medical QA system are identified
applying Conversation Analysis (CA) tools and tested using the Cog-
nitive Walkthrough (CW) method. The CW method was modified to
fit the conversational approach and tested with five expert evaluators.
Results showed that the affordance analysis helps detecting inefficient
constructions leading to disruptions in the dialog flow, spots unneces-
sary functions and provides important insights on systems easy-of-use.

Keywords: Affordances, Conversational Interactions, Multimodal QA
systems, Usability Inspection, Cognitive Walkthrough.

1 Introduction

This paper discusses the design evaluation of a multimodal QA system from the
perspective of the affordance concept.

We claim that many problems associated with natural language based inter-
actions are originated from the lack of deeper understanding of underlying con-
versational structures. Typical Graphical User Interfaces (GUI) use preponderant
visual interaction elements. Therefore, the affordance design focuses mostly on vi-
sual elements, regarding verbal units as simple cognitive support for the graphics.

Multimodal QA systems are a special case of GUIs in which graphical elements
are combined with large text units. The rapport between verbal and graphical
elements is here reversed: the text units are the one supported by graphical el-
ements being the quintessence of the QA interaction. Consequently, we believe
that interaction designers should include more extensive analyses of verbal affor-
dances when designing interactive systems based on conversational structures,
like QA or dialog systems.

Since the concept of affordance has been often subject of intense controversies
in HCI debates once introduced by Donald A. Norman in [1], many researchers
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such as Gaver, Hartson and Noman himself struggled with several definitions
and categorizations in an effort to clarify the concept making it operational for
evaluations. Section 2 comments in details these theoretical considerations. In
section 3 some short examples of practical applications of affordances are pre-
sented followed by section 4, where the affordance concept is integrated in the
framework of the conversational analysis protocols. The case study, including
methodology, short system overview, questionnaire and scenario design are pre-
sented in section 5. The results are largely discussed in section 6. This paper
ends with conclusions containing the result summarization and improvement
suggestions for the QA interface.

2 What Are Affordances?

The concept of affordance was developed by the American psychologist J.J. Gib-
son in [2] and [3] it is a significant part of his ecological theory of direct percep-
tion. Gibson defined the term ”affordance” as latent action possibilities existing
in an environment independent of the individual’s ability to perceive them. These
action possibilities are in relation with the actor’s capabilities of action being
independent of his culture, prior knowledge or expectations. Any substance, any
surface, any layout has some affordances with respect to a certain actor. Accord-
ing to his theory, the action possibilities indicated by affordances are perceived
visually in a direct way that does not require mental information-processing ac-
tivity, i.e. the immediate perception of the environment will inevitably lead to a
certain action.

Gibson’s theory of non-conscious information pick-up was criticized as it fails
to explain how actors assign meaning to what they see deciding whether to
perform an action. Even if the existence of affordances is independent of the
actor’s experience and culture, the ability to perceive such affordances may be
dependent on them. Therefore, the actor may need to learn first to discriminate
the information he gets from the environment in order to perceive it directly
[4]. Although Gibson rejected the involvement of mental activities in the process
of direct perception, he conceded that even for the most ”basic” affordance
perception might need to somehow develop - a clear suggestion that learning
could be involved.

Other criticisms to Gibson’s theory refer to the fact that affordances are de-
fined as being relational but the nature of the relation between actors and envi-
ronment are not further discussed. Even though the theory presents some illus-
trative examples of affordances, it doesn’t provide an analytic way of identifying
affordances[5].

Despite all the criticism, Gibson’s theory of affordance brought radical changes
in the field of perceptual psychology and was successfully adopted as a key
concept in other fields, such as cognitive science, robotics, artificial intelligence,
design etc.

In the HCI field the term ”affordance” was introduced by David A. Norman
in his book ”The Psychology of Everyday Things” [1]. Norman adopted Gibson’s
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concept and used it to address design aspects of artifacts considering technol-
ogy as part of the environment. He defined affordances as physical, ”perceived
and actual properties of the thing, primarily those fundamental properties that
determine just how the thing could possibly be used. [...] Affordances provide
strong clues to the operations of things. Plates are for pushing. Knobs are for
turning. [..]. When affordances are taken advantage of, the user knows what to
do just by looking: no picture, label, or instruction needed” [1].

However, even though Norman borrowed the term from Gibson he disagreed
with his theory about whether the mind processed or simply ”picked up” infor-
mation (see [1], [6] and [7]). Consequently, Norman departs from Gibson’s theory
and considers affordances perceived properties of objects that may or may not
exist. The perception is determined not by the action capabilities of the actor
as Gibson says, but by his mental and perceptual capabilities. Moreover, past
knowledge and experience are tidily coupled with affordances in Norman’s view
[4].

For Norman, the notion of affordance becomes a mixture between actual
(shape, material, color) and perceived properties of the object where the per-
ceived properties are in fact the suggestion of how the object might be used.

The lack of separation between physical properties and perceptual information
about their use created a rather ambiguous definition of affordance and generated
large discussions about the meaning of the term in the HCI community.

A substantial contribution to clarify the concept bringing the Gibsonian think-
ing back in the HCI world was made by the interaction designer William W.
Gaver. Similar to Gibson, Gaver argued that affordances do exist independently
of their perception, being ontologically but not epistemologically relevant. He
defined the affordance concept as the property ” [...] of the environment relevant
for action systems” [8] and proposed a taxonomy where the affordance concept
is separated from the perceptual information available about it.

In Gaver’s framework affordances (aff.) and their perceptual information
(per.inf.) are defined as entities taking binary values such as ”yes” and ”no”.
Their combinations result in four types of affordances called: perceptible, hidden,
false and correct rejection.

a. Perceptible affordances: (aff.: yes, per.inf.: yes) offer a link between perception
and action by signalizing a possible action in a visible way.
b. Hidden affordances: (aff.: yes, per.inf.: no) offer no link between perception and
action; actions are possible but there is no signal acknowledging their existence
(e.g. a hidden door).
c. False affordances: (aff: no, per.inf.: yes) offer a link between perception and a
non-existing action possibility; actions are mistakenly signalized as being possible
(e.g. a door might appear to afford opening, but it won’t afford if it’s locked).
d. Correct rejection: (aff: no, per.inf: yes) refers to the situation where no action
is afforded or signalized (i.e. no affordance).

While conveying the categorization to interaction design field designers should
avoid false and hidden affordances as being a sign of weak design: false
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affordances bring users on a wrong path while hidden affordances waist resources,
as users will probably encounter difficulties on detecting their existence. Instead,
designers should concentrate on making affordances perceptible or creating sit-
uations where the lack of affordance is correctly rejected.

Another attempt to extend and refine Norman’s concept of real and perceived
affordance came from Hartson [9]. Hartson proposed four complementary types of
affordance in the context of interaction design and evaluation: cognitive, physical,
sensory and functional affordance.

Cognitive affordance -corresponding to Norman’s perceived affordance- is as-
sociated with the semantics of the interfaces and refers to design features that
help users knowing something (e.g. the label of a button indicating what will
happen if a user clicks on it).

Physical affordance -corresponding to Norman’s real affordance- is associated
with characteristics concerning the ”operability” of the interface, and refers to
design features that help users to accomplish accurately a physical action in the
interface (e.g. the size of a button that is large enough to allow users to click
on it).

Sensory affordance is related to ”sense-ability” characteristics of the interface
and targets design features that help users perceiving (e.g. seeing, hearing, feel-
ing) something (e.g. the font size of a label). Sensory affordance plays a critical
supporting role to cognitive and physical affordances.

The last category, functional affordance addresses design features that help
users to accomplish work (e.g. the internal system ability to sort numbers invoked
by a user who clicked the ’sort’ button [9]).

There are several other interesting interpretations and formulations of the
affordance concept but due to obvious space limitation we discussed in details
only a few of them that we considered as being the most relevant to our analysis.

3 Practical Dimensions of Affordances

The study of affordance goes beyond theoretical speculation; authors like Vainio
et al. [10] validated the affordance concept as part of an interesting empirical
study. They showed that participants during several tests could identify objects
faster if they were congruent with an observed action prime (e.g. power grasp
- power grasp compatible object) rather than incongruent (e.g. power grasp
- precision grasp). They concluded that motor knowledge plays an important
role in object identification and, consequently, action-related information as-
sociated with an (graspable) object is an inseparable element of that object’s
representation.

In the HCI field the affordance concept has found its practical settings as
design model and analysis tool for physical and graphical user interfaces.

Sheridan & Kortuem [11] proposed an affordance-based design model of physi-
cal interfaces for ubiquitous environment. They proposed an experimental
method to study object affordances showing how the method can be applied
to the design of concrete physical interface artifacts.
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Luo et al. [12] used the affordance design model as theoretical basis and
methodological underpinning to evaluate an e-learning program on mammogram
reading.

Hartson [9] explored the relationship between the affordance types associated
with usability problems and provided examples and a methodology scheme for
practitioners on how to identify affordances issues involved in flawed design cases.

However, the theory of affordance and its practical applications concern
mainly the visual perception of environment objects analyzing verbal element
only marginally, e.g. only when they are meant to support visual elements (see
Hartson’s cognitive affordance). Since new media technologies such as interactive
information systems like QA or dialog systems are design artifacts that use elab-
orated conversational structures with preponderate verbal text elements there is
a strong need to consider such elements as integral parts of the interaction de-
sign. Therefore, we propose a design evaluation that uses the affordance concept
to analyze text units and graphical elements.

4 Affordances in Conversational Interactions

An important characteristic of conversational interactions in general is the fact
that they are deeply anchored in the cultural context of use; that means they are
based on conventions and constrains of the socio-cultural environment following
a rigorous protocol course.
Contrary to Norman who argued that the socio-cultural world is placed outside
the domain of affordance [6], Gaver emphasized the role of the culture together
with other factors such as experience and learning involved in the process of per-
ception of affordances [8]. We also believe these factors are not to be considered
affordances but have an important function in making affordances visible.

A way of detecting these factors and implicitly affordances in conversational
interactions is to apply conversational analysis (CA). In CA, conversations can
be considered ”environments” where certain types of actions such as gestures,
mimics, verbal statements are afforded in certain circumstances - in terms of non-
violating coherence principles and cultural constrains. Interlocutors can express
their communicative intentions both verbally (through speech) and non-verbally
(through gesture and mimic). Analyzing the organization of each conversational
sequence it can be determined what kind of action possibilities (affordances)
have the participants in a certain moment of the conversation. We consider
these affordances from a pragmatic perspective, i.e. action possibilities oriented
to achieve a certain goal.

Conversations are by nature interactive and follow a relatively strict turn-
based protocol. We address in this paper only the case of closed-domain question-
answer interactions since the system analyzed in our case deals with this type
of interaction.

In general, question-answer conversations are fully structured in adjacent
pairs, meaning that all exchanged turns are functionally related to each other
in such manner that the first turn requires a certain type (or range of types) of
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second turn [13]. The adjacent pairs are grouped in three separate categories, cor-
responding to a conversation initialization, termination (both containing greeting
-greeting pairs) and body sequence (containing question-answer pairs). These
three categories form together what we call conversation protocol.

4.1 Conversation Initialization and Termination

Starting and ending a conversation are levels of phatic communication with
social functions: they are responsible for establishing rapport or quitting the
interaction ”circle” in a polite way.

A conversation usually starts with a signal showing the readiness to engage
in a conversation. Such signals are salutation forms, self-presentation (if the
interlocutors haven’t met before), non-verbal gestures (hand shake, hugging,
kissing, hand waving, gazing), mimic (smiling), changing the corporal position
towards the interlocutor, etc.

A similar protocol for ending the conversation includes farewells and thanks
exchanging, waving arms, hugs, kisses, glancing away, re-orienting body posture
away from interlocutor etc.

Each performed action affords in principle a similar one in return: a greeting,
a smile, a self-introduction affords symmetrical responses from the interlocutor.
However, the realization of conversation initialization might differ across culture
taking into account participants’ gender, age, social position and degree of ac-
quaintance. For example, in Western cultures a stretched out hand will afford
hand-shaking; in Muslim countries such a gesture will afford hand-shaking usu-
ally if both interlocutors are men; women instead will press their hand upon
the chest to signalize salutation response avoiding at the same time the direct
contact with the opposite gender.

4.2 Conversation Body

The conversation body contains the essential part of the interaction, namely the
information exchange (also called informational communication).

The information exchange may start with a short explanation of the intended
nature of the conversation-to-be preceding (the first question-answer exchange).
At this point a common ground (a set of propositions that make up the contex-
tual background for the utterances to follow) can be established.

From a pragmatic point of view a question may afford following responses: a
matching answer, acknowledgment of ignorance, suggestion for asking someone
else (re-routing), intermediary questions to clarify a previous question, post-
ponement, refusal to provide an answer, feedback showing that the question was
understood or a request for time to process the question, etc.

In case of miscommunication repair strategies occur in form of explanatory
adjacent question-answer pairs.

The turns can be accompanied by non-verbal cues such as gestures and mimic
used to emphasize the content; e.g. gaze signalizes attention and readiness for
interaction, rising eye-brow shows surprise, smile acknowledges agreement, etc.
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Question and answer pairs must respect the coherence principle by being se-
mantically and meaningfully related to each other. In order to achieve coherent
information exchange, syntactical features such as anaphoric, cataphoric and
deictic elements may be used. Also logical tense structure, as well as presuppo-
sitions and implications connected to general world knowledge are deployed to
coherently connect answers to questions[14].

In common practice interlocutors do not perform their utterances at the same
time. Speakers usually take turns to talk. Overlapping and simultaneous talk is
generally seen in Western cultures as unpleasant. The turn-taking usually occurs
at the utterance ends, often signalized by silence.

Interruption might be allowed if one of the interlocutors signalized verbally
or by gesture the wish to take the turn[15].

5 Method

Even though conversational interactions with multimodal systems differ in many
aspects from their human counterpart, they generally follow the same conversa-
tion protocol consisting of initialization, body sequence and termination. This
similarity is intentionally simulated by designers in order to increase the system’s
easy-of-use and to make users’ answers predictable.

As theoretical framework we adopted Gaver’s taxonomy to identify affordance
values and Hartson’s scheme to establish affordance types. The analysis followed
the conversational protocol steps described above.

The test was carried out using the Cognitive Walkthrough (CW) method. The
method is a usability engineering tool meant to help designer teams to quickly
evaluate interaction systems from early stages of development. It does not require
a fully functioning prototype (as it is the case with the system on which the test
was performed) nor users involvement. CW emphasizes cognitive aspects, such as
learnability by analyzing users’ mental processes required for each step[16]. Design
experts perform the test taking into account the potential user perspective with
the purpose of identifying problems that might arise during the interaction. After
each scenario the experts are asked to answer questions stated in a questionnaire.

5.1 The IMIX System

Our study was performed on IMIX, a multimodal interactive QA system for
medical queries with extended follow-up questions functionality.

IMIX was developed for educational purposes and can deal with medical en-
cyclopedic questions, i.e. general questions that do not require expert knowledge
like diagnostic questions or complex medical analysis [17]. The system’s users
are expected to be people with no professional knowledge of the medical do-
main. They will probably make use of such services only occasionally. No special
training is required to interact with IMIX.

The system is primary text-based but allows users to use optionally speech1.
Attached to IMIX is a talking head called Ruth.
1 During the test only the text-based modality was deployed.
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Fig. 1. Screenshot of the IMIX system

Cognitive research into multimedia has shown that the use of text combined
with pictures may substantially contribute to the user’s learning process of the
presented material [18],[19]. Therefore, the IMIX answers contain text combined
with suitable static images. The answers are made-up by matching the query
to document fragments from the data base. The text answers may be both
spoken by Ruth or displayed on the screen. Optionally, follow-up questions can
be formulated as text, speech or drawing [20].

5.2 Prior Issues to the Test

Before starting the test the evaluators got paper sheets containing preliminary
information about the test goal, a short description of the term ”affordance”, a
detailed explanation of the human conversation protocol and a general descrip-
tion of the IMIX system.

Afterwards, the evaluators received the scenarios containing specific tasks to
accomplish, a list of correct actions required to complete each of these tasks and
a separate questionnaire for each scenario.

5.3 Scenarios and User Profiles

Three scenarios covering the conversational structures implemented in the IMIX
system were developed. We tried to design the scenarios as pleasant and hu-
morous as possible in order to achieve an enjoyable interaction. Each scenario
focuses on a specific task.
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In the first scenario evaluators were asked to put a single question and analyze
the corresponding conversation protocol. The scenario identifies the situation of
a naive user with little medical expertise who uses IMIX to find out what means
Repetitive Strain Injury (RSI).

In the second scenario the evaluators had to concentrate on the special case of
follow-up questions using drawing and/or typing options. The user profile of this
scenario corresponds to a subject with search engine expertise and interests in
the medical domain. He uses IMIX to find information related to liver functions.

The third scenario addresses repair and meta-communication strategies when
the answer to a question is not found. The user profile addresses an expert user
who uses IMIX for entertaining purposes. He is seeking for information about
the SARS virus.

The evaluators were asked to keep in mind the aim of the test: to look at
the way the user is invited to interact with the system and NOT at the answer
quality he/she might get back. They also had the possibility to repeat a scenario
several times if they wish so.

5.4 Questionnaire Design

For each scenario a separate questionnaire was developed. The questionnaires
were designed in accordance to Cognitive Walkthrough (CW) method[21]. How-
ever, the questions were adapted to fit the special case of verbal interactions
and grouped in three units, each one corresponding to a separate conversation
protocol category.

The purpose of the questionnaires is to detect affordances of the conversa-
tional sequences implemented in the protocol. The structure of the questions
is similar for each unit. Evaluators have first to detect elements signalizing the
current protocol. Then they have to anticipate users’ re-action given a certain
conversational sequence. Furthermore the evaluators have to determine whether
the users’ responses are acknowledged by the system and how they will perceive
this feedback. Eventually each question unit ends with a question about poten-
tial violations of the conversation protocol. This last question is meant to catch
issues that might have ”escaped” the evaluator’s observation.

5.5 Pilot Study

Before starting the experimental run a first pilot study with one expert evalu-
ator was accomplished. From the pilot study three main observations could be
gathered:

1) The relatively high difficulty degree of the question demanded the presence
of experienced evaluators having some affinity with the CW method.
2) Typical CW questions like ”Will the user notice the conversational starting
signals(as the correct action available)?” are too general. Precise formulations
similar to ”Will the user understand this signal as an invitation to start a conver-
sation?” seemed to be more appropriated even if the questionnaire size increases,
e.g. for each signal one separate question.
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Table 1. Classical CW versus Adapted CW

Classical CW Adapted CW
1. Will the users be trying to produce 1.0 What elements are used to signalize [a certain action]?
whatever effect the action has? 1.1 Does the word [..] suggest [a certain action]?

1.2 What kind of statements affords the question [..]?
2. Will users be able to notice that 2.0 Will the users see there is [a certain] option ?
the correct action is available? 2.1 Will the users understand this signal as

an invitation to [do a certain action]?
3. Once users find the correct action 3.0 Will the users know how to use [a certain] option?
will they know that it is the right one?
4. After the action is taken, will users 4.0 Will there be a feed-back to acknowledge the action
understand the feedback they get? performed by the users?

4.1 Will the users understand these kind of feed-back?
5.0 Does the conversational protocol get in any
way violated?

3) Since the answers to the CW questions are often not straightforward, requiring
some deliberation time it seemed wise to record the testing session. In this way a
considerable amount of time could be saved and no observation could get lost.

6 Results

The test was completed by five evaluators with design expertise recruited from
our department. All evaluators except one were novice using the system. The
results of their evaluation are summarized below following the conversational
protocol categorization:

6.1 Conversation Initialization

The conversation initialization implemented in IMIX doesn’t afford symmetrical
response. The conversation’s start is signalized by a textual welcome message, a
short system presentation, a ’start’ button and a talking head emerging from the
background gazing and rising eyebrows. At this point the only afforded action is
the pressing of the ’start’ button to begin the ”conversation”. No other actions
like greetings or salutation gestures in return are afforded, even though according
to the conversation protocol a greeting affords another greeting. The occurrence
of a signal (greeting message) combined with the lack of an adequate response
(no greeting in return) indicates the presence of a false cognitive affordance.

Most of the evaluators agreed that this stage of the interaction has less resem-
blance to what is normally called a ”conversation”. The talking head appearance
is not a very convincing invitation to talk even if its blinking eyes indicate a
waiting behavior. One of the evaluator argued that the presence of speech, e.g.
a welcome message read by the talking head would increase the users’ feeling of
being involved in a conversation.

An adjustment in the head mimic would be beneficial as well: a gazing be-
haviour combined with smiling is a more appropriate way to start a conversation.

The short system presentation was criticized as being too technical: especially
less experienced users would have difficulties in understanding the meaning of
having a ”multimodal dialog” with the system.
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Table 2. Affordances in conversation initialization

Affordance type Affordance value Action
Physical & Cognitive Perceptible Press ’start’ button
Sensory & Physical False Click on highlighted words
Cognitive False Give symmetrical response

Also the text color should be uniform -one criticism addressed the presence of
colored words in the text message, a fact that could mislead internet experienced
users to click on it, as it is common on websites with embedded links. This would
be a false sensory affordance.

6.2 Conversation Body

The conversation body includes single question-answer sequences, follow-up
questions, meta-communication and repair strategies.

Single Question-Answer Sequences
The conversation body begins once the ’start’ button is pressed. The users arrive
on a new screen where they receive some brief instructions on how to interact
with the system.

At this stage of the conversation the users have to choose between two input
options: speech or typing. All evaluators agreed that input selection modalities
seem to be afforded in a proper manner: the buttons are intuitively labeled and
it was estimated that all user categories won’t have difficulties to select an input
option. A suggestion was made to use additionally explanatory icons like a pen
for the typing option and a microphone for the speech option.

It was criticized the presence at the same level of two other buttons: one for
the stop option and the other one for the new dialog. The ’stop’ button should
be placed in a corner -in order to be congruent with the typical design of closing
buttons while the ’new dialog’ button should be removed as being at the moment
functionless and indicating a false physical affordance.

Another remark was to adapt the head position towards the typing input field
while users are typing a question in order to increase the interactive feeling and
to give a certain feedback. Due to the lack of adequate mimic reactions and
synchronization with the current conversation stage the talking head gives the
impression that it doesn’t belong to the system.

By selecting the option ”typing” an input field appears on the same window.
The input field affords sentence-like questions as well as keywords. Most of the
evaluators -excepting one- considered that the full sentence capability won’t be
easily perceived by more experienced users; they would probably associate the
system’s functionality with the one of a typical search engine and consequently
would use keywords. The presence of a relatively extended input field is not a
clear indication of the expected input and if sentence-like input is desired a short
how-to-ask example should be provided. It can be concluded that the input field
has hidden physical affordances.

The input field is introduced by the question ”What would you like to ask
or say?”. The designer’s intention was to let users know the system is able to



232 A. Niculescu

Table 3. Affordances in single question-answer sequences

Affordance type Affordance value Action
Cognitive Perceptible Chose input options
Physical Perceptible Type in the input field
Physical & Cognitive False Click ’new dialog’ button (first dialog screen)
Cognitive False Perform whatever question
Physical Hidden Put sentence-like question
Cognitive Hidden Perform greeting
Cognitive Hidden Perform transition statement
Physical & Cognitive Hidden Press ’new dialog’ button to type
Physical & Cognitive Hidden Press ’follow-up question’ button to type

handle different types of statements like full-sentences questions, greetings or
even transition formulations (”ok” or ”thank you”). But being rather too open,
the question suggests it can deal with any kind of statements which certainly is
a false cognitive affordance.

On the other hand, most of the evaluators -excepting one- concluded that
ironically, especially experienced users would not be aware of what exactly they
can utter, e.g. greetings and transition statements affordances remain hidden, as
nothing clearly indicates their possible usages.

We continue the analysis considering the case where a naive user will enter a
greeting. The system will logically respond repeating the same question (”Hello!
What would you like to ask or say?”), but won’t indicate how to continue the
dialog as the input field disappears. So far a direct answer is not afforded. The
users need to press the button for either new-dialog or follow-up question in order
to get to the input field to type in, a fact that complicates the conversational flow.

None of the labeled buttons suits semantically the actual conversational situ-
ation -the ’new dialog’ button should be used in situations where a dialog session
re-initialization is wanted, while the ’follow-up’ button refers to situations where
users are looking for more detailed information in the medical answer. Therefore,
it can be concluded that both buttons afford in this conversational sequence a
hidden action, namely to allow users to get back to the typing field.

Follow-up Questions
After receiving the first answer the users have the option to continue the infor-
mation exchange on the same topic by selecting a ’follow-up question’ button.
The button is labeled with a text indicating that users can type or point at
something in the answer. However, the pointing option is not intuitive and has
not a specific usage indication. Besides, not only pointing but also drawing is
supported, a fact that the label doesn’t specify. All evaluators agreed on the fact
that all user categories wouldn’t know what the option does and how to use it.
Moreover, it is not clear which advantages it has compared to the typing option.
Therefore, we identify here a hidden physical affordance.

It is also not very clear the way a ”drawn” follow-up question is entered for
further processing. Since the ’ok’ button located in the proximity of the input
field can be also used for this purpose, the evaluators concluded the button has
hidden physical and cognitive affordances.
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Table 4. Affordances in follow-up questions

Affordance type Affordance value Action
Physical Perceptible Type in the input field
Physical Hidden Use the mouse to ”drawn” a question
Physical & Cognitive Hidden Use the ’ok’ button to enter a ”drawn” question

There is a feedback to acknowledge the waiting pause and the users’ query
but the feedback is not specially meant for follow-up questions, fact that should
not disturb the communication flow.

Meta-Communication and Repair Strategies
When the answer of a question is not found the system displays a message
requesting rephrasing. The function of the rephrasing request should additionally
help users to become more successfully in finding the desired information.

All evaluators found the request not supportive at all; according to their esti-
mation even expert users would experience problems rephrasing their question.

After the rephrasing request users can choose between the follow-up question
(in the form of typing or pointing) or the new dialog option in order to get cum-
bersomely back to the typing field. Both options were considered inadequate for
this particular stage of the conversation. Just like in the follow-up paragraph these
two buttons indicate the presence of hidden physical and cognitive affordances.

Table 5. Affordances in meta-communication

Affordance type Affordance value Action
Cognitive Perceptible Rephrase question
Physical & Cognitive Hidden Press ’new dialog’ button to rephrase
Physical & Cognitive Hidden ’Follow-up question’ button to rephrase

Conversation Termination
The interaction can be interrupted by clicking the ’stop’ button. A real conver-
sational termination is not afforded. Users don’t have the possibility to verbally
express the intention to leave the conversation, as no typing field was designed
at this stage of the conversation. They could click on the ’new dialog’ button
and type a farewell greeting as the system affords such statements. But this
option seems rather a less logical as nobody will probably think to start a new
dialog when in fact he/she wishes to stop it. Besides, even if the system replies
logically to the farewell greeting it doesn’t allow a verbal termination of the
conversation.

There is no feedback to acknowledge the end of the conversation and users
get the general impression of a system crash by clicking the ’stop’ button. We
certainly face a conversation protocol violation.

Table 6. Affordances in conversation termination

Affordance type Affordance value Action
Physical & Cognitive Perceptible Press the ’stop’ button
Cognitive False No symmetrical response
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7 Conclusions

Extrapolating the affordance definition given by Gaver we considered in this
paper interactive information systems as artificial environments where verbal
and graphical elements are artifacts leading users to perform certain actions.
Therefore we proposed a design evaluation in which not only graphical but also
verbal elements can be analyzed under the framework of the affordance concept.

The results of our experiment revealed several inefficient structures that could
be identified analyzing affordances of conversational structures. The conversation
initialization and termination implemented in IMIX do not afford a symmetri-
cal response from the user, perturbing the natural dialog flow. Systems ques-
tion formulations are too open, a fact that might generate false expectations
or disorientation. The labeling of buttons should reflect the actions induced by
the buttons. A question should automatically generate a response environment
avoiding unnecessary pressing of additional buttons. The system reactions should
be consistent at all appearance level, i.e. verbal, mimic, gestures.

The study of affordances also showed unnecessary functionalities that might
be removed or adapted in order to become useful. For example, the presence
of buttons leading to certain actions should be in accordance with the con-
versational sequence they are designed for: it makes no sense to start a ”new
dialog” when no other dialog had been started before. The affordance of certain
conversational structures like greetings in the middle of an interaction shows a
cooperative behavior. However, it is unlikely that someone would use greetings
at that particular conversational stage. Special features like pointing or drawing
on a virtual surface should be briefly introduced to users. It is rather unexpected
that someone should use an unfamiliar option to ask questions when he/she has
more natural choices like typing or speaking.

The affordance analysis also provided important observations about the sys-
tem’s easy-of-use. Users may not understand the system’s description, as it seems
to be too technical, may not be aware of its full sentence capabilities, may not
know whether other transition statements are allowed, may experience difficul-
ties using the pointing/drawing option or rephrasing their questions and may
probably feel annoyed when they expect to be able to type a question and no
input field is provided.

Last but not least the affordance analysis of verbal elements proved to be
beneficial and confirmed our initial claim that many problems associated with
natural language based interaction are originated from the lack of deeper un-
derstanding of communicative structure: most of false and hidden affordances
identified were cognitive nature (6 pure cognitive and 6 physical-cognitive out
of a total of 14).

We concluded that understanding affordance of verbal and graphical elements
and being aware of their roles in conversational interaction design can help prac-
titioners in diagnosing usability problems from early stage of development, since
the affordance analysis using CW methods provides a useful and informational
rich perspective for qualitative evaluations of prototypes without implying costly
user studies.
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Abstract. Usability and accessibility in e-Learning has usually focused on the 
learners’ experience and how to improve the learning efficiency. However, very 
little studies analyze the accessibility and usability issues from the teachers’ 
point of view, especially when the teachers have one or more disabilities. 
Teachers with disabilities find it very difficult to manage in their off-line jobs. 
Therefore, it is expected that technology can make them easier to work as on-
line teachers. In this paper, I will summarize which troubles Spanish teachers 
with disabilities at Elementary degree find out in their job and how the e-
learning can improve their quality of job life. 

Keywords. Usability, e-Learning, Accessibility, Disabled teachers. 

1   Introduction 

Usability and accessibility in e-Learning has usually focused on the learners’ experi-
ence and how to improve the learning efficiency. However, very little studies analyze 
the accessibility and usability issues from the teachers’ point of view, especially when 
the teachers have some disabilities. Teachers with disabilities find it very difficult to 
manage in their off-line jobs. Therefore, it is expected that technology can make them 
easier to work as on-line teachers.  

I have done a research study to find out whether it is possible for people with dis-
abilities to work as teachers and if so, if they experience problems when trying to 
carry out their tasks. From the problems outlined, I will discuss if going into the on-
line world that is, carrying out her teaching duties through an e-Learning platform 
facilitates them their job. Thus, in this paper, first I will summarize which troubles 
Spanish teachers with disabilities at Elementary degree find out in their job and how 
the e-learning can improve their quality of job life. Next, I will go deeper into each 
need or requirement the teachers have and how to accomplish that requirement. And 
finally, I will propose my research on usability and accessibility of e-learning plat-
forms since the elementary teachers’ point of view. 

2   People with a Disability and Job Market 

Legislation at the EU countries tries to guarantee the incorporation of persons with a 
disability into the educational system and the job market. The following data are 
gathered from the Spanish Statistic Organism (INE), in August 2003 [1]: 
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Table 1. People with and without disability according to their educational level 

Educational level With disability (%) Wthout disability (%) 
Total 2.339,2 (100%) 24.600,9  (100%) 
No studies 175,9 (8%) 150,6 (1%) 
Elementary Degree 1.197,2 (51%) 6.190,9 (25%) 
Secondary Degree (1st grade) 518,0 (22%) 7.201,1 (29%) 
Secondary Degree (2nd.grade) 244,0 (10%) 5.227,3 (21%) 
University 204,1 (9%) 5.831,1 (24%) 

Although these figures show that persons with a disability are almost completely 
integrated into the educational system, the next one will reveal that they find it diffi-
cult to enter into the job market. 

Table 2. People with and without disability according to their job status 

Job status With disability (%) Wthout disability (%) 
Total 2.339,2 (100%) 24.600,9  (100%) 
Not-working 1.551,4 (66%) 7.369,4 (30%) 
Workers unemployed 120,9 (5%) 1.890,2 (8%) 
Workers employed 666,9 (29%) 15.341,3 (62%) 

Many people with a disability face the employers’ distrust that finally ends in 
choosing other persons without any visible disability, despite the favorable economic 
conditions the government offers to companies that contracts people with disabilities. 
This is even clearer when they argue that ‘how can a blind person take care of a class 
plenty of 3-age-children?” or “would you let your son or daughter behind the guardi-
anship of a person with frequent attacks of epilepsy?” This theory is analyzed by [2] 
and [3], where several teachers with disabilities tell their difficulties to join the job 
market because of their disability and people prejudices. 

Fortunately, disabled persons show everyday their capabilities, and recruiters are 
realizing it. For example, in Great Britain, for example, the Training and Develop-
ment Agency for Schools (TDA), which have just lunched a campaign for recruiting 
disabled teachers because their “ability to change students' views of disabled people 
and the part they can play in society is particularly worthwhile” [4]. 

3   Problems of the Teachers with Disabilities 

Although there are no official data of teachers with disabilities, we can deduce some 
problems they have and the requirements from the following facts. 

3.1   Accessing to the Job 

Most of the elementary and secondary schools in Spain are held by the local govern-
ment, so teachers have to sit a competitive examination to access to their job. If they 
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want, they can compete for a special quota: the only thing they have to do is to prove 
a committee that they are capable for the job of teacher. This point is critical to a lot 
of people because there are not clear rules about how to evaluate if a person is capable 
or not to teach (they say 'it depends on the person and his/her medical history'). Due 
to privacy rules, there are not public documents of the activities of these committees; 
the only case that is public is Mr. Juan Carlos Sainz, who claimed for politicians' help 
as he was denied to be qualified to be an elementary teacher [5]. Although he got his 
diploma on pedagogy, he was told that his disability (blindness) was not compatible 
with 'the control, surveillance, assistance and attention of children from 3 to 12 years 
without a full-time assistant'. This is over the reasonable adjustments the employer 
must do. 

So here it is one of the first requirements we can ask for an e-learning platform: it 
must help teachers to respond to all of the needs of their pupils, not only educational 
tasks, but also the other ones a teacher is supposed to do without unreasonable ad-
justments, like the control, surveillance, assistance and attention of the students, no 
matter which age they are.  

3.2   Mental Disorders 

Following the main trade union in Spain studies [6], mental disorders like stress, de-
pression and anxiety are very common in elementary teachers. Figures show that this 
pathologies are the 12,2% of  the sick leaves. 

The reasons are the transformation of social relationships, moral values changes, 
diversity of the pupils and the increasing number of problem students. Beside it must 
be remarked the transfer of responsibilities from the family to the teachers, the lack of 
social recognition of these professionals and the assumption of others responsibilities 
for lack of specialized personnel. 

According to the problems identified above, e-learning platforms should help 
teachers in: 

1. Managing different types of activities. 
2. Personalizing the effort for each student. 
3. Improving the communication among the others teachers. 
4. Improve the communication with the administration. 
5. Generate confidence in himself/herself as a good teacher. 

Special effort is needed to support teachers with cognitive and neurological dis-
abilities like seizure impairments. 

3.3   Violence  

Elementary degree teachers in Spain recognize to have trouble of violence in their 
school. According the trade union ANPE [7], the 65% of teachers have problems in 
developing their tasks. Teachers with disabilities are not an exception, as violent per-
sons usually bother the weaker persons they find. 

E-Learning benefits both teachers, violent and non-violent students, as they have 
no physical contact with each other. The inside problem of this approach is the isola-
tion they must feel, which can be even more problematic.  
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In any case, Spanish punishment for the violent students is sending them off the 
school for some days. E-learning can make these students not to be behind of the rest 
of the students, and teachers can evaluate and teach them. 

3.4   Educational Material Not Adapted 

As teachers with disabilities are not 'the usual' in the educational primary level, al-
most everything is not accessible: books, posters, audiovisual material, etc. Depend-
ing on their disability, this would determine how much they could access to them or 
not. For example, blind persons will not use the same audiovisual material as other 
teachers, so it must be purchased. Although legislation says that it is forbidden to 
deny the purchase, special materials are not always ready when the teacher with a 
disability asks for them. 

In turn, in the e-learning platform there must be accessible contents, not only for 
the students with disabilities, but also for (and made by) teachers disabilities. 

3.5   Infrastructures Not Adapted 

Due to legislation that forced the schools to be adapted [8] to students with physical 
disabilities, schools are usually also accessible for physically disabled teachers: stairs 
and ramps, toilets, doors, emergency exits... This is not always true for teachers with 
other disabilities, as they are usually taught in special schools (for the blindness, for the 
deafness, etc.). For example, it is very common in Spain to alert of the start or the end of 
the class time with an alarm sound: This is completely useless for a deaf teacher.  

This concludes with the need of the e-learning platform to be accessible by itself, 
no matter which course is held on it. This means that e-Learning platforms should 
offer their functionality in an accessible way. In particular, those related to the ad-
ministration facilities.  

3.6   Mobility to the School 

Many teachers do not live close to their schools, and often they have to drive or be 
driven to the school. Although there are grants for these issues, teachers must dedicate 
part of their salary in special transport.  

If we translate this problem to the web, it happens that people with disabilities 
must buy special equipment to manage the computer, both input and output devices. 
The e-learning platform should be aware of this device independency. 

4   Summary of Requirements 

According to the previous facts, I have deduced several requirements the e-learning plat-
form should afford to really usable for teachers, no matter if they have a disability or not. 
Some of these requirements are difficult to be achieved in face to face or off line scenar-
ios for teachers with disabilities. However, translating them into the on-line world,  
e-Learning platforms provide a support for disabled teachers to carry on their tasks.  
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4.1   It Must Help Teachers to Guarantee the Control, Surveillance, Assistance 
and Attention of the Students 

Works done by [9] have shown that it is possible to track all the activity of the stu-
dents all the time, so it is possible for the teacher to know what are the students doing 
in the platform. In this way, all learners can be monitored and follow-up from the 
administration interface of the platform. 

4.2   It Must Offer Different Types of Activities 

We must be aware that e-learning platforms must be different for 3-years-old-children 
than adult education, as they learn different from each other [10]. So the platform 
must be opened to the inclusion of new modules or educational games, in order to 
accomplish such a wide audience. Evidently, teachers with and without disabilities 
must be a principal actor in deciding which one he or she would use into his or her 
pedagogical program. 

The only way to make this possible is to have an open source platform, where 
teachers and developers could design and develop his or her own modules.  

4.3   It Must Help in Personalizing the Effort for Each Student 

Works done by [11] are concluding in using artificial intelligence methods based on 
the modeling of each user needs and preferences. This enables the teacher to survey a 
lot of different students, but it is the platform which guides them trough the best 
pedagogical way for each user. 

4.4   It Has to Improve the Communication among the Others Teachers 

E-learning platforms should not only be the interface between the teacher and the stu-
dent, but also a place where different teachers coordinate their efforts, support their jobs 
and exchange experiences. Forums, blogs, wikis and other communication tools are 
required in order to decrease the isolation feeling the teacher can have in his or her job.  

4.5   It Hast to Improve the Communication with the Administration 

As we have seen before, many teachers complain that they are not valued by the ad-
ministration, so new communication channels must be established: human resources 
departments are creating intranets with services for the teachers, like news, education, 
bulletin boards… The e-learning platform could and should be used also by the ad-
ministrative personnel. This implies that different roles should be afforded by the 
platform: course administration, teacher, tutor, secretary, principal, etc. 

4.6   It Must Generate Confidence in Himself/Herself as a Good Teacher 

This could be the most difficult point to accomplish. Feeling good depends on each 
person, but I will use the definition of health according to the World Health  
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Organization [12], health is the state of complete physical, mental and social well-
being. Although teaching is not a physical profession, many teachers at vocational 
schools often feel overburdened and emotionally exhausted; the main reason for early 
retirement of teachers at vocational schools is mental ill health [13] 

Thus the e-learning platform should focus on ergonomics, usability and social  
relationships. 

4.7   Possibility of Teaching Expelled Students by an Anonymous Teacher 

This point can be achieved by recommending systems, as the one developed by [14]. 
In this way, the student is guided trough the platform activities under the surveillance 
of the tutor, but with no need of physical contact or communication. This feature can 
also be used for monitoring the rest of students, in a blended-learning program. 

4.8   The E-Learning Platform Should Use Accessible Content 

Spanish law for accessible web content [15] follows the rule UNE 139803:2004 [16], 
which is based on the WCAG 1.0 [17]. This law forces the web content generated and 
used by the administration must be (at least) Double-A. This implies HTML content 
that follow a group of guidelines to develop web based contents in an accessible way. 
As a result, anyone can claim to have accessible contents in an e-Learning platform, 
or at least, ask for the development of them following the WCAG guidelines. 

Teachers, as content creators, should know and follow these guidelines, not only for 
disabled students that will follow the courses, but also for disabled teachers that would 
reuse it. Accessible authoring tools are also required to create accessible content. 

4.9   It Has to Be Accessible Itself, No Matter Which Course Is Held 

Spanish law [15] for accessible applications follows the rule UNE 139802:2003 [18] for 
software. This rule is similar to User Agent Accessibility Guidelines (UAAG). [19]. 

In this sense, very little research has been carried out about the platforms as appli-
cations [20], but an analysis done on an open source standard-based platform showed 
that the administration interface of e-Learning platforms is less accessible that the 
learner’s part. 

4.10   The Platform Should Be Aware of Device Independency 

Spanish law [15] for accessible applications follows the rule UNE 139801:2003 [21] 
for hardware; this reflects on the e-learning platform requirements that it should be 
installed on accessible hardware; and to use it, we should use any web device, no mat-
ter of its features. 

Beside Composite Capabilities/Preference Profiles [22] recommendations should 
be followed; IMS Accessibility for Learner Information Package [23] and ISO Per-
sonal Needs and Preferences [24], which allow the user register users’ accessibility 
preferences, should be implemented in the e-learning platform. 
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5   Conclusions 

Tele-working has become an opportunity to persons with disabilities [25]. Despite 
this, usability and accessibility in e-Learning platforms and content has usually  
 

Table 3. Summary of requirements 

Requirement (problem addressed) Explanation 
Help teachers to guarantee the control, 
surveillance, assistance and attention of the 
students 
 

Continuous tracking of the learners’ activity, 
so teachers can know what the students are 
doing in the platform 

Generate confidence and well-being  According to the World Health Organization, 
health is the state of complete physical, 
mental and social well-being. Thus, the 
eLearning platform should follow ergonomics 
and usability guidelines. 

No face-to-face teaching Student can be guided trough the platform 
activities under the surveillance of the tutor, 
but with no need of physical contact or 
communication. 

Automatic validation of contributions 
against WCAG checkpoints 

W3C Web Content Accessibility Guidelines 
should be followed not only when the 
contents are created, but when learners and 
tutors contribute to the platform (e.g. posting 
forum messages, r adding comments in blogs 
or entries in wikis).  

The administration space of the eLearning 
platform has to be accessible  

User Agent Accessibility Guidelines should 
be followed in both the front-end and the 
back-end of the platform functionalities. 

Offer different types of activities  The platform must provide different modules 
so teachers select the appropriate one to make 
students work a particular learning goal and 
considering the learners’ needs and 
preferences. 

Personalization the effort for each student Artificial intelligence methods based on user 
modeling enables teachers in tutoring 
different students, as the platform guides them 
trough the individual best way. 

The platform should be available on the 
Internet 

In this way, teachers can access it from any 
place, and do not need to move to a specific 
building. 

The platform should be device independent eLearning platforms should be accessed from 
any type of device, which may have some 
assistive technology on it.  

Improve the communication among the 
others teachers and the administration  

eLearning platforms should be a place where 
teachers coordinate efforts, support and 
exchange experiences. Collaboration facilities 
are required to promote social relationships. 
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focused on the learners’ experience and how to improve the learning efficiency.  
However, very little studies analyze the accessibility and usability issues from the 
teachers’ point of view [26], especially when the teachers have some disabilities. In 
this paper, I have analyzed which problems teachers face and how to solve them when 
implementing or choosing an e-learning platform. 

6   Future Work 

This paper is the first part of a wider study on usability and accessibility. Next, I will 
perform the following experiment with the data gathered. I will work with dotLRN e-
learning platform, as it is flexible, open and standard-based architecture [27], so it 
will allow me to configure it in different ways to test the requirements found in the 
first part of my research works. 

Once I have configured different dotLRN platforms instances, teachers with dis-
abilities will test it. I have defined the following steps: 

1. I will define several tasks that the teachers should perform within a course. 
2. I will group teachers depending on their disability and type of teaching they do. A 

control group will be made to guarantee the validity, integrity and independence of 
the results. 

3. I will gather information from their activity at the platform, both automatically 
(logs, statistics…) and personally, interviewing the teachers about efficiency and 
user satisfaction. 

4. Data will be analyzed, related, summarized and published in future works.  

So, next step in my research is a survey amongst teachers with disabilities to gather 
more problems; then to evaluate these proposed requirements and check if they solve 
the problems found. I have contacted different trade unions and associations in order 
to get a wide sample of teachers with any kind of disabilities. 
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Abstract. During the last decades, people with disabilities have gained access 
to Human-Computer Interfaces (HCI); with a resultant impact on their societal 
inclusion and participation possibilities, standard HCI must therefore be made 
with care to avoid a possible reduction in this accessibility. Games, considered 
as a field of research, could provide new interaction principles, which can be 
incorporated into the existing HCI Standards, thereby complimenting and ex-
panding these standards positively. However, games also provide an interesting 
new potential for better access and for supporting people with disabilities. They 
can be used to acclimatize people, who have had little or no exposure to tech-
nology, to interaction with modern Information and Computer Technology 
(ICT). Some simulation games act as an interface between games playing and 
real life, where the end user, in the form of an avatar, can interact within mod-
ern communication systems. It is important to ensure that everyone has accessi-
bility to this technology, regardless of abilities or age. This paper advocates 
pro-active “research in games accessibility” and provides some first considera-
tions on establishing a) guidelines for accessible game development, b) Active 
Game Accessibility (AGA) development framework to support game develop-
ers and Assistive Technology (AT) providers and c) a collection of games or 
game scenario examples (“code pattern collection”) as a reference for game and 
AT developers.  

Keywords: Active games accessibility, guidelines, game-like interfaces, Assis-
tive Technology. 

1   Introduction and Motivation for Research 

Why games accessibility? Are there no more important aspects of helping people with 
disabilities in the information society? So far, games accessibility has been  
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recognized as an area of minor importance. Besides games to support special peda-
gogical and educational issues there seem to be far more “serious” problems for peo-
ple with disabilities to focus on [1].  

Moreover, mainstream games, although being a very attractive Information and 
Computer Technology (ICT) market, have not been considered as a subject for re-
search and science, in particular for the Human-Computer Interaction (HCI) field, for 
a long time. Games have developed in parallel to the standard HCI market, leading to 
significantly different interface principles based on individual engines and hardware. 
This situation has been changing significantly during the last few years and games 
become more and more subject both to mainstream HCI and accessibility. 

2   Background and Related Work 

2.1   Learning with Games – Play as a Basic Stimulus for Learning 

One of the fundamental problems of acquiring knowledge successfully, is how to 
maintain the motivation necessary to continue the learning process [2], [3]. While it is 
axiomatic that small children do not essentially differentiate between play and learn-
ing, play and work, fantasy and reality, this concept cannot be automatically applied 
to all age groups. However, the notion that playing can enhance our comprehension 
and inspire the creation of stimulating environments has intrigued classic educators, 
such as Dewey, Piaget and many others, for a long time. [4], [5].  

The logical consequence to these considerations was to look at environments 
where play can also be used successfully to encourage learning among adults, facili-
tate training and provide mental and physical exercise for the elderly and disabled 
people.  

As with the now famous case of the Short Message Service (SMS), which was 
originally intended to enable people with hearing difficulties to send messages via a 
mobile phone and is now used millions of times every day, the concept of Learning 
from the Extreme, states that any design, which takes peoples disabilities into consid-
eration will be ergonomically sound for everyone.  

It is our intention to implement this concept to improve the accessibility of games 
for learning to all social groups.  

2.2   More Than Just a Game: A Science of Games 

“The time has come to take computer games seriously, really seriously”  [6] (USC 
GamePipe Laboratory, University of Southern California). 

The mainstream commercial market for computer games and other multimedia 
products has shown an impressive growth over the last years. For instance, in 2002 
costs for the development of a game could vary between 300,000 €€  for a game on 
wearable devices, to 30 millions for the biggest productions (involving nearly a hun-
dred employees) [7], [8], [9]. Since 2002, games players’ expectation of ever more 
impressive games has been a determining factor in the increase of development budg-
ets and a more focused use of new technologies  [10].  
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But academia and also R&D have started to focus on games to address unsolved 
“serious” problems such as problems in mathematics and science education 
[http://er.jsc.nasa.gov/seh/seh.html]. Game-based learning infrastructures and edu-
tainment should help to find new and better didactical solutions. “Games stimulate 
certain areas within the brain that promote learning [11].” Games have entered areas 
such as job and security training and other areas where traditional, formal approaches 
to learning did not lead to corresponding results [12].   

All this highlights the current trend of treating game interfaces as supplementary to 
standard interfaces. Game interfaces must be considered within HCI as of equal value 
with current standard interfaces.  

Web 2.0 implementing game-like HCI concepts (e.g. avatar based interfaces, such 
as Second Life [13], [14] and emerging Non Classical Interfaces (e.g. vir-
tual/augmented reality, embedded systems, pervasive computing) offer new possibili-
ties for certain end user groups (see just some examples e.g. [15], [16], [17]) but also 
create challenges in retaining our successes, during the last decades, in enabling ac-
cess to the mainstream HCI by people with disabilities and by elderly people.  

Due to the maturity of elaborate game interfaces and the increasing power of stan-
dard computers, these concepts can be considered for standardization within HCI. As 
so called non-classical interfaces, game interfaces go beyond the traditional WIMP 
(Windows/Menus/Icons/Pointers) desktop and also more the modern SILK 
(Speech/Image/Language/Knowledge) metaphor. 

We also start to move away from the desktop [18]: 

• From the typical, rigid office environment to personal information clouds 
on a mobile computer; 

• Multimodality: a wide range of interaction devices – not just the mouse and 
keyboard;  

• From the desktop to a diverse set of interactive objects and embedded in-
terfaces; 

• From personal to inter-personal, group and social interaction;  
• From low level to higher level interaction (from applications to services); 

These are only a few trends and facts, which outline the considerations  making it 
necessary to establish “a science of games” [6], with the goal of implementing games 
and game-like interfaces of general importance for a growing number of applications 
and as a general part in the design of Human-Computer HCI [19]. 

2.3   Using Games to Increase Acceptability 

As newspapers all over the western world have been reporting for some time, the 
baby boomers are going into pension. Although, thanks to healthy diets and medical 
care, most elderly people in the west are still able to look after themselves, there is a 
growing number of elderly people, wishing to remain in their own homes, who will 
eventually be dependent on outside assistance. This, coupled with the declining num-
ber of Home Care Nurses, make it imperative that these people become acclimatized 
to the technical assistance and monitoring devices being offered.  
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Mobility decreases with advanced age. For many elderly people, this means an 
equivalent increase in the difficulties attached to social interaction. For those not 
living in a supervised environment (Residential Homes, Geriatric centers etc.), meet-
ing friends and visiting social centers requires organization, which, in turn, can be 
facilitated by easy to use communication methods. Thanks to the expanding  
accessibility of flat rate computer and telephone connections, this need no longer be 
prohibitively expensive.  

However, the elderly have, apart from acceptance difficulties, the same difficulties 
as many others, of all ages, with light physical and mental disabilities, which could 
eventually lead to various degrees of social isolation. Although there is no doubt that 
many mobile devices, such as PDAs and mobile phones, have not only made day to 
day living more comfortable, they can also play a major role in insuring the safety of 
the elderly, and the disabled, by the use of discrete monitoring (vital signs) for exam-
ple with a stress/heart monitor with warning device. People, who would otherwise 
need constant supervision in a home or hospital, can remain autonomous far longer; 
however, they must be willing to use these devices. Increasing acceptability must be 
based, therefore, not only on a thorough knowledge of the requirements of the target 
groups but also on their misgivings. HCI can improve facilitation of usage must also 
aim at investigating ways to increase motivation and improve acceptance, by analyz-
ing the requirements of the target group and using the results to make the design more 
user-friendly. For example, the same technology which has made miniature digital 
hearing aids possible has also made other technical devices, such as mobile phones, so 
much smaller and more compact that the use of these devices has become difficult for 
the elderly and people with motor disabilities. Designers and developers need to un-
derstand their needs, which need not necessarily be just bigger brighter virtual key-
boards and larger script. Their motivation is different, their frustration level is lower 
and they may have to overcome previous, negative experience.  

We are of the opinion that the design and development of mobile applications for 
the elderly and people with restricted abilities must support the users to overcome 
their fears and enable them to accept technological aids and mobile devices without 
reservations. The design must then reflect this acceptance and not be the cause of new 
biases [20]. 

In order to raise the acceptance of the elderly and encourage them to try new tech-
nologies, both for their own convenience and also to prepare them for the future, 
games, tailored to their tastes and frailties, could be a vital stepping stone. The range 
of tastes and abilities in playing games varies enormously, so a certain level of 
adaptability must exist.  

2.4   More Than Just a Game: The Importance of Games Accessibility for People 
with Disabilities 

People with disabilities are certainly one of the groups who benefit most from the ICT 
revolution. The potential of ICT is first of all based on  
 

• flexibility and adaptability of the HCI to better address the needs of a di-
versity of end users in varying situations (multi media, multimodal). 
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• universal application of a limited number of HCI concepts (WIMP,/SILK, 
GUI) in different areas; these interfaces provide a stability for the end user 
by providing standardized, basic interaction principles, which stay the 
same, or at least remain similar, in changing technical and application sce-
narios.  

 

This significantly reduces the cognitive overload [21]  and makes the standard HCI 
– once made accessible to, and learned by, people with disabilities – a universal tool 
for inclusion. By combining this limited and stable number of interface objects and 
interface actions, an almost unlimited number of applications, systems and services is 
opened. Similar to the genome, where only 4 bases form the unlimited space for the 
evolution, a limited number of interaction principles (WIMP/SILK) leads to its almost 
unlimited potential of application and also to this revolutionary inclusive power for 
people with disabilities. 

Over the last decades the emerging field of Assistive Technology (AT) has made 
considerable progress in connecting to, and expanding, current interfaces, thereby 
opening a door for people with disabilities to access all areas where ICT is used. 
Situations in their daily lives, at school as well as at work or at home, in mobility, etc. 
are enriched due to this interface to the standard HCI. Getting used to and developing 
skills in handling ICT/AT is a key factor for successful inclusion and independent 
living in the information society [22]. 

The main groups of people addressed by these accessibility issues are: 

• People who cannot use the ordinary graphical interface, because they are 
totally blind or because they have a severe visual impairment (sight rated 
<0.05) [23]; 

• People who cannot use or have limited access to ordinary input devices, 
such as keyboard, mouse, joystick or game pad due to limited hand dexter-
ity; 

• People with cognitive problems who need support to better understand the 
course of events and to react properly (e.g. symbol, text, speech and easy to 
understand support); 

• People with hearing problems or deafness not able to accommodate to 
sound based interaction modalities; 

• People with problems in reacting to a strict time setting of the game out of 
various functional, cognitive and also psychological problems.  

 

This revolutionary potential of AT to connect to standard ICT/HCI for people with 
disabilities emphasizes that every change to the standard HCI requires corresponding 
attention of the accessibility field to 

• keep the achieved level of access, as well as  
• exploiting the potential of new HCI possibilities for enhanced access for 

different groups of people with disabilities.  

Considerations, effort and trends in “moving away or behind the desktop” [18] 
might, on the one hand, offer new challenging possibilities for increased accessibility, 
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in particular for groups which often have not been considered extensively (e.g. people 
with cognitive problems). On the other hand, these trends could provoke significant 
accessibility problems (e.g. in avatar based interfaces for screen reader end users).  

Games can be seen as an important learning enabler, in particular for groups with 
severe learning difficulties or those suffering from cognitive disabilities.  

New approaches towards therapeutic and educational games to develop psycho 
motor and cognitive development for people with disabilities can be derived from the 
use of computer games [24].  

Elearning and edutainment increasingly implement didactic games [12], [25], [26] 
and this should be addressed as an accessibility issue of growing importance.  

Progressively, games tend to enrich formal and informal learning processes and 
addresses especially incidental learning to a high extent [27], [3].  

Why should this not also offer new possibilities to address the problems of people 
with disabilities in education, job and societal inclusion? Using games, edutainment 
or game-like interfaces should be seen as enabler to overcome such obstacles. 

As indicated, HCI is beginning to use concepts and methods derived from games. 
Games and game-like interfaces are recognized as a means to implement education, 
training, general Human Computer Interaction (HCI) and web applications with us-
ability and effectiveness. This requires a pro-active focus on accessibility to keep pace 
with the general level of accessibility achieved over the last decades in standard HCI. 
When standard HCI changes, as several trends show, accessibility also has to change.  

Treating computer games as being of minor importance or not “serious” enough for 
people with disabilities should also be seen as discriminating. Games are often good 
training to become accustomed to the standard HCI and in particular with AT, for 
children as well as for adults after accidents, diseases or the elderly, who fear they it 
is too difficult for them [20]. For people with disabilities, AT skills are of increased 
importance as outlined above. Neglecting games loses a promising way of addressing 
this issue.  

Computer games have become an important part of child and youth culture, and 
most children in developed countries have considerable experience of such games.  
Games are used by a growing part of the population, especially among young adults 
(on average 25 years old, including 40% of women) but the proportion of players is 
also growing in other age groups of the population. The exclusion of people with 
disabilities tends to strengthen social exclusion and contradict the positive inclusive 
trend of general ICT/HCI. 

It also can be expected that R&D in game accessibility will contribute to an in-
creased usability of mobile game playing and the emergence of non-classical inter-
faces for mobile computing. As a recent study demonstrates [28], there is a large 
overlap between Web Content Accessibility Guidelines and Mobile Web Best Prac-
tices [W3C 06] (about 60%) with no inconsistency. This is explained by the similari-
ties between the difficulties experienced by Mobile Web end users and the difficulties 
that people with disabilities meet. There are numerous examples which outline how 
accessibility supports usability in general [22]. 
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3   Active Games Accessibility (AGA) 

Although it is hard to predict when and how such trends might enter or alter standard 
HCI, it is worth analyzing them as they offer new challenging opportunities for spe-
cific groups of people with disabilities. Due to a growing awareness for accessibility 
and in accordance with legal requirements [22], software is becoming increasingly 
accessible to the aged and people with disabilities, this can be further facilitated by 
discussions based on the principles, guidelines and tools developed for games and 
game-like interfaces (e.g. simulation software, charts, virtual/augmented reality [15])  

Designing games that work for players with disabilities is quite a challenge: The 
accessibility of games is a more complex problem than software or web accessibility 
in general. One fundamental difference is that games tend to expect certain behavior 
or skills, which makes adaptation to specific needs more challenging. Another reason 
for this difficulty, which may seem banal but must be emphasized due to its impor-
tance, is that accessible games must still be games [29]. It is not only about supporting 
special pedagogical aspects for people with disabilities, it is about taking part in a 
societal phenomenon of growing importance. 

The basic idea of the AGA is to embed support for accessibility, possibilities of 
adaptability and interfaces to AT into mainstream games.  

Working together with leading games and AT development companies and based 
on their technologies, it is planned to develop an accessibility framework that will 
provide: 

• Game Accessibility Guidelines 
• Active Games Accessibility framework 
• AGA Code Box and Documentation 

In the following pages, we will give a very short introduction to these activities 
which will be addressed in an international co-operation of accessibility and game 
experts. 

3.1   Game Accessibility Guidelines 

The W3C Web Accessibility Initiative (WAI) [W3C 99] is an excellent model and a 
good basis to work towards game accessibility guidelines and to outline how games 
can be made accessible to the broadest possible range of end end users, including 
those with disabilities and the aged. Computer game interfaces rely on the interaction 
of the end user, applying specific interface principles and AT. 

There are two research projects in the area of guidelines for games accessibility, 
which are of particular interest to our research. Project one is from IGDA, the Interna-
tional Games Developer Association. Inside IGDA is the Games Accessibility Special 
Interest Group (GA-SIG), who has published a whitepaper about games accessibility, 
and one chapter is about rules and hints for game developers. 

The other ongoing project is by the Norwegian IT company MediaLT. MediaLT 
has developed a set of guidelines, which were the basis for further development of out 
guidelines. Furthermore MediaLT is partner in our project. 
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With the guidelines from MediaLT, the rules and recommendations from GA-SIG 
and our own ideas, we developed our own guidelines and published them as a web 
page. The decision was made to create a web page making the GL accessible to eve-
ryone who wants to bring in new ideas or to help improve the existing GL. 

These guidelines have five main categories:  

• level/progression 
• input 
• graphics 
• sound 
• installation and settings 

The guidelines have, beside the rules itself, a categorization in three classes of  
priorities: 
− Priority 1 – Must have 

These are absolutely necessary for the listed group of gamers. Otherwise the game 
is not accessible for them. 

− Priority 2 – Should have 
These are a big help for the listed group of gamers. The game is accessible without 
these extras but with them, the game is easier to learn or the fun factor is higher. 

− Priority 3 – May have 
These are help features for the listed group of gamers. The game is still accessible 
without these extras. 

Furthermore there are four groups of disabilities: visual, auditory, mobility and 
cognitive disabilities. These disabilities are allocated to priorities, e.g. one rule can 
have priority 1 for visually impaired people and priority 3 for aurally impaired people. 

3.2   Active Games Accessibility Framework 

An expert AGA should provide a developing framework supporting: 

• Game developers to enable accessibility, by providing the information 
needed for designing assistive interfaces and  

• Assistive Technology providers to create assistive interfaces, enabling end 
users with disabilities to play the games.  

This should also include a so called AGA Toolbox, a set of applications, which 
help to check games for accessibility and to support developers in designing, checking 
and validating towards accessibility. 

The work on the AGA framework can follow a well established model of accessibil-
ity work. First considerations will involve an extensive study of established models of 
software accessibility such as developed by Microsoft [30], Apple [31], Gnome [32] or 
KDE [33] etc. When moving away from the standard HCI, there is a need to extend 
these software accessibility frameworks to include game-like interface principles. 

This framework will be developed based on a end user-driven design approach and 
by using working demonstrators of newly-developed and existing games. The large 
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involvement of game and AT companies should guarantee a practice-oriented ap-
proach of this research. Special games for target groups as well as mainstream games 
will be considered. 

The framework will consist of specific interfaces; the games should implement to 
be compatible with AGA, and protocols for exchanging messages and/or events. 
Specifications will be developed and interfaces for the main languages will be imple-
mented. Plug-ins for game development platforms (for instance Microsoft XNA, etc.) 
will be developed in order to enable game developers using this platform to create 
accessible games easily.  

It must guarantee that: 

• the game and scenarios can be adapted to the abilities of the end user 
(knowledge level, motor skills, perceptual features, cognitive skills); 

• the device/platform (input-output signals and modalities of imaging the 
game content) must support the AT of end users with disabilities; 

• AT and disability specialists can adapt the interface for certain end users 
or end user groups; 

The assistive interfaces will be of various kinds: 
 

• Generic accessibility interfaces: These are applications that communicate 
with any game implementing the AGA framework in order to deliver the 
information from the game to alternative devices and/or to manipulate the 
game from alternative devices. These applications can be specific to one 
disability as well as including the needs of several kinds of disabilities. 
They will be useful to handle simple games, in which the interaction will 
correspond to one or several identified models. They might have limited 
possibilities for adding contents to a specific game scripts. 

• Specific game adaptations: These are applications that will be developed 
specifically for making one game accessible to one or several handicaps. 
It will correspond to the case of a game for which all interaction has to be 
adapted.  

 

This categorization is not strict. Indeed, this framework will also support the possi-
bility of developing an adaptation for a family of games, for instance in case of using 
a particular game engine (such as Quake). 

In accordance with this, the involvement of AT experts and developers will also al-
low the adoption and further development of AT functionalities and interfaces, so that 
end users with disabilities can successfully play games in an accessibly, enjoyable and 
in some aspects also competitive manner. Game accessibility is therefore also treated 
as a challenge for AT. 

3.3   AGA Code Box and Documentation 

The AGA Code Box and Documentation will provide a set of examples of best prac-
tice and design/software patterns giving developers guidance on how to deal with 
certain games or game scenarios (e.g. shooting, car driving, climbing, moving around, 
etc ...) plus an extensive documentation including tutorials and references. 



256 K. Miesenberger et al. 

AGA will design a number of prototypes, demonstrators, games and all necessary 
material to support the implementation of the AGA framework in mainstream games 
(tutorials, guidelines, best practices, and code box with open-source code examples). 
The AGA framework will enable a large variety of interactive software to become 
accessible. This includes, of course, video games.  

A professional design and documentation should allow reusability and better learn-
ing by examples. In particular, this should show how it is possible to make such 
games accessible as: 

• action games: e.g. drive a vehicle in a race game, shooting 
• simulation: e.g. flight/driving simulator  
• strategic games: e.g. chess 
• scrabble 
• etc.  

 

Disabilities should be treated as certain contexts of use. It should be stressed that we 
are not considering the accessibility in terms of disability but in terms of a set of alter-
native capabilities for interacting with the game, which would be equally valid for the 
elder player and help them acquire the confidence necessary to interact with new  
technology without anxiety. These alternative abilities can only be employed if a game 
supports accessibility and AT, and they should be supported within the framework 

On the other hand, functional difficulties can also apply to people who are not 
qualified as being part of the target group. For instance, one could play a game with a 
mobile device while traveling back home after work. In a crowded bus, this player 
would not have access to the sound of the game, because of the noise in the close 
environment. Then, while walking back home after taking of the bus, the player 
would not have access to the screen, but to the audio via a headset. 

4   Game-Like Interfaces 

Games are more than just games. Games, as outlined, are seen as important new pos-
sibilities to enrich the standard HCI and the game-like interfaces, in particular, to 
enhance learning and teaching strategies. One of the most famous games making its  
way out of gaming into considerations for mainstream application is Second Life [13]. 
Second life is perhaps the most popular virtual world platform in use today, with an 
emphasis on social interaction and with enormous pedagogical potentials [34], [35].  

Although Second Life utilizes a game based interface, it cannot be considered as a 
game due to the definition that a game usually includes a target to be reached, an 
enemy to defeat, or a lap time to beat. It is a simulation of real or virtual life  
situations, where a character (called avatar) represents the player in the game. Style, 
behavior and movements of the avatar can be defined. Most important are the com-
munication with other "people" and the interaction with defined virtual objects. As the 
game became more popular, companies discovered Second Life as a good place for 
their own activities, such as training and advertisement. 
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Companies, governments and other organizations established their space within the 
game. This trend culminates with special sessions at conferences and job interviews in 
Second Life. 

Avatar based interfaces, derived from game-playing, are first of all pure graphical 
interfaces. According to the established accessibility standards, there is a need for 
alternative text for such objects and according meta-information on their behavior. 
There is a need to provide direct access as an alternative to a hand-eye co-coordinated 
interaction. These are two important aspects derived from the W3C/WAI set of crite-
ria, which would require corresponding interfaces in Second Life. First tests have 
demonstrated that such interfaces can be designed and, according to content authoring 
guidelines, might lead to accessible Second Life scenarios [36]. 

Despite the fact that the future of Second Life can not be predicted, it offers an in-
teresting test bed for next generation interfaces, which go beyond the standard desktop.  

In the AGA framework, it is used to test how the virtualization of real life situa-
tions (e.g. opening a public office in second life) could be put in place in an accessible 
manner. 

Such activities are good examples of the fact that games accessibility is not just 
dealing with leisure time activities, it has extended to serious topics of life. If a gov-
ernmental body opens a virtual office in Second Life, it is at least subject to web ac-
cessibility regulations and demands that games accessibility is addressed seriously. 

5   Conclusion and Future Outlook 

We have outlined that game accessibility is of growing importance since principles 
and techniques deriving from game interfaces should enter the standard HCI. In addi-
tion, games offer new possibilities to support people with disabilities. Due to this, 
game accessibility, which so far was not considered under the accessibility work, 
should be proactively addressed to smooth the potential transition into new interface 
paradigms. 

We have presented some considerations on game accessibility work, comprising of 
work on a) guidelines, b) AGA supporting game and AT developers and c) code pat-
terns, documentation and examples of accessible games or game scenarios. The work 
so far demonstrated the challenges and difficulties in games accessibility but also 
underlined its potential for accessibility and increased usability. More efforts are 
needed and increased research and development efforts is necessary, in order to reach 
the goal of game accessibility. 

Further research also needs to be made as to the type of games most likely to ap-
peal to older people, educational, creative, mind jogging or practical – i.e.: cooking 
[37] and which adaptations are necessary to encourage them to experiment and play in 
order to familiarize themselves with the wide palate of technology on offer.  

By taking their physical and mental difficulties into account, we can increase ac-
cessibility for everyone and improve acceptability among a wider range of end users.     
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Abstract. Understanding novel visualizations can be a challenge even for ex-
perienced users. During iterative usability engineering phases in the DisCō pro-
ject, visualizations of time-oriented data are explored by domain experts and 
non-experts. The aim of our study is to analyze the generation of knowledge 
and understanding by means of visualizations without previous user training. 
Focusing on applicability in various business domains for personnel planning 
and time scheduling, we tested mockups of visualizations with a method based 
on user-reported insights. Results show almost identical behavior of domain 
experts and non-experts when generating insights into the data from scratch. In 
the course of working with a visualization, an interchange of insights into the 
visualization and insights into the data was found.  

Keywords: Usability engineering, insight method, Visual Analytics, time-
oriented data, participatory usability design. 

1   Introduction 

User studies for the evaluation of complex visualizations with non-experts often start 
with intense training sessions (e.g., [1][2][3][4]). In this context training focuses not 
only on the usage of tools but also on the acquisition of expert and domain knowledge 
[5][6]. For various scientific domains, such as bioinformatics [7], meteorology [8], 
and mathematics [9], the demand to integrate huge amounts of expert knowledge to 
obtain deeper insight and understanding of data visualizations seems evident. But this 
kind of knowledge-based training is not necessarily needed to this extent for other 
domains. In the business domains of personnel planning and workforce scheduling, 
complexity arises mainly from the interference of irregular and highly entangled time 
structures and huge multivariate datasets.  

Although most of the central variables sound familiar from experience in daily 
work life and are comprehensible for most of us (e.g., volume of sales, occupancy 
rates), there are many differences between experts and novices in the interpretation of 
data. Experienced personnel planning consultants are time-structure-experts with deep 
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knowledge and cognitive scripts for data checking and aggregation, a strong back-
ground about conventions, policies, and procedures about customer’s business and 
elaborated mental models about economy. All these attributes are necessary for rich 
data interpretation, problem solving, and the generation of forecasting models. If 
structures of time are suitably put into pictures, many valuable insights into data can 
be gathered during explorative analysis. 

One decisive point for personnel planning consultants is that results and data in-
sights have to be communicated in most cases to semi- or non-experts for time struc-
tures. Usually time for additional explanations about the inner logic of the visualiza-
tions is limited during presentations. Although all of us are confronted with various 
time structures in daily life, such as business days, weeks, or months, the question 
raises, how fast and accurate can novel visualizations of time-oriented data be com-
prehended? How intuitive are these new visualizations for non-experts as well as for 
experts of “temporal analytics” [10]? In this paper we want to address these questions. 

This paper is structured as follows: At first we want to give some insights into the 
challenges of depicting time-oriented data. Because the users’ understanding is a cru-
cial factor in the field of data visualization, we conducted a case study that will be 
described in the subsequent sections. 

2   Visualizing Time – A Challenge for Visual Analytics 

During the last decade capabilities to both generate and collect data and information 
have seen an explosive growth. Advances in scientific and business data collection 
(e.g., from remote sensors or from retail and production devices) as well as in data 
storage technology enabled us to store high volumes of data and information. How-
ever, they clearly overwhelm the traditional manual methods of explorative data 
analysis. The generation of new methods and tools for more complex explorative data 
analyses are the subject of the emerging field of “Visual Analytics” [11]. Its basic 
idea is the integration of the outstanding capabilities of humans in terms of visual 
information exploration and the enormous processing power of computers to form a 
powerful knowledge discovery environment.  

Exploring trends, patterns, and relationships are particularly important tasks when 
dealing with time-oriented data and information. Time-oriented data are highly com-
plex in their structure: there are different granularities (e.g., minutes, hours), different 
forms of divisions (e.g., 60 minutes per hour but 24 hours per day), different calendar 
systems (e.g., Gregorian or Business calendars), and irregularities like leap seconds or 
leap years. Moreover, time contains natural, but also social cycles and reoccurrences; 
for example seasons or holidays.  

Within the DisCō1 project we aim to develop novel Visual Analytics methods to 
visually as well as computationally analyse multivariate, time-oriented data. The 
novel visualizations are developed as a plugin for TIS2 (described in [12][13]). In the 
                                                           
1 From Latin “discō” (inf. discere), which means “I learn”. 
2 [TIS] (Time Intelligence Solutions ®) is a flexible Business Intelligence Software developed 

by XIMES GmbH. It focuses on time related data with the aim to support personnel planning, 
controlling, and forecasting. Thereby, TIS facilitates the fast development of company spe-
cific solutions and the exchange of methods and ideas in this field. 
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DisCō project, the development of visualizations is accompanied by usability studies 
to support the human reasoning process and ensure intuitive human-computer-
interaction.  

3   Usability Studies 

The usability study design is characterised by an early focus on users and their tasks. 
The different stages of usability evaluation can be described in three phases, namely 
task and user analysis, iterative process of User Driven Design, and Usability Testing 
(cp. Table 1).  

Table 1. Usability evaluation in three phases 

Phase Methods Questions & Topics 
1. Task and 
User Analy-
sis 

10 qualitative interviews 
(users and software devel-
opers) 

o Who are the potential users of the system 
(e.g. educational background)? What kind 
of expectations do they have?  

o What are the typical goals and information 
needs of users?  

o What context do users work in (infrastruc-
ture, tools, …)? 

2. Iterative 
Process of 
User Driven 
Design  
 

o Mockup testing, think-
aloud, interviews 

o Usability inspection and 
heuristic evaluation  

o Focus groups in order to 
provide additional in-
formation about prefer-
ences  

o Discussion and optimization of visualiza-
tions with potential users, analysis of in-
sight patterns 

o Identification of guideline violations; in-
depth testing 

o Participatory development of interaction 
design 

 
3. Usability 
Testing 

Summative testing proce-
dures 

Validate usability design 

 
The present study relates to the iterative design process (phase 2), where the first 

mockups of visualizations were tested. In order to present the context of this study, 
we want to give a brief overview of some results of the already completed user and 
task analysis (see table 1, phase 1). Further, some specific peculiarities will be dis-
cussed with regard to existing findings in literature. 

Who are the users of the visualization tools? The participants described their work 
as business consultants, human resources planners, and controllers. Their tasks are to 
plan and forecast personnel requirements and to evaluate organisational interventions 
in this field. In addition, they analyse time-related personnel data for different groups 
or locations  in conjunction with metadata and various management ratios. The users 
described the application scenarios of data analysis in different industries, like trans-
port and logistics, service industries, retail, health care, and the public sector.  

Users reported that they were often confronted with ill-defined problems; although 
customers are aware of having a problem, they are frequently unable to describe or 
even to name it. Hence, data analysis has to be mainly exploratory at first. Similar to 
the workflow in exploratory data analysis in scientific domains (see [14][15][16] and 
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[8]), the workflow in the field of human resources planning lacks linearity. It can 
rather be described as an iterative or circular process. During their data analysis proc-
ess, users reported several cases where it was necessary to go back one or more steps 
and change, normalise, or filter data. On the data level, frequently reported cases are 
inconsistencies in data like missing values or implausible time shifts and missing con-
sistency with other variables. These validation processes are supported by an exten-
sive toolset and are reported as one of the most time consuming parts of the analysis. 
On the user level, new insights and deeper understanding of data and their relations, 
adapted frames of understanding [15][17], and newly developed hypotheses (derived 
from previous results) often generate the necessity for recalculation.  

Testing statistical hypotheses is not of high priority in these domains. Due to nar-
row time boundaries, results usually have to be gathered within minutes or hours, data 
analyses that span over weeks or months rarely occur. Visualizations are not seen as a 
“by-product” of the analysis (as stated by [16]), but as a tool supporting analysis and 
presentation of results. Users favour visualizations which can be presented to their 
management board or CEOs with little additional effort of editing or with automatic 
support for creating new visualizations to illustrate their insights and findings. There-
fore, one of the requirements for the software application is intuitive visualization of 
highly complex multivariate, time-oriented data – so that it can be understood without 
extensive training lessons. 

User requirements, as described above, have to be satisfied. The aim of participa-
tory design is to meet these requirements. To test the support of the human reasoning 
process, various novel methods have been developed over the last years. Classical 
benchmarking metrics, like efficiency and efficacy or time and error rate,  turned out 
to be of limited use for of the improvement of information visualizations as they are 
typically task based and used in a highly standardised experimental setting. Therefore, 
tasks have to be compact and predefined. Definitive, unambiguous, and distinctive 
answers are forced through the experimental setting and time constraints leave little 
room for deeper elaboration of the findings [18]. Due to the exploratory nature of 
knowledge discovery in Visual Analytics, new paradigms [5][19] for testing “beyond 
time and errors” [20][21] were promoted to fill these explanatory gaps. One of these 
metrics is the qualitative and quantitative measurement of user reported insights [7], 
which will be described in the following sections. 

3.1   Defining Insights 

A review of literature on insights in visualizations from Psychology and Visual Ana-
lytics showed that no commonly accepted definition exists [1][7][22][23]. Hartmann 
[22] sees the problem of the term insight in using “specialized meanings for [an] ordi-
nary word” (p.242). While in Cognitive Psychology insights are sometimes defined as 
a sudden realization of a problem’s solution, as an aha-experience [23], in Visual 
Analytics insights are often defined as discoveries about data [7]. We are not able to 
solve this ongoing discussion, especially as the granularity of insights is unclear: is a 
new insight gained when a pattern is detected in visualizations, when scripts for data 
analysis are identified, or when a mental model about the data is completed? There-
fore, we define insight only for the purpose of this study as the generation of new 
knowledge by individuals out of visualization for data analysis. We focus on the finest 
granularity of insight, a single observation of the visualization. 
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4   Insight Study 

This study addresses the question of whether prior knowledge about a specific visu-
alization is necessary to generate insights. Most studies implemented extensive train-
ing [1][3][4][7] prior to the generation of insights or invited participants who were 
already familiar with this visualization [7][8][9]. By selecting this procedure, re-
searchers implicitly assumed that some knowledge about a specific visualization is 
necessary. But is this the case? 

To shed some light on these questions we conducted a case study. For this purpose 
we carried out and analyzed interviews about two visualization-mockups. 

4.1   Methods and Materials 

To provide a better understanding of the applied visualizations, we would like at first 
to give a brief introduction into Cycleplot and Multiscale visualization techniques. 
Afterwards, the participants of the case study and the analysis procedures will be de-
scribed in detail. 

4.1.1   Cycleplots 
One of the more prominent effects of the structure of time is the fact that special pat-
terns emerge from granularities, like day of week or hour of day. For example, values 
from one Monday are closer to values from the next Monday than values from the 
next Friday. The next Monday also has a next Monday that is similar. Values from a 
Tuesday are of course similar to values from the next Tuesday. A pattern emerges that 
is seven days long. Patterns like this are called cycles. Another phenomenon that is 
often found in time-oriented datasets is a trend. A trend is a long-term effect that 
overlays short term patterns or cycles. If a cycle has very obvious fluctuations, it can 
be hard to detect a trend that is overlaid by it. Fig. 1 shows a dashed line depicting a 
cycle and a dotted line depicting a trend. The solid line shows what happens if this 
cycle and this trend overlap. 

Simple attempts on visualizing time-oriented data aggregate to one granularity and 
show a certain range of data in a single curve. Improvements upon this visualization 
split the data and show several curves. E.g., seven curves are shown for the days of 
week, but only one week is shown in total and each curve shows one day straight 
from the beginning to the end. These visualizations only show a very general trend. 
However, it is possible that different trends exist for the several parts of a cycle. E.g., 
Mondays are getting quieter while Sundays are getting busier. This fact is hidden by 
the visualizations we have described so far. 

Cycleplots have been introduced by Cleveland [24][25] as a means to detect multi-
ple trends in substructures of time. When generating a Cycleplot, the user has to 
choose a granularity that is used to group the data into bins. The important point is 
that this granularity should not be the coarsest one but the one that contains the most 
prominent cycle. Inside each bin, the whole selected range is plotted, but filtered for 
the value of the granularity that corresponds to the bin. Finer granularities than the 
one used for the grouping are usually aggregated to an average value. Fig. 2 shows an 
example. The number of simultaneous assignments of a police department has been 
plotted over the course of a month. These assignments mostly result from emergency 
calls, so it is difficult to plan them in advance. Experts in shift planning have the task 
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Fig. 1. Example for cycles and trends. The cycle is plotted as a dashed line, the trend is plotted 
as a dotted line, their sum is plotted as a solid line. 

 

Fig. 2. Cycleplot example, used for mockup testing (text in German). The horizontal axis 
shows several bins grouped by time of day, each containing the Mondays over the course of 
one month. The vertical axis shows number of simultaneous police assignments (title translated 
“Police assignments on Mondays in August 2005”). 

to find out how many assignments are most likely to take place. In this example, the 
data has been filtered to show only assignments on Mondays. It is aggregated to use 
hours as the smallest granularity. Every hour of the day is shown in a separate bin. 
Note that the course of the line inside a bin does not reflect the minutes of that hour, 
but instead shows the average value of that hour of the day for several different Mon-
days. Trends are visible, but they are different for each hour. This visualization is 
well-suited for classification done by the user.  

The Cycleplot performs very well in the detection of trends and some other as-
pects. However, for a data set the size of our example, it needs aggregation or  
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filtering. When showing all available data points at a lower level than days, the opti-
cal clutter becomes too strong. We will now present a visualization that can show 
more details. 

4.1.2   Multiscale Visualizations 
To deal with a huge amount of time-oriented data to be displayed, several interaction 
mechanism are usually employed: Scrolling is used to show only a part of the dataset. 
There is no loss of detail by employing scrolling, but it is difficult to overlook the 
data or compare values that are temporally apart from each other. Filtering (e.g., 
showing only Mondays) is very similar to scrolling. Aggregating (e.g., calculating the 
mean over a certain amount of time) is effective for gaining overview, but it hides a 
great deal of information.  

To reduce the need for scrolling or aggregation, it is necessary to show as much 
data as possible in a limited space. This can be done by encoding the position on the 
time axis using two dimensions. In these visualizations, it is necessary to find a dif-
ferent way to encode the value. One way is using different colors for different values. 
The position within a two-dimensional grid is determined by one time granularity for 
the position along the horizontal axis (e.g., day of week) and the value of another time 
granularity for the position on the vertical axis (e.g., week of month). A well-known 
example for this arrangement is a calendar sheet, with the day of the week on the 
horizontal axis and the week of month on the vertical axis. While a calendar plots the 
number of the day of month in different colors inside each square, a matrix-based 
visualization usually fills the whole block with a color that represents a data value. If 
the size of such a block is shrinked down to a single pixel, we also refer to them 
pixel-based visualizations.  

Multiscale visualizations have been developed by Shimabukuro et al. [26] in a 
work mainly focused on the combination of time-oriented and space-oriented data 
where overview and detail are combined in one visualization. Although the work of 
Shimabukuro et al. has a strong focus on space-oriented data, the Multiscale visuali-
zation is solely for time-oriented data. A range of time (e.g., a month) is divided in a 
matrix-based visualization (e.g., a calendar sheet). In a parallel view, a second version 
of the visualization is shown. In that view, each block is further divided (e.g., in hours 
and minutes) using again a two-dimensional matrix. Therefore, each larger block con-
tains another matrix-based visualization. The visualization makes strong use of the 
structure of time, allowing the combination of four granularities and their data con-
tent. Unfortunately, the original paper from Shimabukuro et al. does not stress the 
granularity aspect further as it is focused in a different direction. For us, it is impor-
tant to stress that any combination of granularities can be used in any order.  

The example in Fig. 3 shows the same dataset of police assignments as the Cycle-
plot example (described above). However, the finer granularity consists of 5-minute-
blocks. The fact that even at this time raster, a whole month can be displayed (without 
filtering for Mondays) shows how large datasets can be displayed in full detail using 
the Multiscale visualization (this visualization consists of 7803 separate data points). 
We have used a visual mapping of data value to color (hue) on the coarse level and a 
visual mapping of data value to gray scale on the fine level.  

We have increased the flexibility of the Multiscale visualization by allowing the 
mapping of any granularity on any of the four nested axes. We can combine both 
views within one visualization by mapping the average value at the coarse level to 
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Fig. 3. Multiscale visualization example. Each block shows one day. Inside each block of the 
finer scale display (bottom), rows represent hours and each pixel in a row a 5-minute-interval. 

hue and the average value of the fine level to gray scale (see Fig. 4). This variant con-
sumes less space and combines overview and detail more integratedly, freeing the 
user from the need of switching the focus back and forth. 

Both examples reveal the following phenomenon: Tuesday 16th and Wednesday 
the 17th have a hue that shows very high activity of the police. While the hue of 
Monday 15th suggests that there were less assignments on that day, a look at the 
value, showing the finer granularity, reveals that the high number of assignments al-
ready started on Monday morning. The quiet night from Sunday to Monday hides that 
fact if the data is aggregated to days, as in our initial example. The Multiscale visuali-
zation can reveal the true circumstances. 

It is possible to make comparisons along any of the granularities when reading a 
Multiscale visualization. Inside each block, we can read along an hour or compare hours 
to each other. Between blocks, we can try and detect trends over the course of the week, 
or you can compare a day of the week to the same day one week later. In the example, 
Sundays are very similar too each other, but there are very different kinds of Saturdays. 

These two novel visualization techniques – the Cycleplot and Multiscale visualiza-
tion – were tested using the procedure described in the following section. 



 Visualizations at First Sight: Do Insights Require Training? 269 

 

Fig. 4. Multiscale visualization example, used for mockup testing (text in German). Each block 
shows one day. Inside each block, rows represent hours and each pixel in a row a 5-minute-
interval (title translated: “Police assignments in August 2005, daily mean and 5-minute-raster”). 

4.1.3   Procedure 
To test the visualizations (Fig. 2 & 4), participants were asked about their insights 
into the visualizations using the think-aloud method. The two visualizations were 
presented as printed out mockups, without trainings and further explanations. When a 
participant was not able to generate any more insights into a visualization after re-
peated requests, a standardized short explanation of the visualization (cp. 4.1.1 and 
4.1.2) was provided. After this explanation, we asked the participant again to generate 
insights and suggest further improvements. To reduce the interviewer’s workload, 
audio protocols were recorded. 

4.1.4   Analyses 
Prior to the analyses we transcribed the audio protocols from all interviews. Then, we 
segmented the transcripts into smallest meaningful units (see [27]) and created a time-
stamp for each unit from the audio protocols. 

As first step in the analysis of the interviews we coded each transcript segment as 
an insight or not an insight: we coded an insight when new knowledge was generated 
by the participant. We then grouped the insights according to the knowledge gener-
ated: Segments referring to the same knowledge were coded as one insight with the 
time-stamp of the first reference. 

For the categorization of insights we followed the procedure of North and Saraiya 
[7][18]. We coded insights with respect to the following characteristics: 

• Observation: Occurrence of insights for each visualization 
• Time: When was the insight generated (e.g. before or after explanation)? 
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• Correctness: Was the insight correct? 
• Category: Which types of insights were observed? 

A first analysis of the insights showed two main categories of insights: Insights 
into the visualization and insights into the data the visualization displays. At first 
sight, this categorization seems to be different to existing insight studies, but accord-
ing to North [18] insight “capture[s] the intuitive notion of a visualization’s purpose” 
(p. 6). This definition compasses both categories of insights used in our study. 

Visualization insights can be further divided into insights what the visualization 
displays (“how-insights”), insights how the visualization has to be read (“meta-
insights”), and insights how the visualization can be improved (“improvement-
insights”; see Table 2 for examples of insights in each category).  

In addition, we coded data insights according to the purpose of the two visualiza-
tions: Cycleplot enables the differentiation of trends and cycles. Therefore, we coded 
data insights into the Cycleplot as either trend or cycle. Multiscale displays both 
overview and detail in one integrated view. Therefore, we coded data insights into the 
Multiscale as either overview or detail (see Table 2). 

Additionally, we coded whether prior knowledge was integrated by the participant 
for generating the insight and what knowledge was used (see Table 2 for an example). 
To visualize the uptake of prior knowledge or insights we built an uptake graph [28]. 

Table 2. Examples for insight categories 

How-insight “The more green the less assignments, the more 
blue the more assignments.” 

Meta-insight “Okay, first I’m looking at the days, if I can detect 
any patterns.” 

Visualization 
Insights 

Improvement-insight “It would be good to be able to filter out one day.” 
Cycleplot: Cycle “Starting in the morning it rises to a peak around 

10, 11 am. Then it calms down at noon with a sec-
ond peak around 4, 5 pm. and falls down again.”  

Cycleplot: Trend “The first Monday is high, descending on the sec-
ond, and rising again on the third and forth.” 

Multiscale: Overview “Sundays are rather low, on average.” 

Data Insights 
 

Multiscale: Detail “Especially at noon it’s higher than before or after 
noon. It’s always darkest then.” 

Integration of Prior Knowledge “It decreases until 6 in the morning, to a minimum. 
I assume this is due to […], to my knowledge, 
change of shift.” 

4.1.5   Case Description 
The recordings of three participants were analyzed for our study. Two of them were 
experts in time-scheduling and personnel planning/controlling (abbreviated as P.Y. or 
participant Y., P.X or participant X. in the following sections), with an experience of 
5-10 years as consultants in various business domains (service industries, retail, pro-
duction, health care and public sector). We interviewed also one expert (P.Z. or par-
ticipant Z.) in data visualization with focus on dynamic organizational mapping and 
Social Network Analysis. He has 3 years experience in research and development in 
the academic field and consulting. 
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The cases were selected carefully on the basis of previous interviews in the phase 
of task and user analysis. The selected participants were those who showed the most 
demonstrative behavior when analyzing data. We are aware that three cases will not 
suffice to produce generalizable results. Still, according to Holzinger [29], at least 
three participants are necessary for think-aloud-analysis. Also, it has to be pointed out 
that these results are preliminary, since three other interviews are currently under 
transcription (see discussion). So far we have not found any indications in the addi-
tional interviews that argue against the results described below. 

4.2   Results 

Observation. On average, each participant generated 34.67 data insights overall. 
Comparing data insights for each visualization, the Multiscale (M = 19.67) produced 
more data insights than the Cycleplot (M = 15.00). Still, if we relate the number of 
data points for each visualization to the number of insights produced, relatively few 
insights were produced using the Multiscale. In contrast, the amount of insights into 
the Cycleplot was very high using this relative point of view. 

Time. Participants had insights into the visualizations straightforward from the begin-
ning; the first insights started between 13 and 79 seconds after instruction. The time 
course of insights for both visualizations per participant can be seen in Fig. 5.  

Participant Z. generated most insights into both visualizations, but many of them 
after the explanations. If the amount of insights before the explanation is compared to 
the amount of insights afterwards, it can be seen that the expert participants X. and Y. 
generated most insights before the explanation (64 and 90 %), whereas participant Z. 
generated most insights after the explanation (62 %). Further analyses were conducted 
to see whether there are qualitative differences between participant Z.’s insights on 
the one hand and X. and Y.’s insights on the other hand. 

Correctness. Overall, almost no incorrect insights were observed. It was audible 
sometimes that a wrong conception of the visualization was corrected, but the final 
insight was correct. For example, “I missed that: It’s not one week, but four weeks.” 

Category. First, data and visualization insights for each visualization technique were 
differentiated. A similar amount of data and visualization insights was observed for 
each technique (cf. Table 3). 

Most visualization insights focused on how the visualization can be improved 
(M = 5.33 for the Cycleplot; M = 5.67 for the Multiscale). The Multiscale needed 
more insights how the visualization works (M = 4.33) than the Cycleplot (M = 1.33). 
On the contrary, more meta-insights were gained into the Cycleplot (M = 2.67) than 
 

Table 3. Data and visualization insights into the two visualizations (left two columns) and time 
of first insight (right) 

 Multiscale Insights Cycleplot Insights First Insight 
 Visualization Data Visualization Data Visualization Data 

P.X. 9 9 5 5 81 sec. 203 sec. 
P.Y. 7 9 9 6 15 sec. 53 sec. 
P.Z. 18 13 13 8 74 sec. 112 sec. 
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Fig. 5. Sequence of insights for Multiscale (left) and Cycleplot (right) per participant over time 
(P.X. = participant X.; P.Y. = participant Y.; P.Z. = participant Z.) 

into the Multiscale (M = 1.33). Comparing the three participants, X. and Z. generated 
more improvement insights, whereas Y. focused more on how- and meta-insights. 

Regarding data insights into the Cycleplot, only participant Z. generated data in-
sights with respect to categories, cycles and trends. Participant X. generated only in-
sights with respect to cycles, whereas participant Y. generated only insights with  
respect to trends and once remarked that “a daily cycle can also be seen”. 

Data insights into the Multiscale were more evenly distributed: Every participant 
gained insights on an overview as well as on a detail level. Again, participant X. fo-
cused on one level: He generated eight overview-insights and only one detail-insight. 

Integration of prior knowledge or prior insights. The most important observation – 
though intuitively logical – is that insights into the visualization always precede in-
sights into data. On average, the first insight into the visualization was after 57  
seconds, into the data after 122 seconds (cp. Table 3, right column). As can be seen in 
the following uptake graphs (see Fig. 6 and Fig. 7), many data insights build upon a 
preceding insight, how the visualization works.  
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Fig. 6. Uptake graph for participants Z. (left) and Z. (right) for the Cycleplot. 

 
This is very clear for participants Y. and Z., but participant X. seemingly did not 

verbalize every visualization insight during think-aloud procedure – many of his in-
sights require other insights that were not explicated and therefore have to be inferred 
by the researcher. We therefore focus in the following paragraphs on participants Y. 
and Z., who reported their insights more accurately and completely. We are going to 
analyze their uptake of prior insights and prior knowledge in the Cycleplot first and 
then present their insights into the Multiscale. 
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Fig. 7. Uptake graph for participants Y. (upper) and Z. (lower) for the Multiscale 

 
Fig. 6 shows the uptake graph of both participants for the Cycleplot (see Fig. 2): In 

uptake graphs, dependencies of events (here insights) on two or more different levels 
can be visualized in chronological order. The right column displays the integration of 
prior knowledge P. Visualization insights are viewed as H (how-insight), M  
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(meta-insight), and I (improvement-insights) in the middle column. The left column 
shows data insights on cycles C, trends T, and other O. Visualization and data insights 
are numbered according to the time point when they were gained. 

P.Y. is the only participant who fully verbalized all visualization insights, how the 
Cycleplot works (H1 to H3). However, in his analysis of data, he had mainly insights 
into trends (T1 to T4, building on H3), but did not use the insights H1 and H2 for 
interpretation of the data. 

Maybe the integration of prior knowledge (P1) and the identification of the practi-
cal value of these insights let him focus only on trend insights, neglecting cycle in-
sights. In addition to the trend insights (T1 to T4) he extracted a further data insight 
that led to an insight of a further use of this visualization, namely a combined view of 
means and standard deviations (M5) that can also be used to identify outliers (M6). 
All other visualization insights (4 to 9) focus on improvement possibilities (I4, I7 to 
I9). After the explanation, P.Y. did not generate any further data insights.  

What can be seen from P.Y.’s uptake graph is a high use of prior knowledge for the 
interpretation of the visualization: P.Y.’s cognitive scripts and knowledge about time 
data influenced to a high degree how he extracted information from this visualization. In 
contrast to P.X., this was especially true for improvement insights into the visualization.  

Comparing all participants’ insights into the Cycleplot, P.Z. generated most insights 
– into the data and into the visualization. Still, he seemingly did not verbalize all visu-
alization insights, as the first data insights identifying cycles (C1 to C3) do not build 
upon a visualization insight. In contrast the trend insights (T4 to T6) build upon an 
explicated insight how the visualization works (H1). All other visualization insights 
were either meta-insights (M2 to M6) or insights, how the visualization can be im-
proved (I7 to I13). As was the case for the two experts, also P.Z. did not generate many 
data insights after the explanation. The only data insight he generated afterwards (C8) 
interestingly builds upon a data insight P.Z. had into the Multiscale visualization (both 
built upon the same data set!). This integration of prior insights into the data shows that 
P.Z. built a mental model on the data set across the two visualizations.  

Fig. 7 shows the uptake graph of both participants for the Multiscale (see Fig. 4): it 
is built analogous to the one for the Cycleplot. The data insights in the first column 
are coded as overview O or detail D.  

Participant Y.’s uptake of prior knowledge and prior insights during the explora-
tion of the Multiscale is highly complex: nearly all his data insights build upon prior 
visualization insights. Very interesting is his data insight O5 where he uses prior 
knowledge to interpret his insights into the data. As for the Cycleplot, he does not 
produce any data insights after the explanation. 

Participant Z’s uptake graph can be segmented in four very clear exploration 
phases: During the first phase, he gains insights how the visualization works (H1 to 
H7). In the second phase he uses this knowledge to interpret the data, first on an over-
view (O1 to O3), then on a detail level (D4 to D5). P.Z. did not fully understand the 
visualization, he did not decode the 5-minutes-raster. It was explained to him, but did 
not lead to any data insights. Still, after the explanation he generated further data in-
sights (D6 to D13), suggested improvements for the visualization (I9 to I17), and re-
flected it on a meta-level (M18). An interesting insight was D8, where he reflected his 
analysis behavior on a meta-level (M8). 

Comparing both participants, Y.’s uptake is much more complex and his insights 
more often build upon prior knowledge. The time sequence of Z.’s uptakes is more 
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clearly structured in phases. Looking across both visualizations, “individual styles” of 
exploration can be identified: P.Y. uses his prior knowledge to interpret both visuali-
zations and reports his insights in full. P.Z. has similar exploration phases in both 
graphs and analyses the visualizations in a more step-wise fashion. What can be ob-
served for both participants is that the Multiscale requires more how-insights into the 
visualization before data insights are gained than the Cycleplot. 

4.3   Discussion 

Overall, our analyses show that participants generated insights into visualizations 
from scratch, without training and even without expert-knowledge in the domain of 
time-oriented data analysis. To gain insight into the data, they first had to gain insight 
into the visualization on which their data insights could build upon. However, they 
did not need a full understanding of the visualization prior to data insights; they only 
had to gain some relevant visualization insights first. One of our participants did not 
obtain a full understanding of the Cycleplot visualization at all, but he still gained 
insights into the data. In the course of interpreting a visualization, insights into the 
visualization and insights into the data interchange and partly build upon each other. 

The data insights gained at first sight of a visualization were not – as one might ex-
pect – superficial, but most of them were rather complex: Henry and Fekete [30] sug-
gest to categorize data extractions in dependence of the needed degree of interpretation 
as highly complex (e.g., correlations, patterns, trends), medium complex (e.g., groups, 
outliers), or little complex (e.g., single values). Following this categorization for the 
data insights into the Cycleplot, 79 % are highly complex and 11 % medium complex. 
The data insights into the Multiscale are slightly less complex, but still 42 % are highly 
complex and 52 % are medium complex. So overall, the complexity of the data in-
sights is rather high, even though participants had only mockups for interpretation. 

The high quality of the insights is also reflected by their correctness: No incorrect 
insights were observed. An open question is whether no incorrect mental models 
about the data existed, whether these models were corrected too fast to be verbalized, 
or whether these models existed but were not verbalized. 

Even though all participants generated a high amount of insights from scratch, the 
insights of the experts highly depended on their prior knowledge. Still, it seems that 
their analysis scripts were not fully activated: An important step of data analysis, the 
plausibility checks and validation of the data set, was not conducted: half a day miss-
ing in the month view was not mentioned by any participant. 

The prototypical progress of insights over time for all participants can be divided 
in three phases: first, they generated (at least one) insight, how the visualization 
works. Second, they generated data insights that often built upon these first visualiza-
tion insights. In the end, they suggested improvements for the visualization that would 
let them generate further data insights. The last phase might be artificial, as partici-
pants were instructed to suggest improvements and additional interactive features. 
However, some of these insights were generated before this instruction, suggesting 
that phase three also exists without instruction during mockup testing. 

Participants were instructed to generate insights into two visualizations, the Mul-
tiscale and the Cycleplot. Slightly more insights were gained into the Multiscale. In-
terestingly, all participants had an audible aha-experience once during the interview, 
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when they figured out that the Multiscale visualization contains a monthly calendar 
view and not only a week. Therefore, the calendar-metaphor seems to suit this visu-
alization well and leads to fast understanding when recognized. As intended, insights 
into the Multiscale were both on the level of details and of the overview. 

In contrast, for the Cycleplot not all participants generated insights on both in-
tended levels, namely cycles and trends: only one participant generated both kinds of 
insight, one participant only gained cycle insights, and one participant decisively fo-
cused only on trend insights. These results suggest that this visualization is more dif-
ficult to decode than the Multiscale. This might be due to the fact that no everyday 
metaphor, like the calendar, exists for the Cycleplot. Therefore, more effort is needed 
to create an “ad-hoc-metaphor on the fly”. These results show a need for improve-
ment of the visualization or of the caption so that everyday metaphors can be applied, 
trends and cycles are highlighted alike, and both insights are supported.  

During the testing, participants generated many suggestions for improvements: the 
most important suggestions were derived from problems encountered with interpret-
ing the mockup of the visualization. Additional improvements were suggested, which 
are mostly related to participants’ analysis scripts and prior knowledge of interactive 
feature.  

• Individual selection of coloring (Multiscale): One participant had problems to dif-
ferentiate between the green and blue colors used.  

• Addition of parallel curves / metadata (Cycleplot): All participants asked for the 
possibility to display other curves parallel to the Cycleplot to identify correlations. 

• Selection of data displayed (Multiscale, Cycleplot): Changing the initial selection, 
but also adding and filtering of data. 

• Details onClick (Multiscale, Cycleplot): Being able to see the real value onMouse-
over or onClick.  

• Additional statistics (Multiscale, Cycleplot): Displaying mean values for days, 
month, etc.; for the Multiscale it was also suggested to display the “mean color” 
(e.g. for weekdays) or the mean daily course. 

• Zooming, scrolling, annotation (Multiscale, Cycleplot)  

5   Conclusions 

Many other studies [1][4][7][19] have used insight-methodology to measure the pro-
ductivity related to visualizations. In contrast, in our study, insight evaluation tech-
niques were used to analyze and improve two visualization mockups and to gain 
deeper knowledge about the workflow of exploratory analyses. 

To stay close to the typical process of analysing time-oriented data, we asked ex-
perts in personnel planning to participate in this study. As we are confronted with 
time in our everyday life, we also asked a non-expert to participate in this study to 
compare novice and expert users. Overall, we did see little differences between ex-
perts and non-experts: both were able to generate insights into the visualization and 
the data from scratch in similar time and quality. However, the experts more often 
used their prior knowledge to interpret data. On the other hand, it seems that existing 
cognitive scripts also hindered alternative analysis processes. Both experts were  
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unable to extract different data insights from the Cycleplot (cycles and trends), 
whereas our novice user was able to do so. Preliminary results from other interviews 
with novices currently under transcription show similar capabilities of non-experts. 
Other explanations for this difference could be a higher motivation of the novice user 
or that our experts – although familiar with time-oriented data – are lacking back-
ground knowledge and expertise in analysis of data from the police sector. This is 
also reflected by rare interpretations of gained data insights. Further studies within 
this project will account for this fact by a more task-oriented design, which will allow 
each user to use data of his/her own domain. 

Another limitation of our study is the open design of the instruction: participants 
were not given any problems to solve or tasks to complete. Rather, they were asked to 
tell whatever they see in the data. This lead to a very explorative analysis behaviour, 
might have impeded the activation of existing analysis scripts (like checking for miss-
ing data), and provided a wide space for interindividual differences. Therefore, results 
should be generalized only tentatively beyond our cases. 

Even though we found many differences between participants, all participants were 
able to produce insights from scratch. This indicates that no instruction is needed, but 
that these visualizations can be understood with only little effort at first sight. There-
fore, these two visualizations are also suited to visually present results to an audito-
rium unfamiliar with them, as they are rather self-explaining or easy to explain. Our 
analyses further show that no complete understanding of visualizations is needed to 
obtain insights, but already partial understanding is sufficient. 

Despite these limitations, the method used appeared to be helpful for our purpose, 
as this study focuses on formative rather than summative testing of visualizations. 
The insights gained by our participants can thereby be used to further improve and 
develop visualizations of time-oriented data. Insight studies, especially when focusing 
on insights into both the visualization and the data, turned out to be a promising 
methodology for participatory design of visualizations. 
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Abstract. PowerPoint is one of the most frequently used tools to present mul-
timedia for educational purposes.  Nevertheless, little is known about the users’ 
needs when using PowerPoint during lecturing. Our study focused on the pre-
senter’s needs in this context of use. We interviewed nine university lecturers 
from the computer science department by means of a questionnaire. The results 
show that users require features that are not yet realised with PowerPoint. For 
example, the control and use of other media should be adequately integrated. Or 
the navigation within the slide collection should be improved to better meet the 
users’ needs. Based on our findings, we outline required system features and 
suggest solutions in form of a prototype.  

Keywords: Multimedia Presentations in Education, User Centred Design, In-
teractive Paper. 

1   Introduction 

There are no independent studies about the spread of PowerPoint, but Microsoft esti-
mates 30 million PowerPoint presentations are made every day, and the tool has about 
ninety-five per cent of the presentation-software market [1]. Hence, PowerPoint is 
probably one of the most commonly used tools in university education. In this appli-
cation, not only slides are presented to students, but also other media such as video 
sequences or animations. 

There are plenty of studies investigating the impact of PowerPoint on education 
quality [2,3]. An informative overview is given by Craig and Amernic [4]. Some 
studies also investigate content complexity and learning performance [5]. But only 
very few studies deal with the lecturers’ needs when using PowerPoint for educational 
purposes. Golub [6] found in informal discussions with colleagues that preparing 
slides with formulae for a mathematical course was too time consuming, and hence 
users tend to use other media such as the whiteboard. To overcome this drawback, 
Golub suggested a computer-based system to produce handwritten transparencies. 
Another pen-based solution is proposed by Anderson et al. [7,8]. Their system allows 
the user to handwrite over computer-projected slides. Tufte [9] criticises that Power-
Point enforces a linear progression through a content that is arranged in a complex 
hierarchy that is often confusing. Based on this critic, Holman et al. [10] tried to  
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improve absorbtion and recall of presentation content by using a mind map based 
visualisation concept. Also Zoomable User Interfaces [11] aims to simplify access to 
required slides. However, these criticism about PowerPoint and the suggested solu-
tions are not based on the results of user studies. Asking users about their needs is a 
vital prerequisite when aiming to redesign a system to improve its usability.  

Therefore, our investigation focused on the use of PowerPoint during lectures or 
tutorials for educational purpose. Does the tool really meet the users’ needs when 
interacting with the system during lectures? In particular, our study aimed to answer 
the following questions: 

(a) What is the content and organisation of the presentation? 
(b) What media are used during the lecture/tutorial?  
(c) How are users interacting with PowerPoint during their presentation?  
(d) Do users have suggestions for improvement of the tool? 

In the next two sections, we describe the study design and results. In section 4 we 
formulate implications for system features that should better reflect the users‘ needs 
and hence improve the interaction during presentations. Section 5 presents our proto-
type that implements the suggested features, and section 6 discusses our findings. 
Concluding remarks and an outlook to future work are given in the last section. 

2   Study Design 

With the help of a questionnaire we interviewed nine university lecturers that regu-
larly use PowerPoint during their lectures and/or tutorials. Five assistants and four 
professors of the computer science department of of ETH Zurich and the University 
Zurich volunteered to participate in our study. An interview took on average 37 min-
utes. The questionnaire comprised several multiple choice and open end questions 
that dealt with the users way of interacting with PowerPoint during presentations. 
Participants filled in the questionnaire and gave additional information orally. The 
interviewer took notes, asked further questions if necessary and reported about these 
results later on in a detailed text. Each participant was asked to provide us with a 
representative example of one of their presentations for student education.  

The participants' ages ranged from 25 to 62 years with a median of 32 years, one 
participant was female and eight male. All those interviewed have used PowerPoint 
for between 7 and 15 years, and the majority (n=8) either use version 2003 or 2007. 
Six persons stated that they use PowerPoint for 90% or more of their lec-
tures/tutorials, and three participants use it between 50 to 70% of their lectures/  
tutorials. 

The questionnaire comprised some general questions about the content and struc-
ture of the presentation and what devices are used when presenting with PowerPoint. 
We also asked participants what other media they use during lectures, what function-
ality of PowerPoint they usually use, and whether they prefer to stand at the lecturn or 
nearby their audience during the presentation. Another important issue was to find out 
whether and how the interaction with PowerPoint could be improved from the user’s 
point of view. 
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3   Results 

To learn about the users’ possibilities when using PowerPoint, we asked participants 
what hardware they use during their lecture or tutorial. Eight participants stated that 
they use a laptop, and one a Tablet PC. Additionally, most of the users apply a point-
ing device, i.e. a laser pointer or a stick (n=8) and a remote control (n=6). Although 
three participants had a pen-based input facility, they used it rather infrequently, as 
they did not like its haptic or the required posture when using it. 

3.1   Content and Organisation of Presentation 

Participants stated that their slides mostly contain textual information (ranging from 
20-90%, with a median of 55%), but also graphics/pictures (ranging between 8 to 60, 
median=40) and formulae (ranging between 0 to 30, median=5, see Figure 1).  
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Fig. 1. Percentage of information types on the slides 

The evaluation of the provided example presentations showed that slides containing 
only text have between 2 to 14 lines and a minimum at 18 point font was used (see 
Figure 2). Text in graphics was smaller, but at least it was a 12 point font. Furthermore, 
the majority of the evaluated presentations contained one or more animations.  

When preparing the presentation, all participants sorted the slides according to the 
order in which they intended to present them. Almost all interviewed stated that they 
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Fig. 2. Two example slides from lecturers  
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Fig. 3. Number of slides of the presentation  

use extra slides (n=8) either filed at the end of the presentation (n=6) or within the 
presentation as a hidden slide (n=2). Another strategy used was to store extra slides in 
a separate file (n=2). A lecture takes between one and three hours, ususally made up 
of 45 minutes blocks. 

According to the interviewed participants, their presentations for a lecture or tuto-
rial block contain in a minimum of between 4 to 30 slides (median is 10, see Figure 
3), and at most between 30 to 100 slides (with a median of 60). On average, the par-
ticipants' presentations consist of 15-50 slides (with a median equal to 25, and an 
average of about 33 slides). 
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All participants provide students with a copy of their presentation, seven of them 
deliver all the slides (hardcopy or file) before the lecture/tutorial takes place, and four 
of them after the presentation took place. Eight participants stated that they also make 
minor changes on the presentation shortly before the lecture or tutorial starts. Only 
one of those interviewed changed the order of the slides, the majority (n=7) edited, 
deleted or added slides. 

3.2   Presenting Information 

We asked participants whether they prefer to stand at the lecturn or nearby the audi-
ence during the presentation. Eight interviewed prefer to stand nearby the audience, 
and all like to move around during the presentation. All interviewed also frequently 
look at the presented slides to remember keywords, to verify slide progression or to 
point at an item with the pointing device. 

When presenting with PowerPoint, participants use additional media. All inter-
viewed write on white- or blackboards, seven participants also work with an overhead 
projector and six persons present video sequences during their lectures/tutorials (see 
Figure 4). The whiteboards and blackboards are mainly used to make rather brief 
notes, e.g. giving ad hoc examples or derive something (e.g. code or formulae). The 
overhead projector is also used for such ad hoc notes, but six of the seven users stated 
that they also use it to present prepared transparencies in parallel to the PowerPoint 
slides. These participants emphasized the need to present information in parallel, e.g. 
they presented a list with abbreviations or an important diagram in parallel to the 
slides.  
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Fig. 4. Use of other media during lecturing with Power Point  

Only one of the interviewees provided students with a copy of his notes taken on 
the whiteboard after the tutorial. All other participants stated that students should also 
make notes themselves during the presentation.  
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From the six users that present video sequences, five would like to control it using 
functions provided by PowerPoint such as starting or stopping the video, or to replay 
a part. But all six users stated that they do not trust the current PowerPoint video con-
trol features, and therefore do not use it. 

All interviewed (n=9) frequently look at the screen or at the computer display. This 
was done to check which slide is currently displayed, to have a closer look at the 
content of the current or next slide (e.g. to recall keywords or to observe slide pro-
gression), and to highlight or annotate information on the presented slide. As men-
tioned before, eight participants use a pointing device to highlight information. Two 
participants stated that the present way of highlighting with the laser pointer to be 
unsatisfying. On the one hand, in larger lecture rooms, it is difficult to detect the 
beam. On the other hand, if students did not permanently observe the screen, they 
might miss when something was pointed at with the laser pointer. 

3.3   Use of Annotations 

Only two participants stated that they annotate slides during their presentation. One of 
them annotates about 1% of his slides using the menu to choose the pen. The other 
participant annotates 50-75% of his slides by writing on the whiteboard that is used as 
a screen to display the slides. This participant believes that no electronic tool can ever 
reach the haptic and feeling of pen & paper or whiteboard. He even stated to have 
another handwriting when using no electronic tools. Another interviewee changed 
about 5% of the slides during her presentation by using the keyboard. 

The majority of participants did not annotate their slides argueing that it was un-
comfortable to use the digital pen (n=2) or that there was no need for them to annotate 
the slides (n=3). One participant stated to have difficulties to annotate without having 
a pen-based input facility. However, supposing that the handling of PowerPoint would 
be as easy as using pen and paper, seven from the nine participants would like to add 
annotations, marks or sketches during their presentation. Participants would mainly 
use such a feature to encircle, underline or mark information for accentuation. They 
also would like to add sketches or write down information on a blank sheet to substi-
tute the use of a black- or whiteboard. 

3.4   Navigation and Orientation 

When going from one slide to the next or preceding slide, all users used the “next or 
previous slide” functionality by pressing a key or using the presenter tool to switch. 
This was the most common way of navigating as the participants sorted their slides in 
the order in which they were going to present them. 

To access a specific slide that was not the next or preceding one, five users also 
used the “next or previous slide” functionality, but only if the required slide was 
within the range of about two to ten slides. If this was not the case, all users navigated 
using the thumbnails in the presenter mode or the slide sorter view. All users stated 
that they know their presentation quite well, as they prepared it themselves. One par-
ticipant even knew the slide number of important slides and entered the slide number 
with the keyboard to access them.  
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For three participants, their concept to navigate to a required slide was fully satis-
fying. One of the participants put it in these words: “In the slide sorter view, I look for 
the specific layout of the needed slide or other slides with graphics nearby to orientate 
myself with the help of such landmarks.  I also use the slide title that helps me to 
orientate myself ”.  

Another three users also felt comfortable with their concept, but they had sugges-
tions for improvement of PowerPoint’s navigation features. Three interviewed stated 
that they are uncomfortable with their concept of accessing a specific slide. Those 
participants who were not satisfied argued as follows. “It may be hard to navigate to 
the most important slides and to do so in a directed order. It would help me to have 
some visual grouping by topic/concept in the presentation.”  

Another participant said “it can be confusing to the audience when I escape the 
presentation to search a specific slide.  It is also hard for me to concentrate and to get 
back to the flow afterwards. Additionally it is difficult for me to come back to the 
slide, where I interrupted the flow (i.e. branched to the specific slide). It would be 
useful, if the tool supported me to easily get back to this slide.”  

A third intervieweed stated that “the used title approach, i.e. searching a specific 
slide with the help of its title, often requires fine-tuning and using the thumbnails, the 
information sometimes is presented too small. The tool should provide me with a 
feature that enlarges those thumbnails I want to have a closer look at in order to de-
cide whether to present them. This should help to choose the right slide when looking 
for a specific slide. Additionally, the audience should not notice this search process 
and hence enlarging some thumbnails should be independent from presented info. It 
would also be helpful, if a larger preview of the next slide to be displayed would be 
offered by the tool.” 

From those six users that said they are comfortable with their navigation concept, 
three had suggestions to improve access: “A quick search functionality would be use-
ful.” “I find needed slides easily within the slide sorter view, but I would prefer if the 
audience does not see that I changed to the slide sorter.” “The presenter view is ok for 
me, though a better overview would be nice and also a configurable presenter view.”  

All in all, six participants had suggestions to improve access to specific slides. 

3.5   Further Suggestions for Improvement 

Eight interviewed had further suggestions or remarks to improve the interaction with 
PowerPoint. Their answers can be categorized and summed up as follows. 

A) Improvement of the visual representation of the slide collection. It should be easy 
to identify the presentation’s structure/hierarchy, to get a quick overview and to 
detect important slides. (n=4) 

B) A quick search by keywords should be provided (n=1) 
C) Improvement of the video control. (n=1) 
D) The system should provide a flexible way at organising information displayed on 

the presenter view screen. (n=1). 
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4   Implications for System Design 

Based on the presented results, we outline implications for the system design in the 
form of features formulated in a general way, i.e., not describing a solution. In the 
next section, we describe possible solutions and prototypes.  

Table 1 lists the suggested features that are briefly described in the following. Fea-
ture F01 should provide a simple functionality to highlight information on the slide or 
to make annotations on it. The user and the audience should be able to easily detect 
the highlighted item. If information should be highlighted permanently, the user 
should be able to easily switch to the annotation mode. The handling should be as 
easy and intuitive as with pen and paper, as this is an important prerequisite for the 
user’s acceptance.  

As all interviewed use a white- or blackboard to write down information, the sys-
tem should also provide feature F02.  In this scenario, the annotation feature described 
above is used together with a blank sheet, that should be quickly accessed when 
needed. We are aware that most of these interviewed use the white-/ blackboard or the 
overhead projector to present information in parallel to the presented slides. To meet 
this user requirement, a second beamer would be required in the lecture room. But at 
the two institutions where the study was performed, lecture rooms are usually 
equipped with only one beamer. Apart from this constraint, it would be no problem to 
design the feature such that it provides a parallel presentation of information. 

Table 1. Suggested system features 

Feature ID Brief feature description 
F01 Highlight / annotate something on the slide 
F02 Use blank sheet 
F03 Use video control 
F04 Use system mobile 
F05 Orientate efficiently within slide collection 
F06 See content of presented and nearby slides 

Most of the participants present video sequences during their lecture. Hence, fea-
ture F03 requires a reliable functionality to control the video, i.e. to start, stop or re-
play it, or to access a specific scene. 

The mobility of the system is also an important feature. Eight from the nine inter-
viewed prefer to stand nearby the audience and not at the lecturn, and all like to move 
during their presentation.  

As outlined in section 3.4, an efficient way of navigating the slide collection is also 
of great concern to users. System feature F05 should help the user to easily go through 
all slides of the collection including extra slides, and to efficiently access a specific 
slide. It also should provide the user with facilities to identify the presentation’s struc-
ture and to detect relevant slides. A suitable overview which also includes visual land-
marks should be supported. As the study showed, the presented information comprises 
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between 10 to 80% graphics or formulae (with a median of 45%) that call for a charac-
teristic layout and hence should provide the user with such cues. Furthermore, this fea-
ture should help users to easily get back to the slide from which they have branched.  

Based on the results of section 3.4, we suggest feature F06 that is also a prerequi-
site for features F01 and F05. Users should see the content of the presented slide, for 
example to highlight or annotate something, or to recall keywords. As the results 
show, users also require to control the progression of the presentation, which also 
should be provided by this feature. 

5   Paperpoint Prototype 

The PaperPoint prototype for giving interactive paper-based PowerPoint presentations 
described in this section is based on the interactive paper platform (iPaper) [12, 13] 
that we have developed over the past few years. The iPaper framework uses an input 
device based on Digital Pen and Paper technology offered by Anoto [14] to enable 
links between paper and digital information/ services. After a special Anoto pattern 
consisting of tiny and almost invisible dots has been printed on regular paper docu-
ments, the digital pen can track its absolute position within these paper documents. 

Our iPaper platform allows active areas in the form of arbitrary shapes to be defined 
on paper documents. As soon as the digital pen is used within such an active paper 
region, additional digital information is provided or a digital service is invoked. In the 
case of the PaperPoint prototype different PowerPoint functionality is accessed either 
directly though the Component Object Model (COM) or indirectly though additional 
application logic implemented in Java. More information about the PowerPoint inte-
gration and the description of an earlier PaperPoint prototype can be found in [15].  

Based on the implications for the system design presented in section 4, we have 
implemented a new PaperPoint prototype paying attention to the different features. In 
this section, we present our initial solutions to fulfil these requirements and discuss 
potential alternatives where appropriate. Please note that this is an initial PaperPoint 
prototype and the usability of the new functionality is going to be evaluated in de-
tailed lab studies. The PaperPoint presentation prototype consists of the two different 
types of interactive paper documents shown in Figures 5 and 6. The interactive hand-
outs presented in Figure 5 contain 12 slides on each page as well as some additional 
control buttons to interact with a specific PowerPoint presentation. In addition, we 
provide interactive note sheets (see Figure 6) for creating and visualising digital notes 
at presentation time. In the remainder of this section, we will describe the detailed 
functionality of these two document types. Note that the preparation of a new Paper-
Point presentation does not require any additional steps. After a user has created a 
regular PowerPoint presentation, it can be turned into an interactive PaperPoint pres-
entation by printing it using our special interactive paper printer driver. The printer 
driver will add the required Anoto pattern and, at the same time register the printout 
with the corresponding PaperPoint application. 

While the PaperPoint presentation tool has to run on a laptop or some other com-
puting device, the digital pen is connected over a wireless Bluetooth connection. This 
implies that the presenter can freely move around during their presentation as long as 
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Fig. 5. PaperPoint interactive handouts  

 

Fig. 6. PaperPoint interactive note sheets  
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Fig. 7. Structure of the presentation 

they stay in the area covered by the Bluetooth connection (in our case at least 15 me-
ters). The weight of the system, which has a direct impact on the system’s mobility, 
thereby has been reduced to a minimum. The presenter only has to carry the digital 
pen and a few paper handouts with them. We found that many PaperPoint users attach 
the paper documents to a clipboard, to get a proper writing surface. However, even by 
using an additional clipboard the overall weight of the PaperPoint presentation tool is 
still only a fraction of any Tablet PC based solution for mobile presentations. There-
fore, we think that our PaperPoint prototype pays attention to our system feature F04 
for mobility introduced in the previous section. 

A first decision we had to make in terms of the design was the number of slides 
that we should put on a single handout page of our prototype. With each additional 
handout page, the navigation within the slide set becomes more difficult since the user 
may have to turn a lot of pages to get access to the corresponding printed slide. How-
ever, there is a trade-off between the number of slides we can put on a single page and 
their readability. We decided to use A4 sized handout pages (in landscape mode) and 
to put 12 slides on a single handout page as shown in Figure 5. 

Based on our findings from the interviews that the mean number of slides for a lec-
ture/tutorial (45 minutes) shows a median of 25 slides, about 50% percent of the pres-
entations probably can be handled by two interactive paper handout pages (24 slides). 
By touching one of the printed slides with the digital pen the PaperPoint presentation 
will immediately switch to the selected slide. A presenter can easily orientate them-
selves in a collection of slides and has fast access to any slide within the presentation 
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by pointing to any printed slide on the two handout pages with the digital pen. The 
PaperPoint handout navigation allows a presenter to efficiently navigate within their 
collection of slides, as required by feature F05, without using the PowerPoint slide 
sorter functionality.  

The PaperPoint handouts do not only provide a good overview over a large set of 
slides but also provide contextual information about the previous and next slides. As 
required by our system design feature F06, the presenter can always see at least one 
succeeding slide, except if they are at the last slide of a handout page. The visibility of 
succeeding slides on the paper handouts may help the presenter to orientate them-
selves within their presentation.  

 

 

Fig. 8. Navigational controls 

 

Furthermore, we plan to provide additional information about the struc-
ture/hierarchy of a presentation as requested by some users. Since our interactive 
paper printer driver enables us to add any supplemental information to the printed 
handouts, we suggest to use different coloured slide backgrounds to group slides and 
highlight a presentations' structure as shown in Figure 7. By applying this colour 
coding for grouping slides, the user is well aware about the structure of their presenta-
tion which might help them to navigate within their collection of slides. While it is 
easy to add the differently coloured slides backgrounds, we are not yet sure what will 
be the easiest way to add the additional structural metadata during the slide authoring 
process. Since PowerPoint does not offer any slide grouping functionality, we will 
have to find an alternative way how this structural information can be entered. One 
possibility would be to add empty slides as markers for the boundaries between dif-
ferent slide groups when authoring a presentation in PowerPoint. These empty slides 
would show the interactive paper printer driver when the background colour has to be 
changed, but they would be rendered on the printed PaperPoint handouts. 

The first set of navigational controls are the Prev and Next buttons. They can be 
used to access the next or previous slides in a similar way to pressing PgUp and PgDn 
on the computer keyboard while running PowerPoint in presentation mode. To easily 
access a presentation’s first or last slide we further provide the First and Last buttons. 
As mentioned earlier, an advantage of the PaperPoint presentation tool is that users 
can easily present their slides in a nonlinear order. For example, if there is time pres-
sure they can easily skip some slides or if there is a question they can switch to a 
specific slide for clarification. To further support nonlinear navigation, we provide 
two additional buttons ‘ ’ and ‘ ’. The two buttons work similar to the for-
ward/backward buttons available in any web browser by providing access to the next 
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or previous slide in the order, in which actually they have been presented as opposed 
to the order in which they occur in the prepared presentation. The forward button 
(‘ ’) works slightly different than the forward button available in web browsers. If 
there is a “next slide” in the navigational buffer, this slide will be shown. However, if 
there is no “next slide” in the buffer the forward buttons works like the “Next” button 
and returns the succeeding slide in a linear order. 

While the ‘ ’ and ‘ ’ buttons help to nonlinearly navigate forwards and back-
wards in the digital presentation, the user may have a problem to do the same on the 
paper documents. If there are only one or two paper handouts the user should be able 
to synchronise the paper and digital versions and find the corresponding slide on the 
paper handouts after using the‘ ’ or ‘ ’ buttons. However, in the case that the num-
ber of slides and paper handouts increases, it might get more difficult to find the cor-
responding slide on the paper handouts. For this reason, we plan to add an additional 
“Where am I” button which will help the user to find their position on the paper 
handouts by providing acoustic or visual feedback. This feedback could for example 
consist of the handout number quickly showing up on the presentation screen after the 
user selected the “Where am I” button. The user can then turn to the corresponding 
paper handout page and should be able to find the current slide. Note that since we do 
not use the handout print functionality offered by PowerPoint, but rather assemble the 
 

 

Fig. 9. Pointer/annotation controls 

slide handouts within our printer driver, we are much more flexible in the different 
slide handouts that can be created with PaperPoint (e.g. arbitrary number of slides on 
a single page). Therefore, in the future, we might offer the user other options such as 
printing all slides as thumbnails on a single page which can then be used as an addi-
tional navigational tool.  

As shown in section 3.2, only two participants of the study currently annotate their 
slides. However, most of the participants further stated that they do not annotate their 
slides because it is not easily supported in existing systems. The participants using 
laser pointers further mentioned that they would like to have an alternative more per-
sistent way of highlighting specific parts of a slide. The following functionality for 
feature F01 therefore pays attention to highlighting and annotating parts of a slide. 
The pointer controls that have to be used for these tasks are located in the upper left 
corner of the paper handouts and are shown in detail in Figure 9. The user has the 
possibility to choose, whether the highlighting or the annotation mode is used by 
default. 
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By touching the Pen button, the user can switch to the annotation mode where parts 
of the slide can be annotated or permanently highlighted. After optionally choosing a 
colour, the user can draw on any paper slide and the annotations will be shown in the 
digital presentation in real-time. All annotations are persistently stored within the 
digital copy for later access. Furthermore, any annotations can be replayed at a later 
stage based on the timestamp information stored together with the position data pro-
vided by the digital pen. If a user wants to delete parts of their annotation, they can do 
that by first selecting the Eraser paper button and then crossing out the corresponding 
stroke on the paper handout. Note that while the annotations will be removed from the 
digital copy, persistent traces will remain on the paper handouts.  

In addition to the persistent highlighting/annotation of content, we provide a simple 
pointer to temporarily highlight parts of a slide. After selecting the Pointer button, the 
user can highlight specific slide regions. We currently use the standard pointer func-
tionality offered by PowerPoint. However, since some of the participants mentioned 
that they would like to have a slightly more persistent way of highlighting slide re-
gions (not possible with a laser pointer) we plan to extend the pointer functionality by 
adding some kind of afterglow effect. This means that the pointer would leave a trace 
that fades out after a specific amount of time.  

In addition to the annotation of existing content, the user can easily create new 
content at presentation time by using the interactive note sheets shown earlier in Fig-
ure 6. By using the blank sheets, the presenter can not only take notes on the paper 
documents but again make the information accessible in real-time to their audience. 
As soon as the presenter start to draw on one of these empty sheets, the digital presen-
tation will switch to a digital blackboard and show all information that is writ-
ten/drawn on the paper note sheet. The user can switch between multiple digital 
blackboard instances by simply drawing on different paper note pages. As soon as 
they continue to add additional information to a paper note, the digital blackboard 
with all previous information that has been written on this specific instance will be 
shown. By providing the paper note pages we achieve a convenient integration of the 
requested blackboard/whiteboard functionality (feature F02).  

Note that our system supports multiple pens at the same time. This means that the 
PaperPoint presentation tool can also be used in more open meeting situations. In this 
situation each user gets a copy of the paper note pages and a digital pen. The users 
can then collaboratively brainstorm by drawing on their individual paper copies. Each 
individuals contribution will be immediately integrated into the single digital black-
board instance. By choosing different pen colours user can furthermore provide in-
formation about who contributed what to the digital sketches. Even without using 
different pen colours, we can later still distinguish the individual contributions based 
on the individual logging information from the different pens. Of course the collabo-
rative sketches can be printed out at any stage so that the participants of a meeting can 
take the integrated paper notes with them after a meeting.  

Finally, our PaperPoint prototype provides some functionality for controlling em-
bedded videos as proposed by feature 03. A detailed version of the video controls is 
shown in Figure 10. The user can play, pause or stop a video embedded in a Power-
Point presentation by using the Play, Pause and Stop paper buttons. The current im-
plementation can only deal with a single video at a given time. However, for the final 
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version of the prototype we plan to keep track of the status of all videos in a presenta-
tion. This means that a user could pause a video on a given slide, switch to another 
video embedded in another slide and later come back to the video paused earlier to 
continue the replay by pointing to the Play button. 

In addition we plan to provide a “paper slider” component which allows users to 
navigate within a video based on timing information. The slider provides access to the 
video in a time neutral format (from 0 to 100 percent) and after pointing somewhere 
within the slider component the video will jump to the corresponding location. We are 
still investigating how the slider component can be implemented based on the func-
tionality offered by PowerPoint. Of course this time-based control assumes that the 
 

 

Fig. 10. Video controls 

 

presenter knows about the temporal ordering of a video’s components. Since we have 
full control over the printing process, a potential future extension might analyse the 
video during the printing process. We could then identify the video’s key frames 
based on existing approaches and print thumbnails for the key frames within a video 
slide. These thumbnails would represent visual bookmarks for efficiently accessing 
different parts of a video. 

6   Discussion 

Nine university lecturers from Computer Science have been interviewed to investigate 
their needs when interacting with PowerPoint for educational purpose. Although this 
seems to be a rather small number of participants, according to Nielsen and Holtzblatt 
et al. it is a sufficient number of interviewees for usability engineering [16,17]. The 
method how to perform interviews is described in [17]. 

Users frequently highlight items during their presentation, and they also would like 
to annotate information. These findings are confirmed by a study of Anderson et al. 
[8]. In this study, three lecturers of computer science courses used a Tablet PC system 
with highlighting and annotation facilities. It showed that users in fact annotate pre-
pared or blank slides, and they also use annotations to highlight information. But the 
system was installed at the lecturn and hence mobile use was not possible. As our 
study shows, users like to stand nearby their audience and move a lot which requires a 
lightweight mobile system as proposed with PaperPoint.  
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The intervieweed also stated that the handling of an annotation feature should be as 
simple as using pen and paper. Existing prototypes [6,8] suggest to use a Tablet PC to 
provide annotations. With PaperPoint, pen and paper is used to either annotate slides 
or to write on a blank slide. 

Together with the white-/blackboard, users use more media during their presenta-
tions such as video, which is confirmed by several studies [4,18]. We consider that all 
required media should be controlled by one system, and hence suggest to additionally 
integrate a video control that can be easily used when needed. If the lecture rooms are 
equipped with multiple beamers, a framework to manage multiple displays as de-
scribed in [19] could be used.  

When presentations with dynamic multimedia such as animations or video presen-
tations are used, one should consider Holzinger et al. findings [5] that especially  
dynamic media must be attuned to learners previous knowledge.  Information, anima-
tions, and elements, which are not necessary to comprehend a concept should be 
avoided.  

Birnholtz found by means of observation of one lecturer in a computer science 
course that slides were changed on average every 3 minutes [18] which results in 15 
presented slides in one lecture. Another observation study in computer science with 
three participants found an average number of about 21 presented slides per 45 min-
utes [8], with the lecturers heavily annotating slides. Our participants stated to have 
on average about 33 slides in a presentation for a 45 minutes lecture. Hence, the dif-
ferent results are not really comparable due to several facts. First of all, the results 
from Birnholtz and Anderson et al. report on the presented slides but not about the 
number of slides contained in the presentation. Second, the two studies did not report 
on the content of the presented slides. The slides of our participants show large text 
fonts and between 2 to 14 text lines, i.e., not too much information per slide which 
might explain the difference to some extent. Furthermore, our result is based on the 
users‘ estimation. 

We were interested in the number of slides of the presentation as this is the amount 
to be managed when navigating. During lectures, users usually access slides accord-
ing to the prepared order, and hence PaperPoint provides an interaction handout  
presenting this order. When a specific slide was needed, 6 out of 9 participants had 
suggestions to improve PowerPoint’s navigation. Our participants consider visual 
landmarks to be helpful. Such marks are either pictures, graphics or formulae on the 
slides. Furthermore, users would like to see the presentations’s structure to more effi-
ciently detect relevant slides within the collection.  

Visual landmarks are also suggested by Good and Bederson [11]. They suggest to 
use a zoomable presentation and planned to evaluate their approach. The Fly tool [10] 
uses a mind map based slide layout to provide users with structural information. 
Holman et al. evaluated their Fly system using a presentation with five slides. They 
focused on the users’ retention of content compared with the linear presentation of 
PowerPoint, but found no significant difference between the two concepts. It is not 
evident, if the difference would be more clearly when more slides, e.g. 25 or more, 
were used.  
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PaperPoint suggests the combination of both, visual landmarks and a layout that 
visualizes the presentation’s structure. We think,  this should improve the users‘ navi-
gation and provide an efficient access to needed content. 

7   Conclusion and Future Work 

We investigated the users’ needs when interacting with PowerPoint during lecturing. 
Based on our findings, we suggest a mobile system that improves and enhances 
PowerPoint. In particular, our solution provides users with the ability to manage mul-
timedia and control the system as easily as when working with pen and paper. In a 
next step, we aim to perform user studies to evaluate our prototype. 
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Abstract. It is often a challenge for students and lecturers to see the dependences 
between courses and modules in curricula that exhibit complex interrelationships. 
Therefore, a visual representation of the structure and the relations between courses 
and modules helps to transparently expose curricular structures. Visualization via 
ontologies is a good alternative to show the structure and their interrelationship. 
Furthermore, ontologies give users the possibilities to understand, exchange, ana-
lyze or share knowledge of a specific domain. However, it is a big challenge for the 
visualization to represent ontology in a way that is useable for users according to 
their needs. Based on the fact that more research is needed in regard to ontology 
visualization with respect to users’ needs, we present an example how an ontology 
based on a curriculum can be composed and analyze three different visualization 
techniques to find out useful requirements.  

Keywords: Information Visualization, Ontologies, Structure of Curricula, 
Visualization of Knowledge, Treemap, Node Link Approach. 

1   Introduction 

The curricula of the University of Vienna were newly rolled out during the winter term 
2006 based on the requirements of the Bologna Process [1].  The new curricula (bachelor 
and master curricula in business, medicine, media, scientific computing and bioinformat-
ics) are defined by a clear modular structure [2]. Each module has a set of courses and 
several modules exhibit complex interrelationships. Generally, universities particularly 
provide their curricula only in textural from, e.g. as lists of course name and descriptions, 
which makes it difficult to overlook the training offer (see [3]). Additionally, if the cur-
ricula are particularly described in words, it can be difficult for students to see the de-
pendences between modules as well as courses at first glance. Furthermore, for lecturers 
it is also a challenge to get a good overview about the relevant relationships between the 
courses. It is difficult to see which courses are a prerequisite of their courses. This addi-
tional information is necessary for lecturers to organize and align the content of their 
courses optimally in consideration of students’ needs. The challenge to handle students 
with different prior knowledge is also noted by Rubin and Misra in their paper [4] in 
which they describe their experiences in developing a computer security curriculum. 
Another interesting aspect which influences a curricula program, is that, especially in the 
field of computer science, which  is grown in the last years, new subfields are emerged as 
well as the exiting subfields extend their knowledge. Therefore Kay et al. [5] note among 
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other things that it is necessary that curricula provide a configurable program. This pro-
gram should contain core courses as well as optional courses to provide flexibility. The 
drawback is that the number optional courses can rise as well as their dependencies ac-
cording to other courses. 

Based of these challenges it is meaningful to use additional graphical representations 
to produce abstract information structures for human users [6]. Therefore, a visual repre-
sentation can help to grasp the structure and inter-object relationships in an easy way and 
makes the structure and dependencies between the courses more transparent. In other 
words, visualization helps humans to see the unseen and provides for example what 
students are doing, what they have learned, where they may be going [7]. Since curricula 
can be very large and complex, visualizations provide dynamic elements (e.g. interaction 
between users and visualization) in addition to static elements (e.g. text) for a deeper 
understanding of the structure. Holzinger et al. present a study about the learning per-
formance about static versus dynamic media in [8]. They found out that the learning 
performance is better if using dynamic media depending on the complexity of the learn-
ing content. These results show that dynamic visualizations can reduce the cognitive load 
and can correspond to the mental model. Additionally, according to Aigner et al. [9], 
visualizations have the advantages to facilitate new insights as well as enable knowledge 
discovery and help human in their decisions. Another significant aspect is that visualiza-
tions are particularly independent of users experience and education according to Hart-
mann and Bauer [10]. Therefore, lecturers or students who want to enroll can use the 
visualization of curricula independent of its prior knowledge.  

Several research works in this field show a considerable increase of these kinds of 
visualizations to satisfy demand. For example, Sommaruga and Catenazzi present in 
their paper [3] bachelor curriculum visualization in 3D. The virtual environment con-
tains simple geometric modules and each department has its own area, which is divided 
in six categories (the bachelor curricula are organized in six semesters). Each module 
of the curricula is presented as block and the size of this block depends one different 
attributes. For example, the height of the module shows the number of credits. A pre-
liminary evaluation shows that unfamiliar users get lost and some information is not 
easily readable. However, the learning time is very low and the interface design is 
intuitive. Another interesting work is described by Kabicher et al. [2]. They present an 
e-learning project called “Active Curriculum for Computer Science (ActiveCC)” 
where a web application supports the coordination of modules and their courses for 
lecturers. In addition to the textural description of the curricula, a graph-based visuali-
zation is used to represent the curriculum structure and module dependencies. Modules 
are visualized as rectangles and the colors of the rectangles depend on their upper-
module. The relationships between modules are visualized as arrows. For example, 
Fig. 1 shows the submodules of the compulsory module and the modules with the color 
green are the submodules of the module “Information Technology”. 

Another good possibility to visualize curricula is ontologies. They represent the 
structure as well as the relationship between courses clearly and allow one to share, 
exchange, reuse, analyze and extend curricula. Another advantage that ontologies are 
becoming popular in various communities is that they provide a common understand-
ing of the domain which can be communicated between people and applications [11].  

Generally, an ontology is usually used in philosophy and from this point of view, an 
ontology is the science of what is, of the kinds and structures of the objects, properties 
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dependencies stated in the curriculum

dependencies concerning contents 
identified by module coordinators  

Fig. 1. The graph shows the compulsory module of the bachelor curricula of the University of 
Vienna and its dependencies (Source: [2]) 

and relations in every area of reality [12]. In the context of knowledge management, 
there are different definitions of ontologies. For example according to Fensel [11] an 
ontology is an explicit conceptualization for a specific domain. Swartout et al. wrote in 
[13] that an ontology is a hierarchically structured set of terms for describing a domain 
that can be used as a skeletal foundation for a knowledge base. 

Ontologies contain classes, which present the relevant concepts, and instances, 
which stand for the real objects of the class. Furthermore, class hierarchy and interre-
lationships present the structure of the ontology. The concept depends on the given 
context represented by the ontology. In our case, we use an ontology to visualize the 
bachelor curriculum of computer science in business administration which is useful as 
a foundation for further curricula visualizations. This visualization allows users to 
better understand the dependences between courses and modules and gives an over-
view about the structure, which is very essential for the orientation. Furthermore, it is 
useful to combine the detail view and the general view, as discussed in [14]. There-
fore, it is important and necessary that the design of the visualization is useable for 
the users with respect to their needs.  

Several visualization approaches as well as techniques exist to represent ontolo-
gies. Katifori et al. present in [15] a survey about different visualization approaches. 
Several of these approaches as well as techniques are used in other contexts, but the 
authors point out that the presented approaches and techniques can be adapted for 
ontology representations. Therefore, for our research we want to find out advantages 
and disadvantages in regard to their usability of different visualization approaches. 
We analyze three representative visualization techniques: OntoViz [16] (node-link 
approach), Treemap [17] (space-filling approach) and Jambalaya [18] (zoomable 
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approach). For a better comparison between the different techniques (as proposed in 
[19]) we use the same data set 

This paper is structured as follows. First we start in Section 2 with the description 
of the ontology which represents the computer science bachelor curriculum. In Sec-
tion 3 we analyze three different visualization techniques, which are applied the afore 
defined ontology. Finally, in Section 4 we discuss the requirements which ontology 
visualizations should fulfill in regard to users’ needs. 

2   Structure of the Ontology for Computer Science Curriculum 

This section presents the structure of the ontology, which describes the bachelor cur-
riculum of computer science in business administration. The curriculum is modeled as 
a lightweight ontology, because in our case we need particularly a hierarchic struc-
ture, which reflects the modular structure of the curriculum. To make the structure 
more understandable, it is important that our ontology contains other relationship 
types to show the different dependencies inside the curriculum.  

The basic framework of the ontology contains classes to describe the modules, and in-
stances of the classes to characterize the courses and different types of relationships be-
tween courses. Furthermore, each module can contain other modules or a set of courses 
(see Fig. 2 for an example). In addition to the modules, two further classes are defined to 
assign for every course their course type and in which semester the course is held.  

Beside the subClassOf relationships, other relationships are defined to show the 
dependences between each course and interrelations between courses, course types 
and semester (Fig. 3 shows an example in regard to the different interrelationships). 

In addition, annotation relationships are used to give further information about the 
semester periods per week and the ECTS points between course types and courses. 

 

 

Fig. 2. The left diagram shows the module Compulsory Modules and its submodules Compe-
tence Expansion, General Basics, Information Technology and Structural Sciences. The right 
diagram shows the module Scientific Basics of Computer Science, which contains the courses 
Basics of Scientific Writing and Formal Basics of Computer Science. 
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Fig. 3. The representation shows the relationships of the course Database Systems. It shows 
that the course is split in lecture and exercises and is held in the third semester. Furthermore, it 
is prerequisite for the courses Software Engineering and Software Architectures and Web-
Technologies and depends on Algorithms and Data Structures and Modeling. 

3   Visualization Techniques 

We analyzed and compared three visualization techniques according to the ontology 
of the curriculum, which we defined in Section 2. The techniques are representatives 
of different visualization approaches  OntoViz for node link approach, Treemap for 
space filling approach and Jambalaya for zoomable approach (especially nested 
graphs). 

3.1   OntoViz 

OntoViz is a plug-in for Protégé and uses the node link approach to visualize ontolo-
gies. This approach presents classes and instances as nodes and the relationships  
between them as links. We selected this visualization technique because node link 
visualizations show the relationships between the nodes in a clear manner and gener-
ally give a good overview of the hierarchy.  

Fig. 4 shows the visualization of the whole curriculum ontology, which is described 
in Section 2. Modules and courses are shown as rectangles and additionally OntoViz 
uses different color-coding (modules are black and courses are red) for a better differ-
entiation. The subClassOf relationships are colored in black and the other relationships 
are blue, thereby OntoViz does not make further differentiations between the other 
defined connections. Therefore, the annotation relationships as well as the relationship, 
which shows the dependencies between the courses, have the same color. 

Furthermore, the users can zoom into areas of interest via right clicking on the 
graph visualization. In addition, they can select single classes or instances via a con-
figuration panel to visualize specific parts of the ontology (see Fig. 5 for an example). 
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Fig. 4. The representation shows the whole ontology of the bachelor curriculum of computer 
science in business administration which is visualized in OntoViz  

Advantages. The node link representation directly shows the relationships between 
courses or modules. The direction of the connection is shown via arrows. The hierar-
chical structure of the curriculum ontology is visible due to the top-to-bottom align-
ment of the modules. 

Another advantage is that the node link approach is familiar for users and it is an 
intuitive representation to show the connections between modules, their submodules 
and their courses. 

The differences between modules and courses or between subClassOf relationships 
and the other relationship types are color-coded and therefore users can scan the on-
tology very fast. Furthermore, to assure that the contrast between them is high 
enough, the colors are selected in a way that the values of the color are far away to 
each other in the color spectrum. This helps users to effectively distinguish between 
the different types.  

The additional possibility to select specific classes or instances, gives user the 
choice which parts of the ontology is more interesting for them. Therefore, they can 
hide parts, which are not important at the moment, to use the whole available screen 
space to visualize the selected subgraph. 

Disadvantages. OntoViz is inefficient in regard to screen space, especially if larger 
graphs are visualized and therefore it happens that the graph is overcrowded.  

It is necessary to zoom out to represent the whole ontology visualization, but then 
it is not readable any more (Fig. 4 shows an example). Furthermore, the focus on a 
specific module, course or relationships is lost during zooming. Alternatively, the 
users can navigate inside the visualization via scrolling but then only a part of the 
ontology is visible. It could happen that the users get lost in the graph if only a part of 
the graph is visible and it is difficult to see the whole picture with its relations.  

If the links between the modules or courses are long, it is difficult to follow them 
and to distinguish between the different relationships.  
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Furthermore, the labels of the relationships are not clearly attributed to the connec-
tions. For example, in Fig. 5 the label prerequisite_for could stand for the connection 
between the courses Software Architectures and Web-Technologies and Introduction 
to Programming or for the connection between the courses Introduction to Program-
ming and Software Engineering.   

The visualization technique only distinguishes between the subClassOf relation-
ships and other relationship types, but it is also essential for an effective scan to make 
further differentiations. For example, if the user wants to know how the courses de-
pend on other courses, it is necessary for an effective search that these relationships 
are distinguishable from the other relationship types.  

 

Fig. 5. Visualization shows the subgraph for the module Information Technology with its sub-
modules and its courses. The subClassOf relationships and the relationships to show the de-
pendencies between the courses are visible.  

3.2   Treemap 

Treemap is an alternative to the traditional tree visualization to represent the hierar-
chical structure. According to Shneiderman [17] the layout of Treemaps is based on a 
space-filling approach to use the whole screen space via subdivision in regard to 
nodes and their children. Every node is represented as rectangle and depends on its 
children and the rectangle is subdivided into smaller rectangles via subdivision meth-
ods (see e.g. [20]). 

We used Treemap 4.1 for our analysis and converted the ontology of curriculum to 
this format. This result is shown in Fig. 6. The reason to choose this visualization 
technique was that Treemaps use the available screen space in an effective way and 
they are suitable for hierarchical structures. Additionally, Treemap 4.1 allows attrib-
utes to each node for annotation purposes.  
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It was important to compare the original structure of the ontology to get a meaning-
ful analysis of these techniques. Therefore, submodules are incorporated in their 
modules and courses are leaf nodes. The classes, which describe the course types and 
semester information, are represented as attributes for every course. Furthermore, 
only the subClassOf relationships are directly visualized in Treemap 4.1. The rela-
tionships, which show the dependencies between course and the annotation relation-
ships for semester periods per week and ECTS points, are also described as attributes. 

The course types are color-coded, for example, the color dark blue shows the 
courses, which are exercises. The size of the rectangles of the courses depends on in 
which semester the course is held. Tooltips show basic information (course name, 
module name of the course, course type and semester) and zooming with the mouse 
gives the user the possibility to jump to the courses of interest. 

Advantages. One advantage of this visualization technique is that the whole structure of 
the curriculum is visible at first glance and no available screen space is lost. The users 
can rapidly jump between the modules and courses without losing the orientation. 

Furthermore, Treemap 4.1 clearly shows which modules contain many or few 
submodules and therefore users gain a fast overview about the internal structure of the 
modules. For example, the Treemap 4.1 visualization of the curriculum in Fig. 6 
shows that the module Competence Expansion has no further submodules in contrast 
to the module Information Technology which contains eight submodules. 

Additionally color-coded rectangles and different rectangle sizes between the 
courses help users to scan very fast the course type or semester of their interests. For 
example (see Fig. 6) the user can see that the submodules of the module Information 
Technology contains course which is held in semester 1 to 5 and that the course type 
semester (colored light green) is only found in the submodule Great Principles of 
Information Technology. 

The additional information, which can be added via attributes, gives the visualiza-
tion the possibility to specify the modules and courses in more detail. 

Disadvantages. In our example, we only visualize the bachelor curriculum of computer 
science in business administration. However, the bachelor curriculum contains further 
modules of the other specializations like medicine, media, scientific computing or bioin-
formatics. This has a negative effect on the overview, because the number of rectangles 
increases in order to show all modules, submodules and courses and therefore no space 
remains for internal nodes. Therefore, further navigational techniques are necessary to 
focus on the modules or courses of interest in more detail via semantic zooming. 

Furthermore, if more modules and courses are visualized, it is more difficult to find 
specific courses, especially when the users are not familiar with the modules of the 
courses or the general structure of curriculum is unknown.  

It is difficult to distinguish between semesters according to the number of courses 
if this information is only visible based on the rectangle sizes. Moreover, the size for 
each value of the attribute is not consistent in every module. The rectangle sizes can 
vary inside every module and therefore the users have to find out the correct values 
for the rectangle sizes for each module.  

Only subClassOf relationships are represented visually, but in many cases addi-
tional types of relationships are important to visualize as direct connections between 
elements. For example, the dependencies between the courses are only shown as at-
tribute and therefore the users have to search separately for every course, which is 
listed in the attribute field, to get more information (e.g. in which module the course 
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Fig. 6. The representation shows the bachelor curriculum of computer science in business 
administration which was generated with Treemap 4.1. The right side of the window shows a 
list of the different attributes and a configuration panel. In this case, the settings for the visual 
cues are shown. The left side shows the Treemap visualization and the course Software Engi-
neering is selected. Additionally, the tooltip of this course is visible. 

is or which course type the course has). However, human short-term memory is lim-
ited and it is difficult for users to keep much different information at the same time.  

3.3   Jambalaya 

Jambalaya like OntoViz is a plug-in for Protégé and visualizes the ontology as nested 
graphs. Generally, nested graphs are suited for hierarchical structures. The nodes of a 
nested graph are classes or instances and classes can contain other classes or instances 
(Fig. 7 shows the curriculum ontology as nested graph). For a clear differentiation, 
classes and instances have different colors. 

It is similar Treemap because both approaches nest the submodules or courses in 
their modules. However, the nested graphs of Jambalaya do not use the available 
screen space as effective as the space filling approaches. In contrast to Treemaps, the 
relationships between the courses are directly visible as arcs and every relationship 
type has its own color. 

Jambalaya allows user to zoom into the child nodes to show more detailed infor-
mation. When the user starts Jambalaya, he/she only sees the classes of the top level. 
In our example, the classes Compulsory_Modules, Elective_Modules_Business, 
Course_Types and Semester are firstly visible. After the user clicks on a class, the 
next level of this class as well as the corresponding relationships are visible. For ex-
ample if the user clicks on the class Compulsory_Modules, he/she sees the classes 
Competence_Expansion, General_Basics, Information_Technology and Struc-
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tural_Sciences. This is repeated until the user is on the last level, which usually shows 
the instances. Fig. 7 shows an example when all levels are open. 

Advantages. One advantage is that hierarchical relationships between modules and their 
submodules are clearly visible because of their nested structure. Therefore, the users can 
distinguish, according to their structure, which modules have more as well as fewer sub-
modules. Furthermore, they can get a picture of modules, which are more extensive ac-
cording to the number of courses. Moreover, the other relationship types are visible as arcs 
and so the interdependent connections are obvious at first glance with less cognitive effort. 

Based on the fact that users can immerse oneself in the visualization to get more 
detail information, Jambalaya follows the main principle “Overview first, zoom and 
filter, then details on demand” [21] for visual design which is defined by Shneider-
man. The user can decide how much information he/she wants to see without loosing 
the general overview. 

Different colors for classes and instances give the user the possibility to scan fast 
between modules and their courses. For example, in Fig. 7 the courses, which have 
the color purple, are easy to distinguish from the modules, which have the color yel-
low. Another advantage is that the different relationship types have their own color 
and therefore the user can directly see which kind of connections both objects have. 

Like Treemaps, the whole structure of the ontology is visible and the user can rap-
idly jump between the different modules without losing the complete overview. 

Disadvantages. If the user opens many classes with many connections to other 
classes or instances, it is very difficult to distinguish between the specific relation-
ships and furthermore they constraint the view. Fig. 7 shows that the differentiation 
 

 

Fig. 7. This visualization shows the bachelor curriculum of computer science in business ad-
ministration ontology as nested graph. In this example, all levels are open to see additionally 
the whole structure and relationships between modules and courses. 
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between relationship types is not possible or rather very difficult. Moreover, the visi-
ble connections constrain further interaction in the visualization, because if the  
connection overlaps classes, it is very difficult to select the class without clicking the 
connection before. For example, in Fig. 7 it is not possible to select courses from the 
submodule Structural_Sciences, which is in the bottom right corner in the module 
Compulsory_Modules. 

The labels of classes or instances are often difficult to read, because they are some-
times too small, overlap with each other or are not visible. If the users want to know 
the names of the modules or courses, they have two possibilities. The first possibility 
is that the user reads the names via tooltip, which occurs when he/she moves the 
mouse cursor over the modules or courses, and the second possibility is via zooming.  

Furthermore, the visualization technique is not adapted well to users who are not 
familiar with the curriculum structure or for users who do not know exactly which 
module contains the desired course. They have to select every module to jump to the 
next level and have to repeat this until they have found the specific course. 

Another drawback is that the visualization technique does not use the available 
screen space in an effective way. For example in Fig. 7 the module Elec-
tive_Modules_Business contains two submodules, however the space inside the mod-
ule is not utilized fully according to the sizes of its submodules. 

4   Ontology Visualization Requirements 

In this section, we discuss ontology visualization requirements with focus on users’ 
needs based on the analysis of the three visualization techniques from Section 3.  

4.1   General View of the Structure of the Ontology 

A general view of the whole structure is particularly necessary for ontologies if they have 
multiple subtrees and levels. They provide a better orientation and conduce to understand 
the structure of the ontology. Furthermore, a clear visualization of the whole structure 
helps users to find classes as well as instances more easily to support a quick scan with 
less cognitive effort. An overview allows to compare subtrees effectively and the users 
can see further information, for example the number of subclasses or the levels of a class.  

4.2   Visibility of Classes and Instances 

Besides the general view, it is important that users can see very fast and clearly every 
class, because they are the classification of the ontology. Such a view helps the user to 
find specific instances as well as to understand the whole structure of the ontology. 
Instances present the real objects in the ontology, for example courses or course types. 
Therefore, they frequently play an important role for the user and a clear visibility of 
instances is essential to find them quickly.  

Furthermore, it is necessary that classes and instances are visually distinguishable 
from each other and the names of the classes and instances are readable to support an 
effective search. For example, the use of different colors for classes and instances is 
an effective way for an easy differentiation. A high contrast between the colors fur-
ther aids the visual distinction. 
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4.3   Visibility of Relationships 

Connections between classes and courses describe their relations and a visual represen-
tation of interconnections makes it more comprehensible for the user. Additionally to 
the subClassOf relationships, which show the hierarchical connections, other relation-
ship types can be defined. Therefore, it is essential to make a visually distinguishable 
classification between the relationship types, so that the user can directly see the differ-
ent interconnections in the visualization. Also in this case, the use of different colors for 
different relationship types enables an easier distinction according to their classification. 
 

Table 1. Comparison between OntoViz, Treemap 4.1 and Jambalaya based on the ontology 
visualization requirements. + if the requirement is complied, - if the requirement is not com-
plied and ~ if the requirement is partially fulfilled 

Requirement OntoViz Treemap 4.1 Jambalaya 
Visibility of structure    
General view + + + 
Detail view + + + 
Effective combination  ~ ~ ~ 
Visibility of classes     
Readability ~ + ~ 
Color-coded + - + 
Visibility of instances    
Readability ~ + ~ 
Color-coded + - + 
Visibility of relationships    
Readability ~ ~ ~ 
subClassOf relationships + + + 
Differentiation between types ~ - ~ 
Color-coded ~ - + 

4.4   Result of the Comparison 

Table 1 shows the result of the comparison between the three visualization techniques 
according to the ontology requirements. The classification and allocation is based on the 
analysis. 

OntoViz, Treemap 4.1 and Jambalaya show the general as well as the detail view 
clearly. However all techniques have drawbacks in regard to the combination of these 
both views.  

Zooming out in OntoViz can affect the readability of classes and instances and in 
Jambalaya, users have to use tooltips or zooming to read the label names of classes 
and instances, especially for the deeper levels. 

OntoViz makes only a clear visible differentiation between subClassOf relation-
ships and other relationship types via color-coding.  In Treemap 4.1 only the hierar-
chical connections are visible, the other relations has to be defined as attributes.  
Jambalaya shows subClassOf relationships as well as other relationship types and 
uses different colors to make the other defined relationship types distinguishable. 
However, if the ontology contains too many interrelationships, the visualization ap-
pears overcrowded and it is difficult to differentiate between single relationships. 
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5   Conclusions 

Often curricula are only described textually, but to end users like students or lecturers who 
want to see dependences between courses or modules, a visual representation is essential.  

An ontology is a good possibility to show the structure of curricula and their de-
pendences clearly and allow – among other things – to reuse and to extend the curric-
ula easily. The last mentioned attributes are especially necessary for computer science 
curricula, because computer science is grown in the last years in regard to new sub-
fields or the existing subfields are extended their knowledge. For our analysis, we 
defined an ontology for the bachelor curriculum of computer science in business ad-
ministration which is useful as a starting point for further curricula visualizations. 

Generally, there are several different approaches to visualize ontologies and there-
fore we compared three different visualization techniques (OntoViz for node link 
approach, Treemap for space filling approach and Jambalaya for zoomable approach) 
to find out which requirements are useful for ontology visualizations in regard to 
users’ needs. The comparison shows that the most requirements are complied by Jam-
balaya. The result of OntoViz is similar to Jambalaya. However, Jambalaya clearly 
shows different relationships via color-coding. Treemap 4.1 satisfies many require-
ments but the significant difference to Jambalaya and OntoViz is in the visibility of 
relationships. Jambalaya and OntoViz have the advantage that they additionally show 
other defined relationship types. Nevertheless, if the ontology has many interrelation-
ships, the visualization appears overcrowded and it is not easy to differentiate be-
tween single relationships.  

The comparison shows that there is no specific technique that is appropriate for all 
requirements. Therefore, it is important to choose or combine different visualization 
techniques depending on users’ tasks. The results of this research will be an inspira-
tion to propose visualization methods aimed at meeting users’ needs and tasks.  

5.1   Outlook on Further Work 

Furthermore, an extensive evaluation with user studies is planned to find out more 
about the need of this kind of visualizations. Pohl et al. present in their paper [22] the 
significance about students’ attitudes in e-learning. This is also a relevant topic ac-
cording to curricula visualization and therefore further research about students’ atti-
tudes as well as lecturers’ attitudes is necessary. We intend to use survey and inter-
views to find out more in this area. 
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Abstract. Mobile computing is leading a revolution. Multimedia
consumption on mobile devices is increasing day by day. The most
important factor for the success of such applications is user acceptance.
Additionally, the success of a software development project is associated
not only with tools and technologies but also depends on how much the
development process is both user-centered and developer-oriented. We
are working on a project to develop a multimedia streaming application
for mobile phones. The paper describes our adopted development
process: the integration of Extreme Programming (XP) – one of the
popular agile methods – with User-Centered Design (UCD) and shows
how the integrated process facilitates user-orientation and at the same
time preserves the social values of the development team. The paper
also presents a summary of a recently carried out usability study.

Keywords: Agile Methods, Extreme Programming, Usability,
User-Centered Design, Mobile Application.

1 Introduction

The most important factor for the success of a software application is user ac-
ceptance. “An inherently usable and technically elegant application cannot be
considered a success if it does not satisfy the end-users’ needs. End-users are
often left out of the development process” [1]. Agile development processes in-
volve a customer as a business representative who is responsible to specify the
business value of user requirements, but this customer needs not necessarily to
be a real end-user.

Agile methods are becoming popular nowadays. Being a lightweight ag-
ile method, Extreme Programming (XP) has advantages of: on-time delivery,
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co-located team, relying on the team members’ knowledge rather than docu-
mentation, optimized resource investments, short release cycles, working high
quality software, tight customer integration, incremental design, constant com-
munication and coordination, rapid feedback, continuous refactoring, pair pro-
gramming, and test driven development [2], [3], and [4]. “XP is a collection of
well-known software engineering practices. XP aims at enabling successful soft-
ware development despite vague or constantly changing software requirements.
The novelty of XP is based on the way the individual practices are collected and
lined up to function with each other” [4]. It is also a people-oriented process
with many social activities.

“Usability measures the quality of a user’s experience when interacting with a
product or system; UCD is an approach for employing usability” [5]. UCD, also
called human-centered design, is an approach to user interface design which is
based on information about the people who will use the product. UCD process
focuses on users through the planning, design, and development of a product
[6]. Holzinger emphasizes that every software practitioner should be aware of
different usability methods and apply them according to specific situation of a
project [7].

There already exist approaches of integrating agile methodologies and Usabil-
ity Engineering (UE) / UCD [8], [9], [10], [11], and [12]. Memmel et al. point out
that “When UE becomes part of agile software engineering; this helps to reduce
the risk of running into wrong design decisions by asking real end users about
their needs and activities” [12].

Focus of both methodologies on users makes it possible to integrate them [13].
The integrated process allows to combine benefits of both methodologies and
makes it possible to reduce the shortcomings of each because XP needs to know
its true end-users and UCD benefits from a flexible and adaptive development
methodology which runs throughout the project life-cycle [14]. We integrate XP
and UCD in our project 1, where we are developing an application that enables a
user to perform content-based search for Audio-Video (AV) contents and play the
streamed content on a mobile phone [15]. The end-users are indirectly involved
in the process by our use of different HCI instruments like user studies, personas,
usability expert evaluations, usability tests, and automated usability evaluations
[16]. Usability of a mobile application is an important ongoing research issue.
Numerous studies address UE / UCD issues for mobile applications [17] [18] [19].
We conduct various usability studies and in this paper a summary of one of the
studies is presented.

The next section describes the similarities between XP and UCD. Section
3 describes the project environment. Section 4 describes the adopted process.
Section 5 provides the details of a usability study. Section 6 concludes the
paper.

1 A preliminary version of this paper describing the adopted process has been pub-
lished in the proceedings of the PPIG 2008, The 20th Annual Psychology of Pro-
gramming Interest Group Conference, Lancaster University, UK, September 2008.
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2 Similarities between XP and UCD

The core values of XP and UCD [20] are applied to solve different issues: In XP,
a simple implementation fulfilling the minimum requirements of the application
is created and iteratively extended, while UCD tries to continuously improve
the usability of the user interface. However, when comparing some of the core
values it seems obvious that the two development processes can benefit from
each other’s practices.

2.1 End-User

One of the core practices of XP is to have a Customer on Site who is co-located
with the programmers in order to answer domain-specific questions and give
feedback on the system. This practice can be matched well with the testing of
prototypes with actual users as proposed by UCD if the customer is also the real
end-user or when developers are directly exposed to end-users.

2.2 Continuous Testing

Constant and extensive testing is at the heart of XP. It is mainly embodied by
two practices: Continuous integration runs all existing automated tests whenever
the code base is changed or extended in order to check if the changes caused any
undesired side effects. Most of these tests emerge from test-driven development :
in the first run, automated tests checking the desired behavior are created; then
the actual behavior is implemented and can right away be evaluated with the
tests. This usually is done only for pure behavioral code but can be extended to
user interfaces: tests can check the expected behavior of an interface, and these
tests can be run whenever the code is changed.

The end-user tests of UCD are a valuable source for test targets: an unex-
pected user action that caused a problem in the application can be replicated as
an automated and continuously evaluated test to ensure that the problem, after
solving it once, does not reappear.

2.3 Iterative Development

Both XP and UCD propagate an iterative procedure [20] [2] of design and devel-
opment [6]. An XP project yields small releases (another core XP practice) on a
regular and frequent base (usually a few months). Each release version is based
on the previous one, incorporating new features and fixing bugs of the predeces-
sor. Inside a release time frame, work is organized in “iterations” (usually taking
one to four weeks). On an even smaller scope, many feedback-and-change cycles
take place, especially in conjunction with test-first development and refactoring
(the practice of changing source code in order to improve its quality without
changing its functionality).

UCD also proposes a design–test–modify circle for developing user interfaces.
The scope of iterative development in XP and UCD differs: releases and iterations
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in XP are mainly organizational units, while refactorings are just considered a
development tool; on the other hand, UCD’s iterative user interface refinement
is a more explicit process as its involvement of external persons (the test users)
makes it more complex. Nonetheless, iterative interface development of UCD fits
well into the iteration principle of XP because both approaches are aware of the
value (and necessity) of evolutionary development.

3 Project

We are working in a project where we develop an application that enables a user
to perform content-based search for AV content and play it on a mobile phone.
The project started in summer 2007 and will end in 2010. The application en-
ables a user to search not only in the metadata but also in the spoken words
of the AV clips. This content includes radio and TV archive material, like doc-
umentaries or other recordings of historical, political and cultural importance,
discussion programs, movies, music videos, audio books, etc. The application is
being designed keeping in mind the social interaction of users and provides some
Web 2.0 features [21].

In addition to this, one goal of the project is the analysis of agile software
development methods, particularly XP, and to devise a usability test procedure
for mass applications on mobile devices with emphasis on UCD and iterative
user-interface design.

The team consists of six full-time regular members having different social and
cultural backgrounds, five developers and a product manager who plays the role
of the “on-site customer” from XP.

The customer communicates with the project partners who come from vari-
ous domains, including UI design, usability research, telecommunication, content
providing, and software-hardware infrastructure. Developers also directly com-
municate with the engineers of a partner usability research center regarding
usability issues. The usability engineers working for our project are also active
in UCD research with the team.

3.1 Application Features

The user interface of the current prototype comprises the following main features.
The application’s main screen provides the features: “Search”, “Top rated”, and
“Most recent” clips. It provides links to the “Channel” and “Media Feeds” pages
as well as a link to the “Clip Detail” page when one clicks on the title of a clip.
The application also implements a few other Web 2.0 features like “Recom-
mended” and “Most viewed” clips.

Search: “Search” allows to search the whole AV content by entering keywords.
It displays the search results ordered by broadcast date (if any). For each result
item, the clip’s title, link, description, duration, originating channel (if any), and
a representative thumbnail image are shown. The user can play a clip by clicking
on the respective link.
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Channel: “Channel ” allows to browse the schedule of TV and radio channels.
A channel lists the original program schedule of the current day, but users can
browse to the previous day’s schedule or can search within the channels. Users
can select the date and the time (either Morning, Afternoon, Prime time, or
Night) where the system then displays the list of clips in the selected time period,
ordered by broadcast time. The resulting items are shown in a similar format
as in the “Simple Search” result list with rating stars and a channel icon for
each clip in the schedule. The top of the page also provides a dropdown list for
selecting channels.

Media Feeds: The “Media Feeds” feature is intended to provide the users with
a facility to create and consume a constantly updated stream of clips based on the
users’ search criteria. This media feed can be sent to a friend by SMS or email.

Clip Detail: The system provides the “Clip Detail” page when users click
on the title of the clip. Users can rate a clip and add a comment or view all
comments. With the “Tell a friend” feature, users can send a clip to their friend
by SMS or by email.

4 Process

The following sub-sections describe the process which is followed for the user-
centered design of our application.

4.1 Approach to User-Centered Design

User-interface design plays an important role in the acceptance of a web based
application by users. The overall process of our approach to UCD is based on
evaluating the usability of the application in small iterative steps. This helps us
to gain insights into the functional and cognitive requirements of real users. We
design prototypes of the user-interface of the system and test them throughout
the development process. As a result the fidelity of the prototypes increases and
evolves.

The work flow presented in Figure 1 illustrates the iterative design approach to
incorporate UCD into our XP process. From a broad perspective, the application
development cycle starts from defining the user stories, then comes to mock-up
designing and at the end to the actual implementation. The process is executed
as follows:

– Different feature-related user stories of the application are created by the
customer along with partners.

– Developers create different paper mock-ups for each of the required features
to collect ideas and to present them to the customer.

– The customer decides which of the mock-ups best suits his needs or suggests
modifications to the mock-ups.
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Fig. 1. Iterative UI design workflow [21]

– A final mock-up is derived according to customer’s wishes which then serves
as the basis for the actual implementation.

– Once an implementation mock-up of a feature or group of related features
is finished, the usability engineers are asked to give feedback on it.

– After incorporating the feedback given by the usability engineers into the
application, end-user tests are conducted on the application by the usability
engineering team.

– The feedback on the application from the usability engineers as well as from
the test-users is taken as an input for further refinements in the UI design
of the application.

– The results are then incorporated into automated tests (test driven devel-
opment) which are used as an executable specification for the actual imple-
mentation.

This feedback-and-change cycle provides insights into whether the user-
interface design is meeting the usability criteria. As the application development
is done in short iterations, the developers are able to refactor the system contin-
uously according to the feedback derived from the parallel, as well as iterative,
UI design process. Hence, the system evolves according to the needs of the end
user and the specifications derived from actual usage.
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4.2 Choosing the Type of Mock-Up

We make use of two different types of mock-ups; low fidelity paper mock-ups and
high fidelity implementation mock-ups. The benefit of using paper mock-ups for
the interaction design is that they can be designed and modified quickly. For
simple interaction designs, a low fidelity paper mock-up suffices as a basis for
further discussions and the implementation. An additional advantage is that it
is easier to criticize simple and rough mock-ups compared to ones which look
neat and perfect from the graphic design perspective [22]. But for some features a
high fidelity mock-up is required to clearly visualize the interface. As we have the
benefit of an on-site customer co-located with the development team all the time,
for those tasks a quick implementation mock-up is designed and immediately
shown to the customer. That implementation mock-up is then modified based
on the immediate feedback of the customer. Would our customer be not co-
located with us all the time, it would be difficult to take maximum advantage
out of this quick feedback-and-change cycle.

4.3 Frequency of End-User Tests

The end-user tests are made on an on-demand basis, that is, when the customer
says that now is the appropriate time from the business point of view to run a
usability test with test-users. Also, when there is enough amount of new func-
tionality added to the application it becomes effective to perform usability tests
and then only to continue with further development. It would have been won-
derful if user tests could be made on regular basis, like at the end of each release,
but considering the expenses and resources required for it we have kept it only
on an on-demand basis. Therefore, the expensive part of involving real users is
done more effectively.

4.4 Integration of HCI Instruments

Figure 2 describes the way how usability engineers have integrated HCI instru-
ments (User studies, personas, extended unit tests, usability tests, and usability
expert evaluations) into the XP process. It shows the interplay of the HCI in-
struments with the XP process. When applied correctly in various phases of the
project, the instruments are designed to reach the goal of improved software
quality not only in terms of technical quality but also in terms of usability [16].
End-users are integrated in two different ways. On one side, user studies are
taken into account to develop personas [23] which then specify direction of de-
velopment by guiding customer to identify user stories, and also at the end of
a development iteration the vision about the users is broadened which helps in
extending the personas. This serves as an indirect end-user input for the devel-
opment process. On the other side, feedback from usability tests performed by
test-users as part of the usability evaluations serves as a direct input for further
enhancement and development of the application [16].
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Fig. 2. The integration of HCI instruments into XP [16]

4.5 Testing Issues

A big issue in mobile user-interface design practice is that current approaches are
not sufficient for mobile phones [24]. For designing any software, use of good UCD
practices ensure that the product is accepted by the users [25] thus supporting the
use of UCD approach for UI design. To enhance it further, we provide high fidelity
implementation prototypes to our usability engineers for user testing. Paper proto-
types are good and sufficient for verifying non mobile-based product requirements,
but in case of applications for mobile phones they are not sufficient for finding out
and solving usability issues related to detailed interaction on the small device with
its limited user input capabilities [25]. Therefore, in our case the application is
tested on mobile phones and not on any web based simulator for understanding
the interaction issues concerning the use of mobile phone interface [25].

4.6 Communication and Collaboration

Communication between stakeholders is an important characteristic of software
development. Communication and collaboration between customers, business
partners, developers, and other stakeholders enhance overall team efficiency
[1]. The value of communication is expressed by the XP practices of pair pro-
gramming, metaphor, informative workspace, simple design, on-site customer,
the planning game, and coding standards. [26]. Other factors in communica-
tion are the use of whiteboards, positioning and sharing of desk facilities to
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facilitate pair programming, stand–up meetings, developers buying-in to the
concepts of the rules and practices of XP, and collective code ownership [27].
We sit side by side in a spacious room having enough space for private work-
places as well as for three separate pairing stations. This seating arrangement
has promoted effective interaction in the team and has helped in resolving
technical issues on the spot [28]. The teams’ XP room is equipped with six
whiteboards which are used to record the XP stories agreed at release and it-
eration planning meetings. Story cards are physically stuck to the whiteboards
in prioritized order with adjacent notes written on the board. Various graphs
showing architecture and velocity of the project are also drawn on the white-
boards. By looking at the whiteboards, anyone can see the current status of the
project.

Email, phone calls, and video conferencing are the tools used in routine com-
munication with the usability engineers and with other partners. Personal visits
to and by project partners are also made by the product manager and by other
team members whenever necessary.

4.7 The Planning Game

We hold two types of planning meetings: release based meetings and iteration
based meetings. A release lasts for three months whereby within a release, an it-
eration lasts for two weeks. Project partners attend release meetings and through
discussions identify and define user requirements called user stories in XP [29].
“The parallel with the UCD approach is obvious here: an understanding and
appreciation of the users and their requirements“ [1]. These stories are written
down on story cards and are prioritized by the project partners. Developers then
estimate the time required for implementing the stories.

At the beginning of each iteration, an iteration meeting is held and is attended
only by the team members including the product manager. The product manager
selects and prioritizes stories which fit in the current iteration depending upon
the available velocity. Then, developers break down the stories into detailed tasks
and estimate them. Finally, the product manager defines the acceptance criteria
for each story and task.

Before and after implementing these stories, continuous feedback is obtained
from the usability engineers. Then, these stories are modified according to the
feedback of end-users and the usability engineers. Once “again this is a common
step with UCD approaches; an understanding of the user goal and the tasks to
achieve that goal. Addressing a requirement in terms of the user and their goals
focuses development upon what is needed” [1].

4.8 Pair Programming

This practice has helped us in spreading and sharing the project-specific knowl-
edge and improving the technical skills of the developers. We also applied the
practice of working in pairs with the product manager [29]. The product manager
pairs with a developer for writing customer-acceptance tests, thus exposing the
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customer to the process and the internal status of the application which helps in
better understanding and implementing the end-users’ requirements. This also
has enhanced the enthusiasm of the team members to work in a collective and
collaborative team environment.

4.9 On-site Customer

In UCD, “all activities are focused on providing business value through ensuring
a useful, usable and engaging product. The customer is not only defined as
the project stakeholder, but the end user as well” [1]. The Manifesto for Agile
Software Development [30] does not clearly demand end-users as customers.
In our process, the product manager plays the role of an “on-site customer”
and communicates with the various stakeholders. The end-users are indirectly
involved by the usability engineers who provide the HCI instruments.

5 Usability Study

Usability tests are carried out to evaluate the running prototype. One of the
usability studies was executed in January 2008 with 10 respondents using a mo-
bile phone. The classical task-based usability test method was used [31]. Each
respondent was asked to execute 5 different tasks. Tasks were carried out on a
Nokia N95 mobile phone. To gather general feedback and general opinions, two
interviews were carried out: One before and one after the task session (pre- and
post-interview). Each task was accompanied by task specific post-questionnaires.
Interview sessions lasted about 1 hour. For the tests the device’s standard
browser as well as opera-mini 3.0 were used (the first is incorporating a web-like
mouse pointer, the latter a link marker to navigate through the interface).

After the test, respondents had to judge three different visual design paper-
prototypes. We used the AttrakDiff questionnaire [32] to capture the attitudes
of the users towards the application in terms of graphical design, enjoyment, and
aesthetics. After the tasks, the AttrakDiff questionnaire was filled-out.

The results of the tests suggest two main improvements:

Improvements of Layout and Design: Main improvements should be made
concerning the visual appearance of the site:

a) The actual site, menu, and navigation layout is not optimal. Through the
use of the color blue as text color and background color at the same time, equal
text sizes throughout the interface and different alignments, the site’s hierarchy
is not visible for users.

b) The actual layout does not incorporate visually attractive design elements
and is rated as pragmatic but monotone with a lack of stimulating elements
(Attrakdiff questionnaire).

Figure 3 shows the prototype of the home page.
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Fig. 3. The prototype of the home page

Improvements of the Prototype’s Usability: On the “Channel” web page,
a web-like calendar function to select dates should be integrated (the actual
function will not be usable for greater amounts of data). All navigation menu el-
ements should be separated from content menu elements (“Home” vs. “Watch”).
Furthermore, interactive elements (“Rate”, “Comment” etc.) should be placed
on a separate page instead of on the bottom of a description page. Figure 4
shows the recommended prototype of the Channel page showing the calender.
Figure 5 shows the Menu entries without any visual separation.

For the further development of the prototype the sub-site “Media Feeds”
should be separated into two categories introducing the sites “create Media Feed”
and “watch Media Feed”. Special attention should be given to feedback mecha-
nisms which at the moment do not support the user (feedback of search queries,
display of media feed search results).
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Fig. 4. The prototype of the Channel page showing the calender

Fig. 5. The menu entries without any visual separation
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From the mock-ups of three different designs, the AttrakDiff results suggest
that a yellow design was most liked by the respondents. It was also suggested
that the blue design may be used in the future but the following improvements
should be made.

– Accentuate contrast on whole site.
– Avoid light blue text on darker blue backgrounds.
– Introduce visually attractive design elements that increase the attractiveness

of the site.
– Eliminate monotony by introducing more colors.

Two of the developers also observed the usability study session which gave
them a chance to realize the impressions of actual end-users and their feelings
as well as actual usage. This helped in guiding the development according to the
wishes of end-users.

5.1 A Task Example

Here a task example is presented. The task is: “Find the detailed description of
a given movie, write a comment and rate it”.

Facts on Task: The task was completed without any greater difficulties by
all respondents. On the “Home” page and on the “Channel” page respondents
used the heading to find the detailed description and the video’s thumbnail to
watch the video. Respondents did not encounter much problems on the “Clip
Detail” page. The prominent position of the links “Comments”, “Rate” and
“Tell a friend” – Figure 5 – on top of the description page helped respondents
to understand which possibilities are offered. On the “Clip Detail” page there
are two interaction paradigms that were both understood: Clicking on the link
“Tell a fried” opens a new page. This didn’t cause any problems for users. The
functions “Rate” and “Comment” are placed at the bottom of a “Clip Detail”
page and users had to scroll down or use a link to jump down. In reference to both
described paradigms, user comments indicate that the longer the list of comments
is, the more uncomfortable the site is to browse. Further, the task uncovered that
on the mobile interface respondents did not recognize that they were scrolling
down the page when using the anchor-links “Comment” and “Rate”. To get back
to the top of the site they pushed the “back” button. This did confuse some of
the respondents as they jumped back to “Home” although their intention was
to get to the top of the “Clip Detail” page. Of course this depends on how the
browser implements the “back” functionality.

A solution that incorporates interactive functions (“Rate”, “Comments”, “Tell
a Friend”) on a separate page is recommended. Furthermore:

– Back Button: A dedicated back button should be integrated on top of the
page. This is where basic navigation elements are expected.
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Fig. 6. Improvements of menu layout and arrangement

– Watch Button: A “watch” button should be designed and integrated con-
sistently. An additional watch button – if necessary – should be placed on
a particular spot on the site and not be integrated in the navigation menu.
The “Watch” button should be visually highlighted.

– Tell a friend, Rate and Comments: These elements describe “interactive func-
tions” on the site and therefore should be kept together and aligned to the
left side of the page.

Figure 6 shows the recommended menu layout and arrangement.

Respondents’ Feedback/Comments:

– All respondents indicated that in their opinion the “Clip Detail” page pro-
vides a good overview.

– The design of the “Comments” and “Rating” section is good and intuitive.
Too many comments on one page should be avoided as the page would get
too long (1 respondent).

– Comments should be ordered in chronological sequence, beginning with the
most recent entry (1 respondent).

– The space on top of the “Clip Detail” page (heading) should be used in a better
way. This would provide more space for description texts (1 respondent).
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Fig. 7. Use the space on top of the “Clip Detail” more efficiently

– It should be possible to select which information is sent to another person via
the “Tell a friend” function (the video’s description, the video itself, etc.).
Radio buttons should be used to specify one out of different possibilities (1
respondent).

Figure 7 shows the space on top of the “Clip Detail” page which should be
used more efficiently.

6 Conclusion

Agility is an invitation to adapt, to mold, and to reshape the software de-
velopment methodology according to the requirements of a project. Being a
lightweight agile process, it is easy to extend the XP process with additional
practices. Our XP process fits well into the UCD approach because of the many
overlapping principles (iterative development, end-user incorporation, testing)
of both methodologies. The usability engineers in the project are well integrated
into the development team. It would have been even better if one of the us-
ability engineers had been present physically with the team all the time, as
face-to-face communication is more helpful in quickly resolving design issues.
We could not conduct usability tests frequently with end-users due to time and
budget constraints but mitigated it with usability expert evaluations. The whole
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development process is influenced when each feature of the application is as-
sessed from users’ perspective. This addresses the problems which arise when
the system requirements are gathered only by discussions with stakeholders [33].
The involvement of all stakeholders, particularly end-users in the process, can
increase the chance of success of a project.

We continuously try to optimize our process as long as the project lasts and
will provide further insights whether the process has been able to enhance us-
ability of the application. In October 2008, we will conduct a contextual mobile
multimedia content usability study which will give insights into mobile HCI
concerning the coherence of content types, consumption times, and consump-
tion contexts. The benefits of the integration of end-users indirectly in the form
of HCI instruments, co-location, communication, and planning meetings have
contributed to improve not only our process but also led to increase the overall
morale of the team.

References

1. McNeill, M.: User centred design in agile application development,
http://www.thoughtworks.com/pdfs/agile and UCD MM.pdf

2. Beck, K.: Extreme Programming Explained: Embrace Change, 1st edn. Addison-
Wesley Professional, Reading (1999)

3. Beck, K., Andres, C.: Extreme Programming Explained: Embrace Change, 2nd
edn. Addison-Wesley, Boston (2004)

4. Abrahamsson, P., Warsta, J., Siponen, M.T., Ronkainen, J.: New directions on
agile methods: a comparative analysis. In: ICSE 2003: Proceedings of the 25th
International Conference on Software Engineering, Washington, DC, USA, pp. 244–
254. IEEE Computer Society, Los Alamitos (2003)

5. Usability.gov: Step-by-Step Usability Guide (Last visited: 18.08.2008),
http://www.usability.gov/

6. W3C: Notes on user centred design process (UCD) (Last visited: 18.08.2008) (April
2004), http://www.w3.org/WAI/EO/2003/ucd

7. Holzinger, A.: Usability Engineering for Software Developers. Communications of
the ACM 48(1), 71–74 (2005)

8. Holzinger, A., Errath, M., Searle, G., Thurnher, B., Slany, W.: From extreme pro-
gramming and usability engineering to extreme usability in software engineering
education (XP+UE→XU). In: COMPSAC 2005: Proceedings of the 29th Annual
International Computer Software and Applications Conference (COMPSAC 2005),
Washington, DC, USA, vol. 2, pp. 169–172. IEEE Computer Society, Los Alamitos
(2005)

9. Ferreira, J., Noble, J., Biddle, R.: Agile development iterations and UI design. In:
Agile 2007, pp. 50–58. IEEE Computer Society, Los Alamitos (2007)

10. McInerney, P., Maurer, F.: UCD in agile projects: dream team or odd couple?
Interactions 12(6), 19–23 (2005)

11. Constantine, L.L., Lockwood, L.A.D.: Usage-centered software engineering: an ag-
ile approach to integrating users, user interfaces, and usability into software engi-
neering practice. In: ICSE 2003: Proceedings of the 25th International Conference
on Software Engineering, Washington, DC, USA, pp. 746–747. IEEE Computer
Society, Los Alamitos (2003)

http://www.thoughtworks.com/pdfs/agile_and_UCD_MM.pdf
http://www.usability.gov/
http://www.w3.org/WAI/EO/2003/ucd


Agile UCD Applied to a Mobile Multimedia Streaming Application 329

12. Memmel, T., Reiterer, H., Holzinger, A.: Agile methods and visual specification
in software development: A chance to ensure universal access. In: Stephanidis, C.
(ed.) HCI 2007. LNCS, vol. 4554, pp. 453–462. Springer, Heidelberg (2007)

13. Göransson, B., Gulliksen, J., Boivie, I.: The usability design process - integrat-
ing user-centered systems design in the software development process. Software
Process: Improvement and Practice 8(2), 111–131 (2003)

14. Toxboe, A.: Introducing user-centered design to extreme programming (May 2005),
http://blog.anderstoxboe.com/uploads/16082005 XP and UCD.pdf

15. Hussain, Z., Lechner, M., Milchrahm, H., Shahzad, S., Slany, W., Umgeher, M.,
Wolkerstorfer, P.: Integrating Extreme Programming and User-Centered Design.
In: PPIG 2008, The 20th Annual Psychology of Programming Interest Group Con-
ference, 10th - 12th September 2008, Lancaster University, UK (2008)

16. Wolkerstorfer, P., Tscheligi, M., Sefelin, R., Milchrahm, H., Hussain, Z., Lechner,
M., Shahzad, S.: Probing an agile usability process. In: CHI 2008: CHI 2008 ex-
tended abstracts on human factors in computing systems, pp. 2151–2158. ACM,
New York (2008)

17. Benbunan-Fich, R., Benbunan, A.: Understanding user behavior with new mobile
applications. Journal of Strategic Information Systtems 16(4), 393–412 (2007)

18. Holzinger, A., Searle, G., Nischelwitzer, A.K.: On some aspects of improving mobile
applications for the elderly. In: Stephanidis, C. (ed.) HCI 2007. LNCS, vol. 4554,
pp. 923–932. Springer, Heidelberg (2007)

19. Kjeldskov, J., Stage, J.: New techniques for usability evaluation of mobile systems.
International Journal of Human-Computer Studies 60(5-6), 599–620 (2004)

20. Gulliksen, J., Göransson, B., Boivie, I., Blomkvist, S., Persson, J., Cajander, R.:
Key principles for user-centred systems design. Behaviour & Information Technol-
ogy, Special Section on Designing IT for Healthy Work 22(6), 397–409 (2003)

21. Hussain, Z., Lechner, M., Milchrahm, H., Shahzad, S., Slany, W., Umgeher, M.,
Vlk, T., Wolkerstorfer, P.: User interface design for a mobile multimedia applica-
tion: An iterative approach. In: ACHI 2008, First International Conference on Ad-
vances in Computer-Human Interaction, Sainte Luce, Martinique, France, February
10-15, 2008, pp. 189–194. IEEE Computer Society, Los Alamitos (2008)

22. Sefelin, R., Tscheligi, M., Giller, V.: Paper prototyping - what is it good for?: a
comparison of paper- and computer-based low-fidelity prototyping. In: CHI 2003:
CHI 2003 extended abstracts on Human factors in computing systems, pp. 778–779.
ACM Press, New York (2003)

23. Junior, P.T.A., Filgueiras, L.V.L.: User modeling with personas. In: CLIHC 2005:
Proceedings of the 2005 Latin American conference on Human-computer interac-
tion, pp. 277–282. ACM Press, New York (2005)

24. Subramanya, S., Yi, B.K.: User interfaces for mobile content. IEEE Com-
puter 39(4), 85–87 (2006)

25. Kangas, E., Kinnunen, T.: Applying user-centered design to mobile application
development. Commun. ACM 48(7), 55–59 (2005)

26. Hazzan, O., Tomayko, J.E.: Human aspects of software engineering: The case of
extreme programming. In: XP, pp. 303–311 (2004)

27. Gittins, R., Hope, S.: A study of human solutions in extreme programming. In:
Kadoda, G. (ed.) Proc. PPIG 13, pp. 41–51 (2001)

28. Law, A., Charron, R.: Effects of agile practices on social factors. In: HSSE 2005:
Proceedings of the 2005 workshop on human and social factors of software engi-
neering, vol. 30, pp. 1–5. ACM Press, New York (2005)

http://blog.anderstoxboe.com/uploads/16082005_XP_and_UCD.pdf


330 Z. Hussain et al.

29. Hussain, Z., Lechner, M., Milchrahm, H., Shahzad, S., Slany, W., Umgeher, M.,
Vlk, T.: Optimizing Extreme Programming. In: ICCCE 2008: Proceedings of the
International Conference on Computer and Communication Engineering, Kuala
Lumpur, Malaysia, pp. 1052–1056. IEEE, Los Alamitos (2008)

30. Manifesto: Manifesto for agile software development (2001),
http://agilemanifesto.org/

31. Rubin, J.: Handbook of Usability Testing: How to Plan, Design, and Conduct
Effective Tests. John Wiley & Sons, Inc., New York (1994)

32. Hassenzahl, M., Burmester, M., Koller, F.: AttrakDiff: Ein Fragebogen zur Mes-
sung wahrgenommener hedonischer und pragmatischer Qualität. In: Szwillus, G.,
Ziegler, J. (eds.) Mensch and Computer 2003: Interaktion in Bewegung, Stuttgart,
B. G. Teubner, pp.187–196 (2003)

33. Jokela, T., Abrahamsson, P.: Usability assessment of an extreme programming
project: Close co-operation with the customer does not equal to good usability.
In: Bomarius, F., Iida, H. (eds.) PROFES 2004. LNCS, vol. 3009, pp. 393–407.
Springer, Heidelberg (2004)

http://agilemanifesto.org/


A. Holzinger (Ed.): USAB 2008, LNCS 5298, pp. 331–338, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Adaptivity and Personalization in Ubiquitous Learning 
Systems*  

Sabine Graf1 and Kinshuk2 

1 National Central University, Graduate Institute of Learning and Instruction, 
No. 300, Jhongda Rd., Jhongli City, Taoyuan 32001, Taiwan 

sabine.graf@ieee.org 
2 Athabasca University, School of Computing and Information Systems, 

1 University Drive, Athabasca, AB T9S 3A3, Canada 
kinshuk@ieee.org 

Abstract. Ubiquitous learning is an emerging research field, allowing students 
to learn anywhere and anytime. Adaptivity and personalization issues play an 
important role in ubiquitous learning systems, enabling those systems not only 
to allow learners to learn whenever and wherever they want, but also in a per-
sonalized and adaptive way, considering the situation, characteristics, and needs 
of learners. In this paper, an overview of adaptivity and personalization issues 
in ubiquitous learning systems is provided and current and future research di-
rections are discussed. 

Keywords: Adaptivity, personalization, ubiquitous learning systems. 

1   Introduction 

Ubiquitous learning environments overcome the restrictions of classroom or work-
place-restricted learning and extend e-learning by bringing the concepts of anytime and 
anywhere to reality, aiming at providing people with better educational experience in 
their daily living environments. Use of devices such as mobile phones and personal 
digital assistants (PDA) allows new opportunities for learners by being intensely con-
nected. Therefore, educational content can be accessed and interaction can take place 
whenever learners need it, in different areas of life, regardless of space and time. 

While "ubiquitous learning" is a growing research area, aspects of adaptivity and 
personalization become more and more important. Incorporating adaptivity and per-
sonalization issues in ubiquitous learning systems (ULS) allows these systems to 
provide learners with an environment that is not only accessible anytime and any-
where, but also accommodating to the individual preferences and needs of learners. 
Being aware of and considering the current context of the learners as well as, for 
example, their different prior knowledge, interests, learning styles, learning goals, and 
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so on, leads to a more effective, convenient, and successful learning experience in the 
ubiquitous learning environments. 

This paper is written in the context of the workshop on “Adaptivity and Personal-
ization in Ubiquitous Learning Systems”, aiming at giving an overview in this area 
and highlighting recent research. Section 2 introduces ubiquitous learning and Section 
3 discusses adaptivity and personalization aspects in the context of ULSs. In Section 
4, we give a brief introduction of the workshop papers and Section 5 concludes the 
paper with a brief discussion on future outlook.  

2   Ubiquitous Learning 

In this section, we give an overview about ubiquitous learning, describing its origin 
and definition and subsequently discussing the characteristics and features of ULSs. 

2.1   Origin and Definition of Ubiquitous Learning 

Ubiquitous learning has its origins in ubiquitous computing. David Lay describes 
ubiquitous computing as “a vision of computing power ‘invisibly’ embedded in the 
world around us and accessed through intelligent interfaces” [1]. The term “ubiquitous 
computing” has been introduced by Mark Weiser [2], who argued that the most pro-
found technologies are those that are invisible and used by people unconsciously to 
accomplish everyday tasks. In a ubiquitous computing environment, many small com-
puters are embedded in daily life objects, enabling these objects to support and assist 
people in tasks about work, education, and daily life. Important features of ubiquitous 
computing environments are the wireless communication between objects as well as 
the sensors, which allow the objects to sense user information and environment infor-
mation in the real world and provide users with personalized services [3].  

A ubiquitous learning system (ULS) supports learners through embedded and in-
visible computers in everyday life [4]. Such environments allow students to learn at 
any time and any place, encouraging them to more experiential learning [1] such as 
learning by doing, interacting and sharing, and facilitate on-demand learning, hands-
on or minds-on learning and authentic learning [5].  

Two other terms, namely mobile learning and pervasive learning, are often used in 
similar context with ubiquitous learning. Ogata and Yano [4] describe the difference 
of these terms based on Lyytinen and Yoo’s work [6] about ubiquitous computing, 
considering the level of embeddedness and mobility. In mobile learning, learners 
carry their mobile devices with them, which act as their learning environment. Thus, 
mobile learning has a high degree of mobility but a low degree of embeddedness, 
since, apart from the web server, no other computers than the students’ own mobile 
devices need to be involved in the learning process. Pervasive learning, on the other 
hand, takes place in an environment where small computers are embedded and com-
municate mutually in order to provide context-based information. Therefore, perva-
sive learning has a high degree of embeddedness but a low degree of mobility since 
learning depends on the location where the computers are embedded. Ubiquitous 
learning combines mobile and pervasive learning and assumes that computers are 
embedded in everyday objects. In ubiquitous learning, students move with their  
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mobile devices which support their learning process by communicating with the em-
bedded objects and other devices in the surrounding environment. 

There exist also broader definitions of the term “ubiquitous learning”. While 
Hwang, Tsai, and Yang [7] agree on the abovementioned definition by Ogata and 
Yano, they describe that a broader definition of ubiquitous learning focuses on the 
aspect of learning at any time and any place. According to this broad definition, an 
environment which allows students to learn wherever they are and whenever they 
want, can be considered as a ubiquitous learning environment. Furthermore, Ogata 
and Yano point out that for a broad definition of ubiquitous learning, both mobile 
learning and pervasive learning, are in the category of ubiquitous learning [4]. 

However, in this paper, we refer to the narrow-sense definition of ubiquitous learn-
ing given by Ogato and Yano [4], combining mobile and pervasive learning. 

2.2   Characteristics and Features of Ubiquitous Learning Systems 

Chen et al. [8] described five characteristics of mobile learning environments, from 
which Ogata and Yano [5] derived the following characteristics for ubiquitous learn-
ing: permanency means that students’ work and the learning processes are recorded; 
accessibility means that learners can request and access their documents and data 
anywhere; immediacy allows students getting any information immediately, inde-
pendent of their location; interactivity allows learners to interact with experts, teach-
ers, and peers; and situating of instructional activities means that learning can be 
embedded in daily life, in a natural and authentic form. Bomsdorf [9] proposed addi-
tionally adaptability as the sixth characteristic of ULSs, referring to the function that 
learners get the right information at the right place and in the right way. 

Hwang, Tsai, and Yang [7] also discussed the characteristics of ULSs, focusing 
more on aspects of context-awareness and adaptation. According to them, a ULS is 
context-aware, meaning that it can sense the learners’ situation and the situation of 
the learners’ current real world environment. Furthermore, a ULS is able to offer 
adaptive support based on the students’ learning behavior and contexts in the real and 
cyber world. Moreover, the system can actively provide personalized support in the 
right way, at the right place, and at the right time, based on the personal and environ-
mental contexts in the real world, as well as the learner’s profile and learning portfo-
lio. Another characteristic is that ULSs enable seamless learning, allowing students to 
move around in the real world. Furthermore, a ULS is able to adapt the learning ma-
terial according to the functions of the mobile device the student is using.  

A ULS can support students in many ways, offering them an environment where 
they can learn through experience in the real world, supported and guided by the sys-
tem, which is able to adapt and personalize its interaction and suggestions to the 
learner. ULSs can support individual and collaborative learning. For individual learn-
ing, the system is able to interact with students, providing them with an active and 
student-centered way of learning [7]. The system can provide navigation support and 
guide students, based on their current location, to places where they can learn through 
experience or conduct location-dependent learning activities. Furthermore, the system 
is able to present learning material and suggest learning activities to the learners in a 
context-aware way, showing adaptive content or activities at the right time and the 
right place in order to facilitate a more authentic learning experience. For  
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collaborative learning, ULSs can support learners in finding peers, with whom they 
can meet virtually or in real world and build learning groups, or experts whom they 
can ask for help and advice. Furthermore, when emphasizing on collaborative learn-
ing, aspects of social networks and Web 2.0 technologies can play an important role 
to facilitate communication, interaction, and knowledge sharing among students.  

As stated, for example, by Hwang, Tsai, and Yang [7], Bomsdorf [9], and Yang 
[10], adaptivity and personalization are important functions of ULSs. Yang [10], for 
example, stated that ubiquitous learning is characterized by providing intuitive ways 
for identifying right collaborators, right contents, and right services in the right place 
at the right time based on the learners’ surrounding context. Personalization and adap-
tivity deal with what “right” means for each learner. Therefore, the functions of per-
sonalization and adaptivity interweave with the features of ULSs mentioned above, 
making the interaction between the system and students, navigation support, content 
presentation, and searching for peers or experts personalized and adaptive. 

In the next section, we discuss general issues about adaptivity and personalization 
as well as show how adaptivity and personalization can be applied in ULSs. 

3   Adaptivity and Personalization 

Adaptivity and personalization in learning systems refers to the function enabling the 
system to fit the students’ current situation, needs, and characteristics, taking into 
account, for example, their knowledge level, learning styles, cognitive abilities, cur-
rent location, motivation, interests, preferred language, and so on. While adaptivity 
focuses on the aspect that learners’ situation, needs, and characteristics are considered 
by the system automatically, personalization is a more general term and highlights the 
customization of the system, including also issues which can be adapted and specified 
by learners themselves such as the color of the interface, the preferred language, or 
other issues which make the environment more personal.  

Different aspects have to be considered when aiming at providing students with 
adaptive and personalized courses, material, or activities. One dimension incorporates 
what kind of information about the learner is used for adaptation. Another dimension 
considers what can be adapted in the system based on the specific information. In the 
following sections, these two dimensions are discussed in more detail. 

3.1   Which Information Is Used for Adaptivity and Personalization? 

Many research works about adaptivity and personalization have been carried out in 
the context of hypermedia and web-based learning systems, focusing for example on 
the consideration of students’ level of knowledge, learning styles, cognitive abilities, 
motivation, and so on. In ULSs, this research is very relevant with respect to content 
presentation. Furthermore, information about the students’ and the environments’ 
context is a crucial factor for providing adaptivity and personalization in ULSs. 

The necessary information for providing adaptivity and personalization in ULSs 
can be retrieved from different sources. Hwang, Tsai, and Yang [7] pointed out 5 
types of situation parameters, which represent different kinds of information. Through 
the sensors of the ULS, information about the students’ context and the environmental 
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context can be gathered. Information concerning the students’ context includes, for 
example, their current location, the time of their arrival and issues such as heartbeat or 
blood pressure. The environmental context includes information about the environ-
ment of a sensor, such as location, temperature, and information about approaching 
objects/people. Furthermore, information can be gathered from the students’ interac-
tion with the system via the mobile device, including for example stored documents, 
given answers to questions, and certain settings the learner made in his/her user inter-
face. Moreover, the system can access a database, where personal data of students and 
environmental data are stored. Personal data can include the student’s learning styles, 
course schedule, prior knowledge, progress in the course and so on. Environmental 
data provide more detailed information about the environment, such as a schedule of 
arranged learning activities or notes for using the site. 

3.2   What Can Be Adapted and Personalized? 

Another dimension refers to what can be adapted and personalized in a system. As 
mentioned above, a ULS can support learners by interacting with them, guiding them 
to suitable places, presenting them with learning material and activities, and helping 
them to interact with peers and experts. In the following paragraphs, examples for 
adaptivity and/or personalization for each of these features are discussed. 

With respect to interaction between the system and the learner, ULSs can be ac-
tively involved in the students’ learning activities [7]. Through their context-
awareness, ULSs can provide personalized hints at the right time or suggest suitable 
learning activities for a learner, depending on the current environment and the needs 
of the student. An example for adaptive and personalized interaction between the 
system and the learner is shown in the language learning system JAPELAS [11]. 
JAPELAS aims at teaching foreign students Japanese polite expressions. When a 
learner starts talking to another person, the system gives a suggestion about the level 
of polite expression based on hyponymy, social distance, and situation through receiv-
ing information from the other person’s mobile device and from sensors of the own 
device. Another example is the language learning system TANGO [12], which detects 
objects around the learner, using RFID tags, and involves these objects in learning 
activities, for example, asking the student to close a window or move a can from one 
place to the other. 

In order to help learners to navigate to locations where learning can take place, per-
sonalization and adaptivity aspects deal mostly with location-awareness and planning 
suitable learning activities. For example, a ULS can generate a navigation path ac-
cording to students’ prior knowledge in order to remedy students’ lack of knowledge 
[13]. Hwang, Tsai, and Yang [7] describe a similar scenario where a ULS asks a stu-
dent to go to a specific place to observe and identify a plant. 

Regarding content presentation, different methods exist for providing students with 
adapted and personalized learning material. These methods determine how learning 
material is presented differently for learners with different characteristics and needs. 
Brusilovsky [14] classified these methods regarding to their aim into two groups, 
namely for adaptive presentation and adaptive navigation support, whereby naviga-
tion in this context means how students navigate through the learning material. Many 
research works have been conducted, especially in the domain of adaptive educational 
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hypermedia and web-based systems, focusing on generating courses and material that 
fit the students’ profile and portfolio. Furthermore, for ULSs, adaptation of content 
presentation for a particular mobile device is another important issue [7]. Examples 
for applying adaptivity and personalization aspects for content presentation in ULSs 
are proposed by Bomsdorf [9] and Graf et al. [15] 

Another feature of ULSs includes interaction among learners as well as between 
learners and teachers/experts. Adaptivity and personalization can be used for improv-
ing asynchronous and synchronous communication in a ULS. Regarding asynchro-
nous communication, components such as discussion forums, question and answer 
services, and knowledge sharing services can be made more personal and adaptive to 
the learners’ situation, characteristics, and needs. For example, considering where a 
student asked a specific question or generated a document can provide additional data, 
which can be useful when peers search for information. Furthermore, ULSs can help 
students to communicate synchronously by assisting them in forming learning groups 
or showing them who might be able to answer their questions. For example, Martin et 
al. [16] presented a location-based application which gives information about people 
who are close to the learner. Furthermore, a ULS can provide suggestions for building 
learning groups based on the students’ location as well as other students’ characteris-
tics, as proposed, for example, in [15]. 

4   Topics of the Workshop 

In this section, we outline the papers presented at the International Workshop on 
Adaptivity and Personalization in Ubiquitous Learning Systems, aiming at introduc-
ing current research in the respective area. Each of these papers contributes towards 
the development and the effectiveness of adaptive and personalized ubiquitous learn-
ing environments, focusing on different aspects. 

The paper by Thalmann is a review paper on the adaptation criteria used in adap-
tive hypermedia systems, showing what kind of information is applied for providing 
adaptivity and personalization. Furthermore, suggestions are provided for preparing 
learning material with respect to the identified adaptation criteria. 

The paper by Glavinić and Granić deals with adaptivity and adaptability issues for 
user interfaces of learning systems, concerning adaptation of knowledge presentation 
and interaction style as well as focusing on adaptation to mobile devices. 

The next two papers discuss development issues. The paper by Hussain, Lechner, 
Milchrahm, Shahzad, Slany, Umgeher, and Wolkerstorfer deals with the development 
process of applications for mobile devices. In this paper, the integration of extreme 
programming and user centered design in the development process is proposed and its 
benefits are demonstrated. Mödritscher and Wild proposed an approach for personalized 
e-learning based on web application mashups, focusing on how the learning process can 
be adapted by allowing learners integrating various web-based tools into one aggregated 
view and supporting them in building and sustaining learning communities.  

The paper by Zakrzewska deals with improving the formation process of learning 
groups. Zakrzewska presented an approach for clustering students according to their 
learning styles and usability preferences. This technique can contribute to the forma-
tion of learning groups in ULSs by suggesting learners other peers who are in the 
same cluster and therefore can learn together from the same material. 
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The next two papers deal with facilitating and supporting learners with little ex-
perience with technology. Ziefle investigated which instruction format is beneficial 
for navigation performance in mobile phones as well as whether one instructional 
format can be used in general or the instruction format should be tailored to specific 
information needs and user abilities. Morandell, Hochgatterer, Fagel, and Wasser-
theurer presented a study about the usage of personalized photo-realistic avatars for 
elderly people and people with mild cognitive impairment, aiming at improving the 
acceptance and user-friendliness of ambient/ubiquitous assisted living environments. 

5   Conclusions 

This paper aimed at providing an overview about adaptivity and personalization is-
sues in ULSs, by presenting an introduction about ubiquitous learning and discussing 
the possibilities of adaptivity and personalization in ULSs. Subsequently, we intro-
duced current research in this area, presented at the International Workshop on Adap-
tivity and Personalization in Ubiquitous Learning Systems. 

Ubiquitous learning is an emerging and promising research field, which can benefit 
strongly by considering personalization and adaptivity aspects, making the support 
provided to the learners more convenient and effective. As can be seen from the pro-
posed research works, many areas such as mobile learning, ambient assisted living, 
human-computer interaction, and adaptive hypermedia need to contribute in the de-
velopment and effective usage of adaptive and personalized ULSs. 

As a conclusion from the past and current research directions, one issue seems to 
be of special importance for future research. ULSs can detect and store a huge amount 
of information about learners and their environments. However, currently only few 
kinds of information are considered in a single ULS when providing adaptive and/or 
personalized support. A great potential lies in considering and combining the huge 
amount of information, which can be detected by ULSs, and using it for providing 
richer and more effective adaptivity and personalization for learners. This includes 
especially the combination of context information from ULSs, such as location or data 
about the environment, with information in the learners’ profile, such as his/her inter-
ests, motivation, cognitive abilities, and learning styles. 
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Abstract. Three different instruction formats were examined respecting their 
usefulness for the navigation through hierarchical menus in mobile phones. 56 
middle-aged adults had to solve four mobile phone tasks twice consecutively. 
Before completing the first trial, they were supported by instruction formats 
which contained different spatial knowledge types [28]. The first form was a 
procedural step-by-step instruction delivering landmark and route knowledge. 
The second instruction consisted of a visualized menu tree, in which the menu 
path to be taken was marked. By this, mainly survey knowledge but also route 
information was provided. The third instruction format also used the visualized 
menu tree. However, in addition to the menu path which had to be taken, also 
functions’ labels were given, conveying landmark, route and survey knowledge. 
Further, a condition was examined in which no help was given. Dependent 
variables were navigation effectiveness and efficiency. Overall, the step-by-step 
condition, the instruction type most often used in technical leaflets, had the 
smallest effect, especially for users with low spatial visualization abilities. With 
instruction forms which use diagrammatic visualizations and provide survey 
knowledge, navigation performance considerably improved. 

Keywords: Instruction format, navigation aid, navigation effectiveness, effi-
ciency, landmark knowledge, route knowledge, survey knowledge. 

1   Introduction 

Information and communication technologies have interpenetrated all professional 
and private fields in the last decades. A prominent role in this context play mobile 
small screen technologies, e.g. mobile and smart phones, communicators, naviga-
tion devices and electronic organizers, which show continuously increasing rates of 
growth each year [26]. Beyond their ubiquity, these technologies have fundamen-
tally changed the nature of social, economic and communicative pathways in mod-
ern societies. Communication and information are present everywhere and at any 
time and seem to overcome physical as well as mental borders. Though, the effec-
tive and successful integration of mobile technologies and broad acceptance of 
these technologies in all fields of daily life impose considerable challenges on  
modern societies. 
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1.1   The Problem 

If critically looking at current developing trends, a number of crucial factors come 
into fore that may severely impede the barrier free integration of future communica-
tion technologies into private and professional societal structures.  

(1) User diversity: Contrary to former times, when the utilization of information and 
communication technologies (ICT) was restricted to technology-experienced expert 
groups, nowadays broader user groups have access to ICT. Thus, the organization of 
professional and private activities, events and transactions heavily depends on the 
ease of using these devices by a diverse user population. However, recent studies 
showed that the usage of small mobile technologies imposes considerable difficulties 
and that these difficulties are not equally strong for all users. Menu navigation per-
formance was found to be strongly influenced by a number of individual factors, 
which differentially benefit or hamper navigation [e.g. 21, 12]. Among the individual 
factors, age, gender, spatial orientation and computer-experience were identified to 
play a prominent role. Users with high spatial visualization abilities were distinctly 
advantaged compared to users with low spatial abilities in completing computer tasks 
[e.g.31], using hypertext [e.g.19] or mobile devices [e.g.2,4,5,8,37,38]. Also, prior 
computer experience is a crucial factor for navigation efficiency [e.g.1,12,32]. More-
over, gender is increasingly discussed to play an important role in the explanation of 
technical performance. Women usually report lower levels of computer-related self-
efficacy [e.g.4] and a higher computer anxiety [e.g.10], which, in turn, may reduce the 
probability of active computer interaction and lead to a generally lower computer-
expertise level. Likewise, noticeable differences in computer experience between 
males and females were reported [e.g.3,23], which then mediate gender differences in 
technical performance. As the usage of (mobile) technologies is increasingly less 
voluntary, more and more technically inexperienced and/or aged users are urged to 
use these devices. Usability issues of interface and communication designs are thus of 
prominent interest.  

(2) Function complexity and device miniaturization: Mobile devices are typically 
small-sized with a small communication display but a huge functionality, providing 
on-the-go lookup and entry of information, quick communication and instant messag-
ing anytime and everywhere. The mobile character of these devices in combination 
with the small communication window represents a still higher usability demand 
compared to large display technologies. The limited screen space is extremely prob-
lematic for providing optimized information access and the question of how to “best” 
present the information on the small display. Only few items can be seen at a time and 
users navigate through a menu whose complexity, extension and spatial structure is 
not transparent to them as it is most of the time hidden from sight. As a consequence, 
users are urged to memorize the functions’ names, their relative location within the 
menu and keep up orientation. Disorientation in handheld devices’ menus is a fre-
quent problem [e.g. 21,30,31,35,36,37,39], especially for aged users [e.g. 
2,21,22,35,36,37] or those with little computer-related knowledge and experience 
[e.g. 3,4,5,29]. 

(3) New application fields: Aggravating the situation, the application fields and the 
contexts, in which mobile technologies are used, changed considerably over the last 
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decade, and, still, they will tremendously change. The traditional functionality of cell 
phones, effectuating simple calls, plays merely an inferior role. Rather, the devices 
are used as controllers for technical processes at home (e.g., programming TV), as 
mobile alternatives to traditional computers, as basic communication devices (e.g., 
Internet access), and as intelligent robots that administrate personal concerns (e.g., 
managing accounts). Mobile technologies are assumed to especially support seniors in 
their daily lives and keep up independent living. As such, the devices are used as e.g. 
for medical monitoring, as navigation and memory aids. But mobile technologies are 
also increasingly used in smart homes and ambient intelligent environments, in which 
devices are communicating with remote computers, sometimes integrated in clothing 
[e.g.18], furniture or walls [e.g.23]. Taken together, given these developments, usabil-
ity demands are more important than they ever were. As long as information designs 
of technical devices are not easy to use and learn technical innovations can not have 
sustained success.  

1.2   The Duties for a Human-Centered Design 

Design approaches must therefore take the user-perspective seriously. This claim 
includes that also instruction leaflets and technical manuals are ergonomically de-
signed and can be widely understood by users. This is the focus of the present ex-
perimental study.  

Though, the creation of usable and understandable manuals is a challenging issue. 
On the one hand, manuals must meet demands of user diversity, thus even users with 
a different upbringing and education level as well as users with a limited domain-
knowledge should be supported adequately. Moreover, the manuals should give users 
a proper understanding of the device structure and to prevent them from getting lost in 
the menu, which is especially important for users with low spatial visualization abili-
ties. On the other hand, adults do not want to spend much time reading manuals 
[e.g.11], presumably because the study of text heavy instructions may be conceived as 
time-consuming and bothersome. Furthermore, many users report that instructions 
and manuals usually do not tell them what they need to know, but provide them with a 
huge amount of “unnecessary” and “useless“ information. Accordingly, research 
confirmed the ineffectiveness of detailed textual instructions, and proposed diagram-
matic instructions instead [e.g. 25]. However, diagrammatic instructions also have 
fallacies: the most severe failure is the lack of unambiguously picturing the initial step 
of a subtask including the location and object of a required action (e.g.11,14,15,33]. 
Transferring this concept to the cognitive ergonomic design of instructions for menu-
driven small screen devices, as the mobile phone, it is decisive to tell the user where 
within the menu a certain task has to be accomplished [e.g.6,8,37], thus providing 
spatial clues. Thus, it may be assumed that processes of spatial orientation take place 
when users interact with hypertext and navigate through the different nodes and links 
[e.g.12,17,20] as well as with hierarchical menu structures [e.g.7,9,30].  

According to spatial visualization theories [28], three forms of spatial knowledge 
are proposed to be crucial for proper spatial orientation in natural environments: 
Landmarks (outstanding points in the environment), routes (the ways connecting 
different landmarks) and survey knowledge (a graphical and structural outline of a 
specific terrain). If when navigating through the hierarchical menu structure of a mo-
bile phone comparable processes to the ones involved in spatial orientation in the 
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natural environment take place, then instructions should support users with the differ-
ent kinds of spatial knowledge. To build up survey knowledge a map of the menu 
structure could be provided. For large displays the efficiency of such a map has al-
ready been demonstrated [e.g.9] and also for small screen devices such as the mobile 
phone [6,8]. A very recent study [8] examined the usefulness of instruction types for 
the navigation efficiency in mobile phones, using children as participants. Children 
are generally assumed to be especially technology prone and experienced, and to 
easily master the usage of technological devices. Though, in contrast, it was found 
that children are very sensitive to the cognitive demands imposed by the devices and 
showed considerable performance losses in suboptimal interface designs 
[e.g.8,32,34,35,36,37,38]. In order to learn if children benefit from spatial maps, an 
instruction type delivering survey knowledge was contrasted to a conventional step-
by-step instruction, containing route knowledge. Both instructions were compared to 
a free exploration of the menu which should provide all kinds of spatial information. 
The findings revealed that the benefit of instruction formats depended on the chil-
dren’s age and the ability to process spatial information (which is carried by age). The 
younger the children (8 - 9 years), the lower were the benefit by spatial maps and by 
the free exploration. With increasing age, children were able to fully exploit the spa-
tial clues of the map and also to integrate the spatial knowledge they gained from 
exploring the menu. For the younger children, a sequential aid in form of a step-by-
step instruction was more helpful for them. 

1.3   Questions Addressed 

Summing up, it is of considerable impact that instruction formats and manuals of 
technical devices are well designed and that they compensate the specific knowledge 
gaps users experience when navigating through menus of small screen devices. As 
disorientation is a rather frequent phenomenon in small screen devices, resulting in a 
lot of detouring within the menu, especially spatial orientation clues should be pro-
vided preventing users from loosing their bearings within the menu. 

So far, comparably little is known regarding the question how appropriate dia-
grammatic instructions have to be designed for the “average user”, i.e. middle-aged 
adults, which cannot rely on a mature technical understanding, and which do not have 
much experience with the handling of small screen devices. As exactly this user group 
will be the typical end users of modern mobile technologies in novel application con-
texts, it was of interest to find out if this user group is able to benefit of spatial infor-
mation about the menu structure delivered by diagrammatic instructions. On the one 
hand, the survey knowledge should help them to built up a mental representation of 
the system’s structure [e.g.17,27,28,34,37], which in turn enables users to increase 
navigation efficiency. On the other hand, diagrammatic instructions could also impose 
considerable cognitive load, as participants have to understand abstract information 
and to transfer the spatial clues into a proper mental representation of the menu. The 
present study therefore examines the usefulness of different instruction formats on 
navigation efficiency. Another point at issue was the sustainability of the different 
instructions, assessing learnability effects. Three different forms of instructions with 
varying spatial knowledge clues were examined and compared to each other. In order 
to learn if any instruction type is superior for navigation efficiency than no help, a 
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control condition was also examined, in which no navigation aid was given. Under-
standing in how far individual user characteristic may interact with the benefit by 
different instruction formats, spatial ability was psychometrically assessed and related 
to performance outcomes.  

2   Method 

2.1   Experimental Variables 

As independent variable the type of instruction format was examined.  
1. The first type of instruction was a step-by-step instruction containing the different 

menu functions that had to be selected one after another in order to solve a task. 
The knowledge provided by this instruction is landmark knowledge as well as 
route knowledge (names of the functions to be visited one after another), without 
revealing the menu structure. Fig. 1 shows one example of such an instruction. 
Participants were instructed that the functions shown in the step-by-step diagram 
are the key terms they had to memorize, as they are the cardinal points in the 
menu they should follow. This instruction was presented for a period of 20 s prior 
to each task in the first trial. 

menu settings call settings send own number offmenumenu settingssettings call settingscall settings send own numbersend own number offoff
 

Fig. 1. Step-by-step instruction type 

2. The second form of instruction was a menu structure visualized in a graphical tree 
where the name and location of the functions that have to be selected to solve a 
task are given. This instruction type provides primarily survey knowledge, but 
contains also information on landmarks (the functions’ names) and route knowl-
edge (interconnections between functions). Figure 2 (left side) shows an extract of 
a menu tree containing the path and the menu functions. In the experiment, this in-
formation was plotted on a sheet of paper, separately for each task, and pinned on 
the wall. Participants were instructed that this structural map informs them about 
all the different paths and branches of the phones’ menu as well as their intercon-
nections. They were also told that the functions shown in the map were the key 
terms they had to memorize, as they are the cardinal points in the menu they 
should follow. 

3. The third instruction type was again the graphical tree map (as in the second in-
struction type), however without any function labels. Thus, an “empty tree” was 
presented. By this, primarily structural information (survey knowledge and route 
knowledge) were delivered. Participants were instructed that this structural map 
informs them about all the different paths and branches of the phones’ menu as 
well as their interconnections (Figure 2 right side). 

As dependent variables four different performance measures were analyzed. As ef-
fectiveness measure, (1) the number of tasks successfully solved was determined. 
Furthermore, measuring efficiency of menu navigation, (2) the time needed to process 
the tasks, (3) detour steps (number of keystrokes carried out that were not necessary 
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Fig. 2. Instruction types: Tree with functions (left side) and empty tree (right side) 

when solving the task the shortest way possible) and finally, (4) hierarchical returns to 
higher levels within the menu indicating that participants felt to have taken the wrong 
path in the menu hierarchy and needed to go back to a known position.  

2.2   Apparatus and Procedure 

A mobile phone corresponding to the Nokia 3210 model regarding menu and keys 
was simulated as software solution, run on a PC and displayed on a touch screen 
(TFT-LCD Iiyama TXA3841, TN, 15’ with touch logic by ELO RS232C). It was a 
general question which phone model was appropriate for experimental purposes. The 
software prototype mirrored exactly the menu structure and the navigation keys given 
in the real phone. However, the keys and the display of the mobile phone were 
enlarged compared to the original model in order to exclude motor and visual difficul-
ties. Avoiding biases and concealing the real brand the simulated phone had a neutral 
design. Three menu functions were presented on the screen at a time. In order to 
measure effectiveness and efficiency in detail, user actions were recorded online on 
the keystroke level. Thus, frequency and type of keys used, time spent on tasks and 
the navigational route could be reconstructed in detail. In order to assure a comfort-
able and relaxed body posture while completing the tasks, participants sat on a table 
and worked on the touch screen, which was fixed to the edge of the table.  

Each participant was allocated to one of the four experimental conditions. In the 
three instruction conditions, the specific type of instruction participants would there-
after use was presented and explained referring to a sample instruction. It was care-
fully ensured that all participants understood exactly what they had to do in each task. 
Instructions were shown for a period of 20 seconds after being explained what they 
had to do in the respective tasks and before starting to process each single task.  

2.3   Participants 

56 participants from a wide professional range volunteered in the experiment, in an 
age range between 32 and 65 years of age (M=49.6 years, SD=8.7). Half of them (N = 
28) were females (M=46.8 years; SD=9.4), the other half (N = 28) were males 
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(M=47.0 years; SD=8.3). As we aimed at a “normal” group, both academic and non-
academic education levels were present. All of them were quite frequent phone and 
computer users, however, it was taking care of that participants did not reveal to be 
technical experts or professionals for small-screen-devices. It was a specific interest 
in this study if the “average” user would benefit from diagrammatic instructions 
(compared to no instructional aid) and if specific spatial knowledge demands can be 
met by the instructions. In all four conditions, gender and age was balanced. In a pre-
experimental questionnaire, the previous experience with technology (mobile phone, 
PC, DVD) was assessed. Statistical testing revealed no differences within technical 
experience across groups. Also the four groups had a comparable spatial ability. 

2.4   Assessing Spatial Visualization Ability 

After participants had completed the phone tasks twice consecutively, they were re-
quested to complete a spatial test of mental rotation [3DW,16]. The test contained 
seven mental rotation tasks and was presented In Figure 3, a test item is shown. Par-
ticipants had to decide which of the cubes (A-F) has the same sides and the same 
spatial orientation than the target cube (x). To do so, they had to mentally rotate the 
different alternatives (A-F) and to compare it with the target cube. A maximum of 
seven points could be reached. 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Exemplary test item from the mental rotation ability test [16]  

 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Spatial ability scores as a function of age of participants 
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Participants did not have a time limit to complete this test (no speed test). Though, 
the perceived ease of processing these items considerably varied among participants 
as did the time they needed to complete the task.  

Spatial ability scores are given in Figure 4. As can be seen there, only few partici-
pants succeeded to solve all tasks correctly. Conversely, there were a considerable 
number of participants who did not even solve one of the tasks correctly. Also, there 
was a significant correlation between spatial ability scores and the age of participants 
(r = 0.456; p<0.01) showing that with increasing age spatial ability significantly de-
creases. Though male participants had, on average a higher spatial score (M= 2.9 out 
of seven; SD=2) than female participants (M=2.5; SD=2.3), differences did not reach 
statistical significance. 

2.5   Experimental Tasks 

Four basic and very common mobile phone tasks (calling a number stored in the 
phone book, sending a text message, hiding one’s own number in the display, making 
a call divert) had to be solved by the participants. In total, 36 steps were necessary to 
solve the four tasks on the shortest way possible. In order to measure learnability, all 
four tasks were presented twice. In the second run, participants were not given any 
instructional help. This was of specific significance as it was a central interest to ana-
lyze the sustainability of the respective instruction type. After a short break, partici-
pants completed the tasks a second time, in the same order than in the first trial. For 
each task, a time limit of 5 minutes per task was set.  

3   Results 

Data were analyzed by MANOVA procedures and by ANOVA analyses with re-
peated measurements, assessing learnability effects. The significance level was set at 
5%. Spatial ability and gender were treated as between-subject variables in order to 
learn if the usefulness of instruction formats interacts with these individual factors. 
Regarding spatial ability, by median split two groups across the participants groups 
were formed. By this, participants with “high” spatial ability score were contrasted to 
participants with “low” ability score.  

First, the main effect of instruction format are reported, followed by effects of spa-
tial abilities and gender. After that, learnability effects on navigation efficiency are 
addressed as well as interacting effects between the extent of learnability and the type 
of instruction format. This will answer the question if there are namable differences 
between the different instruction formats and, still more important, about the sustain-
ability of the instruction formats over time. 

3.1   Effects of Instruction Formats on Navigation Performance 

First, effects if the different instruction formats are reported. Descriptive outcomes 
can be found in Figure 5. There, the effectiveness (upper left diagram) the mean ef-
fectiveness, the time participants needed to process the task (upper right diagram), the 
number of detour steps (lower left diagram) and the number of returns to higher levels 
in the menu (lower right diagram) is pictured. 
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Fig. 5. Navigation effectiveness and efficiency in the four experimental conditions  

Statistical testing revealed a significant main effect of instruction format on all de-
pendent measures: task effectiveness (F (3,41)=3.2; p<0.05), time on task 
(F (3,41)=2.7; p=0.05), number of detour steps (F (3,41)=5.8; p<0.05) as well as on 
the number of returns to higher levels in the menu (F (3,41)=11.2; p<0.05). Among 
the instruction formats, the step-by-step condition was the instruction format which 
performed worst. Taking both trials together, participants solved, on average, about 6 
tasks out of eight successfully and needed about 19 minutes to process the tasks. In 
addition, 477 detour steps and 90 returns to higher levels in menu hierarchy were 
carried out, hinting at a considerable difficulty to find the targeted function. Both map 
conditions performed significantly better. Supported by the empty tree, the most ab-
stract instruction format, participants solved on average, 7.2 tasks (out of eight), 14 
minutes processing times, only 320 detour steps and executed 69 returns in the menu. 
The tree which was providing landmark knowledge in addition (function names), also 
yielded a benefiting effect: It took, on average, 14.9 minutes to solve 6.5 of the eight 
tasks successfully. Participants executed 371 detour steps and about 67 hierarchical 
returns to find the targeted function. The question if any instruction format is better 
than having no help has to be answered in the negative. There was no significant 
performance difference between the control condition and the step-by-step condition. 

Two things should be noted in this context: One is that the step-by-step-condition 
is the most frequently used instruction format in conventional leaflets of technical 
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devices, thus corroborating the information designs of menu-driven small screen  
devices to be suboptimally designed. The second point refers to the overall navigation 
performance. It should be kept in mind that the phone used here was a mass model 
with a medium complexity and that overall not more than 72 steps had to be carried 
out in order to solve the four tasks twice on the most direct path. The fact that average 
users carried out between 320 and 480 detour steps and, for reorientation, went back 
about 70 times to higher levels in menu hierarchy, shows the enormous cognitive 
difficulty of users to orientate within the menu of small screen devices. 

3.2   Effects of Spatial Ability on Navigation Performance 

The spatial ability revealed to be a prominent factor for navigation performance, con-
firming outcomes of previous studies. Participants with high spatial abilities (scores 
above the median) showed a significant higher navigation performance than partici-
pants with a lower spatial ability score.. The main effect of spatial ability was found 
across all dependent variables (task effectiveness: F (3,41)=24.7; p<0.05; time on 
task: F (3,41)=26.2; p<0.05; number of detour steps: F (3,41)=5.8; p<0.05 and num-
ber of returns in menu hierarchy: F (3,41)=11.2; p<0.05). Descriptive outcomes for all 
dependent variables are visualized in Figure 6. 
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Fig. 6. Effects of spatial ability on navigation performance. White bars indicate performance of 
users with spatial ability scores below, black bars above the median. 

3.3   Effects of Gender on Navigation Performance 

Another analysis was run to learn if gender differences can be identified regarding 
navigation performance. In the literature, there are a number of studies according to 
which female users show a lower technical performance compared to men, but there 
are also studies, which could not identify performance differences. Performance dif-
ferences between males and females are assumed to be mediated by the lower techni-
cal experience of female users, a lower technical self-competency and lower spatial 
abilities. In our study, female users did not differ within the extent of technical ex-
periences and spatial abilities. Therefore, one could expect that gender differences in 
navigation performance would not be there.  
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Fig. 7. Gender effects on navigation performance 

Accordingly, statistical testing did not reveal a significant omnibus effect, but a 
marginally significant effects were found for task effectiveness F (3,41)=3.9; p<0.1) 
and time on task F (3,41)=3.1; p<0.1). In Figure 7, descriptive outcomes for all de-
pendent measures are visualized. 

Taken together, the gender effect was not clear (at least compared to the clear ef-
fects of instruction format and spatial ability), but though cannot be fully ruled out. 

3.4   Learnability Effects on Navigation Efficiency 

A special focus of the present study was laid on learnability effects, the question if the 
navigation performance improves from the first to the second trial (Figure 8). In all 
dependent variables a profound and significant learning effect was revealed (Task 
effectiveness: F (1,41)=3.3; p<0.1; time on task:  F (1,41)=55,9; p<0.05; detour steps: 
F (1,41)=24.8; p<0.05; returns in menu hierarchy: F (1,41)=9.5; p<0.05).  

Interestingly, the nature of learnability effects seemed to mainly concentrate on an 
increase within the efficiency with which participants navigated through the menu. 
They navigated considerably faster in the second run and also, with lesser detouring 
within the menu. In contrast, participants could not increase their task effectiveness in 
the same scale.  
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Fig. 8. Learnability effects on navigation effectiveness and efficiency from the first (white bars) 
to the second run (black bars) 
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3.5   Interaction of Learnability and Instruction Formats on Navigation 
Efficiency 

Do instruction formats differ within learnability effects? To answer this question 
navigation performance in the first trial compared to the second trial was analyzed for 
each of the instruction formats, separately. Figure 9 illustrates the outcomes.  
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Fig. 9. Learnability effects on navigation effectiveness and efficiency in the first compared to 
the second trial depending of different instruction formats 

Beyond the distinct main effects for instruction format (tree conditions are supe-
rior) and learnability (performance increases from the first to the second run), gener-
ally, no significant interacting effect between instruction formats and learnability 
were identified. Though, for the time on task (F (1,41)=3.8; p<0.05) and the number 
of detour steps (F (1,41)=2.8; p=0.05) interacting effects of learnability and  
instruction format reached statistical significance. A closer insight revealed that the 
learnability effect from the first to the second run was stronger in the step-by-step 
condition compared to other instruction formats. However, it should be noted that 
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performance in the step-by step condition still was considerably low (significant main 
effect) compared to the performance in the tree conditions. 

3.6   Interacting Effects between Users’ Spatial Ability, Instruction Formats and 
Learnability Effects 

It is a crucial question if we can assume that individual factors, as e.g. users’ spatial 
abilities mediate effects of different instruction formats. If so, then we should care-
fully select specific formats depending on individual user profiles. As spatial abilities 
have revealed to be a prominent mediator of performance in menu navigation of small 
screen devices, it was a crucial question if there are interacting effects between users’ 
ability to process spatial information, the type of instruction format and learnability 
effects. ANOVA analyses with repeated measurements showed marginally significant 
effects for this three-way interaction (p<.1). In order to understanding the nature of 
the interaction, in the following the outcomes are visualized in detail for each of the 
dependent measures, directly contrasting participants with high and low spatial abili-
ties. First, task effectiveness is looked at (Figure 10). 
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Fig. 10. Task effectiveness in the first and the second run, depending on the type of instruction 
format and spatial abilities. Left: Low spatial ability group, right side: high spatial ability 
group. 

As can be seen from figure 10 (right side), persons with high spatial abilities show 
high success rates independently from the type of instruction. Also, learnability ef-
fects are quite small, as the performance was already nearly perfect in the first run. 
The picture changes when looking on the group with lower spatial abilities (left side). 
Their task effectiveness strongly depends on the type of instruction format. Partici-
pants which were supported by diagrammatic structural information containing survey 
knowledge sow a higher task success compared to the step-by-step-instruction and the 
control group.  
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Regarding the time needed to complete the task (Figure 11), also a marginally sig-
nificant three-way interaction was found (F (1,41)=2.4; p<0.1).  

Beginning again with the high-spatial-ability group (Figure 11, right side), we do 
not see any interacting effect between learnability and instruction format. Independ-
ently of the type of instruction, the time needed to process the tasks was higher in the 
first compared to the second run, showing a solid learnability effect.  
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Fig. 11. Time on task in the first and the second run, depending on the type of instruction for-
mat and spatial abilities. Left: Low spatial ability group, right: High spatial ability group. 
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Fig. 12. Number of detour steps carried out in the first and the second run, as a function of the 
type of instruction format and spatial abilities. Left: Low spatial ability group, right side: High 
spatial ability group. 

However, participants with lower abilities reacted quite differentially depending on 
the type of instruction (Figure 11, left side). The step-by step-condition and the con-
trol condition yielded the lowest performance. However, whenever participants  
with low spatial abilities are supported by an instruction format containing survey 
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knowledge, navigation performance increases. This shows that the map conditions do 
compensate the specific knowledge gaps of participants having only low spatial  
abilities. 

For the number of detour steps (Figure 12), a similar pattern was found revealing a 
marginally significant three-way-interacting effect (F (1,41)=2.4; p<0.1).  

Participants with high spatial abilities (Figure 12, right side) showed a similar de-
touring behavior, more or less independently from the type of instruction format, but 
carried out significantly fewer detour steps compared to the first run. Again, it is the 
low spatial group (Figure 12, left side), which showed differential effects of instruc-
tion formats. Performance is low for this group, when they received the step-by-step 
format or do not get any help. But performance is considerably advantaged whenever 
instruction formats deliver survey knowledge.  

Finally, the number of returns in menu hierarchy is looked at (Figure 13). For this 
measure, no three-way interacting effect was found. However, for the sake of com-
pleteness, the detouring behavior in both groups and experimental conditions are 
illustrated. 
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Fig. 13. Number of hierarchical returns in the first and the second run, depending on the type of 
instruction format and spatial abilities. Left: Low spatial ability group, right side: High spatial 
ability group. 

4   Discussion 

The present research was guided by two major goals. One goal was concerned with 
the question which instruction format would be beneficial for navigation performance 
in a rather typical user group, which does not possess a sophisticated technical under-
standing and experience, but rather represents the typical “average” user. The other 
goal was to find out if we can rely on a “design-for all”- approach, or if we need to 
tailor instruction formats according to specific information needs and user abilities. 
As disorientation is a rather frequent problem when using mobile small-screen de-
vices with a hierarchical menu [2,4,5,8,19,36,37], the usefulness of instruction for-
mats were under study, which contained different types of spatial knowledge. Based 
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on the theoretical framework of spatial orientation [28], we varied three types of spa-
tial knowledge within the instruction formats. One type represented an sequential aid 
(step-by-step-instruction), which tells users which step they have to do one after an-
other. This type provides mainly landmark knowledge and resembles the conventional 
navigation aid in leaflets of technical devices. The second type contained more spatial 
information. A diagrammatic map of the menu structure was presented to participants, 
with the function names as additional clues. This type delivered survey knowledge 
(knowledge about the structure of the menu), landmark knowledge (function names) 
as well as route knowledge (interconnections within the menu). A third instruction 
type again used a visualization of the menu tree, however, in this type the function 
names were not given, but only the path, which had to be taken by participants, was 
marked. Accordingly, this type contained survey and route knowledge.  

The results showed that a procedural step-by-step-instruction had by far the 
smallest effect. Participants in this condition showed the lowest task effectiveness 
and needed more time to complete the tasks. Also, the detouring behavior within 
the menu was much larger than in those conditions, in which the map of the menu 
was given in a diagrammatic form. Still more critical, the step-by-step condition 
showed even larger impedimental effects than in the control condition in which 
users did not receive any instructional aid. In contrast, instruction formats contain-
ing structural knowledge, as it was present in both map conditions, enabled the 
participants to come along much better with the tasks. Task success was much 
higher and the detouring in the menu was distinctly reduced, taken from the 
smaller number of detour steps and returns to higher levels in menu hierarchy in 
these conditions. It is an interesting finding that the map with functions, which 
contained the richest spatial information (survey, route and landmark knowledge), 
did not yield a better performance compared to the map, in which only the path to 
be taken was marked (delivering survey and route knowledge). This shows on the 
one hand that the function names are less decisive for a proper menu orientation if 
users receive information about the menu structure. On the other hand it may be 
concluded that survey knowledge in combination with route knowledge is essential 
for users in order to properly orientate within the menu.  

Based on the strong evidence for the considerable impact of users’ characteristics 
on navigation performance in mobile devices [e.g.13,17,20,21,31,36,37], the impact 
of users’ abilities was related to performance measures. It was of high ergonomic 
interest whether an interface can be created that enables weaker users to use mobile 
phones competently, and, further, to reduce disorientation.  

Especially, spatial abilities had been identified to play a crucial role for navigation 
performance [e.g.12,13,17,20]. But what makes spatial abilities so important for menu 
navigation? It is assumed that spatial abilities specifically advantage navigation per-
formance by supporting users in constructing a proper mental representation of the 
systems’ structure [e.g. 27]. The mental representation on its part helps users to har-
monize their relative position in the menu and, at the same time, to keep the menu 
structure in mind while navigating through the system. Thus, by having an appropri-
ate model and a structural concept of the mental ‘room’ that has to be navigated 
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through, performance is increased. In the mobile phone, where the overall structure of 
the menu is not transparent, and the screen size is very limited, spatial abilities may be 
even more crucial, because users have to develop a mental representation of the struc-
ture when navigating through the functions.  

It is an important finding of the present study that the specific benefit of survey 
knowledge was distinctly larger in persons which have lower spatial abilities. Sup-
ported by the map, task success was higher, the time on task was reduced and consid-
erably fewer detour steps and returns to higher levels in menu hierarchy were carried 
out. Thus, we can assume that the map compensates their specific knowledge gap and 
helps users with low spatial abilities to develop a proper mental representation of the 
menu structure. By this disorientation in the menu is considerably reduced.  

Regarding the question which of the instruction formats shows the largest learn-
ability effect, it was found that participants in all conditions did improve navigation 
performance from the first to the second trial, showing a solid learnability effect. 
Even if this finding is promising, it should be kept in mind that, still, the step-by-step 
condition, the instruction type frequently used in conventional leaflets of technical 
devices, led to the smallest performance, especially in those users which need to be 
especially supported.  

A final note is concerned with the overall performance of the participants ob-
served here. One might have expected that the mobile phone tasks would have 
been processed without too much friction losses. Even if this might be true for the 
task effectiveness in the participant group with high spatial abilities (as most of the 
participants solved slightly more than seven out of eight tasks), it should be taken 
into account that in our study participants were given 5 min for each task, plenty of 
time compared to the time periods users take in real life. Looking at efficiency 
measures however, it was found that typical end users of mobile small screen de-
vices carried out a lot of detouring routes instead of solving the tasks the shortest 
way possible. Given the reference of 36 steps that were necessary to solve the four 
tasks on the most direct path, this seems to be quite substantial. Conceivably, this 
shows that mobile phones - at least in the way being currently designed – impose a 
high cognitive load on users. 

From the data of this study the usage of diagrammatic instruction formats can be 
insistently recommended for a wide range of users. It is to be noted that the informa-
tion about the menu structure and the knowledge about the hierarchical nature and as 
well as information about interconnections between menu categories are the most 
important features that should be transported to users.  

However, the findings presented here are limited to hierarchically structured menu 
types of mobile phones. Therefore, future studies should continue in this line of research 
and examine appropriate instruction formats also for non-hierarchical small-screen 
device menus. In contrast to the exclusively hierarchically structured data in cell phones, 
PDAs and smart phones provide both, network structures as well as hierarchical menu 
parts and it can be assumed that in hypertext structures, which do have a much higher 
function complexity in addition, disorientation is even more likely to occur.  
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Abstract. The paper provides an overview of our research being performed in 
the area of interfaces for e-learning, with the emphasis on application of intelli-
gent methods. We especially address the efforts being done in providing a  
suitable interaction for a class of intelligent e-learning systems – Intelligent Tu-
toring Systems (ITSs), within the research framework of our home institutions. 
The specific issues being thus studied include adaptivity topics related to 
knowledge representation, interaction style as well as mobility support, along 
with related usability assessment methods. The dependence on intelligent han-
dling of the former stems from the expected more efficient and effective  
solution of problems related to the diversity of users of Information and Com-
munication Technology (ICT) supported education. In this respect we also 
shortly tackle and comment on a number of adaptable and adaptive interfaces 
for e-learning, which are in this context being conceptualized, implemented, 
and assessed both in vitro and in vivo.  

Keywords: Adaptivity, e-Learning Systems, Intelligent Tutoring, m-Learning 
Systems, Usability Evaluation, User Interfaces, User Sensitive Design. 

1   Introduction  

E-learning as a concept, and especially the associated e-learning systems, has recently 
taken over a number of important tasks in order to help cope with a new situation in 
education. Specifically, democratization of knowledge acquisition is now targeting an 
increasingly diversified student population, here including enrolled, out-of-course, 
life-long, and students with special needs. The number of students/learners is con-
stantly increasing, but this growth is being supported by a quasi-constant and anyway 
very constrained number of teachers/instructors. Within such a framework, along with 
providing students with a way to acquire knowledge, the need to objectivize and 
speed-up their evaluation is but a natural follow-up. The above trend of having to deal 
with an ever growing and dissimilar learners' collection is being closely followed by 
the separation, both spatial and temporal, of learners and teachers. All of this creates a 
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situation requiring a massive application of e-learning systems that would exhibit 
(functional) autonomy and independence, along with a better "friendliness" towards 
their users, adapting to their educational needs, hence altogether showing some kind 
of intelligence.  

The landscape as described in the above paragraph provides a natural motivation for 
dealing with user interface adaptation in e-learning systems, therefore complementing 
already present intelligent tools and procedures of the application area. Consequently, 
this paper presents our efforts in the area of adaptive and adaptable interfaces for e-
learning systems, and especially for a class of intelligent e-learning systems, which is 
exemplified by intelligent tutoring systems and authoring shells. In this area our work 
has been focused on specific topics of knowledge presentation, interaction style, and 
mobility. Within this framework we have studied some of the interaction issues in the 
respective user interfaces of a number of intelligent e-learning systems, which have 
been operational in the educational process at two of the Croatian universities for some 
time already, hence providing us with objectivity and practical insight.  

Specifically, in order to study the possibilities of adaptation of knowledge presen-
tation we developed an adaptable interface featuring multiple views (MUVIES), which 
made it particularly appropriate for use as an educational system for novice users. 
With the AKBB prototype implementation, offering different interface styles in a self-
adaptable way, we investigated style swapping basing on parameters pertaining to 
user characteristics, and which were inferred and quantified during the interaction. 
Regarding mobility, we are focusing on providing an intelligent mobile interface, 
which is planned to complement a prototype mobile intelligent tutoring system and, in 
lines with the main concepts of user sensitive design, relies on the use of personal 
agents and related user and device descriptions based on profiles.  

We have also considered user sensitive research methods, by performing experi-
mental studies, which aim to study in more detail the existence and level of interac-
tion among users' individual differences and learning outcomes accomplished while 
using e-learning applications not restricted to be intelligent ones only.  

The paper is organized as follows. In Section 2 we provide a short outline of e-
learning systems, emphasizing intelligent ones and particularly the ITS class, as our 
work has been in part concentrated on the locally developed TEx-Sys family of ITSs 
[54]. In Section 3 we delve on the possibilities of adaptation of interfaces for e-learning 
systems, concentrating on the topics of knowledge and interaction style. Adaptation 
issues related to mobility are tackled in Section 4. In Section 5 we discuss the methods 
for usability assessment used and (possibly) refined in the previously mentioned re-
search. Finally, in Section 6 we provide discussion on our results along with some after-
thoughts and (the usual) plans for further work. Section 7 concludes the paper.  

2   E-Learning Systems  

E-learning is a general term used to denote computer-enhanced learning, as an in-
structional content or learning experience delivered or enabled by electronic technol-
ogy [46]. E-learning systems can usually be subdivided into two groups. The first one 
comprises those systems that do not imply the use of methods and techniques pertain-
ing to artificial intelligence, providing the students a "linear" information flow accord-
ing to a predefined educational program.  
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The other group is formed by intelligent e-learning systems, as exemplified by in-
telligent tutoring systems (ITSs), which adapt to the needs and requirements of  
diverse learners according to their capabilities, previous knowledge and (partial) 
evaluation results [8] (it should be noted that "automatic" generation of ITSs is possi-
ble by using e-learning systems known as authoring shells, ASs [44]). Aside the func-
tional adaptation, these highly interactive systems should accordingly be equipped 
with equally functional adaptive interfaces, in order to enhance the overall perform-
ance of the teaching/learning process. This is particularly important in the present 
times, as the aligning of the complete European higher education system to the postu-
lates of the Bologna declaration makes it a must to support an increasingly autono-
mous and independent learning style, with students being assigned more and more 
personalized work to be done at home or anywhere else but in an "ex-cathedra" class. 
Adjustments to be enforced in user interfaces of (intelligent) e-learning systems 
should inherently include manipulations turning up from the implementation of uni-
versal access principles, as the distant user (learner/student) would necessarily use a 
variety of access devices of very differing functionality and processing power, as well 
as a range of underlying communication channels of different capacity and quality.  

3   Adaptation in E-Learning System Interfaces  

HCI research acknowledges that understanding users' needs is at the core of success-
ful designs for information society technology (IST) products and services. In the 
emerging knowledge society for all, those system user interfaces are unquestionably 
important, which are more closely tailored to the way people naturally work, live and 
acquire knowledge. The role of an intuitive interface and a flexible interaction suited 
to different needs, preferences and interests becomes even more important for the 
users' success, as users with a wide variety of background, skills, interests, expertise, 
goals and learning styles are using computers for quite diverse purposes [3]. This 
leads to user-centered design [45] and user sensitive design [25], as the natural and 
most appropriate methodology developed out of it. The central concept of user sensi-
tive design is an equal focus on user requirements and the diversity of such require-
ments in the population of intended users. Moreover, the aim is to be able to focus on 
extra-ordinary users as well as typical users [48]. 

Intelligent user interfaces (IUIs) emerge as a means for making systems individu-
alized or personalized, thus enhancing their flexibility and attractiveness. They are 
intended to facilitate a more natural interaction between users and computers, by not 
attempting to imitate human-human communication, but augmenting the human-
computer interaction process instead [4]. The intelligence in the interface can e.g. 
make the system adapt to the needs of different users, take initiative and make them 
suggestions, learn new concepts and techniques or provide explanation of its actions, 
cf. [33; 41]. Measuring the degree of adaptation to differing user requirements and 
needs is obviously emphasized in such a context. Consequently, the frequently cited 
indication of intelligence is the ability to adapt [43], which implies the ability to adapt 
the interaction outcome to the level of understanding and the interests of individual 
users. A sound framework for dealing with users' heterogeneity was already provided 
by [52], which envisaged:  
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• adaptable systems, which allow the user to control interface customization, and  
• adaptive systems, which adapt the interface appearance and behavior to users' 

individual characteristics.  

Adaptive interfaces generally rely upon the use of user models (UMs), collections 
of information and assumptions about single users which are subsequently used when 
adapting the system to an individual [38; 43; 7]. While some of the information in the 
user model may be relatively static and long-term, other information may be updated 
dynamically as the user interacts with the system. This information is used in various 
ways to provide adaptivity, i.e. to enable the system to adjust its functionality and/or 
the communication according to the needs of individual users, needs that may also 
change over time [9].  

System intelligent/adaptive behavior strongly relies upon user individual differ-
ences [10; 11; 37; 7], and influences the degree of success or failure experienced by 
users as well. When considering adaptation of systems to individual use, user person-
ality and cognitive factors have specifically to be taken into account because of their 
higher resistance to change. Additional "stable" knowledge about the user is conveyed 
through her/his long-term characteristics, including information on the level of exper-
tise with computers in general, with the system in particular, as well as familiarity 
with the system's underlying task domain. Certain information related to users’ pref-
erences or current goals conveyed through short-term user characteristics should also 
be considered.  

3.1   Adaptation of Knowledge Presentation  

Adaptation of knowledge representation makes the first of the elements of system 
adjustment to expected user requirements, hence providing her/him the possibility of 
selecting the suitable perspective on the object of manipulation. This can eminently be 
granted by applying multiple views [49], a technique for concurrently presenting the 
user with different and semantically meaningful perspectives on a common internal 
representation of the same data, the individual views simultaneously reflecting possi-
ble changes performed upon it. In the context of intelligent tutoring systems multiple 
views show the following desirable features [16]:  

• increased users' productivity, because of both easier processing/manipulating the 
domain knowledge base and easier accessing the domain knowledge, as well as 
being tutored by it, respectively;  

• multiple concurrent views, resulting in a more complete insight into the domain 
knowledge base structure and an easier and faster executing of the job required;  

• distinct views on the domain knowledge items, their relationships (i.e. semantics) 
and their creation/modification;  

• structured templates for domain knowledge bases, since syntax-directed editing 
can be applied, resulting in an easier and faster creation of the domain knowledge 
base additionally experiencing in a smaller error rate;  

• more intelligible and clear display of changes performed, as simultaneous up-
dates of knowledge representation is performed through all the views.  

In order to study the possibilities of adaptation of knowledge representation we 
therefore developed MUVIES, a Multiple Views user customizable (i.e. adaptable) 
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Fig. 1. Combined view in MUVIES (clockwise, starting from top left: graphical view of the 
semantic network structure, full three-dimensional view, list view and tree view) 

interface for TEx-Sys, an intelligent hypermedia authoring shell [54] that used seman-
tic networks as the means to represent knowledge. MUVIES displayed (i) a fully 
graphical view of the semantic networks' structure, (ii) a fully three-dimensional view 
of the domain knowledge, (iii) a Windows Explorer-like view, (iv) a list view as well 
as (v) a combined view. Fig. 1 shows the combined view, which incorporates all the 
other single views [16].  

Other good features of MUVIES included (i) hiding the internal structure of the 
domain knowledge base, (ii) faster creation of the knowledge base supported by better 
interaction, and (iii) a richer and semantically more meaningful set of widgets pro-
vided by this new interface. On the whole, because of the above capabilities MUVIES 
was undoubtedly more acceptable to novice users, making it particularly appropriate 
for use as an educational system. In this context the game-like interaction offered by 
the full three-dimensional view certainly represents an early instance of application of 
dynamic media in e-learning [29].  

3.2   Adaptation of Interaction Style  

Aiming to further our investigation of adaptation effects, as a first step towards full 
interface adaptation, we introduced adaptivity in a characteristic part of ITS (more 
exactly, of AS) operation, that is domain knowledge base generation. The prototype 
implementation was named Adaptive Knowledge Base Builder, AKBB, and provided 
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Fig. 2. Mixed mode interface style in AKBB  

means for the development of specialized ITSs for particular domains of education 
[18]. AKBB offered three different interface styles, namely (i) a command, (ii) a 
graphical, and (iii) a mixed one, basing on knowledge about the individual user and 
the interaction session, which was dynamically acquired in run-time. Fig. 2 illustrates 
AKBB's mixed mode interface style.  

AKBB is an example of a self-adaptation [9], where the system itself observes the 
communication, decides whether to adapt or not and generates and executes the adap-
tation as well. Specific values of the parameters that control style swapping rely on 
user characteristics. Those which are inferred and quantified during the interaction 
include the following ones:  

• user level of experience in computer usage in general and in usage of AKBB 
itself; these characteristics are taken into account because of their influence on 
successful task accomplishment, what is based on general results of user analysis;  

• cognitive and individual characteristic of the user, i.e. spatial ability, which has 
relevance to the usage of AKBB different interface styles.  

As asserted by the "architecture" (or reference model) for adaptive user interfaces 
[5], AKBB used three models for its operation [24]:  

• a user model, based on monitoring the user in run-time,  
• a system model, storing system characteristics that are adaptive,  
• an interaction model, defining the actual interface adaptation through parameter 

values obtained from the interaction, along with all the relevant inferences and 
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adaptations; five inferring as well as twelve adaptivity rules were included in the 
prototype.  

Results of AKBB interface evaluation provided directions for its redesign, which 
included the following issues:  

• the presentation of domain knowledge failed to convey in a transparent way the 
semantics of linked domain knowledge objects; in order to hide as much as pos-
sible the internal structure of the domain knowledge base, knowledge presenta-
tion should be redesigned, a possible solution being outlined in [17];  

• the user model developed to support AKBB interface adaptation sadly relies on 
only a few user individual differences; in order to consider research and innova-
tions in user sensitive research, the employed user model should be enhanced 
with personal characteristics that affect both learning and achieved learning out-
comes;  

• the interface should be refined in order to provide the users more control both by 
disabling automatic adaptation and by incorporating manual selection for swap-
ping the operation mode;  

• further research is needed to determine whether the AKBB adaptive interface is 
measurably better than a non-adaptive one and under what circumstances the 
benefit is more valuable than the apparent loss of control due to unexpected adap-
tations of the interface.  

Following the rising interest in Web-based access to e-learning systems, and in the 
context of universal accessibility, we applied the preceding ideas (and experience) 
upon this topic, which resulted in a distributed intelligent tutoring system with adap-
tive interface named AW-BITS (Adaptive Web-Based ITS) [23]. AW-BITS is meant 
to provide an interface enabling system adaptation to user personal characteristics by 
both adaptive presentation (adapting the content of a page to a user according to the 
user model) and adaptive navigation support (in orientation and navigation by chang-
ing the appearance of visible links towards domain knowledge nodes).  

3.3   User Sensitive Research Methods in E-Learning  

As it is already noted before, the employment of user sensitive research methods is 
required in order to provide stronger foundations for designing effective e-learning 
systems. Experimental studies are thus performed, which aim to study in more detail 
the existence and level of interaction among users' individual differences and learning 
outcomes accomplished while using an e-learning application, e.g. [22; 20]. Identified 
personal user features, which are assumed to affect the learning process, are classified 
as follows:  

• personal user characteristics, quite stable over time and independent from the 
system, where general personal characteristics (including characteristics that re-
flect internal psychological state) and previously acquired knowledge along with 
user abilities can be differentiated, and  

• system-dependent user characteristics, which are the most changeable category of 
characteristics as related to particular system.  

The experiment in [22], which is carried out through a five-step procedure, reveals 
some interesting results. It appears that there are no associations between intelligence 
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and personality factors with learning outcomes; the only motivation to learn in addi-
tion to expectations of learning has statistically significant impact on knowledge ac-
quired through interaction with the system. On the other hand, an expected highly 
significant correlation is found between students' background knowledge and their 
prior experience in using both computers and the Internet.  

We consider this study to have provided us important directions for establishing an 
enhanced methodology which relies on research and innovations in user sensitive 
design. Further to the necessity to enlarge number and diversity of participants, we 
have found certain procedural issues which need to be refined as well. A set of guide-
lines to perform sound and instructive experimental studies to verify our hypothesis is 
presented in [19]. Due to still little evidence and missing empirical support, we are 
not further addressing the above in this paper.  

4   Adaptation to Mobile Requirements  

Mobile learning (m-learning), a subclass of e-learning providing knowledge ubiqui-
tously and movably, effectively implements the concepts of universal access by sup-
porting learning anywhere and anytime [55]. While e-learning, through ICT support 
for knowledge generation, storage, retrieval, delivery and visualization, strives to 
leverage the general knowledge level of (specific segments of) a population, m-
learning provides mobile access for user knowledge retrieval, delivery and  
assessment. It should be noted that the mere usage of mobile devices generates the 
potentiality for including the widest possible parts of the population in the educational 
process, both in various, previously unforeseen situations, and in the most affordable 
way, hence reducing if also not avoiding the negative effects of the "digital divide". In 
this context the application of m-learning systems is quite natural, and foresees e-
learning systems with support for client terminal mobility. These mobile devices (i.e. 
client terminals) through which the user accesses the system should in turn provide 
means to implement adaptability to her/his personality, both in the sense of interaction 
and of application, the latter referring to teaching methodology issues.  

On the interaction side, m-learning heavily leans on portable devices of different 
capabilities that, in order of decreasing power include notebooks, tablet PCs – either 
"regular" or small form factor/UMPC (Ultra Mobile PC) ones, PDAs, smartphones 
and cellular phones. In this respect the less powerful mobile devices (e.g. "ordinary" 
cellular phones) mostly show restrictive factors such as small displays of usually low 
resolution, possibly only of a character-rendering type, as well as small phone-like 
numerical keyboards, what definitely hinders interaction.  

As noted elsewhere for a period of time already [27], because of their very often 
prohibitive price tag high-end mobile devices are not that much popular amongst the 
common learner population, in spite of evident relative advantages regarding the user 
interface which in turn stems from better technical resources being offered by them. 
Therefore, a reasonable approach to m-learning introduction and operationalization 
would embrace cellular phones as the favorite mobile devices class to support this 
service [28]. This makes even more sense as all groups being addressed by m-
learning, which cover a range between pupils/students in the regular education proc-
ess and up to either employees seeking Life Long Learning (LLL) and/or jobless 
individuals requiring retraining, definitely possess and use cellular phones [31]. The 
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elderly, as another possible target group for mobile applications which would include 
m-learning, should also be mentioned [30].  

According to the recent annual report of the Croatian Agency for Telecommunica-
tions, Croatia in this respect shows a very good position, as the market penetration of 
mobile telephony amounts to 113.4% (12/2007 data), with an increase of 15% in the 
last year only. This fact places Croatia among EU countries (although not yet an EU 
member) at the quite high 12th place (even better than e.g. Austria!). On the other 
hand, the preponderant share (some 80%) of the mobile market is made by prepaid 
service users, which reasonably implies less prosperous people possibly possessing 
cheaper (and less capable) cellular phones. This in turn could be taken to imply a 
communication mostly based on messaging (SMS and MMS, with the former presently 
prevailing). However, high bandwidth mobile Internet access cover more than 49% of 
the national territory (data from 03/2008 referring to UMTS), and HSDPA has being 
offered since 06/2005, together providing a solid opportunity for more sophisticated m-
learning services. To complete the picture, it should be noted that the number of phone 
connections being able to access the Internet using mobile networks amounts to 1.225 
Mio (12/2007 data), some 48,000 of which use broadband access [50].  

In accordance with the above our research within the context of m-learning inter-
faces has concentrated on mobile devices of the cellular phone class, advancing along 
two directions:  

• insuring “technological” support to mobile (i.e. universal) access by specifically 
addressing limitations represented by lower-level and/or entry level mobile de-
vices (specifically cellular phones), and  

• making such mobile devices as usable as possible.  
Regarding the former issue we are presently studying the ways to improve cellular 

phones' possible limitations concerning both limited (communication) channel capac-
ity (e.g. supporting "pure" GSM devices)), by preprocessing knowledge contents to be 
transferred to client terminals (i.e. cellular phones) in order to overcome tedious and 
long-lasting user sessions with the remote m-learning server [39]. While this at first 
doesn't seem as a HCI-related issue, it certainly helps ensure a more pleasant working 
environment. The latter one focuses on improving the otherwise minimalistic cellular 
phones' interfaces by both trying to "augment" the display features of their screens 
and to "enrich" the ways of interaction [42].  

The technology used herewith is strongly based on agents. As a matter of fact, the 
underlying m-system model and respective prototypes are being implemented as a 
multi-agent architecture [26], with the single agents relying on user and mobile termi-
nal profiles databases, which provide for interface adaptivity to both mobile devices' 
capabilities and to user requirements. We plan to eventually develop a full-fledged 
intelligent interface that would blend with intelligent manipulation in the application 
(i.e. learning and teaching process) domain.  

In the following some more detail is given to our research-in-progress regarding 
mobile interfaces.  

4.1   Visibility Customization in Mobile Devices Adaptation  

When addressing the problem of available display area, an acceptable balance be-
tween useful information and Mobile Device Application (MDA) controls is certainly 
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Fig. 3. Adjusting menu visibility and docking in an MDA  

an important goal to achieve [13]. Usually controls in mobile devices are imple-
mented as (hierarchical) menu systems, both character-oriented and graphical (iconic) 
ones, and can occupy quite a portion of the otherwise very limited resource; this im-
plies the need for menu visibility control. Furthermore, the placement of controls, i.e. 
"menu docking", can also be a significant issue. While menus are customarily docked 
top-screen (horizontal upper position), a movable menu component offering adjust-
ment to the other three positions (e.g. horizontal bottom, vertical left, and vertical 
right) means a level of flexibility that could show a leading edge.  

Fig. 3 illustrates the above concepts in a simple mobile device environment, where 
menu visibility can be toggled by means of a keystroke, while menu docking can be 
achieved by three keystrokes [ibid.]. The above is basically a case of adaptable con-
trol (customization), and is tackled here in the context of functions to be inevitably 
included in a truly adaptive m-learning interface.  

4.2   Mobile Interface Migration  

Additional issues related to m-learning interfaces encompass lack of standardization 
and compatibility of mobile devices, along with limitations in accessing the Internet 
and the general problems with the communication bandwidth (price, availability and 
their relationship) [12]. Regarding the former topic, it is definitely important to ex-
pose m-learning users to a familiar look-and-feel, which would enforce an  
unobtrusive interaction, as the complexity resides in the MDA itself (i.e. the m-
learning process). Such a seamless "device migration" in m-learning usage matches 
the criteria of ubiquitous learning, and can be implemented by separating the MDA 
proper (as the "application logic") from the user interface, this latter being adapted to 
a specific mobile device basing on the interpretation of an appropriate device-
independent (usually XML-based) description by a "middleware" interface renderer 
tier, as illustrated in Fig. 4 [14].  
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Fig. 4. Deployment of device-independent user interfaces  

4.3   Towards Intelligent Mobile Interfaces: Personal Agents Mount the Charge  

The ultimate objective to be addressed in this framework is clearly the automatic 
adaptation of the interface in accordance with both user preferences and level of 
knowledge, what leads to the use of agents and makes the m-learning system a dis-
tributed agent-based system that will perform adaptability of data services [15]. 
Within the framework of ITS-based education this can be achieved by assigning the 
tasks of classical ITSs to personal agents, which take over the eminently pedagogical 
chores (role of the human teacher, support to various education types, and search of 
the information space) but also those of adjusting the system to the device used for 
accessing it.  

Adaptation to particular users is done by monitoring her/his interaction and run-
ning suitable adaptation algorithms, like (i) recency-based ones, monitoring the most-
frequently used commands during the entire interaction, or (ii) frequency-based ones, 
calculating the frequency of usage of certain commands in shorter interactive cycles. 
By so doing, personal agents model a particular user behavior profile that could also 
anticipate future user objectives in specific tasks of the work process. As pointed out 
in Section 2, such intelligent interface can also include a suitable user knowledge 
profile [51].  

Furthermore, it seems appropriate to confront the particular issue of m-learning in-
teraction within a unified framework, which we denote as a holistic approach to  
diversity in m-learning systems that encompasses the three identified types of diversi-
ties, namely mobile devices, user domain knowledge and user interaction skills diver-
sity [14]. This is in line with the main concepts of user sensitive design.  

5   Usability Assessment for E-Learning System Interfaces  

Usability evaluation plays a fundamental role in a human-centered design process, 
because it enables and facilitates design according to usability engineering principles. 
Basically, it is related to ease of use and ease of learning. There is no simple defini-
tion or meaningful single measure of usability. The majority of the employed  
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assessment methods are usually grouped into (i) usability test methods, which involve 
end users, and (ii) usability inspection methods, which rely upon usability experts. 
Recent research has had a tendency to bring together these two main approaches, cf. 
[34]. Specifically, the approaches to e-learning usability range from those adapted to 
e-learning, e.g. [53], and up to those applying heuristics without special adjustment to 
the educational context e.g. [47]. As both an established set of heuristics and a joint 
evaluation methodology for e-learning systems do not exist yet, there is obviously a 
need for further research and empirical evaluation, e.g. [2].  

Adaptive systems carry their particular set of issues regarding usability assessment. 
One of the key problems in their development is the inadequacy of available evalua-
tion methods and techniques, and only a limited amount of empirical evaluations has 
been performed thus far. Moreover, there is still a lack of evaluation studies capable 
of distinguishing the adaptive features of the system from general usability [56]. An-
other crucial issue concerns what to quantify when evaluating adaptivity of adaptive 
systems, as parameters to be measured must be carefully considered in order to cap-
ture an exact indication of the interface's usability [32]. These, and possibly other 
issues, sometimes out-weight the benefits of adaptation [36].  

Experimental results support the claims for adjustment to e-learning, e.g. [17]. 
Namely, aiming to evaluate how easily used and efficient the TEx-Sys family of sys-
tems is [54], we conducted an experiment employing a range of assessment methods, 
both empirical and analytic. The major strength in such an approach is the opportunity 
to supplement results from both the guideline evaluation and the empirical end user-
based one, which is enhanced by users' feedback on their comfort while working with 
the system. The results go in hand with the assertion that we should not rely on iso-
lated evaluations. Instead, usability assessment methods should be combined, obtain-
ing different kinds of usability improvement suggestions.  

The employed usability evaluation methodologies raised on the other hand a series 
of questions requiring further comprehensive research, the more so if employment of 
universal design within e-learning context is considered. [21]. Consequently, when 
designing an accessible and easy to use e-learning system, it is important to consider 
such key issues that include items encompassing learner-centered design paradigm, 
context of use approach, individualized approach, pedagogical framework as well as 
guideline framework. If so, then such an approach will be in accordance with the 
claim that in e-learning we do not need user interfaces supporting "doing tasks", but 
instead those supporting "learning while doing tasks", cf. [35].  

Our recent research additionally explores the extent to which current and future 
ubiquitous knowledge environments [40] can be made sufficiently usable, accessible 
and smart, in order to support an inclusive information society, and the aspiration of 
universal access as well [1]. Using a range of converging methods to evaluate a ran-
dom sample of such websites, we conclude that, while they act as substantial and 
functional repositories for knowledge, there still exist a potential for improvements, 
particularly in accessibility and smartness.  

6   Discussion and Further Work  

In the following we comment on the prototypes developed and tested, and provide 
some insights into our plans for further work in this area.  
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Especially in knowledge representation MUVIES provided us a relatively simple 
testbed for studying the appropriateness of multiple views as a technique to augment 
interaction of e-learning systems. With its concurrent presentation of different and 
semantically meaningful perspectives on a common internal representation of the 
same data the diversity of users could be addressed. The individual views simultane-
ously reflecting possible changes performed upon it proved valuable for a range of 
users covering elementary school pupils and up to university level students. The prob-
lems with its operation that were observed were mostly implementation rather than 
concept related, since the full three-dimensional view proved quite a "killer applica-
tion" for most of client desktops in the common student PC laboratory.  

As for adjustments of interaction style, AKBB worked quite well, adapting the dif-
ferent interface styles basing on knowledge about the individual user and the interac-
tion session. The interface was run in a university level only environment, working 
properly in its somewhat crude adapting mode. As it could be remarked, the "swap-
ping space", with its three different interface styles ask for a refinement, what would 
lead to a kind of flexible hybrid interface. In order to better conform to users' needs, 
we felt that both the set of parameters that control style swapping could be broadened 
(hence helping to better describe the user in the respective user profile) and the infer-
ence rules could be refined (so as to enable the system to make more graceful adapta-
tions, i.e. in a less abrupt way).  

Commenting on the user sensitive methods used, we note that the employed user 
model(s) should definitely be enhanced with personal characteristics that affect both 
learning and achieved learning outcomes, their identification being one of our next 
steps. Further research is also needed to determine whether an adaptive interface is 
measurably better than a non-adaptive one, and under what circumstances the benefit 
is more valuable than the apparent loss of control due to unexpected adaptations of 
the interface.  

In the area of mobile interfaces, we continue our research targeting the implemen-
tation of an operable agent technology based m-learning system, to be tested in an in-
class environment. As the first in vivo experiment, we plan to apply this system in 
"class participation" testing, sending the students (through their cellular phones) short 
test quizzes in order to check their involvement in the lectures. Other applications 
would include preparation for laboratory exercises, by running an elementary digital 
design virtual laboratory. For the moment being, we feel that a MUVIES style mobile 
interface is, although provably effective and efficient especially for running simula-
tions (cf. [29]), out of consideration because of limitations inflicted by the use of 
"ordinary" cellular phones.  

7   Conclusion  

A number of important and mostly practical reasons have prompted the development 
and operationalization of e-learning systems since the introduction of the first com-
puters until the present days, resulting in modern implementations that adjust their 
operation to users' needs, hence additionally making the educational process more 
efficient and effective. Along with these primarily functional achievements, user 
friendliness is definitely the issue computer scientists and psychologists/sociologists 
should strive to accomplish.  
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In this paper we outline the research directions in the field of interfaces for e-
learning systems, which are being studied at our home institutions and witness our 
personal involvement and contributions, along with the results thus far achieved. In 
addressing the HCI research for e-learning systems we described some of the adaptiv-
ity issues of interest which have been of our primary concern, together with some 
related usability evaluation results. Regarding the former ones, we tackled adaptation 
of knowledge representation and of interaction style, as well as adaptation to mobile 
requirements, m-learning showing off as the next cornerstone of educational technol-
ogy. Since conceptualization and development means nothing without a proper 
evaluation of the ideas conceived and artifacts realized, we also provided an overview 
of the applied usability assessment methods and techniques.  

The main hypothesis of our work is that intelligent interaction as adaptation to user 
individual characteristics and needs, as experienced through her/his behavior during 
interaction, is the device for accomplishing a more efficient, effective and humane 
ICT-supported education, while this latter is in turn the principal means in achieving 
knowledge society. This is especially true from the standpoint of a developing transi-
tion country, as e.g. Croatia is [6].  

On the other hand, e-learning and the respective e-learning systems are definitely 
"the one" instruments to overcome the present and foreseen problems in reforming its 
(higher) education system, particularly since only a comprehensive application of 
Information and Communication Technology (ICT) artifacts can insure the addressing 
of the widest possible learner community, along with bringing to the individual learn-
ers/students the necessary educational contents in a way that is tailored to their capa-
bilities. Eventually this would lead to the creation of a body of knowledgeable and 
capable experts/specialists, who would be fully included in Life Long Learning, thus 
effectively and efficiently help realize the transition to the knowledge society.  
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Abstract. Over the last century, many theoretical frameworks and technological 
solutions for personalized e-learning have emerged. The underlying models, 
however, are often based on the practice that domain experts develop an adapta-
tion strategy to personalize content or parts of a learning platform, which leads 
to different problematic aspects decreasing the feasibility or utility of such ap-
proaches. After giving a brief overview of the historical development and basic 
concepts of personalized e-learning, we outline the shortcomings of the tradi-
tional ‘top-down, ex ante’ models and present an alternative approach which 
deals with personal learning environments, web application mashups, learning 
activities and learner interactions, as well as pattern-based best practice sharing. 
Furthermore, a prototypic implementation for our ‘learner-driven, bottom-up’ 
approach to personalized e-learning, namely the ‘Mash-UP Personal Learning 
Environment’ (MUPPLE), is presented and discussed on the basis of a concrete 
scenario.  

Keywords: Personal Learning Environments, Learning Environment Design, 
Learner Interaction Scripting, End-User Development. 

1   Introduction 

According to [1], personalized learning aims at “tailoring the teaching to individual 
need, interest and aptitude” to ensure the most effective knowledge transfer for each 
learner. In fact, the idea of adapting instructions to learner characteristics has been 
considered a success factor at least since the 4th century BC, and adaptive tutoring was 
a wide-spread method of education in the 18th century [2]. Moreover, a first prototypic 
implementation of an adaptive assessment tool was already reported in 1926, while in 
the last four decades many technology-based approaches and solutions to personal-
ized learning have emerged [3]. 

Historically, personalized e-learning is founded on the aptitude-treatment interac-
tion (ATI) research as well as macro and micro-adaptive instructional models. In 
practice, these streams lead to technologies like Computer-Managed Instruction 
(CMI), Intelligent Tutoring Systems (ITS), Adaptive Educational Hypermedia (AEH), 
but they also influenced Learning Management Systems (LMS) and e-learning stan-
dards. Referring to the relevant literature [4, 5, 6], personalized adaptive e-learning 
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typically include four types of models: (1) the domain model to describe learning 
resources and knowledge domain, (2) the pedagogical (learner) model to characterize 
the learning context and learner states, (3) the didactical model to consider typical 
teaching aspects, like learning goals, course sequences, didactical requirements, etc., 
and (4) the adaptation model (rules) to specify the personalization strategies. 

Commonly-known frameworks for personalized e-learning address different as-
pects, such as the conceptual idea (cf. the framework for adaptive e-learning by [4]), 
the architectural design of an AEH (cf. KnowledgeTree [7]) or a formalization of 
adaptive behavior (cf. the first-order logic by [8]). Younger trends also focus on stan-
dardizing personalization rules, e.g. by using XML-based specifications like IMS 
Learning Design [9]. However, all these frameworks and their underlying approaches 
prevent personalized adaptive e-learning from being utilized or utilizable in educa-
tional practice. In the next section we discuss the shortcomings of current approaches 
and examine alternatives based on new concepts and methods from the Internet. Sec-
tion 3 summarizes our idea of a ‘Mash-UP Personal Learning Environment’ and a 
first prototypic implementation. Thereafter, section 4 describes personalization of 
learning with our prototype on the basis of an exemplary scenario. 

2   Shortcomings of Personalized E-Learning and Novel Influences 

In learning and research practice, traditional approaches to personalized e-learning 
still lack important issues as outlined in the following. 

First of all, the current definition of personalized (adaptive) e-learning is often re-
stricted to the context of one user interacting with instructions delivered by one sys-
tem (e.g. the LMS) which, furthermore, contains a pre-defined, up-to-date learner 
model and automatically adapts to the learner (cf. [3, 4, 6, 10, 11]). In our opinion, 
this definition is not sufficient to meet the requirements of the real world, and the 
‘learning environment’ includes all possible entities a learner interacts with and all 
influences on the learning process. More provokingly, we would even say that the 
learning environment comprises ‘everything but the learner’. For the context of e-
learning we restrict this definition to all tools on the computer utilized by a learner. 
Consequently, this point of view widens the scope of adaptivity and personalization. 
For instance, the knowledge about a learner, a so-called user model, might be distrib-
uted over several systems and known by a peer or the facilitator only. Additionally, 
adaptive behavior is not only observable in one specific system but has to be seen in 
connection with a learner utilizing various tools to connect to a learning network and 
collaborate with other actors on shared artifacts. As a result, adaptivity and personal-
ization take place within the whole socio-technical system, the learning network, and 
not only in one educational system and on the basis of a specific learner model. The 
adaptation effects, however, are only visible at the frontend of this socio-technical 
system, precisely at the user interface displaying the learning tools. 

Secondly, technology-driven personalized e-learning is based on ex ante, top-down 
modeling (e.g. modeling of learning styles and cognitive traits depicted in [12]),  
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requiring technological and pedagogical experts to turn a valid adaptation strategy 
into functions and systemic behavior of an e-learning system, primarily following the 
paradigm of didactic-awareness [13] and considering aspects of adaptable courseware 
[14]. However, such strategies to automated adaptation of learning content and func-
tions might lack of validity, e.g. if learners have to self-assess their learning style [15] 
or if wrong pedagogical assumptions have been made, as shown with a study on inter-
active media in [16]. Furthermore, new trends in the field of learning research (cf. 
[17]) try to address the perspective of learners and suggest a learner-driven approach 
to personalized e-learning, e.g. by analyzing learning behavior and recommending 
learning experiences of a learning community to learners. 

Thirdly, researcher and developer in the field of personalized e-learning often build 
upon Learning Management Systems (LMSs) or Virtual Learning Environments 
(VLEs), aiming at adapting parts of such systems, like navigational elements [18] or 
systemic behavior by orchestrating services [5]. Some approaches even deal with 
opening up LMSs to externally provide adaptive behavior [19]. Concerning the tech-
nological realization, the implementation of personalization in monolithic learning 
environment requires high efforts in software development and evaluation and often 
ignores existing tools which are used by learners and might be more efficient in a 
certain learning context. Younger and more promising approaches focus on the per-
spectives of learners in terms of personal learning environments composing different 
learning services into a single user experience [20]. 

Finally, interoperability is of importance for both e-learning and personalized e-
learning, particularly if learners actively contribute to the learning process. If not pro-
viding interoperability mechanisms [21] or considering standardized learning content 
[14, 22], personalisable courseware might get isolated or even be lost within learning 
platforms. On the other hand, standardizing adaptable courseware extremely increases 
the complexity and the effort of creating and planning a course, as indicated with a 
study in [23]. In addition to considering courseware design principles, a heterogeneous 
landscape of learning tools and services, collaborative learning activities, and learner 
interaction sequences, facilitators have to deal with learning design and, additionally, 
with selecting appropriate adaptation models and techniques [18] and extending their 
courseware, particularly on the basis of existing standards or beyond [14]. 

All in all, facilitating personalized e-learning experiences can be characterized with 
technological boundaries, restrictions of existing standards and specifications, as well 
as with more complexity and efforts for educators. New developments in the Internet, 
subsumed with the term Web 2.0 [24], aim at overcoming these problematic aspects 
of e-learning. The effects of the Web 2.0 on technology-enhanced learning have al-
ready been examined elsewhere, e.g. in [17, 25]. Following these principles, we pro-
pose that, in analogy to Web 2.0 principles, personalized e-learning should be based 
on ‘the Web as a learning space’, allowing learners to use a variety of available tools 
and content. By providing ‘rich learning experiences’ through more interactive user 
interfaces or community-enabling features, learners can collaborate with peers and 
actively participate in the learning process, e.g. using blogging or tagging functional-
ity. On the basis of collaborative learning activities and of open, high-quality content 
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(‘the next Intel inside for learning’), learners and facilitators can ‘add value to their 
learning processes’, for instance by commenting or tagging learning material or  
contributing content. 

On the other hand, it is also possible to analyze learning behavior in order to ‘har-
ness the collective intelligence of a networked learning community’ if personalized e-
learning is not restricted to learner interactions with one specific system. Hereby, 
beneficial semantics for other peers can be provided either by the learners themselves, 
e.g. by sharing learning experiences with others, or through automated mining tech-
niques trying to extract and exploit the ‘network effects of a learning community’, e.g. 
by recommending tools for learning activities. Finally, from a more technological 
point of view, these new influences from the Web 2.0 require new development 
methods for ‘software above the level of a monolithic LMS’, being based on ‘light-
weight programming models’ like RESTful architectures [26], going beyond ‘the 
software release cycles for LMSs’, and considering complex socio-technical processes 
[27] in order to realize personal learning environments [20]. Thus, the ‘long tail of 
software’ [28] describes the Web 2.0 idea that learners design their own personal 
learning environments on the basis of available learning tools and services and ac-
cording to related learning experiences of peers, if given. 

Comparing traditional approaches to our idea of ‘personalized e-learning 2.0’, we 
identified significant advantages of this Web 2.0-driven development. Above and 
beyond, the personalization strategy is shifted from being implemented by a few do-
main experts and facilitators (ex ante, top-down modeling) to empowering learners to 
design their personal learning environments, to collaborate with peers, and to transfer 
learning experiences between facilitators and peers, overall leading to a learning net-
work of actors, artifacts, and activities. Based on learner interactions, this networked 
community of online learners can be supported by more sophisticated strategies, e.g. 
for regulating collaborative learning or for reflecting the learning process (learner-
driven, bottom-up, just-in-time modeling). Particularly, this would decrease the plan-
ning and implementation efforts of personalized e-learning, because modeling is less 
deterministic and the necessary models which are distributed and partially even out-
sourced can later be created, through involvement of the learners and on the basis of a 
valid learning activity design. Moreover, each model can be developed iteratively 
and, if stable enough, evaluated separately from other models. 

While traditional personalized e-learning approaches seem to address a declarative 
design of procedural experiences, our bottom-up approach aims at designing  
procedures for creating declarative artifacts, evolving typical learn-by-heart or know-
how-to-do goals (low-level learning objectives) to the learn-how-to-learn vision 
(higher-level learning objectives). Thereby, the idea of the 2.0-driven personalized e-
learning also considers that learners can reuse learning experiences by adaptive shar-
ing, cloning, or prototyping learning activities, instead of implementing and partially 
refining them. Last but not least, we foster the possibility that learners can bring in 
existing tools and content, instead of working with a given LMS and predefined re-
sources to master teacher-given activities. Concluding this section, we believe the 
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above-mentioned considerations to present a promising approach to personalized  
e-learning, particularly to enable lifelong learning beyond isolated learning contexts 
like higher education or workplace learning. 

3   The Idea of a Mash-UP Personal Learning Environment 

To show personalized e-learning 2.0 in practice, we present the basic concept as well 
as a first prototypical implementation of a ‘Mash-UP Personal Learning Environment’ 
(MUPPLE). Hereby, we start off with low-level aspects, such as the technological 
infrastructure, continue with learner interaction issues, and end up with high-level, 
learning-related issues behind our idea. 

3.1   Technological Infrastructure 

As a first step towards a technological infrastructure for a new generation of personal-
ized e-learning solutions, we build upon the Web 2.0 idea of mashups. Hereby, we 
propose a so-called web application mashup [29] as one possible infrastructure for 
personal learning environments; learners may also use a portal-like platform with 
different widgets or different applications on their computer. Extending the idea of 
traditional mashups, a web application mashup allows displaying various web-based 
tools into one aggregated view within the browser. Such a solution approach needs to 
consider the following issues: 

 

− Concluding from mashup visualization techniques [30], the display of different 
applications next to each other requires a certain (1) cognitive support for users 
(facilitators and peers!) in order to reduce their cognitive load on working with the 
system. In accordance with iGoogle, Netvibes or other providers of personalized 
websites, we realized a portal-like OpenACS component, namely the XoMashup 
application [29], which allows users to arrange tools along a grid layout. 

− Addressing (2) controllability in the field of personalized e-learning [31], a web 
application mashup has to give the control over the arrangement of and interaction 
with the tools to a user. Therefore, our XoMashup component allows a user to rear-
range, minimize, maximize, reload and close each window. 

− Furthermore, it is possible to launch web applications and even add new ones to 
the mashup space. As usual, browser-based solutions do cause (3) technical re-
strictions. In our case, it is necessary to start full web applications with all its 
scripts and style-sheets as a part of the mashup page. Thus, we implemented our 
mashup solution on the basis of ‘iframes’. This may be the only way to guarantee 
an own environment for each tool but may not be supported by all browsers. Fur-
ther, the usage of iframes enforces the prevention of DOM operations which would 
reset the content of an iframe. Consequently, the grid-based windowing system of 
XoMashup is realized with absolute positioning and the manipulation of CSS di-
rectives. 
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All in all, the web application mashup solution allows learners to reuse existing 
(web-based) tools and services and can be considered as a technological infrastructure 
for our approach. Moreover, web application mashups are very flexible and, therefore, 
useful for many other application areas as well. Nevertheless, without some kind of 
underlying semantics like necessary models for personalizing the learning process, the 
XoMashup component would be nothing more than a personalizable (customizable) 
portal system, lacking pedagogical support for learners such as guidance or reflection. 

3.2   Learner Interaction Model 

Therefore, we built up a learner interaction model for describing how learners can 
design their personal learning environment and interact with it. The following aspects 
were taken into consideration for this model: 

 

− In order to be (4) independent of a subject domain, we applied the Activity Theory 
model in a similar way as manifested for the INCENSE system [32]. Basically, we 
broke down the learning context into situations which describe the physical and so-
cial environment of learners. In such a situation, a learner is engaged in a so-called 
activity which consists of actions and objects (artifacts or other outcomes) and in-
cludes tools (or tool combinations) and other actors (facilitators or peers, even in 
multiple roles). Such a learning activity is meant to be our basic instructional entity 
where learners actively experience a domain and construct knowledge. 

− This notion of a learning activity is (5) simple and understandable for learners, 
thus is considered to be of importance for a (6) scrutable systemic behavior [33] 
and a good basis for experiencing further personalization strategies. 

− To enable (7) reflective learning [34](p.7), we decided to bind each action to one 
specific tool and one specific object in order to produce one outcome. Although 
different actors can work on the same action and even produce the same outcome, 
each learner only sees her own actions, and all started actions are visualized to-
gether with the corresponding object and tool. 

− Additionally, these action-object-tool triples are recommended to peers on defining 
and starting new actions as a certain (8) learner support. However, learners are 
able to overwrite decisions and recommendations given by the system and may 
build up their personal learning environment by defining own actions and objects, 
bringing in own tools, and going through the actions in their own sequence to 
achieve the outcomes. 

− Addressing (9) learnability and efficiency, our learner interaction model is imple-
mented in the form of a domain-specific language called ‘Learner Interaction 
Scripting Language’ (LISL). Table 1 shows an example of a simple activity con-
sisting of two actions. First, the learner is expected to record a short self-
description with the tool VideoWiki (http://distance.ktu.lt/videowiki/), whereby the 
REST-based call for this action has to be specified and the URL for the object 
‘self-description’ is determined by completing the action. Second, the learner 
should go through the self-descriptions of the peers by accessing a predefined 
URL, e.g. the collection containing all self-descriptions. 
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Table 1. Exemplary LISL code for the activity ‘Getting to know each other’ consisting of two 
action statements, each one bound to one object and one tool 

 define action Compose with url http://[...] 
 define action Browse 
 define object ‘self-description’ 
 define object ‘descriptions of peers’ with url […] 
 define tool VideoWiki with url http://[...] 
 Compose ‘self-description’ using VideoWiki 
 Browse ‘descriptions of peers’ using VideoWiki 

 

Fig. 1. Web-based LISL interpreter displaying the interpreted LISL script from Table 1 (red 
lines indicate errors, whereby the error message is shown below the command input field) 

We build a web-based interpreter for LISL code, as can be seen in Fig. 1. This 
scripting approach allows experienced users to code their learning activities very 
efficiently, while novices can use web-based control widgets and dialogs which act as 
a wrapper for the LISL statements and are shown in the upcoming section. 

3.3   Higher-Level Learning Paradigms 

On top of the mashup infrastructure and the learner interaction model, higher-level 
learning paradigms address important issues for building and sustaining networked 
communities of learners: 

 

− With regard to [35], the constructivistic-collaborative approach to adaptive e-
learning deals with aspects of the (10) active participation of learners, motiva-
tional factors like self-esteem and (11) collaborative activities. Technologically, 
such considerations lead to a high degree of interactivity also found in games and 
simulations, to adaptation strategies for motivating learners, e.g. by pedagogical 
agents, or to adaptivity through collaboration, most prominently addressed by the 
field of Computer-Supported Collaborative Learning (CSCL). As already men-
tioned, the MUPPLE approach stresses a method to build and sustain a learning 
network of actors, artifacts, and activities, which increases the motivation to learn 
and aims at developing more complex competencies [36]. Similar to Web  
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2.0-driven platforms like Facebook, learners require facilities to get involved into 
collaborative activities and to regulate collaboration and social interactions with 
peers. 

− Particularly for attracting new users, the success of MUPPLE highly depends on 
recognizable benefits for learners. Hereby, we foster the paradigm of (12) best 
practice sharing on the basis of activity patterns which can be provided by facilita-
tors and learners to be shared within the community. Similarly to the idea of script-
ing collaborative activities [37], we apply the LISL scripting language to describe 
these activity patterns. As learning activities are encoded in form of LISL scripts, 
they can be exported into activity patterns and shared with other learners; vice 
versa, peers can use available best practices and create their own activities out of 
these patterns. 

− Beside learner-driven best practice sharing, the bottom-up approach of MUPPLE 
supports the (13) analysis of former learning scripts in order to personalize differ-
ent aspects of learning, e.g. by recommending action-object-tool triples to inexpe-
rienced learners or suggesting tool landscapes for certain activities. Such  
personalization strategies also address the learnability and efficiency of applying 
MUPPLE in practice. 

4   Personalized Learning with MUPPLE 

Based on our wider understanding of personalized e-learning, we build a first proto-
type considering the issues mentioned so far. Fig. 2 shows a screenshot of the 
learner’s view on our exemplary activity ‘Getting to know each other’ which consists 
of the two actions ‘Compose self-description’ and ‘Browse descriptions of peers’ (cf. 
table 1). On the top, the header displays the activity currently opened. To the left-hand 
side, learners are supplied with an overview of their own activities and can navigate 
through them. By clicking on it, a learning activity is loaded and displayed in the 
content area; additionally, a branch with all action-object-tool triples included is 
opened simultaneously. The content area provides three different view modes of a 
MUPPLE page. By choosing one of the three tabs, a learner has a view on the web 
application mashup (‘preview’), an editor for the LISL code of this page (‘code’) or 
the LISL interpreter (‘log’). This structure of a MUPPLE page is related to principles 
of end-user development, which is closer examined in [38]. 

The LISL interpreter does not only show the interpreted code, but also highlights 
possible errors with detailed explanations and allows entering single lines of code (cf. 
Fig. 1). The preview mode, on the other hand, comprises an integrated view of all 
learning tools launched so far. Each tool is located within an own window (a so-called 
‘Mupplet’) with the control elements mentioned in the last section (‘reload original 
URL’, ‘minimize’, ‘maximize’, and ‘close’) on the upper right side. Creation facilities 
on the left-hand side allow creating new activity pages from blank or from given 
patterns. Furthermore, it is possible to add action-object-tool triples to an opened 
MUPPLE page, whereas possible values are recommended on the basis of all other 
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Fig. 2. User view on activity ‘Getting to know each other’, where the screen consists of a 
header (top), facilities for navigation and activity management (left), and the content area with 
its three tab-views (the mashup space, the LISL code editor, and the command-line interpreter). 

activity pages. A ranking strategy has not been implemented for these recommenda-
tions so far. However, features like the closeness between activities (e.g. through 
derivation from the same pattern), the action-object-tool binding or social relations in 
the learner network may present useful factors to rank and filter values if there are too 
many of them. 

In the following, a simple scenario is described to explain how personalization of 
the learning process takes place on working with the MUPPLE prototype: Consider a 
group of students distributed over various universities in different countries. To intro-
duce the students to each other, the facilitator decides to use MUPPLE and predefines 
an activity pattern for this purpose. Based on former experiences with such a sociali-
zation exercise, this pattern includes the following action statements: 

 

− Compose ‘self-description’ using VideoWiki 
− Browse ‘descriptions of peers’ using VideoWiki 
− Contact ‘two peers’ using WebMail 
− Delete ‘spam entries’ using VideoWiki 

 

Navigation and 
Creation Facilities 

Tabs 

Header

‘Mupplet’ 

Action-Object-Tool Recommendation
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After introducing MUPPLE to the students, the facilitator invites them to create a 
MUPPLE page from the given pattern. Now, each student instantiates a learning ac-
tivity ‘Getting to know each other’ from the pattern and, furthermore, customizes it 
according to her own need. For instance, if students do not need the ‘delete’ action 
and might not even have appropriate permissions within the VideoWiki tool, they 
simply can remove this action from their pages. A possible result could be the MUP-
PLE page shown in Fig. 2. On the other hand, the facilitator who obviously has a 
different role in this collaborative activity uses the action ‘delete’ to clean up the 
collection containing the self-descriptions from spam regularly. With respect to con-
trollability, a student might want to use a web-based chat tool to communicate with 
peers. So, she could bring in this tool and remove the original one, either by modify-
ing the LISL code or using web-based control widgets. Finally, personalization takes 
place on creating new action statements if MUPPLE recommends action-object-tool 
triples from peers. Consequently, MUPPLE also might provide observation facilities 
to inform users about changes in the activities of peers or the facilitator, which are 
currently not realized. 

Beside personalization within the learning activities, MUPPLE and its pattern-
based best practice sharing method allow personalized learning in a broader sense. 
First, improved patterns can be derived from the learning activities experienced in 
practice, which, in our opinion, might increase the quality of the content and activities 
within MUPPLE. Second, the activity patterns are valuable for other learners and peer 
groups as well. For instance, other facilitators could reuse the learning experiences of 
the above-mentioned scenario if the actors share them in terms of an activity pattern. 
Hereby, the pattern-based approach might be useful to avoid the cold-start problem of 
learning platforms. Third, this best practice sharing method is also advantageous with 
respect to scrutability and privacy, two important issues for personalization. Activity 
patterns and their underlying semantic model are simple to understand, and exporting 
a LISL script easily allows filtering learner-specific lines of code. Here, the learners 
can regulate the amount of a (successful) activity they want to share. Above and be-
yond, personalization and (automated) adaptation effects take place within the learn-
ing environment (i.e. the learning network) while learners (peers and facilitators) use 
tools to collaborate on shared artifacts within their common activities. 

Despite of the possibilities and strengths of our MUPPLE approach, a few disad-
vantages have to be outlined here. Primarily, these problems concern technological 
issues. First of all, it is necessary to have a high degree of interoperability between 
web applications, which now is not always the case. This specifically relates to single-
sign-on procedures and communication channels to transfer both data and events from 
one application to the other. For example, the WebMail client requires authentication, 
so, currently, learners have to login separately in each application. Regarding com-
munication channels, [21] propose a specification how to realize distributed feed 
networks with buffered-push capabilities. We intend to further investigate these 
means and will gain experiences on how they can be incorporated into LISL. It is 
planned to introduce additional ‘connect’ statements for combining tools with the 
abovementioned feed-based interoperability mechanism. We can think of other  
 



 Personalized E-Learning through Environment Design and Collaborative Activities 387 

approaches, though, and we do not have a solution for the efficient communication of 
events. Secondly, the utilization of iframes causes problems in cross-domain scripting 
(cf. [39]). Finally, we are also aware that LISL and MUPPLE still lack important 
functions, especially in the area of regulating collaboration and privacy, and a com-
prehensive evaluation. 

5   Conclusions and Future Work 

In this paper, we stated that personalization and adaptivity is much more complex in 
real world learning situations, particularly if learners connect to a network of actors, 
artifacts, and activities. Therefore, we consider traditional approaches for personal-
ized e-learning as not sufficiently to provide personalized learning experiences on the 
computer. As a consequence, we introduced our idea of ‘personalized e-learning 2.0’, 
taking into consideration that learners connect to a socio-technical network and col-
laborate on shared artifacts and outcomes. Although our prototypical implementation 
of a Mash-UP Personal Learning Environments (MUPPLE) is work in progress, we 
described how the learning process is adapted through environment design and  
 
collaborative activities in networked communities. As a conclusion, we underline the 
following three success factors being comprised in our model: 

 

− First, we break up with traditional personalized e-learning models and consider the 
learning environment not to a pre-condition for, but an outcome of personalized e-
learning. Therefore, we build upon learning environment design and our learner in-
teraction scripting language to be able to describe, understand, and reproduce the 
outcome of learning. 

− Second, the pedagogical model behind MUPPLE is very simple, so that learners 
can understand how personalization works. Additionally, this activity model is a 
solid basis for learning environment design and further personalization strategies, 
like the automated analysis of user behavior and network effects as well as the pro-
vision of recommendations or advanced regulation facilities. 

− Third, the structure and domain-independency of these learning activities address 
higher-level learning objectives, independently of a subject domain, and enable 
best practice sharing as well as reflective learning, i.e. aiming at paradigms like 
learn-how-to-learn instead of learn-by-heart. 
 

In total, we believe that personalized e-learning will proceed from an instructional 
design and top-down, ex ante modeling to a learner-driven, bottom-up, just-in-time 
adaptation of learning by considering the principles of Web 2.0. This is meant to be 
‘personalized e-learning 2.0’. Our future work will address interoperability issues of 
learning tools, regulation facilities for collaborative activities in learning networks as 
well as experiences in real-world learning settings, particularly to evaluate the utility 
of the MUPPLE approach for higher education and lifelong learning. Concerning 
personalized e-learning, we have to think of further strategies to recommend (adver-
tise) pattern-based best practices to peers and to support learners in their collaborative 
activities within their learning network. 
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Abstract. Designing user interfaces for elderly people has become a
prominent research topic. In the context of Assistive Homes the devel-
opment of user-friendly and alternative interfaces for the improvement
of usability and acceptance is an important goal. Applying avatars shall
provide notable benefits. This paper describes the implementation and
evaluation of a "photo-realistic avatar for people with mild cognitive im-
pairment and dementia". The findings of the user trials show positive
effects such as raised user’s attention, increased likeability but no effects
on memory functions. Also other approaches from Germany and Spain
with less anthropomorph-looking avatars are presented and their results
discussed.

Keyword: Avatar, Usability, Dementia, Elderly, Assistance.

1 Background and Motivation

The successful application of a new technology depends on many factors; espe-
cially for the group of elderly end-users the interaction, its usability and even
emotional feelings are very important criteria for it being accepted. These fea-
tures become even more important as soon as technology starts playing a crucial
role concerning safety and independence, e.g. in Ambient Assisted Living (AAL)
environments where the acceptance of the applied technology is the crucial fac-
tor if the user can derive a benefit from the applyed technology or not. Beside
the fact that the benefit of using new devices must be appreciable, in order to
provide a motivation for its use [1], there can even be "a need for an emotional
relationship" between the users and their Assistive Technology as described by
Wu P. 2005 [2].
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There are many ways of possible interaction methods between the user and
a Smart Home environment. Some applications use touch terminals or touch
panels [3, 4] which seem to be easy to use especially for elderly users who have
never used a computer before [5] and others put focus on the usage of TV sets
with (user-friendly) remote controls since TV sets constitute a platform elderly
are most familiar with and do use very frequently [6]. In many of these cases the
output is symbol and/or text based [4] sometimes with additional recorded text
messages [3]. Speech input is still rarely used and evaluated. This paper focuses
on the communication towards the end-user (i.e. the output).

Even though feasibility studies on basic technical aspects of Smart Home
environments are available from various sources (e.g.: the Gator Tech Smart
House [7], the Independent Life Style Assistant [8]), the requirements for new
strategies to make Information and Communication Technology (ICT) and in
this case Smart Home technology likely to be used by the elderly population
is underestimated and not observed sufficently. The key factor to success is the
interface to the Smart Home’s features and services. This was also stressed in
the "Design Guidelines on Smart Homes" [9]:

The user interface is the single component in such systems, upon
which everything else will be judged. If the interface is confusing and
badly designed, the system will be thought of in that way. Indeed,
to make such systems appear simple is an extremely complex goal to
achieve. It is, nonetheless, very important to do so.

Until today computers and their application programs have been operated by
using predefined command sets. Although this is tried to be hidden more and
more by applying different kinds of user interface technologies (Graphical User
Interfaces, Tangible User Interfaces, Ubiquitous Computing) human-computer
interaction is still limited since the user has to adapt to the computer and its
commands. An inverse way would be to model the human character sets of
communication by information technology [10].

In addition the paradigm shift from "the computer used as a tool" to "the
computer used as an assistant", the vision of ICT for everyone without any
barriers that might cause a "digital divide" and the request to make technology
friendly, polite and fun to use [10] have caused a widespread use of avatars in
many fields (e.g. internet pages, movies, computer games and kiosk situations).

An avatar can be seen as consisting of "body and mind" (compare to [10]):

– A software agent builds human models like emotional states, models of cog-
nition and knowledge. The software agent can be seen as the mind of the
avatar.

– These models are presented to the exterior using visually human models.
This visualization can be seen as the body of the avatar.

In the field of Human-Computer Interaction for elderly end-users most user
interfaces are still based on the WIMP model (window, icon, menu, pointing
device), but in the recent past also embodied conversational agents [6, 11] have
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(a) A realistic virtual
character rendered on a
common television set [6]

(b) A more human like
avatar used within the
ALADIN project [12]

(c) A cartoon like avatar
used within the ALADIN
project [12]

(d) A photorealistic talk-
ing head used in our ap-
proach

Fig. 1. Different Avatars

been applied as a user interface component as an attempt to make the interaction
more natural.

In most projects these embodied conversational agents (=avatars) are not very
photo-realistic (see fig: 1(a), 1(b)) [6, 11] and sometimes they are even presented
in a cartoon-like way (see 1(c)) [12, 13].

1.1 The Avatar - A Multi Modal Output System

Speech and non-verbal gestures form an important part of human communica-
tion. Hence, the "digital divide" between a user and a system can be reduced by
using an embodied conversational agent with appropriate verbal and non-verbal
behavior. While speech input to a machine is often erroneous and limited due
to insufficient quality of automatic speech recognizers, audio speech output by
speech synthesisers has already achieved a reasonable quality with respect to
intelligibility under normal conditions. However, the application of audio speech
in systems for elderly end-users cannot be seen as a normal condition: The trans-
mission of verbal information may be degraded by environmental noise, reduced
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capacity of hearing and reduced ability to concentrate. Additional visual speech
and non-verbal output can enhance several aspects of quality of the interface:

1. As also known from natural speech [14] synthetic visual speech increases the
intelligibility when added to audio speech [15].

2. Less effort is needed when listening to a talking head compared to pure audio
speech [16].

3. The perception of prominence (e.g. to emphasise particular words in a sen-
tence) can be clarified [17].

4. The identification of the intended expression to be transmitted can be en-
hanced [18].

5. An embodied conversational agent can improve user satisfaction and engage-
ment and enhance the interaction with a system [19].

The face and the voice do not necessarily need to have the same degree of
naturalness to achieve best results with respect to intelligibility; an avatar with
artificial appearance combined with natural sounding speech can be highly intel-
ligible [20]. However, the impact of the pairing of face and voice with respect to
naturalness/artificialness is still in the scientific discussion: in [21] users prefer
avatars with face and voice both being natural or both being synthetic whereas
in [22] users prefer a more natural voice even with an obviously artificial face.

By all means the agent’s behaviour must be coherent in the audio and in
the video display to guarantee consistent information: In case of incoherent ver-
bal [18] and non-verbal [17] gestures the information to be transmitted can be
severely altered, i.e. the meaning that reaches the user is not the one intended
by the system, whereas coherent multi-modal gestures lead to robust output.

1.2 Avatars for Assistive Homes - State of the Art

The idea of using avatars for the user interface of Assistive Homes for elderly
(and especially for persons with Alzheimer’s disease) was not often addressed by
research [23, 24]. The application of avatars for subsets, e.g. for giving advice via
the TV has been tested in more projects (e.g. by Krämer 2008 [11], Carrasco et
al. 2007 [6] and Berry et al. 2005 [25]).

Two German Approaches. Krämer presents results of two studies where the
effects of virtual assistants on elderly people have been investigated [11].

In the first study users (n=87, age 16-73) were asked to program a video
recorder. One part of the group (n=71) was assisted by a virtual helper, the other
part (n=16) had to use the handbook. Irrespective of age the users assisted by
the avatar completed the task with less mistakes than those using the handbook.

In the second study presented in the same paper, a virtual assistant was
evaluated that allowed naturally spoken commands to program a TV and VCR.
The users (n=65) could select transmissions either by using natural voice or in
the conventional way. The output varied: one group got text messages, another
group got speech output, a third one got an anthropomorph agent and the fourth
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group could select one of these modalities. The result was that the acceptance
and efficiency of the different styles did not vary much, but the test subjects
using the avatar-like output were more likely to make naturally speaking input
than the other groups.

Spanish Approach. In Spain avatar interfaces have been evaluated with the
target group of mild cognitive impaired persons and persons with Alzheimer’s
disease [6, 26]. TV sets were used as front end in this approach and one of the
implemented avatars could express some emotions. Besides lip movements also
eye motion and blinks, head motion etc. were applied to support the life-like
character of the avatar. Voice output was based on a text-to-speech synthesiser.
As far as known these trials have only been carried out as laboratory trials.
Assistive Homes with avatar interfaces implemented are still not in sight.

1.3 Expected Advantages Using Avatars in Ambient Assisted Living

There have been many studies related to possible advantages of the use of
avatars instead of other (conventional) interface approaches. The expected ben-
efits (some have been validated by the authors) are [27]:

– Social interaction: interactions between a human being and a machine are
fundamentally social; interaction in a natural way (like with other human
beings)

– User attention: animated characters are capable of attracting user’s attention
– Naturalness: illusion of liveliness and interacting with a real person is gen-

erated
– More information in the transmitted message: facial expressions contain a

lot of information
– Trustworthiness and believability: level of trustworthiness is increased by the

personification of the agent; a realistic face is rated more intelligent, engaging
and likeable

A further reason why the approach of using avatars is expected to be suitable es-
pecially for the elderly users and for laypersons is based on the fact that the user
does not have to learn something new or adapt to new ways of communication [11].

2 Methods

In the following an approach and ongoing research performed by the Austrian
Research Centers in cooperation with the Berlin Institute of Technology is de-
scribed. Photo-realistic avatars (see Fig.2) are used as part of the Graphical User
Interface for Assistive Homes for people with dementia.

Within a master’s thesis [23] a prototype for a day structuring tool for people
with dementia was developed using a photo-realistic avatar as output component.
The idea behind using an avatar in the user interface for people with Alzheimer’s
disease was to bind the user emotionally to the system. This was tried to be
stressed by making the avatar look like familiar and known informal or formal
caregivers [24].
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2.1 Technical Implementation

The avatars were created by the use of MASSY [28], a tool developed by Sascha
Fagel at the Berlin Institute of Technology. MASSY generates videos of an artic-
ulating face from a photo of a real person. The synthetic articulation is realised
by deforming a mesh based on MPEG FAPs defined on the face. A generic artic-
ulation model for German assures that the visible movements match the spoken
phones. Avatars created with MASSY currently generate only verbal movements,
i.e. the facial expression does not change and only the mouth region is animated.
Animating a specific face to phonetically match a synthetic voice takes various
advantages of audiovisual perception: while verbal information that is mainly
transmitted by audio is supported by mouth movements, the face reflects many
properties of the person’s identity [29] such as expression [18] and age [30]. The
technology to generate audiovisual speech from a photo makes it possible to eas-
ily and rapidly create avatars of specific persons which is necessary in a caregiver
application for users with Alzheimer’s disease.

These avatars were used as GUI component for the day structuring tool de-
scribed in [31].

2.2 Trials Performed

The trials consisted of a pre-study and a usability study. Both were performed
in a day care center for people with dementia as well as in a nursing home for
elderly people, both located in Linz, Austria.

Fig. 2. Screenshot of the Avatar GUI showing a formal caregiver
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In total 10 subjects accepted to participate in the project. Not all tests could
be performed with all subjects due to illness, absence or giving up the participa-
tion in the project. The group (n=10) consisted of 6 female and 4 male subjects,
8 of them with a diagnosis of dementia (Mini Mental Rating from 15 to 23,
average 20.75) and for two subjects dementia was not diagnosed but supposed.
The average age when the tests were performed was 82. At the day care center
tests and interviews were carried out in a separate room. In the nursing home,
subjects were visited in their own living environment.

The pre-study consisted of three meetings with the following aims: Meeting
1: interview and memory game. Aim 1: To get to know the subjects and to
get a feeling for their daily life situations. Meeting 2: Sorting Easter eggs into
different nests following instructions given on a screen by text, graphics and
human and synthetic speech. Aim 2: To test if information presented via a GUI
with synthetic speech can be understood and processed by the users. Meeting
3: Selecting the preferred photo out of a set of familiar and unfamiliar persons.
Aim 3: To identify the preferred head to create an avatar from.

Based on the outcomes of the pre-study, the following tests were performed
using the talking heads created based on the photos selected in the third meeting.

Test 1: The aim of the first test was to find out, if talking heads were liked
as advisors for certain tasks. The first task was to sort medicine. It was
performed with 7 users. It was divided into 4 subtasks, two using text and
an avatar and two subtasks based on text and speech only.

Test 2: The second test consisted of putting forms of different colors and shapes
into the right order, following the instructions given by the GUI with or
without the avatar. The aim was to find out if the success of task guidance
differs when using avatars or not.

Test 3: Observations during the second test concerning how users reacted to
new scenes built the basis for the third test. Subjects (n=5) were reading
a text and were interrupted by the system, either just by voice and text or
combined with a talking head.

The tests were performed using a computer screen mounted into a wooden frame
with loudspeakers. The tests were done in a "Wizard of Oz" way.

3 Results

The pre-study showed that synthetic speech (in this case MBROLA [32]) can
be applied for speech output and is understood by elderly users. Different styles
of information presentation should be provided, combinable and adjustable to
the preferences and needs of each single user. In the photo selection test of the
pre-study (where the photos for the avatar were selected) it turned out, that
only photos of familiar persons are preferred to be used as talking heads. Photos
of relatives and known formal caregivers seem to be the preferred ones of the
subjects.
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Fig. 3. The figure shows a test candidate talking to the avatar

The usability tests revealed the following results:

Test 1: In this test the avatar requested the subject (n=7) to sort medicine into
different boxes. The test showed that for four users the visual impression of
the talking head influenced the acoustic perception, leading to the impression
that even though synthetic voice was used it was perceived as the original
voice of the person the talking head was representing. This was even the case
with two subjects who were confronted with avatars of their own children.
Especially if voice and face were felt as matching, the avatar based user
interface was preferred.

Test 2: In the second test most subjects completed the task of sorting shapes
equally well or badly, independent of the presence of an avatar on the screen.
But for the subject with the most progressed state of dementia, it was almost
impossible to perform the task without any help when no avatar was shown,
whereas with an avatar on the screen the task was performed with success.
It was observed that the one subject using an avatar of a relative was more
connected to the voice in the first scene when the avatar was shown. In the
second scene without the avatar the attention was put more on the text even
though voice was played.

Test 3: In the third test it was observed how the participants (n=5) reacted
to new scenes (with a known avatar, an unknown avatar and without any
avatar) while reading a text. The longest attention was raised by the known
avatar. The unknown avatar was not realized as fast as the known one, but
in general even after having been focused, the user’s attention remained with
the screen. Without the avatar the new scene on the screen did not receive
as much attention.
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Within the test series also other interesting reactions were shown [23]. For
one of the subject, where a talking head created by the photo of the daughter
was used, the emotional binding toward the system seemed to be rather strong.
When finishing one of the tests she passed a kiss by the finger onto the photo
of her daughter, which was still displayed on the screen. Also in other cases,
where well liked nurses were used, the subjects were pleased about the known
face talking to them. One of the subjects started arguing with the avatar (see
Fig. 3) when misunderstanding a task message. This pointed out that using
photo-realistic avatars can also lead to interpersonal reactions - with positive
and negative effects.

4 Discussion and Outlook

As overall interpretation of the results it can be stated that photo realistic avatars
can be a method to make user interfaces more accepted by the target group of
people with dementia. The effect can be enhanced when familiar faces are used.
Furthermore, avatars can be used as eye-catchers in new scenes, in particular
when using speech the origin of speech can be located more easily and the at-
tention can be bound to the system. Due to the small number of participants
the performed tests do not allow any predications about if the usage of avatars
leads to better results in fulfilling a given task.

As human beings have learned to recognize emotions through facial expres-
sions and gesticulation, a high level of realism of virtual characters is needed to
achieve acceptance by the human opposite. This does not only include the photo
realistic representation, but also facial expression and gesticulation [33].

There might be a limit of how realistic an avatar should become which is
discussed within the "Uncanny Valley" phenomenon [34]. Future research could
address if this phenomenon is also valid within the target group of mild cognitive
impaired (elderly) persons. This question relates to the findings of Morandell [23]
suggesting that synthetic speech was perceived as real speech when combined
with a photo-realistic avatar of a known person.

In general the findings underline the results presented by the Spanish research
activities [27] which show that the presence of an avatar does neither have any
positive nor negative effect on recall. These results should be validated by an
improved study design, enlarged samples and focusing on single aspects of mem-
ory functions. Major benefits could be found in the field of attracting attention
and joy of use.

Krämer [11] states that elderly end-users initially face new technological possi-
bilities more sceptically than younger users do. Hence, when initiating the use of
new technologies for elderly end-users, in the beginning the end-users should find
known interaction patterns and then be familiarized step by step with the new
technology (e.g. by tutorials). Furthermore the concrete advantages (whether in
a physical, medical or emotional respect [35])of the new technology have to be
communicated clearly to avoid that it (in this case the avatar) is just seen as
entertainment.
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How avatars are perceived by persons with moderate Alzheimer’s disease is
still an unanswered research question.

The future work of the authors will concentrate on the investigation of
differences between elderly people with and without cognitive impairments, the
implementation and effects of emotion expression and on the identification of the
optimum antropomorphism of avatars. A further interesting research topic might
the acceptance and likability of avatars based user interfaces concerning cultural
differences. Therefore especially those cultural dimensions are of interest that are
connected to communication, information, interaction and dialog design [36].
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Abstract. In the paper, application of cluster analysis for students’
grouping in intelligent e-learning systems is considered. It is proposed
the system architecture, in which teaching paths as well as proper lay-
outs are adjusted to groups of students according to their learning styles
and usability preferences. Considered student models are built on the ba-
sis of Felder and Silverman model, together with student color choices. It
is considered usage of two versions of two-phase hierarchical clustering
algorithm for students’ grouping. Experimental results for both of the
approaches are compared and discussed.

Keywords: cluster analysis, learning styles, color preferences.

1 Introduction

In distance learning, educational software, besides fulfilling pedagogical require-
ments, should also meet individual learners’ preferences, as students’ attitude
towards using computer program may depend significantly on their acceptance
of technology, what in turn, usually depends on the degree that the software
and its interface are tailored to comply with users’ needs. The contents and or-
ganisation of courses as well as the way the information is presented may play
significant role in educational software performance, which depends on system’s
adaptivity and personalisation abilities. As it was stated in [1], students’ prefer-
ences and needs depend on their personal learning styles.

In the paper, it is considered usage of cluster analysis for students’ grouping
according to their individual learning styles dimensions and usability preferences
at the same time. Application of unsupervised classification allows to build teach-
ing paths and tailor envoironments into requirements of members of dynamically
created groups. Connection of two factors: learning styles and usability prefer-
ences enables not only to obtain learning outcomes but also build environments
that are acceptable for users. It is proposed, application of the two-phase hierar-
chical algorithm, which, in each of the phases, allows to take into account one of
the factors and, what is more, allows tutors to choose parameters corresponding
to the courses’ characteristic features.

The paper is organised as follows. The related work is depicted in the next
section. Then, intelligent e-learning system is proposed, learners’ models based
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on learning styles dimensions and usability preferences - taking color choices as
the example, are presented and the two-phase hierarchical clustering algorithm
for users’ grouping is described. In the next section, some experimental results as
well as choice of clustering parameters are discussed. Finally, concluding remarks
concerning evaluation of the applied algorithm as well as future research are
presented.

2 Related Work

Several authors considered personal learning styles as factors that should be
taken into account during adoptation of teaching process into individual needs,
as those that may influence learners’ individual attitudes towards using the ed-
ucational software (see [2],[3]). Beaudoin & Dwyer [4] stated that a necessary
element for online course efficacy is establishing a collaborative learning environ-
ment depending on students’ profiling. Graf and Kinshuk [5] showed that stu-
dents with different learning styles have different needs and preferences. While
building an intelligent learning environment, there should be taken into account
interface customization to learners’ preferences as it was described in [6], where
Felder and Silverman model of learning styles was considered. An overview of
the research concerning building adaptive systems by taking into consideration
learning styles can be found in [7] and [8]. The most popular method, consists
in assigning students into predefined groups, without possibility of updating
(compare [9],[10],[11]).

In [12], it was presented the architecture of intelligent e-learning system, in
which students are grouped according to their learning styles by cluster analysis.
As clustering technique, it has been chosen Farthest First Traversal algorithm,
applied for data previously cleaned out from outliers by COF method. In that
approach tutors had to determine the required number of learners’ groups in
advance. In the next paper [13], it was considered application of two-phase hi-
erarchical algorithm, which deals with outliers and allows to determine weights
for different learning styles dimensions, and with number of clusters determined
depending on a required threshold. In the current approach the same algorithm
is adopted for grouping according to two factors: learning styles and color pref-
erences.

Test results, presented in [14], showed that students with different dominant
learning styles dimensions indicated different features, as important, from the
usability point of view. Color preferences are strictly connected with usability
needs and are important factors in interface designing. Appropriate usage of col-
ors can make interfaces easier to understand and use [15]. On the other hand
colors used in interfaces, usually do not address users’ needs and only few authors
consider user oriented color models [16]. In the paper [14], there were examined
student models based on both factors: dominant learning styles and preferable
colors. Investigations, presented there, indicated the possibility of using cluster
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analysis for building a certain number of users’ groups (clusters) with similar
requirements.

3 Building Intelligent E-Learning System

3.1 System Architecture

In the paper [12], it was proposed the architecture of e-learning system that
enables to adjust learning paths into individual needs of students, according to
their preferred learning styles. In the current study, it is proposed to develop
the system by including usability preferences as additional attributes used in
cluster analysis. The data set of the sample group of students is the basis for
forming student clusters by unsupervised classification. Now, teaching materials
and layouts may be accommodated to needs of every group and different learning
paths together with content organisation may be created. Each new student,
after filling the questionnaires is assigned to the proper group. Students who
do not fit to any clusters should be considered individually. The overview of
the simplified system architecture (without outliers) is presented on Fig. 1. The
proposed personalized approach allows to build individual paths and layouts.
However, the content is static for each student during the course, it may be
changed while starting the new one.

3.2 Students’ Models

In the present study, we will focus on color choices as usability preferences and
there will be considered student model SM represented by two elements: learning
styles and color preferences.

Fig. 1. System architecture
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SM = (SL, SC) , (1)

where
SL = (sl1, sl2, sl3, sl4) = (lar, lsi, lvv, lsg) , (2)

SC = (sc1, sc2) . (3)

SL represents Felder and Silverman model [1],which is often used for providing
adaptivity regarding learning styles in e-learning environments [17]. It is based
on Index of Learning Style (ILS) questionnaire, developed by Felder & Soloman
[18]. The results of ILS questionnaire indicate preferences for four dimensions of
the Felder & Silverman model: active vs reflective, sensing vs intuitive, visual vs
verbal, sequential vs global. The index obtained by each student has the form of
the odd integer from the interval [-11,11], assigned for all of the four dimensions,
and is represented as components of SL: lar means scoring for active (if it has
negative value) or reflective (if it is positive ) learning style, and respectively
lsi, lvv, lsg are points for all the other dimensions, with negative values in cases
of sensing, visual or sequential learning styles, and positive values in cases of
intuitive, verbal or global learning styles. SC represents numbers of the first
(sc1) and the second (sc2) choices of preferable colors of each student. Both of
the attributes are of categorical type. To obtain the data, students should be
asked to choose two the most preferable colors’ compositions, from among all
that may be used in the system layout, and to indicate the rank for each.

3.3 Two-Phase Hierarchical Clustering Algorithm

The problem statement, which consists of finding groups of students with similar
learning styles and usability preferences by unsupervised classification, imposes
requirements for characteristic features of a clustering algorithm. In the paper
[13], it was presented application of two-phase hierarchical algorithm, that allows
to find student clusters according to dominant learning styles and that fulfill
tutors’ requirements. Technique, proposed there, enables to take into account
attributes of different types and it may be used for data represented by SM .

Considered algorithm consists of two stages: the first one is a single layer clus-
tering, during the second phase clusters are formed into hierarchical structure.
All the components of vector SM may be used in both phases of the algorithm,
but we propose to consider also the second version, in which, elements SL and
SC are separated. In that case single layer clustering is applied for components
of SL, and then output clusters are merged according to SC components. That
version of proposed algorithm takes the following form:

[Input]: A set of N students’ SL and SC data, clustering threshold T,
maximal number of clusters KMAX, minimal clustering threshold MINT.
Phase I: Single Layer Clustering
Step 1: Assign the first student SL1 as the first cluster and its centroid,
Repeat Step 2 and Step 3 for each student SLi, i = 2, ...N :
Step 2: Calculate the similarity by using ( 4) and ( 5), between student’s
SL and the centroid of each existing cluster,
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Step 3: Assign the student into the closest cluster, for which the simi-
larity is greater than T, otherwise SLi initiates a new cluster
Step 4: If there exist clusters containing one element, repeat Step 2 and
Step 3 until all clusters stabilize,
[Output]: Set of clusters SCM
Phase II: Hierarchical Agglomerative Clustering
Step 1: Choose all the clusters containing one element and remove them
from SCM, let they consist the set SCM1
Step 2: If number of clusters in SCM is less or equal to KMAX then go
to Step 4,
Step 3: Repeat: Merge the closest clusters according to centroids simi-
larity, by using ( 4) and ( 6), until number of clusters KMAX is achieved
Step 4: For each cluster from SCM1, find the closest cluster from SCM,
if similarity of their centroids, calculated by ( 4) and ( 6), is greater than
MINT then merge both clusters otherwise indicate clusters containing
one element as an outlier.
[Output]: The set of clusters SCM and the set of outliers.

Clustering threshold T depends on considered courses and is connected with suffi-
ciently similar learning styles, while minimal clustering threshold MINT concerns
color preferences. Maximal number of clusters KMAX is connected with number
of teaching paths that tutors are able to prepare for the educational process.
The first phase and the proper choice of T should guarantee sufficient similar-
ity of students’ learning styles in each cluster. The second stage together with
suitable MINT value should fullfil the requirements of the same color choices
among the most possible number of students with similar dominant learning
styles preferences. In the algorithm, there is applied similarity function, intro-
duced by Gower [19], that may be used for both types of data: numerical and
categorical, determined as follows:

Definition 1. Let SMi, SMj denote two d-dimensional objects. Then the gen-
eral similarity coefficient simg is defined as:

simg(SLi, SLj) =
1∑d

k=1 wk

d∑
k=1

wksk , (4)

where sk is the similarity of the k-th attribute of SMi, SMj and wk is either one
or zero depending on wether or not a comparison is valid for the k-th attribute
of the two objects. For numerical attributes sk is defined as

sk = 1 − | slik
− sljk

|
Rk

, (5)

where Rk is the range of k-th attribute. For categorical values sk has the form:

sk =
{

1 if both attributes have the same value,
0 otherwise.

(6)
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Similarity measure defined by ( 4) ensures good data normalization and inde-
pendence of the algorithm of input data order [20]. Using wk enables to assign
weights for attributes, the ones not valid in the classification process should be
equal to 0.

4 Experiment Results

The experiments were done for two data sets: the one of Computer Science stu-
dents’ data and the other artificially generated; their goal was to compare the
performance of two versions of the two-phase approach. In the first version all
the attributes were used in both phases, while in the second one, they were
separated, as it was described in the previous section. To create the first data
set, the sample group of 71 students, was chosen from among those, who took
part in collaboration online and used educational environment based on Moodle
(http://www.moodle.org) . Students examined color compositions of the portal
layout, where their activities took place. They were asked to choose 2 from 9 col-
ors as preferable and indicate ranks for them. They filled also ILS questionnaire.
The second data, of 73 instances, were generated artificially. The performance
of the proposed method was examined by evaluation of the quality of obtained
clusters, taking into account two points of view: color choices and learning styles.
In the first case, it is measured by number of instances with different color pref-
erences assigned into the same clusters, while in the second one the quality is
measured by differences among dominant learning styles dimensions inside clus-
ters. Research was done for different values of KMAX as well as depending on
inclusion of color rank into weight coefficients wk. Thresholds T and MINT were
experimentally chosen and constant during all experimets: T equal to 0.92 in the
first version and 0.96 in the second one, for the first data set, and respectively
0.78 and 0.93 for artificially generated data; MINT was equal to 0.75 in all the
cases.

Table 1. Percentage of cluster objects with different color preferences

Algorithm Rank KMAX Real data Artificial data

VER.1 No 3 25.35% 30.14%
4 12.68% 30.14%
5 14.08% 24.66%

Yes 3 28.17% 31.51%
4 19.72% 30.14%
5 11.27% 26.03%

VER.2 No 3 28.17% 36.99%
4 26.76% 34.25%
5 40.84% 34.25%

Yes 3 28.17% 32.88%
4 28.17% 32.88%
5 40.84% 32.88%
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Table 1 presents percentage of students, whose color pereferences differ from
the majority of the cluster, for two versions of the algorithm, various numbers
of clusters, taking or not taking into account color ranks. Result analysis shows
that the best quality of clusters, from the point of view of color preferences, was
obtained by the first version of the algorithm, what means using all the attributes
during the whole clustering process; and for the biggest maximal number of
clusters equal to 5, in case of usage of color ranks, but distinguishing the first
color choice may have bad influence on cluster quality connected with the other
attributes. Comparison of percentage values for both considered versions, and
both data sets, shows that using of color preferences attributes in the first phase
of the algorithm definitely improve the quality of obtained clusters.

Quality of clusters, from the point of view of learning style dimensions,
presents completely disparate image. Detailed analysis of obtained groups, for
both of the data sets, shows that, in some of them, asigned objects are char-
acterized by learning style dimensions of significantly different score values. For
example, in case of the first version of the algorithm with KMAX = 5 and
including ranks, in one of the cluster of 13 students, the strongly active ones
together with strongly reflective as well as sequential together with global were
placed. It may mean that the second version gives better results from the point
of view of learning styles, while the first one, if focus is done on color preferences,
however, to obtain general conclusions further investigations are necessary.

5 Concluding Remarks

In the paper, it was considered usage of cluster analysis for student grouping ac-
cording to their dominant learning styles and color preferences. It was proposed
intelligent e-learning system, in which teaching materials as well as content or-
ganisation are assigned to student groups created by unsupervised classification.
The research focused on investigations of two versions of the two-phase hierarchi-
cal clustering algorithm. Experiments done for real and artificial data allowed to
indicate parameters, which guarantee the best results, but some improvements
of the algorithm and further research concerning choice of parameters may be
necessary. Investigations showed that different versions of the algorithm should
be chosen depending on which part of students’ model the emphasis is done,
however further research concerning the role of weights may be also useful.

Proposed student model, depends on color preferences as usability needs. In
the next step development of models by taking into account other preferences,
like navigational paths may be considered. The future research should also con-
sist of further investigations of the examined algorithm and its possible modifi-
cations, with the emphasis on the choice of parameters, application of different
similarity functions, for different data sets, as well as of comparing its effective-
ness with other algorithms. Obtaining students’ clusters of good quality is the
first stage. Then there should be investigated defining representative features for
each group, what will enable tutors to personalize the system. However, more
research needs to be done also in that area.
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Abstract. Using learning material in an adaptive way requires a preparation be-
forehand. In order to guide the process of creating learning material, criteria for 
adaptation and techniques for content preparation have to be known. The aim of 
this paper is to give first hints for such guidance. Therefore, adaptation criteria 
and provisions which can be used to realize such a preparation should be identi-
fied. For this purpose, adaptation criteria were derived by investigating 30  
existing adaptive hypermedia systems. Based on these criteria first hints for 
preparation of learning material for adaptive use will be given. 

Keywords:  adaptation criteria, content preparation, structured content analysis. 

1   Introduction 

Learning is an individual process of gathering and understanding knowledge and 
learners have different preferences and requirements for learning. This diversity 
commonly requires a supply of learning material that fits to the learners’ needs [1]. In 
traditional learning scenarios teachers should perform this task. In the case of e-
learning, this task could be realized by adaptive hypermedia systems [2]. Thereby, a 
system is called adaptable if the user has the opportunity to change the system char-
acteristics and it is called adaptive if the system is able to change its own characteris-
tics automatically according to the users’ needs [3]. Before using learning objects 
(LO) in an adaptable or adaptive way it is necessary to prepare them according to the 
adaptation purpose. The preparation is normally quite expensive [4], so that a prepara-
tion of the whole organizational knowledge base is not realizable. Furthermore, the 
extreme rise of organizational documents [5] which is additionally boosted by the 
trend of user-generated content, leads to an unmanageable set of resources which 
could be used for educational purposes. Therefore, organizations have to decide sys-
tematically which knowledge elements of their knowledge base should be prepared 
for an adaptive usage.  

So far, this decision is normally made without a systematic deliberation. Typically, re-
sources which can be reused frequently would be prepared. Surely, frequent reusability 
reduces the cost per usage (economies of scale) and seems to be a good indicator. But 
chances for development of a certain topic, importance of LO for specific situations or 
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strategic thoughts are mostly not considered. In times of rapidly growing amounts of 
organizational contents, this intuitive approach cannot be realized successfully. 

This paper focuses on structuring that decision problem by identifying adaptation 
criteria and giving first hints for the content preparation for an adaptive use. Section 2 
describes the content preparation for adaptive hypermedia systems and a study to 
identify adaptation criteria is presented in section 3. Provisions for content prepara-
tion according to the identified adaptation criteria are presented in section 4. Finally, 
the paper closes with a conclusion and outlook.  

2   Content Preparation for Adaptive Hypermedia Systems 

The learner´s need for LOs that fit to her preferences and environmental circum-
stances can be seen as a need for adaptation. In order to fulfil this adaptation 
need, LOs have to be prepared. A well known distinction of adaptation between adap-
tation of presentation and adaption of navigation was proposed by Brusilovsky [2]. 
Adaptation of navigation can be realized by arranging a sequence of content frag-
ments, e.g., LO, in order to adapt the navigation possibilities according to an adapta-
tion need.  The presentation can be adapted by presenting different pieces or versions 
of content to the learner [2]. Generally, versions of content with specific characteris-
tics can be associated to rules or models used in adaptive hypermedia systems [2], [6]. 
Defining such rules is based on the assumption that different versions of knowledge, 
like LOs, are available. 

Frequently, the realized adaptation is based on topics and thus, existing documents 
can be assigned to an adaptation need. By contrast, adaptation based on other criteria, 
like preferences or learning styles, requires different versions of contents for one 
topic. Adaptation rules are usually not defined for single resources rather than for 
characteristics of LOs. These characteristics are technically described by metadata [7]. 
The need for quality metadata in adaptation processes is ample discussed in literature, 
e.g. [8], [9], [10]. Thus, the most generic applicable step for using LOs adaptively is 
to describe them by meaningful metadata. 

If knowledge is not available in different versions with characteristics useful for 
adaptation, contents have to be prepared. Thus, different LOs have to be created by 
modifying the characteristics of one available or created LO targeting one topic. Di-
mensions of adaptation and thus, the required characteristics of contents have to be 
known in order to create these different versions and to identify techniques to prepare 
contents. Identified opportunities for adaptation and related content preparation tech-
niques represent action alternatives of the mentioned decision problem and can be 
seen as a first structuring approach. In order to investigate dimensions of adaptation 
and associated content preparation techniques, a study investigating 30 adaptive hy-
permedia systems was realized. 

3   Study to Identify Adaptation Criteria 

The main goal of this study is to identify criteria to which contents can be adapted. 
These general criteria should represent the starting point of an adaptation action and 
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instances of the criteria could be used to define adaptation rules. In the following, 
these criteria are called adaptation criteria. Because of the limited literature in the 
field of techniques to prepare content for adaptive use a survey of existing systems 
was conducted. 

3.1   Study Design and Procedure 

The first step of this study was to identify relevant adaptive hypermedia systems 
which can be analyzed. One initial classification of adaptive hypermedia systems was 
found in the very well cited article from Brusilovsky [2]. To structure the identified 
systems, the author decided to use these three categories: adaptive hypermedia sys-
tems in education, adaptive hypermedia systems for serving on-line information, and 
adaptive hypermedia related to information retrieval (IR) problems. Overall, 158 
systems could be found consisting of 56 adaptive educational systems, 52 adaptive 
on-line information systems and 50 adaptive systems for IR. From the author’s point 
of view, this collection represents a good trade-off between efforts and benefit for 
searching. 

In the second step, a qualitative content analysis based on the approach described 
in [11] was realized. During the identification and classification of existing systems 
no detailed investigation of system functionalities has been conducted. The qualitative 
content analysis uses initial predefined categories derived from literature and forms 
the starting point for the study [11]. The openness is ensured by allowing a flexible 
adjustment which is realized by changing or deleting initial categories or creating new 
categories if necessary [11]. Thus, an existing theoretical foundation can be integrated 
without losing or not considering the specifics of researched data.  

Brusilovsky describes some criteria in [2], to which information can be provided 
adaptively. These criteria were developed by analyzing existing systems known in 
2001. These established criteria were used to inform the study. The criteria are: user 
interests, user knowledge, individual traits, platform, and location[2]. Brusilovsky 
describes these criteria in [2]  without revealing analysis process and compares his 
results with those from a paper performed in 1996. This leads to the assumption that 
these criteria could have changed since 2001 and that they should be examined.  

The process of content analysis was quite elaborative and thus, a detailed investi-
gation of all 158 identified systems seemed as too laborious. 10 systems per category 
seemed as an appropriate sample to identify the criteria for adaptivity. Overall, 30 
systems from the 158 identified systems were selected for a detailed investigation. 
The systems of each category were ordered alphabetically and the first and every 5th 
system were chosen. For every paper, at least one and at most two academic papers 
(conference-, journal-paper, technical report or Ph.D – Thesis), have to be identified 
for detailed investigation. Because of the limited space for this paper, a list of the 30 
considered systems with citations can be found at http://www.uibk.ac.at/iwi/ 
adaptation_criteria.html. 

For 26 systems two academic papers each could be considered for the structured 
content analysis. For four systems only one scientific paper could be considered. 
Overall, 56 academic papers were considered for the detailed investigation of  
adaptive criteria.  
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Fig. 1. Coding procedure performed in the study, based on [13] 

For identifying the categories for adaptation, a qualitative content analysis ap-
proach was chosen. Thereby, the procedure based on the iterative approach proposed 
by Dey [12]. The phases of content analysis are independent from researched systems. 

The content analysis starts with adaptive educational systems and an orienting 
phase using the initial criteria. New criteria, material can be adapted to, were defined 
if a description of an adaptation based on these criteria could be found in a scientific 
paper and these criteria does not fit perfectly to one predefined criteria. Thus, a crite-
rion had to be mentioned in a paper which was used to provide information adap-
tively. The criteria were formulated in a first step and described more precisely over 
the time. After the investigation of five systems the first draft of criteria looked rea-
sonable stable to a certain degree. Changes during the development of the first draft of 
codes demanded a rescan and recoding of the first five systems.  

By coding the first five adaptive on-line information systems it turned out that 
some new criteria occur. To ensure the homogeneity within and between all 15 inves-
tigated systems, they were rescanned and recoded. Thereby, few changes in the first 
10 adaptive educational systems were necessary. Most changes are related to the new 
defined criteria, especially relevant for on-line information systems. During analysis 
of the last 10 systems, no more specific codes for adaptive IR systems were found. 
Definitions for criteria turned out as suitable and good applicable in this phase. Only 
few criteria were merged or changed marginally. Overall, the criteria are stable and all 
identified characteristics could be represented by the final codes.  

3.2   Results 

The results of the structured content analysis are 13 adaptation criteria which are 
explained below. Beside the names of the adaptation criteria relative occurrence 
within the 30 adaptive hypermedia systems are depictured in brackets. 

knowledge structure (73,3%): A list of terms or taxonomy of concepts, sub-concepts 
and their relations in a knowledge domain. The knowledge structure is used to differ-
entiate one topic in several sub-topics and to use different characteristics of the sub-
topics for adaptation.  

user history (80%): A collection of data describing previous user interactions with a 
system. Usually, these data are log-data from systems the user has used and data 
which are useful for future adaptation provisions. Data from the user history are nor-
mally analyzed in order to derive values which can be represented by other criteria.  
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user request (27%): Additional interaction possibilities for user-initiated adaption. 
They are additional interaction possibilities which are provided to the user in order to 
change (1) a navigation path or (2) to consider requirements or values entered by the 
user. In the easiest way these opportunities are additional links and in more advanced 
cases input boxes are provided. In the context of adaptive hypermedia systems these 
user requests are used to adapt the systems information supply. 

previous knowledge (47%): Knowledge of the user acquired in the past and relevant 
for using the system which has to be considered for information provision. This 
knowledge is required in order to gather the provided information successfully. Previ-
ous knowledge can be used to transfer information adaptively according different 
levels of previous knowledge. 

content preferences (93%): Goals and interests for presented topics in a certain 
knowledge domain. Thereby, not the presentation style rather than the presented con-
tents are affected and thus the choice of topics of presented contents is influenced. 
Different preferences, goals and interests can be used in order to select appropriate 
topics for the information requester adaptively. 

presentation preferences (26,7%): Goals and interests for the style of content delivery. 
These preferences are used in order to present versions of the same content in differ-
ent presentation styles, e.g., one figure in different colours or sizes. Thus, users feel 
more comfortable by consuming information which fit to their presentation prefer-
ences.  

preferences for media types (7%): Goals and interests for the technical format of con-
tent delivery. Users have different preferences according content types, which can be 
a distinct to preferences of colour settings and usability aspects. Thus, different ver-
sions of the same content in the same presentation style can occur in different media 
types and thus transferred adaptively.  

learning style (13%): Preference of a user for proceeding during learning. The suit-
ability of these theories depends on learners and topics and they should increase 
learner’s ability to absorb certain knowledge. Thus, depending on the learner and the 
topics, contents can be prepared according to different learning styles and pedagogy 
approaches and provided adaptively. 

language (10%): Ability or preference of a user for the language used for content 
delivery. Information written in a different language can be a significant access bar-
rier for learners. Thus, information should be provided adaptively considering the 
user’s language skills.  

device requirements (13,3%): Technical characteristics of the hardware and basic 
software relevant for accessing the system. Especially, different screen resolutions 
and colour settings have to be considered in order to ensure a correct presentation. 
Thus, versions which fit to the different hard- and software requirements have to be 
created and provided adaptively to ensure a smoothly information provision to the 
user.  

bandwidth (10%): Data transfer rate available during a session with the system. Dif-
ferent quality of internet access influences speed and quality of information provision. 
The current bandwidth depends not only on the device in use and thus has to be inves-
tigated for every initiated session. Unsuitable large data volumes cause in very long 
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loading times or in the worst case the user cannot access the information. In order to 
ensure a comfortable information access data volume of transferred information 
should be adapted to the current bandwidth. 

location (20%): Physical coordinates relevant for content delivery. The physical loca-
tion could indicate a certain demand for contents which can be related to a location. 
By using GPS, IP or cell-based techniques this location is available and could be used 
for adaptation of information access.  

user status (3%): User-related or environmental characteristics describing the users 
current circumstances. The current status of a user can influence his ability to access 
information and her preferences. Needs and preferences based on user’s status, like 
stress or loud environment cannot be generalized and has to be entered by the user. 
Depending on different situational status of the user, information can be provided 
adaptively.  

4   Content Preparation According to Adaptation Criteria 

In order to create different versions of LOs according to the identified adaptation 
criteria, contents have to be prepared.  In the following, provisions to prepare contents 
according to the identified criteria are proposed. 

Knowledge structure, user history and user request act as a kind of top level crite-
ria. They are mainly used to structure or to specify other criteria. Furthermore, re-
quired content preparation techniques can assign to one of the previous mentioned 
criteria. For that reason, no specific preparation technique could be identified rather 
than all other preparation techniques could be applied in principle. As mentioned 
before, creation of meaningful metadata is necessary for all adaptation criteria and 
thus, general relatable.  

Preparing contents considering previous knowledge should prevent swamping 
learners with less knowledge and boring learners with high knowledge [14]. The 
preparation could be achieved by (1) adding information required to understand the 
offered learning material or (2) shortening information by facts, well-known by peo-
ple with a certain knowledge level. 

Content preferences can be considered by relating LOs to different topics. Thus, 
different versions, which can be related to different topics, should be created. 
Thereby, breaking one piece of content into various sub-units and the aggregation of 
several pieces of content to form larger units, called modularization, can be applied 
[15]. Contents considering presentation preferences can be created by changing font 
settings, colours or redesigning the layout of a LO.  

Creating different versions of learning material according to learning styles or 
pedagogy approaches requires a didactical revision. These revision can be realized by 
adapting the navigation, e.g., modification of rules or creating different versions of 
learning material that conform with one learning style [16]. Considering different 
languages can be realized by translating LOs into different languages. 

Adapting learning material to a location can be achieved by enriching contents by 
specifics of the location. That could be realized by adding local context to the learning 
material, in such way, that the local environment is linked to the learning material. 
Creating different versions of learning material according to the user’s status can be 
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realized by situational preparation. Thus, specifics of a certain status can be consid-
ered and contents prepared according to the requirements of that status. 

The preparation according device requirements and preferences for media types 
mainly concentrates on syntactical aspects. Because of the unknown syntax of re-
sources, e.g., wrong formats and resources cannot be processed and have to be con-
verted. Limitations of capacity, like screen resolutions, colour settings, or bandwidth, 
require transformation in order to readjust the size. That is primary necessary for 
multimedia contents, like pictures or videos. By converting resources into other for-
mats or readjusting their sizes the appearance can be affected. Bad quality or defor-
mations could appear, but the content itself, its meaning and sense, thus, semantics, is 
intentional not affected. The process of transferring content from one format or size 
into another is called transcoding [17]. Transcoding of resources can be realized 
automatically during build time [18] or during runtime [17]. 

5   Conclusions 

Importance of personalized learning materials increases with the growing popularity 
of ubiquitous technologies in educational technology. In order to use learning material 
adaptively a preparation targeting the learners’ adaptation needs is necessary. This 
preparation can be realized by varying the sequence of existing LOs or by preparing 
or creating specific versions. The need for a systematic procedure for adaptive content 
preparation increases by the growing demand for adaptive material. This paper intro-
duces 13 adaptation criteria for preparing learning material adaptively and presents 
first hints of content preparation according these criteria. Both can be used to describe 
the action alternatives of content preparation. In order to guide the process of selec-
tion and preparation of contents for adaptive usage, these criteria can be seen as a first 
step for the development of such a procedure.  

In further steps, these criteria will be sophisticated and together with other criteria 
a decision model will be developed. This decision model should answer the question: 
Which organizational knowledge elements should be prepared for adaptive usage and 
which techniques should be applied? In the next step, all authors of papers considered 
for the detailed investigation in section 3 should be asked within a survey. The main 
idea is to give developers the opportunity to correct values and to report about 
planned features and missing factors. Afterwards, all developers of the 158 identified 
systems should rate the identified criteria and their importance.  
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Abstract. The present study examines the relative importance of a series of
known and expected factors that highly affect threat detection performance in avi-
ation security X-ray screening. Examined image based factors were threat item
view difficulty, threat item superposition, bag complexity and bag size. Further,
also the two human/demographic factors X-ray image interpretation training and
age were examined. Image measurements and performance statistics for factors
estimation are introduced. Three statistical approaches were applied in order to
examine the impact of the introduced factors on threat detection performance
and revealed consistent results. Bivariate correlations between detection perfor-
mance and predictors/factors were analysed to estimate the isolated impact of
each single factor independently of any other. Multiple linear regression analyses
were applied for estimating the overall impact of all image based factors and hu-
man/demographic factors respectively. And analyses of covariance were applied
in order to check for possible interaction effects between all factors of the mod-
els. All analyses were applied separately for the four threat item categories guns,
knives, improvised explosive devices and other.

Keywords: aviation security, human factors, image based factors, X-ray
imaging.

1 Introduction

Together with the tremendous growth of civil aviation the importance of aviation secu-
rity and its public perception has dramatically increased in the last few decades [1]. The
security checkpoints at the gates for x-raying passenger bags are the key element in avi-
ation security all over the world. Despite great improvements in technical equipment,
including high resolution X-ray machines, the decision whether a piece of luggage can
enter an airplane or not is still made by human screeners. Therefore aviation security
officers and their activity in screening passenger bags are a critical link of utmost im-
portance in aviation security.

A. Holzinger (Ed.): USAB 2008, LNCS 5298, pp. 419–438, 2008.
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In 2007 Schwaninger, Michel, and Bolfing [2] contributed an article on X-ray image
difficulty estimation based on a set of image based factors. The study revealed that it is
possible to predict average detection performance (across a sample of participants) on
a single image quite well solely based on computationally accessible image properties.
The image based factors used in that model were View Difficulty, Superposition, Clut-
ter and Transparency. All image based factors can be automatically calculated. Multiple
linear regression was used for statistical modeling. A comparison between the model
based on automatically computed predictors (image based factors) and the same model
based on human ratings (of the image based factors) revealed that our image measure-
ments and statistics can predict human performance as well as human raters can. The
study was based on a participants sample of 12 undergraduate students and on a X-ray
object recognition test consisting of 256 images. The study reported in the following
is an extensive amplification of the 2007 article. We were able to replicate the results
of the earlier study with professional screeners and additional extensions in terms of
data set size, additional factors and additional statistical analyses. The new test consists
of 2048 test items and results are based on a participants sample of 90 screeners. Fur-
thermore, three additional factors have been included: Human factors, namely Training
and Age as well as the image based factor Bag Size. The number of threat categories
was doubled by adding improvised explosive devices (IEDs) and ’other’ to guns and
knives.

In this study we analyze the effects on detection performance of prohibited items in
passenger bags of two different groups of factors: ’Human factors’ and ’image based
factors’. The concept of image based factors subsumes all properties of the passenger
bags’ X-ray images that are relevant in mediating performance in detecting prohibited
items. The concept of human factors subsumes available properties of the persons per-
forming the screening task relevant in mediating threat detection performance. The aim
of the reported study in this article is to investigate the role of image based and hu-
man factors on the threat detection performance in passenger bag screening tasks. For
this purpose the effects of the different factors on threat detection performance, as well
as their interactions will be assessed as comprehensively as possible. Previous work
[3,4,2] has identified the following performance relevant image based factors: Threat
Object View Difficulty, Superposition by other objects and Bag Complexity (repre-
sented in the following by Opacity and Clutter). The experiment is based on an off-line
computer based test consisting of 2048 trials. The test is designed with the four image
based factors View, Superposition, Bag Complexity and Bag Size systematically varied
in order to avoid confounded variables. This design allows analysis of individual and
combined effects of the image based factors, as well as analysis of their interactions.
Furthermore we will analyze data of the human factors Training and Age [5]. Training
was operationalized as the amount of hours spent on training using the ’X-Ray Tutor’
computer based training system prior to testing.

1.1 Image Based Factors

Schwaninger (2003) [3] and Schwaninger, Hardmeier, and Hofer (2004) [4] have identi-
fied three image based factors which affect human threat detection performance
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Fig. 1. Image based factors

significantly: View Difficulty, Superposition, and Bag Complexity. These image based
factors have been modeled into mathematical formulae [2,6]. View Difficulty is imple-
mented as an a posteriori calculable value named FTI View Difficulty. The abbreviation
FTI represents fictional threat item, X-ray images of threat objects being artificially
projected into X-ray images of passenger bags. Superposition and Bag Complexity are
implemented as image processing measurements whereby Bag Complexity is split up
into Clutter and Opacity. The introduction of the image based factor Bag Size in this
study necessitated normalization of earlier implementations of Clutter and Opacity re-
garding bag size.

FTI View Difficulty. The general formula for FTI View Difficulty can be seen in Equa-
tion 1. It is a slight modification of the mean of the inverted detection performance value
(DetPerf) over all items (index NOV ) containing the same FTI object (subindex O) in
the same view (subindex V ) as the item in question. ’Inverted’ refers to the fact that the
measured detection performance is subtracted from a theoretical maximum detection
performance (max(DetPerf)), in order to ensure that high values of FTI View Difficulty
correspond with high difficulties. The slight modification refers to the exclusion of the
item in question from averaging.

FtiVDOV j =

NOV∑
i=1,j �=i

(max(DetPerf) − DetPerfOV i)

NOV − 1
(1)

Superposition. Superposition is modeled as the inverted Euclidean distance in pixel
intensity between an SN image (signal plus noise or image containing a threat item)
and its corresponding N image (noise or non-threat image).

SP = C −
√∑

x,y

(
ISN (x, y) − IN (x, y)

)2
(2)

Please note that in all reported analyses we used logarithmically transformed Superposi-
tion values. After inspecting the scatterplots of all our factors with the detection perfor-
mance d′ in order to check for non-linear relationships (a violation of the
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requirements of multiple linear regressions) we decided to linearize Superposition by
this log-transform. This way heteroscedasticity (another violation of the requirements
of MLR) can be avoided and the explained variance of the relationship between the
factor and detection performance can be increased.

Clutter. Clutter is designed to capture bag image properties like disarrangement, tex-
tural noise, chaos or just plain clutter. We modeled the Clutter variable based on the
assumption that image properties like the ones mentioned above correspond with larger
amounts of high spatial frequencies in the image. Equation 3 represents a convolution of
the empty bag image (N for noise) with the convolution kernel derived from a high-pass
filter in the Fourier space. IN denotes the pixel intensities of the harmless bag image.
F−1 denotes the inverse Fourier transformation. hp(fx, fy) represents a high-pass filter
in the Fourier space. BS represents Bag Size (see Equation 5). Cut-off frequency f and
transition d (the filter’s order) were set to f = 0.03 and d = 11. The pixel summation
on the high-pass filtered image was restricted to the bag’s area.

CL =

∑
x,y Ihp(x, y)

BS
(3)

where Ihp(x, y) = IN ∗ F−1(hp(fx, fy))

= F−1(F(IN · hp(fx, fy))

and hp(fx, fy) = 1 − 1

1 +
(√

f2
x+f2

y

f

)d

Opacity. Opacity represents how well X-rays are able to penetrate an object. High
Opacity values represent low penetrability. In X-ray images this property is represented
by pixel color and brightness. Opacity represents the total size of areas with pixels being
darker than a certain threshold relative to the bag’s size. In Equation 4 all pixels being
darker than a certain threshold (e.g. 64) are summed up and divided by the bag’s size
(Bag Size as denominator).

OP =

∑
x,y

(
IN (x, y) < 64

)
BS

(4)

Bag Size. The Bag Size formula below is applicable to grayscale images with pixel
brightness values ranging from 0 (black) to 255 (white). All pixels with brightness
values lower than 254 (almost white) are considered as part of the bag. Bag Size is then
defined as the size of the bag in number of pixels

BS =
∑
x,y

(IN (x, y) < 254) (5)
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2 Methods and Procedures

2.1 Participants

The participants sample consists of 90 professional aviation security X-ray screening
officers from two European airports (48 females). On average females are 40.6 and
males 35.9 years old with standard deviations of 17.8 and 13.6 years respectively.

2.2 Stimuli

The 2048 test stimuli were created automatically using the image measurement algo-
rithms described above. The number of trial images is determined by the following test
design: The test consists of eight threat exemplar pairs per threat category. Given the
categories Guns, Knives, IEDs and Other this results in 64 different exemplars of threat
items. Each of these threat items is presented with each possible factor combination.
Each of the image based factors introduced above is implemented in the design with
two dichotomous parameter values representing low and high values. For View Diffi-
culty, Superposition, Bag Complexity and Bag Size this results in 2x2x2x2= 16 factor
combinations. The 64 threat exemplars in 16 factor combinations result in 1024 images.
In order to apply signal detection theory [7] in the analysis all 1024 bag images contain-
ing fictional threat items (FTIs) are also presented in the test not containing any threat
items. This results in the total of 2048 images.

The construction process of the test stimuli was partly manual and partly automated.
In a first step the 64 threat exemplars were chosen manually such that the diversity of
threat items in each of the four categories is well represented. In a second step a set
of 1024 bag images was chosen based on the image measurements introduced above.
In total 6659 bag images were analyzed regarding Clutter, Opacity and Bag Size. The
1024 bag images that were finally used for the test were all independently checked for
credibility by X-ray screening experts. Subsequently we determined the membership of
each image regarding high or low parameter values by applying median splits on each
of the three image based factor distributions Opacity, Clutter and Bag Size. Opacity
and Clutter are very highly intercorrelated. Thus it did not make sense to define and
vary high and low parameter values for Opacity and Clutter independently. Instead the
dichotomous variable Bag Complexity was defined based on Opacity and Clutter: For
Bag Complexity high and low parameter values were defined as bags with both high or
low Opacity and Clutter values, respectively. Bags with high Opacity and low Clutter
values or vice versa were discarded. For each of the resulting factor combinations -
low/high Bag Complexity x small/large Bag Size - 256 images were chosen manually.
In the last step fictional threat items were automatically merged with the harmless bags.
Each of the 64 threat exemplars exists in two different views. The easy views were
depicted in frontal view and the difficult ones were depicted in a 85◦ rotation relative to
the frontal view, either horizontally or vertically. This results in a total of 128 fictional
threat items (FTIs). All FTIs were recorded by professional X-ray screening experts for
credibility. Each of these 128 FTIs was finally merged with the 256 harmless bags with
two different levels of Superposition - low and high. This procedure was applied four
times for each combination of harmless bags. As already mentioned, this process was
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fully automatic. The underlying merging algorithm merges the images and calculates
the Superposition value. If the Superposition value lies in the low or high superposition
level range it is being saved as such. If not, the process is repeated until the FTI can be
merged within the desired superposition value range.

2.3 Procedure

Since the test contains a very large amount of items participants completed it over multi-
ple sessions. The test presentation was implemented within the computer based training
system X-Ray Tutor 2.0 which can be run as a testing and a training environment. X-
Ray Tutor is a well-established training tool designed to effectively improve and reliably
test X-ray image interpretation competency. Customer airports are recommended to ad-
vise their security screeners to practice at least 20 minutes per week using X-Ray Tutor.
The current test was inserted into the familiar training sequences and continued after
each login until completion. After that, normal training continued. The shared basis of
training and testing allows extracting training data of each screener prior to testing.

The 2048 images are presented in random order. The participants’ task is to decide
whether a piece of luggage would be OK or not OK to hypothetically enter an airplane
by pressing buttons OK or NOT OK with a computer mouse. Unlike in training mode,
in testing mode participants receive no feedback with regards to the correctness of their
answers. Data are recorded in a database.

2.4 Statistics

The data are analyzed in three ways. First we present all bivariate correlations between
the independent variables (image based factors and human factors) and detection per-
formance d′. This gives a good estimation of how well detection performance can be
predicted on the basis of our predictors. The second statistics we present are two sep-
arate linear regression models, one for image based factors and one for human factors,
respectively. Regression analyses allow estimating the combined impact of the respec-
tive predictors together. Regression analyses allow estimating to what extent a certain
set of predictors is able to predict the measured values [8], in this case the measured
detection performance d′. The regression analysis using the image based factors as pre-
dictors is a replication and refinement of an earlier study by Schwaninger et al. [2]
which was based on the X-Ray ORT [9]. The present analysis is based on a much larger
item- and subject sample since we used a new test for the present study. The most no-
table differences between the X-Ray ORT and this test are the inclusion of the new
image based factor Bag Size and the extension of the threat item categories by IEDs
(Improvised Explosive Devices) and ”Other”. Since linear regression analyses do not
take into account any kind of interaction effects between the predictors we report a third
type of analysis. The analysis of covariance (ANCOVA), with our image based factors
operationalized as repeated measures variables and the human factors as covariates.
It is important to be aware of potential interaction effects, since the presence of large
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interactions would limit the amount of variance explained by the multiple linear regres-
sion models.

3 Results

In conformity with the Statistics section the results are reported in the following order:
First we report the findings of the bivariate and partial correlations. In a second step
we report the results of the multiple linear regression analyses per threat item category
as well as for all categories combined. One set of multiple linear regression analyses
will be based on image based factors and the other on human factors. Finally we report
an ANCOVA with the image based factors as repeated measures and with the human
factors Age and Training as covariates.

3.1 Bivariate Correlations

Figure 2 shows the bivariate correlations with d′ of each image based factor and the par-
tial correlations with d′ of each human factor - with the respective other human factor
serving as a control variable. The reason why we decided to treat image based factors
and human factors differently is the following: The image based factors have been im-
plemented within the computer based test in order to obtain orthogonal relationships
between them. In other words, image based factor values vary independently across test
items. Since we could not ensure independence of the human factors Age and Training
through test design or sample selection, orthogonal relationships between human fac-
tors cannot be assumed. The data reveal that indeed Age and Training are confounded,
with people tending to train more the older they are. Therefore we decided to addition-
ally report partial correlations to avoid false conclusions regarding the effect of age and
training on visual search tasks. Furthermore we decided to graphically report R2 values
instead of plain Rs. The great advantage of R2 over R is that it can be directly inter-
preted as the amount of variance in the dependent variables (d′) that can be explained
by the independent variable (single factors). The disadvantage is the loss of information
on the sign of the relationship due to squaring.

Figure 2 illustrates the relationship of the individual factors on detection performance
d′ by threat category for image based factors and human factors separately. The graphs
clearly reveal that three factors explain a substantially higher amount of variance than
all the others, i. e. FTI View Difficulty, Superposition and Training (log-transformed
training hours). Age also shows a notable effect which is much smaller, but remains
stable across all threat categories. Exact values are reported in Table 1. A detailed
discussion on the data patterns is given in the Discussions section at the end of this
article.

3.2 Multiple Linear Regression Analysis

Figures 3 - 5 all show scatterplots illustrating the statistical relationship between the
observed (empirically measured) detection performance values d′ (ordinate) and the
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Fig. 2. The bivariate R2 values for the image based factors and the partial R2 values for the
human factors are estimates for the amount of variance in detection performance d′ that can be
explained by the single factors

Table 1. Tabulation of the correlations between the single factors (human and image based) and
the detection performance measure d’ separately for each threat category. For human factors, also
partial correlations are given, the respective other human factor taken as the control variable.

Image based factors Human factors
bivariate correlations partial correlations bivariate correlations

with d′ with d′ with d′

FTI-VD logSP OP CL BS logTR Age logTR Age
Guns -.74 -.57 -.16 -.06 -.02 .77 -.34 .75 .19
Knives -.76 -.49 -.29 -.09 -.17 .76 -.36 .73 .16
IEDs -.36 -.38 -.30 -.02 -.05 .84 -.31 .84 .28
Other -.85 -.68 -.18 -.05 -.05 .79 -.31 .78 .24

standardized predicted values estimated by the respective multiple linear regression
models (abscissa). For each model R2 and R values are displayed in the bottom right
corner of the scatterplot as a measure for the closeness of the relationship between
model prediction and empirical measurements.

Models Across Categories. Figure 3 shows the scatterplots of the multiple linear re-
gression models for the image based factors and human factors respectively. Differences
concerning threat categories are not taken into account here. Both models can explain
nearly 70% of the observed variance in d′. In the image based factors model 1024 data
points are estimated. Each data point represents one signal-noise/noise item pair with its
hit rate and false alarm across all 90 screeners. In the human factors model there are only
90 data points because d′ values are calculated per subject across all 1024 item pairs.

Table 2 shows the most important statistical values of the multiple linear regression
analyses for both models.

Models by Category. Figures 4 and 5 show the corresponding linear regression
model scatterplots to Figure 3 but separately for each threat category. This allows us to
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Fig. 3. General regression models across all threat item categories. Scatterplots with standardized
predicted values of the image based and human factors multiple linear regression models on the
x-axis and observed detection performance d′ on the y-axis.

Table 2. Tabular summary of the general multiple linear regression models for all threat item
categories. Standardized beta weights and p-values.

Model Summaries (All Categories)

Predictors Beta weights Significance
β p

Im
ag

e
B

as
ed

Fa
ct

or
s

FTI View Difficulty -.70 .000
logSuperposition -.127 .000
Opacity -.329 .000
Clutter .198 .000
Bag Size .021 .288

R2 = .68, adjusted R2 = .68, F (5, 1018) = 441, p < .000

H
um

an
Fa

ct
or

s logTrainingHours .93 .000
Age -.26 .000

R2 = .69, adjusted R2 = .68, F (2, 87) = 98, p < .000

compare the relationship between image based factors and threat detection performance
with the relationship between human factors and threat detection performance sepa-
rately for each threat category. Table 3 shows the most important statistical values for
each of the reported models.

Figure 4 shows the four scatterplots illustrating the predictive power of the image
based factors regression model separately for each threat category.

Figure 5 shows the four scatterplots illustrating the predictive power of the human
factors regression model separately for each threat category.
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Fig. 4. Separate image based factors regression models for each of the four threat item categories

Fig. 5. Separate human factors regression models for each of the four threat item categories
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Table 3. Tabular summary of seperate multiple linear regression models for each of the four threat
item categories. Standardized beta weights and p-values.

Model Summaries (Per Category)

Predictors Guns Knives IEDs Other
β p β p β p β p

Im
ag

e
B

as
ed

Fa
ct

or
s

FTI View Difficulty -.67 .000 -.67 .000 -.29 .000 -.79 .000
logSuperposition -.12 .025 -.18 .000 -.25 .000 -.09 .061
Opacity -.27 .000 -.36 .000 -.51 .000 -.31 .000
Clutter .18 .005 .17 .003 .35 .000 .20 .000
Bag Size .04 .375 -.05 .256 .09 .105 .05 .187

R2 .60 .70 .38 .77
adjustedR2 .59 .70 .32 .77
F (5, 250) 75 117 25 169
p .000 .000 .000 .000

H
um

an
Fa

ct
or

s

logTraining .88 .000 .88 .000 .94 .000 .90 .000
Age -.26 .001 -.29 .000 -.20 .003 -.22 .004

R2 .61 .59 .73 .65
adjustedR2 .60 .58 .72 .64
F (2, 87) 69 63 118 80
p .000 .000 .000 .000

3.3 ANCOVA

ANCOVA with Category Treated as a Repeated Measures Factor. Figure 6 shows
a short overview of the ANCOVA results. The ANCOVA allows us to integrate human
factors as covariates into a repeated measures ANOVA of image based factors (includ-
ing threat category) and thus allows us to explore interaction effects and dependencies
among not just the image based factors, but also between the image based factors in
combination with the human factors. On the left, Figure 6 illustrates the importance of
the image based factors in terms of their effect size values η2 (eta square) and their
interactions with the human factors. The main effects of each image based factor are
reported together with their interaction effects with Training (log-transformed train-
ing hours) and Age, respectively. On the right, Figure 6 additionally illustrates the ten
largest significant interactions in terms of η2 values. For details on the data, their pat-
terns and conclusions please consider Table 4 and the Discussions section at the end of
this article.

Table 4 shows all η2 values and the significance levels of the main effects and the
interaction effects illustrated in Figure 6.

ANCOVAs by Category. Figure 7 shows the results of the ANCOVAs applied sep-
arately for each threat item category. Only image based factors main effects and in-
teractions with the human factors are given here. Refer to the Discussions section for
detailed interpretation.
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Fig. 6. Summary of ANCOVA main effect and interaction effect sizes. All covariate interactions
and the ten largest remaining interactions are reported.

Table 4. Summary of ANCOVA main effects and covariate interactions

ANCOVA effect sizes η2

Category View Difficulty Superposition Bag Complexity Bag Size
Main effects .33∗∗∗ .34∗∗∗ .51∗∗∗ .40∗∗∗ .04
* logTraining .31∗∗∗ .25∗∗∗ .09∗∗ .02 .00
* Age .01 .01 .00 .01 .01

Fig. 7. ANCOVA by Category
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Table 5. Tabular presentation of the ANCOVA results by threat item category

ANCOVA effect sizes η2

Category View Difficulty Superposition Bag Complexity Bag Size
Main effects .33∗∗∗ .34∗∗∗ .51∗∗∗ .40∗∗∗ .04
* logTraining .31∗∗∗ .25∗∗∗ .09∗∗ .02 .00
* Age .01 .01 .00 .01 .01
Main effects .19∗∗∗ .24∗∗∗ .01 .01
* logTraining Guns .13∗∗ .03 .00 .00
* Age .01 .01 .04 .00
Main effects .50∗∗∗ .26∗∗∗ .37∗∗∗ .05∗

* logTraining Knives .04 .10∗∗ .00 .00
* Age .00 .00 .03 .01
Main effects .07∗ .33∗∗∗ .24∗∗∗ .00
* logTraining IEDs .01 .00 .01 .02
* Age .00 .00 .05∗ .03
Main effects .12∗∗ .01 .07∗ .07
* logTraining Other .31∗∗∗ .00 .01 .00
* Age .01 .01 .00 .00

Table 5 shows all η2 values and the significance levels of the main effects and the
interaction effects illustrated in Figure 7.

4 Discussions

For the discussion of our findings we retain the same presentation order as we did in the
Methods and Results sections. Starting with the findings of the bivariate correlations we
continue discussing the multiple linear regression models ending with the discussion of
ANCOVA results.

4.1 Bivariate Correlations

The correlations between our factors and d′ can be interpreted as the observed rela-
tionships between our predictors and d′ observations. This gives us a first impression
of how much explained variance we can expect from a single predictor. Figure 2 and
Table 1 reveal that there are close relationships between d′ and the three predictors FTI
View Difficulty, Superposition (log-transformed) and Training (log-transformed train-
ing hours). Also we can report a notable (partial) correlation between Age and d′. The
remaining three predictors Opacity, Clutter and Bag Size show poor correlations. Clut-
ter and Bag Size do not even reach the level of statistical significance of p = .05, Bag
Size in knives being the only exception (p < .01). These findings are very surprising
since we know from visual search research literature [10] that detection performance
should decrease with growing set size. If Bag Size, the size of the area to search in,
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does not correlate with d′ we would expect that Clutter, the amount of distractors in the
set, does. Table 1 shows both the bivariate and partial correlations of the human factors
with d′ in order to allow direct comparisons. There are only very slight changes between
bivariate and partial correlations with Training, but note that the signs of the correlations
with Age all change from positive to negative when calculating partial correlation. The
bivariate correlations reveal that the participants improve their detection performance
with increasing age. This finding contradicts earlier studies on visual search tasks that
revealed a deterioration of performance with age [11]. The partial correlations put this
in perspective: Participants compensated age with more training, and indeed when con-
trolling for training there is a small negative correlation between age and detection
performance.

A very interesting aspect of this analysis is the comparison of the correlations’
patterns for the different threat categories. The data reveal that different factors are
important for being able to identify FTIs belonging to different threat categories. Fig-
ure 2 illustrates impressively how View Difficulty has a similar amount of influence
on detection performance of guns and knives, but a much smaller amount on IEDs
and a notably larger one on Other. Interpreting the pattern of Other is very difficult
because Other is just the rest category for all the threat objects that do not fit into
any of the other three categories. Thus the category Other includes as diverse ob-
jects as throwing stars (shuriken), tasers, hand grenades or gas tanks. Even though
the IED stimulus set contains all sorts of hand made bombs, the stimuli are still com-
paratively homogenous making an interpretation of the image based factors much
simpler than with Other: IEDs are generally made up of multiple essential parts (ex-
plosive material, fuse, cables, energy source, timer, etc.). Each of these has its own
rotation (View) and its own Superposition value. Therefore it is not too surprising that
the effects of View Difficulty and Superposition are highly diminished. A very inter-
esting complementary finding is that while for IEDs image based factors in general
show the lowest impact on detection performance compared to the other threat cat-
egories, human factors - especially Training - show the strongest effects on d′ with
IEDs.

4.2 Multiple Linear Regression Models

As already anticipated in the Results section we are very happy to report the achieved
explained variances of nearly 70% for both the image based factors regression model
as well as for the human factors regression model. The fact that we are able to explain
such a big portion of variance from two distinct sets of predictors independently makes
us very confident to get a grip on the process of X-ray threat detection. We are very
confident that the image based factors together with human factors constitute the key
aspects to cover for a better general understanding of the cognitive processes involved
in this kind of visual search task. Nevertheless we still see some potential to further
augment our model fits. This applies to the image based factors model as well as to the
human factors model. Particularly with regards to the implementation of Clutter we see
great potential to elicit larger predictive power - though to date we have not yet found a
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Fig. 8. Comparison of adjusted R2 values of image based factor and human factor linear regres-
sion models for each threat item category

mathematical formula that rendered better results than the one currently in use. As for
human factors: Until now we have merely investigated Training and Age. We see great
potential in enlarging the set of human factors. Besides the undoubtedly important factor
Training we expect visual abilities such as mental rotation, figure-ground segregation or
visual search for highly specific patterns to be another important factor that should not
be disregarded in a comprehensive model. Unfortunately for this study appropriate data
were not available. As another human factor Gender should also be taken into account
in future research.

Regarding the differences in terms of the explained variances and how they are made
up of in terms of the beta weights among categories some remarkable notes must be
made. The first pattern to catch one’s eye is the different behavior of IEDs compared
to the other threat categories. In the case of IEDs the image based factors’ model re-
garding d′ shows a comparatively low amount of explained variance. For all other cat-
egories the image based factors have a very high predictive power. A closer look at
the beta weights and correlations reveals that it is particularly the effect of FTI View
Difficulty which lies far below what would be expected based on the results from the
other threat categories. The complementary finding is that compared to the other cat-
egories IEDs show the largest amount of explained variance with the human factors
model. The beta weights and correlations reveal that this can overwhelmingly be at-
tributed to Training. We can conclude that IEDs depend largely on human factors, es-
pecially on Training. We assume that detection performance with IEDs depends on
knowledge as opposed to visual abilities to a larger extent than is the case with the
other categories. In general the human factor models show much lower differences in
predictive power among threat categories than the image based factor models do. We
assume that the explanation for the comparatively large variation of the overall pre-
dictive power of the image based models as well as the comparatively large amount
of variation between the correlations of the individual image based factors with d′ lies
in detection performance being based on several distinct cognitive processes dealing
with the different image based factors, with their relative importance varying between
categories.
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4.3 ANCOVA/ Interactions

There are some essential differences concerning data types. The factor View Difficulty
as it is operationalized for the ANCOVA cannot be directly compared with the vari-
able FTI View Difficulty used in the correlation analyses and the regression models.
FTI View Difficulty is a proportionally scaled measure derived statistically from per-
formance data whereas the ANCOVA factor View Difficulty is a dichotomous nomi-
nal variable differentiating between easy and difficult views only. As a matter of fact,
all image based factors - except of course for the factor ’Threat Category’ - are di-
chotomous in the ANCOVA (refer to the paragraph on stimuli in the Methods section).
Bag Complexity replaces the compound of Opacity and Clutter (refer to the Stimuli
section).

ANCOVA with Category Treated as a Repeated Measures Factor. The main effects
of the ANCOVA on all categories give a similar picture as did the correlations. In anal-
ogy to what we found in the correlation analyses, effects of Superposition are larger
than effects of Bag Complexity and Bag Size. Furthermore the results show that there
are considerable interactions with Training regarding the different threat categories. For
example, as discussed above the effect of Training on detection performance is clearly
larger in IEDs than in knives.

View Difficulty and Superposition also show interaction effects with Training. The
improvement of the detection performance caused by training is clearly larger regard-
ing the difficult views compared to the easy ones. The interaction between Superpo-
sition and Training on the other hand is fairly small. This could indicate that dealing
with superposition is difficult to improve with training. For Bag Complexity and Bag
Size interactions with Training are not significant. No evidence could be provided for
interaction effects of any of our image based factors (including threat category) with
Age.

In the following itemization we give a short overview of the four largest reported
first order interactions and plausible interpretations with examples.

VD * Cat: reflects the fact that effects of View Difficulty differ between Threat Categories
e.g.: compare correlations of View Difficulty and d′ between IEDs and Other

VD * SP: difficult views are more affected by high Superpositions that easy ones and vice
versa

BC * Cat: reflects the fact that effects of Bag Complexity differ between Threat Categories
SP * Cat: reflects the fact that effects of Superposition differ between Threat Categories

ANCOVAs by Category. Performing the ANCOVA individually per category makes
several interesting effects visible. According to ANCOVA and in correspondence with
the results of the correlation analysis, detection performance with guns depends on
View Difficulty and Superposition. The interaction of View Difficulty with Training
indicates that for guns training is particularly effective with difficult views. If we com-
pare the relative effect size of View Difficulty in the ANCOVA with the relative effect
size (R2) of FTI-View-Difficulty in the correlation analysis we can see that the effect



How Image Based Factors and Human Factors Contribute to Threat Detection 435

of View Difficulty in the ANCOVA is comparatively smaller. Since FTI-View-Difficulty
also measures effects of properties of the threat item itself - i.e. the specific gun - we can
conclude that for guns it is not only the View Difficulty that is important in mediating
detection performance but also the kind of gun in question. For Knives View Difficulty,
Superposition and Bag Complexity have large main effects. In contrast to the results
for Guns, View Difficulty does not have a comparatively smaller effect size in the AN-
COVA than in the correlation analysis, indicating that for Knives View Difficulty is
indeed important in mediating detection performance, whereas the type of knife is not.
Furthermore, for Knives the interaction between Training and View Difficulty does not
reach statistical significance. In other words: dealing with View Difficulty in Knives is
not improved through training in Knives. There is however a significant interaction be-
tween Superposition and Training. Finally, Knives are the only category with a (barely)
significant main effect of Bag Size. The ANCOVA results for IEDs confirm the neg-
ligible influence of View Difficulty on detection performance for this threat category.
Performance is mediated by Superposition and Bag Complexity alone. There is a small
but statistically significant interaction between Bag Complexity and Age with IEDs.
The ANCOVA for the category Other shows only two significant and still small main
effects, namely the effects of View Difficulty and Bag Complexity. However there is a
large interaction between View Difficulty and Training. The ANCOVA results for Other
are in stark contrast to the results of the correlation analyses - especially with regards
to Superposition. Superposition had a large effect size (R2) in the correlation analysis
whereas in the ANCOVA the main effect of Superposition does not even reach statistical
significance. As has been mentioned above, the category Other is very heterogeneous
which makes any interpretation of these seemingly contradictory results very difficult
and speculative.

5 Conclusions and Recommendations for Improving
Human-Machine Interaction in X-Ray Screening

5.1 FTI View Difficulty and Superposition

To date, X-ray screening technology delivering only one image per bag have been com-
mon in aviation security. More recent technology is capable of providing multiple views
of a bag. Our research has shown that the image based factor View Difficulty can be ad-
dressed effectively with computer based training. The ANCOVA analysis has supported
earlier findings showing that training improves detection performance particularly for
difficult views [12]. The results for Superposition were not as promising, however. Fig-
ure 9 illustrates how new multi-view systems might be able to reduce the detection
problems due to View Difficulty and Superposition. Objects that are very much super-
imposed by other objects from one perspective may be clearly visible from another.

5.2 Opacity

Opacity refers to the extent to which a bag is penetrated by X-rays. X-ray systems with
higher penetration have the potential to reduce detection problems due to Opacity. Even
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Fig. 9. Illustrative example of how multi-view systems can help improving detection performance
in spite of undesirable View Difficulty and Superposition effects

so, the problem of dealing with baggage that render too opaque images remains. A
solution is the implementation of a ’dark alarm’ in X-ray equipments. This dark alarm
would warn the human operator if a maximum amount of opaque areas in a bag were
exceeded. Manual search would follow when a dark alarm was indicated.

5.3 Screener Selection and Training

A very important approach in improving X-ray screening efficiency and increasing
threat detection performance is screener selection and screener training. Psychological
literature provides evidence that figure-ground segregation (related to Superposition) as
well as mental rotation (related to View Difficulty) are visual abilities which are fairly
stable within a person. Hofer, Hardmeier, and Schwaninger [13] and Hardmeier, Hofer,
and Schwaninger [9] have shown that pre-employment assessment procedures based
on computer based object recognition tests can help increase detection performance
substantially.

The present study shows, that in addition to stable abilities there are also trainable
skills that play a very important role in mediating detection performance. Knowledge
based factors such as knowing which objects are prohibited and what they look like in
X-ray images are learned by screeners in the computer based training. Computer-based
training can be a powerful tool to improve X-ray image interpretation competency of
screeners [12,14,15].

The list of human factors analysed in this study is far from being exhaustive. Addi-
tional studies investigating human and contextual factors such as vigilance, stress, heat
and time pressure are in preparation but would go far beyond the scope of the study at
this point.

5.4 Educational and Usability Aspects

Despite massive advances in the development of technological equipment it is still the
human operator who decides whether a bag can enter an aircraft or not. As can be seen
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from the results regarding the importance of X-ray image interpretation training one
must not forget that all technological equipment is of limited value if its operators are
not trained thoroughly in their task. Therefore it is very important for engineers to keep
in mind the human operators behind the technological equipments. The present study
gives a series of key aspects that must be taken into account when developing training
systems such as the image based factors introduced. On the other hand some of these
aspects can indeed be directly addressed by technological means. For example the use
of multi-view systems for dealing with view difficulty and superposition.
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Abstract. This paper presents the process of building a conceptual model of in-
cident scenarios caused by human error. The process was conceived to be  
human centered and was validated through a case study in the context of the 
electricity generation sector. The corpus of study was extracted from an elec-
tricity distribution and transmission company in Brazil. The resulting concep-
tual model forms the basis of an incident scenario simulator built to study user 
behavior when dealing with safety critical situations. This work is within the 
context of conceiving ergonomic human interfaces for industrial systems. The 
objective is to conceive interfaces that facilitate the operation of these systems, 
particularly during critical situations when the human error is considered one of 
the main causes of accidents.  

Keywords: Cognitive science, control system human factors, error analysis, 
user interface human factors, user centered design. 

1   Introduction 

From the viewpoint of operation safety, the higher degree of perfection and perform-
ance of industrial machinery and tools has transferred to the human operator the re-
sponsibility for almost every failure that happens during an interaction between them. 
This is the result of differences in work pace and in representation languages, which 
lead to misunderstandings that are responsible for the majority of the accidents re-
ported in this sector. On the other hand, the operators risk increasing their fatigue and 
stress levels when attempting to manage their own abilities and error rate [2]. 

According to studies on the impact of error in complex man-machine systems, there is 
a general consensus that the majority of the serious accidents are due to human errors 
[25], [26], [22]. According to Johnson [9] 80% of aviation incidents are caused by human 
errors. This problem reaches higher proportions in industrial applications supported by 
complex systems that are considered safety critical from the viewpoint of the conse-
quences of errors and faults. Beyond precision and functionality, it is essential for the 
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users of these systems to have built in safety, adaptability to different degrees of expertise 
and work situations, and the support for easy learning. 

The research context of the Human Interface Group (GIHM) at the UFCG is to im-
prove the quality of the interaction between operators and systems. This is to be 
achieved through the conception of more ergonomic interfaces to support this interac-
tion during normal operation and particularly under critical situations. A research 
currently under development at the GIHM aims to adapt the interface conception and 
evaluation method - MCIE [24] to the context of critical industrial systems. Through-
out this research, models, techniques and tools have been integrated to MCIE. How-
ever, it does not yet account for human error, needing information on the situations 
where these occur and on the user behaviour under those circumstances.  

Typically, to consider the user during the conception of user interfaces means to 
account for information obtained from the ergonomic analysis of the work, such as: 
age, gender, specific knowledge of the task and on the strategies to perform it and also 
on information linked to the user’s cognitive abilities. In order to do so, this work 
proposes to integrate a new set of information into the method MCIE, along with the 
knowledge on the task, the user profile and the context of use - in other words, the 
knowledge on situations which lead into accidents and on the user behavior under 
those circumstances. The objective is to conceive user interfaces that are more ergo-
nomic and thus contribute to reduce accidents due to human error. To reach this ob-
jective, it is proposed to integrate a behavioral model of human operators, faced with 
critical situations, into the method MCIE. To obtain this behavioral model, the ap-
proach proposed is to place the operator in working critical situations by means of an 
incident scenario simulator. 

The purpose of this paper is to present the elaboration process of a conceptual 
model of accident scenarios. In essence it presents how to identify, extract and repre-
sent the knowledge about accidents caused by human errors during the interaction 
with safety-critical systems. This model will be used to build an incident scenario 
simulator with which it will be possible to study the user behavior when dealing with 
safety critical situations. The study will consist in recording the operator’s behaviour 
as well as the reasoning process in order to build the behavioural model based on this 
knowledge. 

The current work lies in the following research fields: Accidents (the terms acci-
dent and incident will be used indistinctively throughout the text) and Human error 
modelling, Human behaviour under critical situations and Human Interface Design. In 
respect to human error modelling this work concerns the representation of incident 
scenarios that involve human errors. Along the scenarios of interest the situations are 
considered critical because they demand from the operator an adequate and fast re-
sponse to avoid the escalation of gravity. 

This paper is organized as follows. Section 2 presents a bibliographical review on 
accident analysis and modelling. Section 3 presents the process conceived to build the 
Incident Scenario Conceptual Model - MCCA. In this, each process phase is de-
scribed by its objective, inputs and outputs, and exemplified through a case study 
related to the operating sector of an electricity company. Section 4 discusses the proc-
ess resulting model and how it will be used by the MCIE for user interface conception 
and when building the incident scenario simulator. Section 5 presents the conclusions 
and proposes directions for future work. 
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2   Analysis and Modelling of Errors and Incidents 

The human error concept has many definitions. Reason [19] characterizes the operator 
error through the intention of the result. Thus, the error exists if, after a planned se-
quence of mental or physical activities, the desired objective will not be reached. 
According to Keyser [10] errors only can occur when the operator has certain degrees 
of freedom. If the situation does not allow choices, there will not be the possibility of 
error, or at least, the error responsibility will not be the operator’s. Among these defi-
nitions a common idea is that the human error [11], [16], [18], [25] is a malfunction of 
the human operator (mental, psychomotor, sensorial or physical activities) expressing 
an abnormal shunting line in relation to a norm or an established standard. For many 
authors, the error is not seen isolated but as a relation between operator, environment 
and task. 

The main motivation for the study of human error has been the need to improve 
system safety by reducing or even eliminating accidents and their consequences. 
Geared by this objective, many studies have been published that try to identify the 
causes of accidents. The concern about human errors has raised research interests and 
concentrated efforts in approaches such as error management, building taxonomies of 
error types and applying theories of cognitive processing. These approaches differ as 
they concentrate on different elements associated to the error: the operator, the user 
interface, the organization structure and the installations. Nonetheless, they all share 
interest in finding the causes for the human error in order to mitigate it.  

Amidst the error-mitigating approaches there are those, which are based on error 
report analysis, such as the one presented in this paper, but with clear distinct pur-
poses. These tend to offer support to the incident analysis process, providing informa-
tion systems (databases). One example of an error mitigating approach is the British 
Airways Human Factors Reporting Program (HFR) [17] which records and analyses 
data on “what”, “why” and “how” the crew dealt with a problem. Also based on re-
port analysis, the analytic process (reading and interpreting reports) aims to com-
pletely understand the sequence of cause and effect throughout an event, in order to 
get a clearer picture of the underlying causal factors.  

In contrast, the human factors studies tend to concentrate on the human behavior 
under normal situations - such as the study conducted by IRSN, and reported in [4]. In 
this study the analysis method consisted of the systematic and structured reading of 
incident reports. Despite the similarity with the incident analysis approach, the objec-
tive of that work is the storage of pertinent data into a database which will help to 
highlight the relation between: incident causes, recovery factors and mechanisms 
related to the progression of the incident. Amongst the many factors considered in the 
RECUPERARE model there is the quality of the human interface, which is in contrast 
is the focus of this work presented here.  

According to O’Leary [17], system designers use incident analysis data to examine 
how their design works in the real world. However, he calls the attention to the inci-
dent analysis impact on the apparent system reliability of operator’s problem solving 
and adaptability to improve the design of equipment and procedures.  It is also the 
authors’ understanding that, although the design of human interfaces acknowledges 
the importance of human error, the application of error models into the interface de-
sign method and its impact on the quality of the interaction is still to be investigated. 
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Svedung & Rasmussen [23] present the AcciMapping technique that is a set of 
graphic representations of accidents to help analysing the structure of hazardous work 
systems and to identify the interactions within a socio-technical system. Those shape 
an overview of how accidents can occur. Similarly to our works, these authors analyse 
a set of accidents to obtain a generic representation of accidents. Whereas we look for 
scenarios-types their objective is to understand the relationship between the different 
levels of the system and the decision makers in order to understand the causes of the 
accidents. According to these authors, accidents result from decisions and actions 
which originate from all levels, not being restricted to the process controllers. Unlike 
us, they are interested in the causes of accidents that are investigated with the help of 
a tool developed to support the communication between the accident analysis experts. 
In contrast, this work does not aim to investigate accident causes but to identify and 
represent accident scenario types. 

Other error mitigating approaches are based on the knowledge of the task and its 
context such as those proposed by [14], [27]. Vergara analyses and models the task 
and the user, accounting for the potential errors and related accidents. The analysis is 
performed through the direct observation of the user in its working environment and 
the knowledge extraction is based upon the verbalization technique. 

In this research, as in [1], [13], [14], the knowledge extraction and representation 
method KOD (Knowledge Oriented Design) [28] was adopted. As in these, the proc-
ess is based on the analysis of accident reports and other textual documents, a corpus 
for which KOD has shown to be adequate and efficient. In [1] and [13] the objective 
was to build systems to support the process of diagnosing accident causes through 
knowledge extraction from structured databases on accident reports. However, in [14] 
the objective was to simulate accidents in order to support the proposal of preventive 
safety measures in industrial sites located in urban areas. Regardless of their specific 
differences, all those studies have one common objective - to raise operating safety 
levels, and to reduce errors and the related accidents.  

Although some authors cite the user interface as a potential source of problems 
which can lead into human error [5], [11], these works do not show how to consider it 
nor how to include the human error perspective into the user interface conception. In 
[3], techniques are used to analyse incidents and accidents and the results are fed into 
the system model aiming to conceive safer interfaces for critical systems, thus making 
these more robust. Initially the authors model the system using Petri nets and ICO and 
proceed to consider the events identified as dangerous as the result of the incident 
analysis using Goal Structuring Notation (GSN). Through a simulation of an accident 
scenario the authors illustrate that the simulated event cannot happen since it had been 
identified and blocked. 

It is this work’s premise that the human error must be considered as a factor during 
the design of safer industrial systems. It is important to realize that the human error 
cannot be eradicated. Designers must admit its existence and anticipate it in order to 
prepare for it and to avoid it if possible. The interface design must account for the 
human error, embedding the knowledge on when the operator is more likely to com-
mit an error and thus preparing for it, avoiding or eliminating all those situations.  

An accident rarely will be explained through a single cause. To understand it, it is 
necessary to consider the context in which it occurred. To understand the causes of an 
accident it is necessary to understand how it happened [9]. This work’s objective is 
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not to investigate who is responsible for the error but to understand the context on 
which it occurs in order to remove the interface ergonomic flaws. 

3   The MCCA Building Process 

The MCCA conceptual model describes and represents the main situations that lead 
an operator into errors during the interaction with the industrial system. The MCCA 
described here is specific to the case study. These errors are considered accident  
triggers.  

Following is the description of process conceived to build the MCCA, with its 
phases and the resulting products, or artifacts. This process is composed of five 
phases: (1) Corpus definition, (2) Knowledge extraction, (3) Knowledge analysis and 
abstraction (ontology construction), (4) Ontology validation, (5) Scenario-types iden-
tification. Figure 1 illustrates the method and its phases and products. In this figure 
the phases are represented as grey ellipses, the related products as rectangles and the 
resources needed for each phase are represented as traced ellipses. The highlighted 
rectangles represent the two main products that compose the MCCA: 

 

1. The validated ontology consists of a common and coherent vocabulary with 
terms and actions related to accident situations. It is organized in such a way as to be 
meaningful to system designers and users. It must also be representative of the error 
situations that happen during operator interaction with the system. This ontology also 
includes the operator errors classification.  

2. A set of Scenarios-Types. A scenario-type is a generalization that corresponds to 
a group of accidents that present similarities in specific aspects [4]. It links an  
accident to conditions that led to his emergence. The underlying hypothesis is that 
incident scenario-types have effects upon operator’s behavior. The analysis of those 
situations will enable us to determine the nature of the existing relations between: the 
operator’s behavior types, the user interface characteristics, the state of the industrial 
installation and the critical context. In this sense, the simulator will be conceived on 
the basis of these incident scenario-types in order to favor the emergence of typical 
factors associated to the operator’s behavior. 

 

The MCCA building process is based on the KOD method, which belongs to the 
family of Knowledge Engineering (KE) methods. KOD is based on an inductive ap-
proach, which requires to explicitly express the cognitive model (also known as the 
conceptual model) based on a corpus of documents, comments and experts’  
statements. 

The main features of this method are based on linguistics and anthropological prin-
ciples. Its linguistics basis makes it well suited for the acquisition of knowledge ex-
pressed in natural language. Thus, it proposes a methodological framework to guide 
the collection of terms and to organize these based on a terminological analysis (lin-
guistic capacity). Through its anthropological basis, KOD provides a methodological 
framework, facilitating the semantic analysis of the terminology used to produce a 
cognitive model (conceptualisation capacity). It guides the work of the knowledge 
engineer from the extraction of knowledge to the development of the conceptual 
model. 
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The employment of the KOD method is based on the conception of three types of 
successive models: the practical models, the cognitive model and the software model, 
as represented in Table 1. Each of these models is conceived according to the para-
digms: <Representation, Action, Interpretation>. The Representation paradigm allows 
to model the universe such as an expert represents it. This universe is made of related 
concrete or abstract objects. The Action paradigm allows modelling the behaviour of 
active objects that activate procedures upon the receipt of messages. Therefore, action 
plans devised by human operators as well as by artificial operators will be modelled 
in the same format. The Interpretation / Intention paradigm allows modelling the 
reasoning employed by the experts in order to interpret situations and to elaborate 
action plans related to their intentions (reasoning capacity). 

The practical model (PMi) is the representation of a speech or a document belong-
ing to the corpus, that is expressed in the terms of the domain by means of taxemes 
(static representation of objects), actemes (object activity representation) and infer-
ences (at the basis of the task cognitive structure). The cognitive model is built by 
abstracting the practical models. It is composed of taxonomies, actinomies and rea-
soning patterns. The software model result from the formalization of a cognitive 
model expressed in a formal language, and is independent of programming languages. 

Table 1. KOD, the three modelling levels 

Paradigms / Models Representation Action Interpretation 
Practical Taxeme Acteme Inferences 
Cognitive Taxinomy Actinomy Reasoning Pattern 
Software Classes Methods Rules 

 
To illustrate the MCCA building process there follows a description of its applica-

tion to the case study developed for an industry of the electricity sector. This case 
study was considered to be particularly interesting due to the nature of the system and 
the availability of a corpus of reports on accidents. The accident reports are a legal 
imposition from the Brazilian industry’s regulations. 

As mentioned previously, this MCCA will support the building of an accident 
simulator. The purpose of the simulator is to serve as a training tool for the com-
pany’s operators and, from the research point of view, to support the observation and 
the recording of the user behavioral model. For this case study, the user observation 
could not be performed in the work environment due to safety reasons and also be-
cause an observation in loco would have interfered with the user behavior and with 
the task. The user behavior model will be integrated into the user interface conception 
method MCIE. 

3.1   Corpus Definition 

This phase’s objectives are to identify, within the problem domain, the relevant 
knowledge for the MCCA. It requires a well-defined and well-delimited problem 
domain.  

In the case study, the electricity company made available 386 accident reports cor-
responding to the period 1998 to 2005. Since this study’s interest is focused on human 
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Fig. 1. MCCA building process 

errors during system operation, it was adopted the following set of criteria was 
adopted, originally proposed in [15]: a) Reports of accidents related to the distribution 
and transmission of electricity; b) Reports of accidents that happened during routine 
procedures performed during system supervision and control; c) Reports of accidents 
related to human errors that occurred during operator interaction with the supervision 
and control system; d) Reports where the human error initiated the accident (consid-
ered the main cause); e) Reports of accidents that happened in the control room or in 
the patio where the equipment is installed. 

After applying the above criteria the corpus of study incorporated: a) 21 Accident 
Reports – of which, according to the company’s classification, eighteen were related 
to human errors and three, were related to operating failures; b) Company’s operating 
manuals: a set of documents that prescribe the operator’s tasks, and describe the re-
lated equipment and devices; c) Operator interviews: registry of interviews with the 
operators to clarify the contents of the accident reports; d) Technical visits to the 
company’s installations (substations) in order to get acquainted with the equipment, 
devices and work environment terminology. 

3.2   Knowledge Extraction 

This phase consists in extracting from each accident report belonging to the corpus, 
all the elements (objects, actions, and concepts) that are relevant to the accident sce-
nario representation. It is important to notice that knowledge concerning the interpre-
tation paradigm was not available on the analysed reports, so, this dimension will not 
be treated on this study. The lack of this knowledge is the main reason to develop the 
incident scenario simulator. 
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Extracting taxems. To obtain the taxems, the linguistic analysis is performed in two 
steps: the verbalization and the modelling into taxems. The verbalization step consists 
in paraphrasing the corpus documents in order to obtain simple phrases, which allow 
qualification of the terms employed during document analysis. Thus, some terms 
appear as objects, others appear as properties, and yet others appear as relations be-
tween objects and values. The modelling step consists of representing the phrases in 
the format of taxem: <object, attribute, value>. 

The taxem characterizes an object from the real world by means of a relation (at-
tribute), which links the object to a value. There are five types of relations: classifying 
(is-a, type-of), identifying (is), descriptive (position, failure mode, error mode, 
cause…), structural (composed-of) and situational (is-in, is-below, is-above…). 

The example that follows illustrates the process employed to obtain the taxems 
from one phrase extracted from the report in the case study. 

“...switch breaker 14T1 unduly opened in place of switch breaker 14D1...” 
Paraphrases 
14T1 is a Switch breaker  
14T1 unduly opened in place of 14D1  
Taxems 
<14T1, is a, Switch breaker> 
<Open 14T1 in place of 14D1, is a, Action on wrong object> 
The extent of this analysis on the set of documents, associated to operators inter-

views and guided tours, have allowed obtaining the set of taxems needed for the rep-
resentation of incident scenarios. As example, it follows an extract of the set of tax-
ems which model the Switch CLT: 

<Switch CLT, is a type of, Switch> 
<Switch CLT, is composed of, switch handle> 
<Switch CLT, failure modes, switch handle broken > 
<Switch CLT-14D1, is a, Switch CLT> 

Extracting actems. In order to obtain the actems, the linguistic analysis consists on 
identifying the verbs which represent the activities performed by the operator during 
an incident. In general terms, an activity is performed by an action manager, by means 
of one or more instruments, in order to modify the state (physical or knowledge) of an 
addressee who temporarily takes control by means of the instruments. The action 
manager can also be the addressee. Occasionally the action manager can be the one 
who directs the activity and at the same time is also subjected to the change of state 
(knowledge acquisition). The following example illustrates how to extract the actems 
from two phrases taken from the reports in the Corpus. 

 “...placed the switch CLT- 14D1in the LOC position... 
…placed the switches CLT-14V1 and CLT-14D1 in the TEL position...” 
Paraphrase 
Place Switch CLT-14D1 is equivalent to toggle Switch CLT 14D1. 
Once identified, the actems are translated into a 7-tuple: <Action Manager, Action, 

Addressee, Properties, State1, State2, Instruments>, where: the Action Manager per-
forms the action; the Action causes the change; the Addressee undergoes the action 
(this could also be the Action Manager); the Properties represent the way the action is 
performed; State 1 is the state of the addressee before the change; State 2 is the state 
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of the addressee after the change; Instruments, is one or a set of instruments represent-
ing the means used to cause the change. 

<Control room Operator, Toggle, Switch CLT-14D1, missing information, position 
TEL, position LOC, hands and switch handle of Switch CLT-14D1>. Figure 2 illus-
trates an actem from the model - ‘TO TOGGLE’. 

 

Fig. 2. Representation of the Actem ‘TO TOGGLE’ 

Actems model the task activity. In this case, the actem is composed of textual items 
extracted from the reports, which describe the change of state of an object or concept 
as used by the domain experts. Each actem is also represented as shown in Table 2. 

Table 2. Actem “To Toggle” 

TO TOGGLE SWITCH = TO POSITION = TO PLACE 
Components Values 
Action Performer [auxiliary operator, control room operator] 
Recipient  
State 1 (recipient) 
Position (Switch CLT or LOC TEL) 

 
[position LOC; position TEL] 

State 2 (recipient) 
Position (Switch CLT or LOC TEL) 

 
[position LOC; position TEL] 

Instruments [Hands, switch handle, telecommand function] 

3.3   Analysis and Abstraction 

This phase consists on the analysis and abstraction of all the Practical Models built in 
the previous phase. The objective is to build the domain ontology in the context do-
main. In other words, the aim is to classify the used terminology and thus obtain the 
KOD Cognitive Model. 

Building the Taxonomies 
Term Analysis: The terms are analyzed, with homonyms and synonyms, thus building 
a common terminology for the context of the case study.  
Concept Identification: This step is based on the analysis of the taxems and consists 
in highlighting the nature of the attributes, which characterize each object. The attrib-
ute nature is the basis for the construction of the taxonomies (relations ‘type-of’ and 
‘is-a’) or other tree type structures (relations: ‘is, composed-of’,  ‘position’, ‘failure 
mode’, ‘is-in’, ‘is-below’, ‘is-above’, etc.). Analyzing the taxems list it was found that 
the term “switch” is meaningful and thus it deserves the status of a concept. The same 
happens to the terms: Action Error and Action on wrong object. On the other hand, 
each component of the Action on wrong object is considered an instance. 

<Action error, type of, Operator Error> <Sequence error, type of, Action Error> 
<Goal error, type of, Action Error> <Amplitude error, type of, Action Error> 
<Destination error, type of, Action Error> 
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<Action on wrong object, type of, Destination Error> 
<to open  switch breaker 14T1 instead of 14D1, is a, Action on wrong object> 
Each concept represents an Action error category (sequence, goal, amplitude, des-

tination) belonging to a higher-level category in the hierarchy. The term Operator 
Error will be equally considered as a concept whereas the attribute ‘type’ links con-
cepts. This is a relation (type-of), which allows building the taxonomies. Figure 3 
illustrates part of the operator error taxonomy. Each concept (represented underlined 
on the tree) must be defined, as it is exemplified below for the concepts ‘Action on 
the wrong object’. 

 

Fig. 3. Action Error Taxonomy 

The concepts are defined through their attributes or relations. 
Name: Action on the wrong object 
Reference: to open the switch breaker 14T1 instead of the 14D1 switch 
breaker; 
Caused by: {inattention; stress, installation configuration} 
Location: {Patio, SE Control room}  
Caused Incident: {Supply cut off; Wrong configuration} 
Executed Task: {To release equipment; to restore equipment} 
Executed Task attribute: {simple; complex, usual, rare} 

Building the Actionomies. In this project, the actionomies are the result of the actem 
organization, according to incident scenarios. Thus, an actionomy must contain the 
actors, the action sequence, the instruments used to perform each action, and the ini-
tial and final state. Each incident has been modeled by means of an actionomy. To 
illustrate the building process of an actionomy there follows the extract of a textual 
description of an incident relative to one report taken from the corpus. 

“During the maneuver procedure, related to the normalization of the switch break 
14V1 at the SE NTD (Substation Natal II), having finished the preventive mainte-
nance, the switch break 14T1 was unduly opened (when it should have been opened 
the switch break 14D1), keeping the transformer energized in open (no load)…”  

The context of this incident scenario specifies that the operator was in a typical 
situation performing programmed and routine maneuvers, when performing a pre-
scribed action acts on the wrong device. The corresponding actionomy is:  

“NTD Receive 14V1 free to be operated on CROL Authorize NTD to normalize 
14V1  

NTD deactivate surge schema related to LT 04V3 CGD/NTD  
NTD place switch CLT-14D1 in the LOC position  
NTD close 34V1-4 and 34V1-5 
NTD place switch 43-14V1 in the ET position 
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NTD close 14V1 
NTD Open 14T1 must have been open 14D  
NTD Place switch 43-14V1 in the position “N”  
NTD open 34V1-6  
NTD place switches CLT-14V1 and CLT-14D1 in the TEL position 
Figure 4 illustrates the graphical representation for the actionomy described above. 

 

Fig. 4. Actionomy extract 

The representation of incident in the form of actionomies allows for performing a 
detailed analysis, which aims at proposing the scenario-types. The underlying hy-
pothesis to this analysis is that the incident scenarios reveal the operator’s typical 
behavior when piloting under critical situations. The actionomy also allows to focus 
on each incident, its attributes and context. This knowledge can be represented and 
organized in different taxonomies. The analysis of those situations will allow deter-
mining the nature of the existing relations between: the operator’s behavior types, the 
user interface characteristics; the state of the industrial installation and the critical 
aspects of the context. Therefore, the simulator will be conceived on the basis of the 
identified scenario-types, to expose the typical factors associated to the operator’s 
behavior. 
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3.4   Ontology Validation 

This phase consists on validating the terminology and the term classification. There 
are two aspects to be considered during this ontology validation: the correctness and 
the completeness. 

Validating the Correctness. During the construction of the ontology some terms 
presented ambiguity (concepts, taxems and actems) in respect to definitions and clas-
sification. In some cases there were various definitions for the same term (homonyms) 
whereas in others there were many terms sharing the same definition (synonymous). 
Another aspect that motivated this validation was the knowledge that the reports in 
the corpus were written by engineers and psychologists based on interviews with the 
operators, adopting a terminology different from that used by the operators. It was 
intended to investigate if the ontology extracted from the corpus was well known and 
also used by the operators. The ontology would be considered correct if the terminol-
ogy and its classification were correct, understood and also adopted by the company’s 
operators. 

Validating the Completeness. The conceptual model completeness is the property 
that ensures that every scenario that fulfils the requisites of the corpus of study can be 
represented by the elements represented in the model ontology (actems, taxems, con-
cepts, taxonomies and actionomies). To validate the conceptual model completeness 
two approaches were used: (1) Representation of new scenarios which consisted on 
modelling scenarios outside the corpus of study (building actionomies); and (2) Op-
erators’ role playing during which the operators were given a scenario related to their 
installation, describing the first steps performed during a maneuver. The operators 
were then asked to complete it, in the basis of their previous knowledge of the objects 
and situation involved. The objective was to investigate how well the operators knew 
the ontology employed during the scenario description (actions, objects, and terms). A 
validation table was conceived to support the ontology validation process from the 
viewpoint of its completeness. During this process, when faced with a new term (ac-
tem or taxem), the person in charge would consult this table and decide if the new 
term was already represented in the ontology, and if not whether to include it or to 
ignore it. 

The validation phase resulted in the insertion of new terms, and the correction and 
complementing of existing concepts. It became clear from the new accident cases that 
new terms can be added to the ontology without altering its structure. 

3.5   Scenario-Type Identification 

In this work, an “incident scenario” consists of a set of elements required to represent 
a specific incident case. Thus, an incident scenario is composed of: action sequence, 
actors, instruments, context elements, objectives, error, error causes, and error  
consequences. This definition was conceived based on the Go & Carroll scenario 
definition [7].  

On the other hand an “incident scenario-type” consists of a generalization of a 
group of accidents with common characteristics. From the analysis of each incident 
scenario, it is possible to establish the relationship between the scenario elements and 
to identify the characteristics of an incident scenario-type. In this work an incident 
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scenario type is represented by two components: one static and one dynamic. Those 
two representations must be compatible and also complimentary. 

The static representation of an incident scenario-type is defined by the “scheme of 
incident scenario”. Figure 5 describes the generic scheme of incident scenarios. It is 
composed of the following elements: a) the task: objectives to be reached by the op-
erator; b) The incident: consequences of operator’s errors; c) the error initiating ele-
ments (the internal and external error causes); d) the installation: different equipment 
and devices applied in the scenario; e) the context: elements which can modify, influ-
ence or characterize the meaning of the scenario components. 

This scheme represents the most important elements and the relations between 
them. The “operator” concept encompasses concepts relative to the different kinds of 
operator’s errors (action error, cognition error, perception error), as well as their 
causes such as ‘Internal Error Cause’. Nonetheless, in Figure 5 the relation between 
those concepts is not represented, since this is not found, explicitly, in the analyzed 
corpus. It is not found either the relation between the concepts and the external 
causes. The missing information will be investigated as a hypothesis to be tested dur-
ing the user interaction with the operator training simulator. 

 

Fig. 5. Scenario type generic scheme 

The context has an important role when describing the scenario type. As mentioned 
before, context elements have the characteristic of modifying and influencing the 
meaning of other elements. The schedule is an example of context element. If the 
operator task is being executed during a period of high demand of electricity, the task 
is no longer a routine task and acquires the status of emergency task raising the opera-
tor stress level (internal error causes). The working team composition, the environ-
ment, the operator knowledge about the risks and the communication (speech,  
dialogue) are other examples of context elements. 

The scenario type dynamical representation is a chain of situations induced by the 
event of an action (an operator action on the installation, a system action, or an opera-
tor change of state). It is consists of an actionomy composed of: an action sequence, 
the actor, the instruments used to execute each action, and the instruments initial and 
final state. 

In order to derive the scenario types many different approaches could have been em-
ployed. For instance, from the generic scheme it is possible to focus on each aspect and 
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Fig. 6. Scenario Type 1: Correct Action on the Wrong Object 

 
 

Fig. 7. Scenario Type 1: actionomy 

 
thus compose a different scenario type. However, given the focus of this work, the cho-
sen approach was to derive them from the different kind of error (destination error). 
These errors were evidenced during the knowledge extraction, since they represent the 
event that trigger the incident and the action performed on the human interface. 
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In the case study, five incidents’ scenarios-types were identified: correct action on 
the wrong object, missing action, added action, inappropriate action, and incomplete 
action. These were named after the initiating action error. There follows, in Figure 6, 
the description of the most frequent scenario type: Correct Action on the Wrong Ob-
ject, in the studied corpus. Also in this figure it is represented the instances of each 
concept for this particular scenario type.  

The scenario type dynamical representation (Figure 7) consists of an actionomy as 
a meta-representation of all the scenarios of the same type. Analyzing this actionomy 
it was found that this kind of accident usually occurs during the tasks: release equip-
ment and restore configuration. Both tasks consist of manipulating equipment and 
device switches, inside and outside the control room, during operator displacement.  
Some actems are highlighted to represent the actions that can lead into human error 
thus initiating an accident. 

4   Results 

The Process: The process here proposed reached its purpose as it produced the inci-
dent scenario conceptual model to be used in the construction of the incident scenario 
simulator. It is based on the extraction, analysis and modelling of the knowledge on a 
corpus of accidents reported in the electricity industry, as the result of human errors. 
Since it was conceived to support the improvement of the human interface of those 
systems, all its phases are focused in the human errors related to the interaction with 
the studied system.  In spite of being specific to the case study, this process was gen-
eralized to be used in other contexts. Each of its phases was described by its objec-
tives, inputs and outputs, resources and method. 

The corpus definition phase provided the boundaries for the study and had as a 
requisite the availability of accident reports in the form of written documents, inter-
view registrations and direct observations of work. During the knowledge extraction 
the KOD method was adopted which has proven to be adequate for the extraction of 
row knowledge represented in natural language format.  

During the process presentation, the method KOD was also detailed to complement 
its original description in its source material. The ontology validation was considered 
a very important step in this research and was therefore performed with a sample of 
operators of real system. From the validation it was concluded that the error taxon-
omy was consistent with the literature [20] [25]. 

The identified scenario types were represented in a structure, which allows to relate 
the definition concepts with the corresponding actionomy that is employed to describe 
the various actions performed by the operator before, during and after the accident.  

 

The Model: With the MCCA model it is expected that the incident scenario simulator 
would be capable of reproducing realistic critical situations during system operation, 
becoming an effective support tool for their training, particularly improving their 
reactions during urgency.  

As mentioned by Johnson in [9] the accident reports explain the causes of human 
errors and system failure, but they do not give information on the operator’s reasoning 
during the events. This is why it was decided to build the simulator to analyse opera-
tor’s behaviour during similar situations. 
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Before building the accident simulator it is necessary to formalize the cognitive 
model obtained with the KOD method and then translate it into a software model. 
This step has been initiated and resulted in the proposal of a method [12][21] to trans-
late the cognitive model obtained with KOD into a DEVS model [29]. 

The MCCA model is also the basis of an experimental protocol to observe the op-
erators interacting with the scenario simulator. This protocol prescribes how to im-
merge the operator in the simulated environment bringing to a cognitive state as close 
as possible to the one produced by the real environment. It also prescribes how to 
keep the operator in such a state and how to observe and register the relevant parame-
ters. The parameters will also be extracted from a post-session interview to acquire 
the inferences required by the KOD method and which of these inferences will evi-
dence how the operator reasons during the interaction with the system. 

The scenario types obtained through the process application give an insight into the 
accident situations, since these simplify the analysis. The simulation process is pre-
sented in the figure 8.  
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Fig. 8. The Simulation process 

Along the process application, a situation is characterized by the task performed; 
the operator state and the installation configuration, at a particular time. This situation 
concept enables to diagnosis do be done of which actions performed by the operator 
(and which objects used to perform those actions) were directly related with the error. 
It also allows for analyzing the operator’s behavior and perception of the situation 
dynamics during the task. This analysis, in turn, can lead into the diagnosis of acci-
dent causes related to the human error, and thus propose changes in the system’s hu-
man interface design that could reduce their occurrence for the relevant scenario 
types. 

The MCCA also represents knowledge which can be used in the initial process of 
the human interface conception. In this study, as in [3] it was possible to identify and 
conceptually map three categories of MCCA attributes and the attributes of the MCIE 
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Table 3. Task representation in MCCA and in MCIE 

Task attributes in  MCCA Task attributes in MCIE (MAD*) 
Terminology / Action definition (tasks) Task Body (name, objective) 
Task type (simple, complex, usual, rare) Task centrality (frequency, importance) 
Task sequence / parallelism Temporal relations (SEQ, PAR, SIM)  
Action performer  Task body (actor) 
Objects employed (terminology and  
definition) 

Task input and output conditions (explicit amidst other 
s the objects used to perform the task). 
Observation: does not include object definition. 

Initial state (objects subjected to the action) Task input conditions (initial state, pre-conditions, 
triggering conditions) 

Final state (objects subjected to the action) Task output conditions (final state, post-conditions, 
results) 

(method employed in the conception of human interfaces). Table 3 also illustrates the 
relation between task-related attributes. Analyzing the scenario-types it is possible to 
investigate which tasks among those represented in the task model employed in the 
MCIE are critical, and the related operator’s erroneous actions that might result in an 
accident. 

The user aspects considered in the MCIE are represented In Table 4. It allows the 
conclusion that all of the user attributes accounted for in the MCCA are also consid-
ered in the MCIE. 

Table 4. User representation in MCCA and in MCIE 

User attributes in the MCCA User attributes in the MCIE 
Personal information  Personal profile  
Professional information (job-description, 
goals with the system, level of experience) 

Professional profile (job-description, experience, 
qualifications) 

Behavior Profile psycho-mental (problem solving) 
Error causes (internal to the operator) Profile psycho-mental / Clinic profile 

 
It was also found that most of the attributes related to the context in the MCIE 

method (Table 5) can also be mapped to the MCCA. 

Table 5. Context representation in MCCA and in MCIE 

Context attribute MCCA Attributes Context no MCIE 
Environment (place category and definition) Physical environment / organizational environment  
Equipment (description, faults, layout) Equipment description (product identification, product 

description, main application area, main function) 

5   Conclusions and Perspectives 

This paper presents the results of the first step towards the extension of the method 
MCIE to conceive human interfaces more robust to human error under critical situa-
tions. This step concerns the obtaining of a conceptual model of incident scenarios 
relative to the operators’ errors. This model was obtained through a cognitive  
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approach, which consisted in applying the KOD method, which has proven to be 
adequate. With the MCCA conceptual model, the incident scenarios, which constitute 
the corpus, could all be modeled. 

This in itself is considered a contribution to the design of human interfaces for 
critical systems in the studied domain. However, a cognitive model of the operator’s 
behavior when dealing with incidents is still needed to understand the reasons that 
lead into wrong actions. This understanding will allow the conception of systems that 
empower the user, avoiding the reoccurrence of these errors. As a result of the model-
ling process, there is ontology of the analyzed context, a categorization of the human 
error and an accident typology.  

The resulting MCCA model will allow the integration of the accidents situations 
knowledge into the process of human interface conception, for the studied context. 
The specific model for the case study will support the construction of an accident 
simulator for the electricity company. This work is in the research context of the joint 
work of the human interface group GIHM – UFCG and that of the LSIS, which aims 
to extend the Method for Conception of Ergonomic Interfaces - MCIE, to adjust it for 
the context of critical industrial systems. As future work we propose the following 
actions. 

Represent the time in the MCCA model. In the current version of the actem repre-
sentation there is no mention of the time taken to perform specific actions. This in-
formation is available in the corpus, in the accident reports, which refer to the action 
duration directly or indirectly. With this information it will be possible to enrich the 
MCCA model making it possible to refine the design of the simulator as well as to 
support the conception of more ergonomic interfaces through more refined task  
modelling. 

Integrate the knowledge acquired through the MCCA process into the method 
MCIE. This integration demands the formalization of the extracted knowledge on 
human error in order to include it into the process of user interface conception. 

Represent the accident scenarios as task models. when trying to integrate the dif-
ferent models there are the difficulties, which result from the many phases of this 
work (engineering, psychology, sociology and computing). Each of these domains has 
its own paradigms and tools, which also make the communication difficult between 
experts [23]. When building the actionomies it was found that these are very similar 
to the task model representation. Since one of the research goals is to integrate the 
model knowledge into the conception method MCIE, and since this method already 
applies task modelling, it is proposed to study how to represent actionomies using 
task model formalism. This representation will allow to integrate the information on 
the errors with that of critical tasks. 

Represent the time in the MCCA model. In the current version of the actem repre-
sentation there is no mention of the time taken to perform specific actions. This in-
formation is available in the corpus, in the accident reports, which refer to the action 
duration directly or indirectly. With this information it will be possible to enrich the 
MCCA model making it possible to refine the design of the simulator as well as to 
support the conception of more ergonomic interfaces through more refined task  
modelling. 
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Integrate the knowledge acquired through the MCCA process into the method 
MCIE. This integration demands the formalization of the extracted knowledge on 
human error in order to include it into the process of user interface conception. 

Verify the applicability of the proposed process to other industrial contexts, in 
particular the applicability of the knowledge to other electricity companies. 
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Abstract. When designing applications and interfaces within the area
of safety critical environments the user plays an important role. During
the design phase of such applications and their interfaces, companies ar-
gue that they regard the user and comply with their needs when defining
user interfaces for safety critical systems. Nevertheless the usual process
that is went through in this domain is that users are rarely consulted
during the requirements engineering and design process. Usability re-
quirements are often defined by the customer himself without consulting
the user and defining the user’s and usage requirements. When regarding
the whole spectrum of safety critical applications that are used in safety
critical environments it is not possible to simply define safety critical pa-
rameters and requirements that are taken in general into account when
defining such user interfaces. In order to accomplish with this we use
the approach of using and reusing patterns that serve as already proven
examples for design problems to address the issue of regarding the user
within a user interface design process. Having the threat for people’s
life in focus the appropriate design solutions are evaluated against this
problem and requirement. Through building a pattern repository that
reflects the design issues for user interfaces within such areas we ad-
dress the manifold issues of safety critical environments and propose a
solution-oriented approach of addressing the user and his requirements
within safety critical environments.

Keywords: Safety critical environments, patterns, HCI.

1 Introduction

A decade has elapsed since Levenson wrote the book: “Safeware: System Safety
and Computers” [1]. During this time, the use of computer and digital commu-
nication systems has strongly increased in safety critical environments.

Many spectacular system failures are caused by human and user interface
design errors rather than failure in software functioning, e.g. the much pub-
licized London Ambulance Service and Therac-25 accidents [2,1] were partly
attributable to poor and unusable UI design.

In this paper we examine definitions and terms related to the field of safety
critical systems. We elaborate on the user interface design process applied by Fre-
quentis. Frequentis has the unique setting that it provides communication and
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information systems for a broad range of safety critical domains. The knowl-
edge and experience gathered in this area requires to specify and formalize the
findings gathered over generations of user interface designers and over a long
history of user interface design projects at Frequentis. We built a user inter-
face design repository which provides a mean of holding the quality of the user
interfaces designed at Frequentis stable and to implement improvements and
adaptations through time. Design patterns that we identified and that are valid
in safety critical environments describe archetypical design solutions in the area
of safety critical environments and are gathered in a pattern library that acts as
a repository of design solutions for our user interface designers [3] .

In order to be able to use and access the patterns as well as to have a concur-
rent approval of the existing patterns and thus a validation of the defined pattern
library we establish a framework of how to apply and use patterns within the
Frequentis user interface design process for applications in safety critical envi-
ronment and adress tools like a pattern map to make the patterns accessible for
the designer.

2 Related Work

When analysing the area of safety critical environments regarding the usage of
the systems found in these areas we identified major areas that play an important
role for the usability engineering process in safety critical environments.

2.1 Safety Critical Systems and Environments

“A system whose failure may have very serious consequences such as
loss of human life, severe injuries, large-scale environmental damage, or
considerable economical penalties.” – Isaksen [4].

This traditional definition of safety critical systems is given by Isaksen and
identifies the main issue of safety critical systems that is that an error may lead
to threat of human life.

The range of safety critical systems is quite broad - from “invisible” computer
systems in cars to complex weapon delivery systems. Frequentis mainly focuses
on communication systems in safety critical environments. Such communication
systems consist of failsafe communication infrastructure providing communica-
tion facilities and end user devices (like e.g. touchscreen terminals) enabling the
user to communicate with telephony and radio services. Furthermore Frequen-
tis provides third party information through one device acting as an integrator
between multiple legacy services like weather data or flight plan data in an air
traffic control environment.

Isaksen [4] defines safety critical areas by identifying the usage of safety-critical
systems. We expand the concept by categorizing safety critical environments
according to the context of use of our products.
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This context of use defines the workflow the user applies when using our
systems and further directly influences the way of using the applications and
also the effect of using our applications regarding to the level of safety criticality.

We define these levels as follows

– Safety Relevant System issues are occurrences where a failure has influence
on the applied workflow and may influence the degree of safety during
operation. Such a system might be a failure of a hardware device if the
current workflow implies the availability of a spare device.

– Safety Critical Systems issues are occurrences where a failure has direct
impact on the safety of people. Such safety critical issues might e.g. be
a wrong indication on a radar terminal that directly leads the user to an
erroneous decision.

Frequentis offers control center solutions in the following safety critical and
safety relevant environments that are based on the corresponding business units
like air traffic control (ATC) in civil and military environments, public safety
(police, firebrigade, ambulance), public transport (train, metro) and maritime.

The term safety related sytems (“A safety-related system is one by which
the safety of equipment or plant is assured.” – Storey [5]) is mostly used as a
synonym for safety critical sytems [5]. In this paper we will not differ between
the terms safety critical and safety relevant areas in this paper as this will be
reflected in the usage of the defined patterns in the framework.

2.2 Applying Usability Engineering within Safety-Critical
Environments

Palanque et al. [6] discussed formal methods applied throughout the design of
interactive systems with a special focus on health care in order to be able to
regard safety-related issues during the design phase of such systems. They elab-
orated about the design space with respect to the different types of interactions
and interactive devices that are applied. Regarding the safety-related issues they
used the approach of incident and accident investigation [6,7].

Fourney and Carter [8] proposed guidelines for designing tactile and haptic
interactions while elaborating the categories of the the respective functional-
ity that constitute the subject of design when targeting to design for haptic
and/or tactile interactions through the usage e.g. touchscreens or external nav-
igation devices while realising functionalities through tactile/haptic interfaces.
Such functionalities may be of input and/or output type.

Holzinger et al. [9] applied a user centered user interface design approach
in a development process for a medical application with safety-relevant aspects
reflected through the integration of the users already in the requirements phase
and the available domain knowledge of the designers and developers.

Reuss et al. [10] cover the area of analyzing workflows in safety-critical en-
vironments during the requirements engineering process in order to regard the
human aspect to achieve an acceptance of a proper tool.
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We extend these approaches of applying existing domain knowledge by mak-
ing the domain knowledge as well as already proven design solutions available
and consistent through the usage of design patterns. These patterns are made
accessible through a common design library and applied through an integration
of the usage of patterns within the user interface design process established at
our company.

2.3 Design Patterns for Safety Critical Environments

Christopher Alexander introduced the idea of describing solutions for design
problems as a kind of structured patterns in order to make proper design solu-
tions categorizable, findable and reusable (see [11,12]). According to Mahemoff
usability patterns show how recurring problems in user interface design can be
solved according to high level principles [13] which suit their individual capabil-
ities and needs.

Interaction design patterns describe interaction scenarios and outline
methods that are evaluated and proved to solve particular design
problems.[14,15,16]

User interface design patterns define how to solve particular recurring design
problems in screen- and webdesign. [15,16,12]

Nowadays the terms interaction design patterns and user interface design
patterns are often used equivalently although the term itself is defined in a
different way. This results from the fact that it is hard to separate interaction
design from user interface design and design decisions in each category usually
influence each other.

Based on the work of Dearden [17] we extend the concept of categorizing
patterns by expanding the range of pattern categories through the category of
information visualization in order to cover the need of distinguishing between
different approaches of information architecture and visualization when cate-
gorising patterns for safety critical environments. We identified patterns in three
different categories - interaction design patterns, user interface design patterns
and information visualisation design patterns.

Each category depicts a different point of view in the user interface design
process (see section 3) where depending on the particular user interface design
task the patterns available in a pattern repository may be preselected accord-
ingly. Hussey [18] defined a basic pattern language for safety critical applications
and showed in a case study that such patterns are applicable. Connelly et.al [3]
base their work on this definition from Hussey and introduce safety considera-
tions when identifying patterns patterns for safety critical applications. We use
this criteria for defining patterns in safety critical environments accordingly to
elicit if a design solution fits into the area of safety relevant design approaches
or not.
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Table 1. Pattern categorization

Category Description

Interaction design
patterns

IxD patterns are describing an interaction flow and interaction de-
sign on a more generic level.

User interface de-
sign patterns

UID patterns provide concrete design solutions. Such solutions are
normally broken down to e.g. graphical design recommendations.

Information visu-
alization patterns

InfoViz patterns describe visualization of complex behaviour or
data. Such solutions are normally broken down to e.g. graphical
design recommendations. InfoViz patterns have a “partOf” rela-
tion to UID patterns (see section 4.5)

3 The Frequentis User Interface Design Process

Usability engineering at Frequentis is depicted in a complex research & devel-
opment (R&D) process covering the analysis of users working in safety critical
environments. The user interface design process thus is a subprocess within the
R&D process of Frequentis. Other usability engineering tasks like elaborating on
human factor requirements and task requirement analysis are depicted in other
subprocesses within this process.

The Frequentis user interface design process (see figure 1) as a subprocess is
embedded in the research and development process of Frequentis, which depicts
the whole hard- and software development of Frequentis. It is splitted into three
basic parts.

– The requirements analysis and definition steps of the process are based
on requirements gathered in other subprocesses and providing information
and requirements about the system that shall be defined as well as the re-
strictions and requirements of the users working within a particular safety
critical working place.

When understanding and defining the user interface requirements usu-
ally a workshop with the user is carried out in order to avoid misunder-
standings based on unclear requirements before the start of the design
phase. Further the technical system requirements and limitations are dis-
cussed and clarified with the system engineers in order to be able to regard
to the requirements affecting the design of the user interface in the follow-
ing design phase.

– The early design phase itself usually starts with the development of a first
draft and prototypes in order to develop first ideas and/or to be able to
evaluate already existing designs for their reuse potential.

Later in this step the users are involved to discuss and clarify the first
ideas and involve them in the design process during user interface design
workshops. The output of this phase is usually a draft of a user interface
specification together with prototypes of the particular design approaches.
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Fig. 1. Frequentis User Interface Design process

When a primary draft is developed and prototypes are available the results
are evaluated together with the user in the form of user evaluations. If no
direct access to the users is possible in form of user questionnaires. This
enables us to identify problems of prototypes and first designs already in
an early stage . Further we gather user requirements that are collected and
extend our picture of the user working in an safety critical environment.
Such requirements are usually depicted in personas [19,20] that describe
the targeted user of the product.

– The late design phase is based on a detailed user interface design where
designs are frequently evaluated during the design phase in the form of
formative usability evaluations and expert reviews.

When the detailed design is finished a further evaluation of the final
design is done with the user and customer. If no open issues need to be
solved for the release of the design this results in a design freeze.

In case of identifying open issues during the evaluation phase we go
back to the detail design phase and include the needed changes that are
agreed with the customer. This ensures an iterative process and defines
the evaluation and agreement with the customer as an exit condition for
the user interface design process.

The final output of this process is a reviewed and evaluated user interface design
document that in combination with the developed prototypes is the basis for the
development of the product.
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The last process step before finishing the project is the update of the Frequen-
tis User Interface Center (UIC) repository containing information about design
guidelines, styleguides and patterns in safety critical environments.

4 A Framework for Using Patterns in Safety Critical
Environments

At Frequentis we use a repository (see section 3) that provides us with historical
information, guidelines and lessons learned from former projects (UIC reposi-
tory). This repository also holds a pattern library. Archetypical design solutions
are depicted in the form of patterns that are made accessible via the pattern
library and are described by a pattern map that makes it possible to find and
make a preselection of the appropriate patterns.

Figure 2 shows a model how we define, maintain and use patterns within the
Frequentis user interface design process. It further shows how the patterns are
evaluated and how the validity of the pattern library is guaranteed.

4.1 Pattern Repository

Deng [21] analyzed numerous existing pattern tools that have the goal to support
the designer during his task. He identified that basically these existing tools
provide a collection of patterns presented in pattern libraries. Some of these
tools are presented in workshops, published on the web or in books.

pattern library
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Fig. 2. Using patterns with the frequentis user interface design process
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Our approach is to use an intranet based solution for providing our designers
with the appropriate resources while supporting the knowledgement approach
within the Frequentis User Interface Center by actualizing and filling our UIC
repository where the pattern library used builds a part of it.

Gaffar et. al. presented a model of how to integrate existing patterns and
also new patterns of different domains into one pattern repository. They defined
the seven “C”s [22] that define a stepwise approach to an integrated pattern
repository:

– Collect: Place different research work on patterns in one central data
repository

– Cleanup: Change from different formats/presentations into one style is
done through the definition of one common pattern style.

– Certify: The domain for out pattern library is based on the requirements
of safety critical environments

– Contribute: The patterns are evaluated internally and exchanged be-
tween the products and different safety critical areas.

– Categorize: The categorization for the patterns is based on different ap-
proaches for the different design areas.

– Connect: The second level of complexity is implemented via a pattern
map used for depicting the current state of the pattern repository.

– Control: Machine readable format for future tools
Based on this process we built our repository that integrates already existing

patterns from other domains and depicts them in our repository for safety critical
environments reflecting the possibilities and restrictions imposed through that
domain. In order to visualize and relate the patterns we use a pattern map which
is currently manually administered (see section 4.5).

For future use it is planned to use an ontology based pattern map that de-
scribes the relations between the patterns as well as it provides a machine read-
able format for working with the patterns and keeping the pattern library valid
and consistent.

4.2 UID Process Steps

Within the Frequentis user interface design process we use two defined types of
process steps where we target the usage of patterns within the design process.

The first step that incorporates an evaluation of our pattern library for the
existence of a fitting pattern to a design problem is defined as the “Design First
Draft” process step as well as the “Detail Design” step that might be visited
iteratively within our design process.

During this steps we evaluate design problems that exist based on the require-
ments defined in earlier stages by evaluating the patterns already defined in our
pattern library (see 4.6).

The second process step when patterns are regarded within our design pro-
cess is the clean-up phase of our process. This phase includes the task of eval-
uating the project and revising the project for new findings that might be
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included in our UIC repository. If new patterns that are valid pattern candidates
are identified the pattern is being defined through the pattern definition task
(see 4.3).

If patterns already defined, but not placed in the pattern library are used
they will be revised and if they proved as valid recurring design solutions they
are moved from the interim repository to the pattern library.

If patterns are used but need adoption we evaluate whether the pattern has
changed that much so that it needs to revised and the pattern in the pattern
library needs to be updated.

4.3 Defining a Pattern

Dearden [17] defines characteristics for models in HCI design as operationality,
expressiveness and re-usability. These characteristics exactly describe the pattern
as a model and depicts the important requirements for a pattern to be fulfilled.

According to this, operationality defines the degree to which the knowledge
encapsuled in the pattern is useful for the specific task of designing user inter-
faces. Expressiveness defines the quality of how a pattern describes the particular
design problem and how clear the solution is given and applicable for designing
interfaces. This is also shown by Coad who stated that in software engineer-
ing, it is usually agreed that patterns must be discovered by reference to design
solutions, rather than being constructed from first principles [23,24], which we
also apply to the area of usability engineering. Re-usability is the property of a
pattern that defines weather a problem described qualifies to be a pattern useful
within the task of designing userinterfaces.

In order to be able to describe how patterns are generated and considered as
a pattern we split the process of defining a pattern into three subtasks.

Identifying a Pattern. As already shown by Welie [25] it is not difficult to
identify patterns in user interfaces but it is hard to identify those patterns that
are a real benefit for the user, and explain the usability aspects.

Almost every design may include patterns and every design solution shows
a way of how to get from a problem to a proper solution. But what makes a
pattern a pattern? When identifying a pattern we should be aware of a certain
problem and be able to define the problem in a way so that this problem may
be more generalized. This degree of generalization defines the re-usability of a
pattern and thus the usefulness of a pattern. Defining a pattern does not make
sense for a distinct solution that will probably never occur again.

A pattern needs to have a proven solution. Thus the solution should have
been evaluated by testing the usability of the design solution described in the
pattern.

According to Connely et.al. [3] an iterative process is needed to identify, define
and revise the patterns. This approach is integrated into the framework of how
to apply patterns within a user interface design process (see 4) and iterations
are implemented in the pattern evaluation process (see 4.6).
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After identifying a pattern the following step is to elaborate on the catego-
rization of the pattern which is an essential step in order to make the pattern
re-usable, findable and accessible for further use.

Categorizing the Pattern. In order to make a pattern reusable and be able
to identify patterns needed during the design process a categorization of the pat-
terns is introduced and used within the pattern description (see 4.3 – Describing
the pattern).

There are two levels of categorization applied.

– Pattern type defines the type of the pattern according to the relevant
areas for designing patterns. Currently we use the following categorization
for our pattern library: interaction design, user interface design, informa-
tion visualization.

– Subcategory is a keyword based sub-categorization describing the partic-
ular areas the content targets. An example for such a categorization may
be for “interaction design” the subcategory of navigation or direct access.
In order to facilitate the keyword selection a list of predefined keywords
is given. This list is extendible but it has to be evaluated that the terms
used are unambiguous. The current approach is based on the user problem
categorization of Welie [25] (see table 2)

Table 2. Welie – user problem categories

Visibility Command Area, Wizard, Contextual Menu

Affordance Mode Cursor, Like in the real world, Setting Attributes

Natural Mapping Like in the real world, List Browser, Continuous Filter,
Navigating between spaces, Container Navigation

Constraints Unambiguous Format, Focus

Conceptual Models Grid Layout, Like in the real world

Feedback Progress, Hinting, Contextual Menu

Safety Warning, Shield

Flexibility Preferences, Favourites

Describing the Pattern. In order to describe patterns we need a pattern
form that holds the structure of the pattern and guarantees that patterns can
be described and structured in a proper way.

The pattern form used at Frequentis is based on the pattern forms used by
Tidwell ([15]) and Welie [16]. Tidwell introduced her pattern form in one of the
first important HCI pattern collections “Common Ground”. The form shown in
table 3 is a modified form of the original “alexandrinian form” that built the
basis for the pattern forms of Tidwell and Welie.
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Table 3. Pattern Form based on Tidwell and Welie

Name A meaningful “conceptual handle” for discussion iden-
tifying the pattern

Pattern Category One or more categories defining the application area of
the pattern

Illustration A picture visualizing the problem

Problem Statement of the problem and intent of the solution

Context Tells how and where the problem occurs and when the
solution works

Forces Forces are described through design tensions, trade-offs,
goals and constraints, motivating factors and concerns
and tell why the problem is difficult.

Solution The solution tells how to generate the solution. It struc-
tures its participants and collaborations

Rationale
(optional)

The rationale defines underlying principles and heuris-
tics justifying the solution. It explains underpinnings of
why the solution works out.

Related Patterns Patterns which are similar, or which may precede/follow
this one

Known Uses/ Ex-
amples (optional)

3 or more independent instances of “real world” success

Notes (optional) Additional notes that are important for the usage of the
pattern

4.4 Usage of Patterns within the Frequentis UID Process

Case-based reasoning is the process of solving new problems by referencing to
previous examples [26]. When using a pattern library to identify whether we
already have existing patterns that may be used, we apply this method by first
identifying the problem. We analyze the problem according to its categorization
and thus restrict the search within the pattern library according to the previous
found restrictions.

Through scanning the subcategorization done by keywords we are able to
identify patterns that might fit. Another decision-making aid is given by the
pattern name which helps to identify if a pattern may fit to the required problem
case or not.

After identifying a pattern that may fit we analyse the forces and the proposed
solution. The forces described in the pattern provide information if the pattern
was defined for the desired problem areas or not. If this is true and the the
solution is a valid solution to our problem we consider the pattern to be used.
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If a pattern fits only in some aspects or the problem areas vary from the
problem areas identified for our problems it needs to be evaluated whether the
solution still is valid or may be valid in a slight modified way which leads to a
possible modification of the pattern.

If a pattern does not provide a valid solution for the requirements identified
for the problem we exclude the pattern from our considerations.

If a pattern was found and successfully applied this will be noted in the pattern
evaluation phase and the problem case solved shall be added to the “known uses”
of the pattern in the pattern evaluation phase.

4.5 Frequentis Pattern Map

The Frequentis pattern map provides a mean of accessing patterns within the
Frequentis pattern library. It depicts the relations between the patterns and
associates the patterns with the particular categories. This helps finding the ap-
propriate pattern easily and gives information about the relations of the patterns
in the pattern library.

Currently we are developing the pattern map as a quite static map using
Microsoft Visio as a tool. For future work we intend to build an ontology of
the patterns using Protege as a tool and describing the relations between the
contained patterns, categories and the appropriate hierarchy as rules within the
ontology.
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Fig. 3. Frequentis pattern map

Figure 3 shows an aperture of our internal pattern map which is currently un-
der development. It contains the abstract categories of interaction design (IxD),
user interface design (UID) and information visualisation (InfoVis). The sub-
categories used in the pattern map define a possibility to group the patterns
according to the previously defined categorization (see section 4.3).
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By defining our pattern map we use the following relationships in order to
describe the rules within the targeted pattern ontology.

– typeOf defines the main category our pattern(s) or pattern group(s)
– partOf defines the relationship between categories, pattern group(s) or

pattern(s). This relation between the nodes is always located on the same
hierarchical level

– isA defines the relationship between the pattern(s) and the categorization.
– derivedFrom defines a hierarchical relationship between patterns.

4.6 Evaluating a Pattern

After the project is finished we perform a so-called clean-up of the project where
we discuss problems and new solutions we used and adopted within the project.

If a new design solution is identified and evaluated to be considerable as a
pattern we define the pattern and introduce the new pattern into an interim
pattern repository which is part of the pattern library. The difference between
the interim repository and the pattern library is that it holds patterns that are
defined but still not proven as a pattern and thus their re-usability still is not
tested. If a pattern which is located in the interim repository is used more often
(> three times) it is considered to be introduced into the regular pattern library
and thus receive the state of being an official design pattern to be used in safety
critical environments.

Further the pattern is categorized and depicted in a pattern map so that the
user interface designers have access to the available patterns and find out how
the patterns are related. Such a pattern map further gives information about
the hierarchy of patterns and shows how patterns are related (see section 4.5).

When we identified a pattern that is used but modified it is evaluated whether
the pattern is still valid or needs to be revised. This may happen due to new possi-
bilities in technology or new findings within in the area of interaction or interface
design that can be applied and introduced in the area of safety critical environ-
ments. If just a slight modification of such a pattern occurred but the pattern itself
did not change it will only be adopted if the changes are introduced due to an up-
date of the pattern. If the changed pattern is used only once it will remain as it is
but a note will be added to the pattern giving a hint of possible uses.

If a used pattern shows grave relevant changes that are important to be de-
picted, a new pattern may result and be defined by implementing the pattern
within a hierarchy based on the pattern type and described in the pattern map
(see figure 3).

Another quality measure for patterns is expressed through the quality of the
pattern description itself. This gives information about the reusability, the gen-
eral applicability, the exactness of the categorization, etc. This quality criteria
is usually defined by domain experts who conduct heuristic evaluations on the
pattern in order to define a quality index.

By combining the usage count and the quality of a pattern description we are
able to define a quality index that allows us to revise the particular patterns
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Quality indicator Description
*** a regularly used and evaluated IxD pattern
** a pattern proven to describe a good interaction de-

sign approach
* marking a pattern as relevant for the categories de-

fined
No asterisks a new identified interaction design pattern

Fig. 4. Pattern categories

regarding to their quality. We express such a quality index through categorizing
the patterns appropriately and depicting the quality indication in the pattern
itself by means of the numbers of asterisks given (see figure 4).

4.7 Householding of Patterns

A big problem when it comes to repositories containing historical information is
the actuality of the data contained within such a repository.

Our approach is that at Frequentis there is a concurrent task of checking the
pattern repository for actuality. Patterns are marked and the oldest patterns are
identified to be rechecked again first.

Frequently the patterns in the libraries are checked and evaluated concerning
validity and actuality of the pattern (see 4.6). If a pattern is outdated it is
updated or if it is not valid anymore it is sorted out.

Also if a designer is confronted with out-dated patterns through his concurrent
design tasks he marks these patterns to be checked or he immediately evaluates
the pattern and performs the appropriate actions. This ensures an actuality of
the patterns in the pattern repository.

5 Conclusion and Future Work

In literature and on the internet there already exist numerous pattern reposito-
ries that are useful and quite comprehensive. These pattern repositories describe
patterns for general interaction and user interface design purposes and due to
their generality they are not sufficient for the needs of safety critical environ-
ments. Further the overwhelming amount makes it difficult to use these pattern
libraries as they are. We targeted this issue and introduced a special restricted
pattern library that uses existing patterns as well as patterns defined for this
area. We extended our user interface design process for using a pattern library
located in a repository. As technology is evolving and existing pattern libraries
are often not up-to-date we introduced a process that periodically evaluates the
validity of the patterns. If patterns are outdated they are reworked and adopted
to the actual needs of the user interface designer. The Frequentis pattern library
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is currently under development and we are gathering and defining the patterns
relevant for safety critical environments. Future work includes building a tool
that enhances the possibility to access the pattern library by using ontologies and
search functionalities. Further plans are to link from user interface/interaction
design/information visualization patterns to software design patterns which will
help us making the product development more stable and the outcome more
consistent in look and feel.
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Abstract. The ageing population as well as the tight labor market put pressure 
on future health care. In this article, we explore the role of monitoring systems 
in health care. By incorporating principles of Value-Sensitive Design in a Hu-
man Centered Design process we developed a system for remote monitoring at 
night in dementia care. The performance of the working system was evaluated 
in the real-life context of a nursing home. Next to reporting the design and 
evaluation of the monitoring system, we reflect upon the approach taken.  

Keywords: Value Sensitive design, Human centered design, Assistive technol-
ogy, Acceptance, Monitoring people with dementia. 

1   Introduction 

Due to demographic changes the number of people with dementia worldwide is pre-
dicted to rise from 25 million in 2000 to 63 million by 2030 and to 114 million by 
2050 [13]. In the Netherlands estimations start from around 175,000 in 2002 to ap-
proximately 207,000 by 2010, leading to a rough estimate of 412,000 dementia pa-
tients in 2050. The rise of other chronic conditions in elderly people, together with the 
tight labor market, jeopardizes the quality of care. On top of this the potential working 
population (age 15 to 64 years) is set to undergo a further substantial decline. 
Whereas there were still 63 potential workers for every dementia patient in 2000, this 
number is set to fall to 55 in 2010 and to be just 27 in 2050 [6]. These figures stress 
the importance of developing laborsaving technology.  

For these reasons, we explored the minimal complement of staff and the role of as-
sistive technology in a nursing home at night, taking into account the requirement 
established by the Netherlands Health Care Inspectorate to have adequate monitoring 
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and permanent alertness during day and night. For this purpose, monitoring aids are 
welcomed. Infrared sensors are often used to alert staff in case a psycho-geriatric 
patient who might need assistance, for example because of a high risk of falling, gets 
out of bed. The frequency of false positive alarms is an often heard complaint. Re-
sponding to every alarm will cost valuable time of staff due to the large working area 
and may cause alarm fatigue. This problem will even get larger due to the increasing 
interest for small-scale housing for dementia patients. Long term care for people with 
dementia is changing in The Netherlands. The focus is increasingly on quality of life 
and delaying institutionalization by offering substitutes to the traditional nursing 
home. Small-scale units allow for optimal supervision during the day and are consid-
ered to provide a better environment. A small group of older people with dementia, 
approximately six, live together in a home-like environment.  In order to keep daily 
life for the residents as normal as possible, the required personal care is integrated in 
daily routines. For the nursing staff, it implies that they need to perform care tasks as 
well as domestic tasks, such as cooking and cleaning. Furthermore, the concept of 
group living care means that residents lead a normal daily life and can therefore be 
managed by just one or two staff members each day. This is a major difference to 
traditional nursing homes, where more staff members are usually present. According 
to recent research, elderly people suffering from dementia are better off in small-scale 
care accommodation than in a large-scale nursing home. It seems that the professional 
caregivers also prefer to work in smaller scale environments. These group living 
homes provide a more attractive psychosocial working environment, resulting in a 
higher level of well-being of the nursing staff in comparison to traditional nursing 
homes. Staff members are happier with their work and suffer fewer burnt-out symp-
toms. They enjoy greater job satisfaction. The relatives of residents have also ex-
pressed that the staff members are less rushed and believe that more respect is shown 
for the experiential world of the residents and the feeling of family members [2,11]. 
During daytime one staff member is always present in the unit. At night, however, 
one nursing-assistant is responsible for four units and thus the time to respond to an 
alarm will increase. Other than in a large-scale nursing home, the units are not con-
nected to each other and have their own entrance door. Consequently, the potential of 
assistive technology for the planning of new residential care facilities can hardly be 
ignored. How to select and implement such assistive technologies, however, is not 
obvious; no best practices of integrated monitoring systems for dementia care are yet 
commercially available. In a recent state-subsidized project an integrated system was 
developed, using standard infrared sensors in bedrooms. No cameras were used in the 
bedrooms as it was assumed that this would violate privacy issues [8]. Given the cur-
rent problems with false positive alarms and inadequate staffing, health care institu-
tions are looking for a proper solution. 

2   Case in Dementia Care 

The management of a health care organization in Rotterdam, the Netherlands, put the 
problem of false positives alarm and the plans for small-scale housing on the agenda. 
In this discussion the role of assistive technology in monitoring dementia residents 
was emphasized, in particular, the possibility of using an integrated system with  
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sensors and cameras in bedrooms to monitor the residents with problem behavior at 
night. Currently, one staff member on night duty has the responsibility for 30 resi-
dents with advanced dementia living in one unit. But with small-scale housing one 
staff member will be responsible for about 27 residents living in four separate units. It 
is hardly surprising that adequate monitoring is becoming increasingly difficult. With 
the help of the management and a nurse team leader a first set of requirements for a 
monitoring system was formulated, including issues of privacy and other values. The 
premise was that privacy and other values could be respected through a conscientious 
design of the system and guidelines. It was, for instance, clear from the beginning that 
the cameras should start recording only when activated by a sensor. In addition the 
staff member on duty should be able to see the life images (and hear the sounds) to 
make a proper decision whether to respond to the alarm and go to the bedroom. In 
other words, the integrated system should assist the staff member on duty. However, 
privacy and other important values had to be guaranteed. These values, which still 
needed further specification, had to be incorporated in the designing process. The first 
sketch of the system was made to find a company who could develop the system and 
to discuss the system in the context of use, see Figure 1.  
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Fig. 1. Sketch to illustrate the requirements of the proposed system 

In close consultation with the health care organization and the company, based on 
this sketch the following first level requirements for the current nursing home were 
specified: infrared sensor; door switch; microphone; camera; server; individualized 
alarm setting; no inconvenience for residents; live images and sound to be sent to a 
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personal digital assistant (PDA) carried by the staff member on duty in case of alarm; 
assistive technology; informed consent by representative of resident; and information 
to residents’ relatives and staff. In addition, the acceptance by both proxies and staff 
was seen as crucial for the continuation and implementation of the proposed remote 
monitoring system. 

3   Designing Remote Monitoring System 

As the initial discussions emphasized the human values rather than the potential tech-
nological opportunities, principles of both value sensitive design and human centered 
design were leading in our design trajectory.  

3.1   Value Sensitive Design  

Value sensitive design (VSD) is a methodological design approach that aims to build 
in moral values into technological design. The assumption is that human values, 
norms and moral considerations can be imparted in things we make and use. VSD is 
proactive and influences the design of technology in all stages of the design process. 
It includes all values, especially those with moral import. VSD builds on an iterative 
methodology that integrates conceptual, empirical and technical investigations [4]. 

Conceptual investigations provide philosophically informed analyses of the central 
constructs and issues relevant to the system under development. Technical investiga-
tions identify how existing technical designs and mechanisms engender value suita-
bilities and, conversely, how the identification of specific values can lead to new 
technical designs and mechanisms to support better those values. Empirical investiga-
tions draw on social science methodologies to understand the value-oriented percep-
tions and experiences of the direct and indirect stakeholders of a given system. The 
Value-Sensitive Design investigations are employed in consort with other successful 
technical methods [3]. 

In this case the Value-Sensitive Design investigations needed to be incorporated in 
a design process which was suited for a human centered approach. This is in keeping 
with Harper et al. [5] who suggest to focus on human values and to pinpoint those that 
we wish to design for and to research as a new initial stage in the Research and De-
sign Cycle. 

3.2   Human Centered Approach 

In the current study, the need for a remote monitoring system was not driven by tech-
nology but rather, by the practical problems of health care staff and management in 
dementia care. Consequently, the need for human centered design was identified and 
the human centered approach was chosen as a leading method. 

User information is an important source of human centered design; a design that is 
based around the real and actual requirements of users, involving the end-users from 
the beginning, and typically involves task analysis, prototype development with users, 
evaluation, and iterative design [7,10]. Nursing-assistants, nurse team leaders and 
residents were identified as current users. The aim was to inform and consult the nurs-
ing-assistants about the design of the remote monitoring system after students of 
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Health Care Technology of the Rotterdam University had tested the working proto-
type and before it was made ready to be tested in practice. Patient involvement in the 
design was a difficult issue. Dementia makes independent human beings dependent 
on decision-making by others. Information provided by representatives, usually fam-
ily members, can be used in the design. One should be careful, however, not to  
confuse the needs of these relatives with the needs of the residents. Introducing tech-
nology in dementia care always involves the risk of dehumanizing the person with 
dementia [1]. At the start of designing the remote monitoring system the question 
‘What is driving the development?’ had to be answered. As has been said, in our case, 
practical problems in dementia care and not the push for technology started the  
process. By choosing human centered design as the leading method and the fact that 
important values were at stake, VSD was incorporated in the standard ISO 13407 for 
a human-centered design process [12]. As a result, the cycle of work, as illustrated in 
Figure 2, was complemented with extra activities from the VSD methodology within 
step one and two. 

 

Fig. 2. Cycle after ISO 13407 (1999) 

These activities that structure the remainder of the article as well are defined as  
followed: 

 

Activity 1. Specify the context of use, including conceptual investigations; i.e., ana-
lyzing the context by observation and flow charts, deliberation with staff and iden-
tifying stakeholders and values; 
Activity 2. Specify user and organizational requirements, including empirical and 
technical investigations; i.e., laboratory test, survey on acceptance, qualitative re-
search and group discussions; 
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Activity 3. Produce design solutions; newly specified requirements led to design 
decisions; 
Activity 4. Evaluate design; i.e., performance test in real life context, survey and 
discussion. 

3.3   Context of Use and Conceptual Investigations 

For each of three problem behaviors (falling, panicking and wandering) of a resident 
during the night all possible scenarios were summarized in flow charts. These flow 
charts embodied the monitoring system, the possible actions of the staff member on 
duty and the time needed to decide on the response. The flow charts made clear what 
information was needed and what sensors should be used. A staff member on night 
duty (the user) is responsible for the surveillance of the 30 residents in the ward. In 
general the staff members make rounds and provide care and assistance to those resi-
dents who need this. Staff members must be able to move freely and have to prioritize 
the follow-up of alarms, the needs of residents, et cetera.  

The context of use was further specified by the management and successively by 
the nurse team leaders. The team leaders also selected the ward that they thought to be 
best suited to test the system in practice. After that stakeholders and values concerned 
were identified in a conceptual investigation. 

Direct stakeholders - that is, the residents with dementia and their family (represen-
tatives) - are people who are affected by the system. Indirect stakeholders - that is, the 
staff members and the management of the health care organization - are going to use 
the system. The values displayed in Table 1 were identified by the stakeholders. 

Table 1. Identified values by the different stakeholders 

Residents and Family members Staff members Management 

Privacy Privacy  Privacy  
Consent Consent  Consent 
Respect  Respect Quality of Care 

Individuality Autonomy Feasibility 
Dignity    
Warmth   
Safety   

Well-being   

3.4   Specify Requirements, Including Empirical and Technical Investigations 

A laboratory test was done to determine whether the proactive design supported the 
identified values and to sharpen the user requirements. Besides it was also introduced 
to make sure that the users in the nursing home could test a system without asking too 
much of their patience by unveiling all kinds of problems. Students tested a working 
prototype in an improvised bedroom. The management and a team leader gave their 
comments and feedback. Teething troubles, like easy to solve problems, which are 
annoying and possibly demotivating to users while doing their jobs, were detected. 
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Also the requirements were accentuated. For instance, the camera used in the labora-
tory test had a zoom function. Students thought this to be helpful at night to recognize 
the facial expression as the night vision gave a somewhat blurry image. The team 
leader thought that the zoom function was not necessary because staff was familiar 
with the residents. It was decided that the simpler (and cheaper) camera was going to 
be used. The usability evaluation should pay particular attention to the need for extra 
information, such as facial expressions. Steering the camera by the PDA to be able to 
view the entire bedroom was added to the design. In the laboratory-bedroom, different 
sensors for bed-exit detection were tested. All sensors had their disadvantages. The 
optimal situation was provided by a combination of the commonly used infrared sen-
sor beside the bed and an infrared sensor above the bed. 

After the laboratory test the acceptance of the designed system was investigated. 
Two informational meetings were organized, one for the nursing assistants and one 
for the family members of the chosen ward. A survey was carried out before and after 
the informational meetings. The pre-test as well as the post-test included identical 
questions and statements about the acceptance of camera surveillance in the bedrooms 
of the residents with dementia. The questions were ranked on a 4-point Likert scale 
(from highly acceptable till not acceptable at all). We opt for a 4-point Likert scale to 
enforce people to choice and not to give a neutral answer. 

Both staff members (n=8) and family members (n=13) attended the informational 
meetings. 18 persons participated in the survey. Before the information was given and 
questions could be asked about testing and using the system in practice, six more staff 
members and family members found limited camera surveillance in the bedroom of a 
resident with dementia not or not acceptable at all compared with the post-test. After 
the informational meetings, all staff members and family members found it acceptable 
or highly acceptable. Table 2 displays the exact numbers. 

Table 2. Acceptance of limited camera surveillance in the bedrooms of residents with  
dementia 

N=18 Highly 
acceptable 

 

Acceptable 

 

Not acceptable Not acceptable at all 

 

PRE 1 11 4 2 

POST 4 14   

In addition, qualitative data were collected by interviewing three family members 
of the residents who had participated in the survey in order to distinguish the needs of 
the family member from the needs of the resident when favoring the system. In semi-
structured interviews the family members referred to safety and better surveillance as 
grounds for the acceptance of limited camera surveillance in the bedroom. Terms for 
acceptance were informed consent and that only staff members (nursing-assistants, 
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nurses and doctors were mentioned) were allowed to see the live images. Obviously, 
‘trust’ (user value) seemed to be important. 

During the informational meetings staff and family could ask questions, and give 
comments and feedback for a more detailed specification of the requirements. Some 
family members were worried that the performance test of the current system eventu-
ally would lead to the complete replacement of staff at night by a remote system. 
Some staff members were concerned that the system would be used to control their 
activities. In both meetings there was a discussion about whether and how long the 
recorded images should be stored. 

In sum, the following requirements were specified: infrared sensor above and be-
side the bed; door switch; microphone; camera with motor drive but without zoom; 
camera starts when activated by a sensor; server; individualized alarm setting; no 
inconvenience for residents; in case of alarm live images and sound to be sent to PDA 
carried by a staff member on duty, good signal reception anywhere in the selected 
ward; duration of live images is adjustable; no talking back facility; assistive technol-
ogy for staff members only with simple use of the PDA; written instructions; in-
formed consent by representative of resident; no storage of images; system cannot be 
switched off by staff member on duty; system is in operation from 8 PM till 7 AM.  

3.5   Design Solution 

The newly specified requirements were used to improve the design for the remote 
monitoring system that would be installed in the bedrooms of the selected residents in 
the selected ward. The following design decisions were made: 

• An infrared sensor above the bed should be installed for early bed-exit detection 
with residents at high risk of falling when leaving the bed without assistance.  

• The infrared sensor beside the bed was suited for residents who tend to come out of 
bed and start disturbing other residents, wandering, et cetera.  

• The noise threshold of the microphone could be individually set to detect restless-
ness, panic reactions, et cetera.  

• The door switch could detect if a resident left the bedroom or if someone (other 
than the staff member on duty) entered the bedroom.  

• An infrared light accommodated the night position of the camera.  
• The computer and server were placed in the office of the team leader where the 

individual settings could be changed.  
• Wifi access points were installed to make reception possible within the department. 
• An instruction manual for the use of the PDA by the nursing assistants was written. 

A short version of the manual providing a quick overview of how to activate the 
monitoring system with the PDA was placed above the two PDAs in their charger.  

• The use of the PDA was kept as simple as possible. 
• The nursing assistants also received guidelines how to incorporate the monitoring 

system in their work programme.  
• Two telephone numbers were available for user support during the test. 
 

The structure of the system is displayed in Figure 3. Figure 4 shows the resulting 
PDA used by the nursing assistants. 
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Fig. 3. Design structure for remote monitoring system 

 

Fig. 4. PDAVOS (Video Observation System) 

4   Evaluate Design 

The usability evaluation of the working system took place in a performance test in 
actual practice at the nursing home. The remote monitoring system was tested with 
four residents in the selected ward during the evening and night shifts in a 4-week 
period. On the PDA as shown in Figure 4 a life video from the bedroom of a resident 
would show, accompanied by an alarm sound whenever a sensor alarm was activated 
the camera. The nursing assistant could steer the camera by placing a finger on the 
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screen. By pressing OK the video would disappear and the image as displayed in 
Figure 4 appears again or would be followed by another alarm and video. 

Major usability problems were identified that had not been revealed by the early 
testing in the laboratory phase, like the problems due to a power failure and the bad 
signal reception near a reinforced wall. Some new problems could already be solved 
during the performance test. A body armour for the PDA with adjustable carrying 
strap was introduced to prevent damage and switching off the PDA. The timeframe of 
the system was extended by one hour in the morning. 

The nursing-assistants on duty were asked to complete a questionnaire for every 
shift in which the system was used. Questions concerned the users’ effectiveness and 
satisfaction and the usability and effectiveness of the system in practice. We learned 
that the nursing-assistants could comfortably work with the system within the first 
shift with the PDA. They used the remote steering of the camera, but did not feel the 
need for an extra zoom facility on the camera. They rated the system as satisfactory 
during the test and were disappointed that it had to be removed after the test phase. 

The results were discussed with the staff member who had worked most frequently 
with the system, with the team leader and with the management. Any difference in 
environment and working process between the current situation and the future small- 
scale housing were also discussed with the management. Advice was given on the 
monitoring of the residents in small-scale housing. Interestingly, the system was re-
ferred to as ‘an extension of the eyes and ears’ of the staff member. 

After having presented the results to the staff and the management, we also pre-
sented the project to outsiders. We asked a peer health organization with experience 
in introducing technology in a residential environment to comment on the presenta-
tion. A professor Integrated Care for the Elderly acted as an opponent and staff from 
the university as well as from other health care organizations was present. The audi-
ence could ask questions or react to the opponents. Overall, the evaluation was very 
positive. Especially the role of the stakeholders and the test in the real life context of 
the nursing home was appreciated. The fact that an early user test could detect prob-
lems that can be solved before implementing a system was considered as a very posi-
tive contribution in accepting new technology. The peer healthcare organization with 
experience in this field concluded that this system would suit the users more then the 
technology they worked with. Additionally, the focus on values like privacy gained 
applause. Moreover, the boards of the current health care organization and the peer 
organization decided to implement a remote monitoring system in a small-scale hous-
ing project next year.  

5   Conclusions and Discussion 

In this study, we have designed and tested a new system for monitoring people with 
dementia at night using human centered design and value sensitive design methodol-
ogy. It can be concluded that combining the methodological design approaches of 
Human Centered Design and Value Sensitive Design in an iterative process proved to 
be beneficial. Values were discussed very early in the process, and the new working 
system of assistive technology performed very well. The idea that using cameras in 
bedrooms of residents with dementia is not acceptable because of intrusion on privacy 
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was not upheld in this case. In the care relationship between staff and residents seems 
trust to be an important value for acceptance both for residents ad proxies.  

The chosen approach resulted in a system that was workable according to the ex-
perts (users). Incorporating values into the design is different from discussing ethics 
when introducing innovative technology in geriatric care, as has been suggested by 
Sävenstedt and colleagues [9]. A technology driven process involves greater risks. It 
will be more difficult to meet the human needs of staff as well as the needs of the frail 
elderly people when a development life-cycle is not used. Innovative technology can 
be seen as a promoter of both humane and inhumane care [9]. We learned that aiming 
at humane care is promoted by using a human centered approach.  
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Granić, Andrina 359
Grill, Thomas 459
Guerrero, Claudia V.S. 439

Halbherr, Tobias 419
Held, Theo 43, 63
Hitz, Martin 205
Hochgatterer, Andreas 391
Holzinger, Andreas 19, 247
Humphrey, Katherine 125
Hussain, Zahid 313

Ilmberger, Waltraud 43
Iordache, Dragoş Daniel 31
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