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Preface 

The 7th International Conference on Entertainment Computing, under the auspices of 
the International Federation for Information Processing (IFIP), was held September 
25–27, 2008 in Pittsburgh, Pennsylvania. Based on the very successful first 
international workshop (IWEC 2002) and the following international conferences 
(ICEC 2003 through ICEC 2007), ICEC 2008 was an international forum for the 
exchange of experience and knowledge amongst researchers and developers in the 
field of entertainment computing. ICEC is the longest established and most prestigious 
conference in the field of entertainment computing.  

The conference provides an interdisciplinary forum for advanced research in 
entertainment computing, broadly defined. ICEC is truly international with leading 
experts from 14 nations representing academia and industry attending this year’s 
conference.  These leaders presented their newest research, insights, products and 
demonstrations.  

Although the field of entertainment computing is thought of as new, in fact modern 
digital computer games go back over 45 years with games such as Spacewar developed in 
1961.  This is not to say entertainment computing is limited to computer games. As 
evidenced by papers in this volume, entertainment computing covers virtually every aspect 
of today’s recreational diversions. With evocative titles like: “Development and Evaluation 
of a Centaur Robot,” “Analysis of Japanese Folktales for the Purpose of Story Generation,” 
“Fear Inducer: A Mixed Reality Audio Experience,” “Interactive Multimedia Contents in 
the IllusionHole,” “Robust Interactive Storytelling for Automatic TV Content/Story 
Production,” “Designing Toys That Come Alive: Curious Robots for Creative Play,” 
“Musical B-boying: A Wearable Musical Instrument by Dancing,” “Hybrid Visual 
Tracking for Augmented Books,” “Hitch Haiku: An Interactive Supporting System for 
Composing Haiku Poem,” and “Experiences Employing Novice Wizard Operators in a 
Gallery Setting,” ICEC 2008 papers spanned entertainment experiences from robots to 
television, music to audio enhancing emotion, and dancing to poetry. 

Of course, traditional game development was well represented with papers like: 
“Immersion, The Greatest Hook,” “Agents That Relate: Improving the Social Believ-
ability of Non-Player Characters in Role-Playing Games,” “Game Bot Detection 
Based on Avatar Trajectory,” “Creating an Emotionally Adaptive Game,” “Towards 
Emotional Characters in Computer Games,” “Newsgames: Theory and Design,” and 
“Physiological Player Sensing: New Interaction Devices for Video Games.” 

The host institution for ICEC 2008 was the Entertainment Technology Center of 
Carnegie Mellon University. Few institutions in the world embody the interdiscipli-
nary characteristics underlying entertainment computing as does the ETC. Founded by 
Don Marinelli, Professor of Drama and Arts Management, and Randy Pausch, Profes-
sor of Computer Science and Human-Computer Interaction, it is a marriage of the 
worlds of computer science and entertainment at the most fundamental level; a joint 
partnership of the College of Fine Arts and the School of Computer Science. Both 
CMU entities are amongst the nation’s top institutions in their fields.  ETC’s fusion of 
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disciplines is a testament to Carnegie Mellon’s longstanding support of interdiscipli-
nary research, where first-class faculty and students perform cutting-edge, world-
changing research; research that is not limited by the bounds of departments or fields. 
Likewise, ICEC 2008 brought the best of interdisciplinary work in computing in 
support of entertainment. We hope the works that follow give the reader a sense of the 
excitement and intellectual atmosphere experienced at this year’s conference. 
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Abstract. In this paper I present an analysis of the ontology and ethics of com-
puter games from an Information Ethics perspective. This analysis uses the 
concepts of Level of Abstraction and Gradient of Abstraction, as defined by 
Luciano Floridi’s Information Ethics, applied to the specific study of computer 
games. The goal of this paper is to argue for the consideration of games as in-
teresting ethical objects and experiences. Computer games appeal to a player 
capable of ethical reasoning in her interaction with simulated environments and 
rule systems. This paper provides a theoretical model for the study of the ethics 
of computer games both as designed objects, and as player experiences. 

Keywords: Information Ethics, Computer Game Ethics, Method of Abstraction. 

1   Introduction 

Computer games are the dominant paradigm of 21st Century entertainment. Their 
worldwide economic success inspires the technological research that extends the 
boundaries of game-related computation. But computer games have too a reputation 
of being intrinsically unethical forms of entertainment that corrupt the values of soci-
ety by promoting the wrong personal and social virtues.1 This reputation is caused and 
exemplified by the simulation of violence that many computer games use as a vehicle 
for the expression of conflict.2 There is an ethical tension between the perception of 
computer games as infantile entertainment, and the demands to the game industry 
from their core adult audience. 

In any case of moral concerns it is necessary to question the ethical origins of this 
perception. This paper argues for an interpretation of the ethics of games as designed 
                                                           
1  Carnagey et al. (2006). 
2 Juul (2005), pp. 92 - 116, and Salen and Zimmerman (2004), pp. 74-78 & 254-255. 
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software systems that are experienced by moral agents. The goal of this paper is to 
present a model for the ethical analysis of games. This model will use concepts from 
Luciano Floridi’s Information Ethics3, applied to the analysis of the independent mul-
tiplayer computer game Defcon (Introversion Software: 2006).  

This is a paper on Information Ethics. As such, it applies the theoretical framework 
proposed by Floridi to the analysis of computer game. The terminology, and the 
Method of Abstraction are direct appropriations from Information Ethics, but their 
application to computer games is entirely original. Furthermore, concepts like Proce-
dural and Semantic Gradients of Abstraction, are original additions to Information 
Ethics theory, first presented in this paper. 

Information Ethics provides a comprehensive framework for the analysis of com-
puter games for three fundamental reasons: first, the focus on information as an on-
tology facilitates the analysis of computer games as systems, beyond their audiovisual 
and aural components, yet integrating these in the whole meaning of the game experi-
ence; second, Information Ethics provides a strong vocabulary, with roots in Informa-
tion Theory and Computer Science, which affords precise definitions of systems, and 
their interaction modes, from an ethical perspective; third, Information Ethics is a 
constructivist theory with a strong anthropological model4, which in turn can be used 
to outline a model of ethical player. In any case, this ethical player model is beyond 
the scope of this paper, and will only be suggested when presenting the informational 
model of computer games as ethical experiences. 

This paper is not an answer to effect studies research, nor it intends to clarify the 
possible ethical problems of violent games and children.5 This is a philosophy paper, 
and as such it contributes to the understanding of the ethics of computer games by 
means of an abstract model for the analysis of the moral relations between a player, 
and a designed system. The model illustrates how the values of the game system and 
the values of the player are deeply intertwined. These achievements can be used for 
further analysis of computer games ethics, both from a design, and a psychological or 
phenomenological theory. 

This model will suggest a philosophical argument for understanding the ethical li-
ability of computer games. While it is true that many games simulate violence, basing 
all their interactions in a glorification of gore, we need to understand their ontology, in 
order to qualify their ethical nature. In this paper I present an analytical tool that can be 
used to argue for games as generators of interesting ethical experiences – doing so by 
critically involving the player in the interaction system. In other words, many computer 
games require an ethical agent in order to create any type of ethical experience. 

2   Computer Games as Ethical Challenges 

Defcon can be a game of patience. Defcon gives the player command of a nuclear 
country. The goal is to eliminate as many enemy units as possible, while minimizing 
loses. In fact, to win the game, players have to lose the least. Defcon is a political 
simulator of atomic warfare, with a very clear message: in nuclear war, the winning 
condition is a losing condition. 
                                                           
3 Floridi (2003a), (2003b). 
4 Floridi and Sanders (2003). 
5 Funk et al. (2004). 
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Defcon is a multiplayer computer game played over the Internet. Players are given a 
limited number of units and resources that have to be distributed in the map. This first 
stage is a preparation for the nuclear showdown that inevitably will take place at the 
end of the round, when Defcon One is reached and players can use nuclear warheads. 
When the game reaches its end state, players will be rewarded with points according to 
the number of enemy units and civilians eliminated. The winner of the round is the 
player who loses the least, which implies that targeting large cities is the best strategy. 

In the classic western theory of games, as exemplified by Huizinga6 and Caillois 7, 
games are perceived as something “separate”, as an “unproductive” activity that takes 
place within boundaries set by rules agreed upon by players8. Games are then arbitrary 
systems that establish constraints. Players have to accept these constraints in order to 
achieve the goals also proposed by the game system. Finally, games are considered enter-
tainment, pastimes, vehicles for leisure with clear rules and unambiguous outcomes.  

In more formal terms, games can be defined as activities in which practitioners in-
teract with a system designed to create obstacles to the achievement of predetermined 
goals. To play a game is to give supreme but temporary importance to these con-
straints. For the player, nothing is more important than the rules and the goals of the 
game. Play is the focus of the self on artificial rules, worlds and goals. This focus 
brings forth ethical concerns, specially in the case of games played with computers. 

In computer games, the rules are embodied in a virtual world. In many cases, the 
rules and the virtual world can be perceived by external observers as ethically harm-
less: there is no moral risk in New Super Mario Bros9 because the “violence” is car-
toonish. But games like Defcon, or Doom,10 or Counter-Strike11 seem to create imme-
diate ethical concern. These games could be understood, in a classic Virtue Ethics 
approach12, as tools for the practice of the wrong virtues: violence, killing, inadequate 
conflict resolution. In this line of thought, a game has to be unethical because the agent 
is presented with rewards for actions of (simulated) evil, while feedback on the  
consequences is not provided13. The act of “killing” an opponent in a computer game 
becomes an action with no other consequence than what the game rules determine, 
therefore alienating the player from her reflections on the consequences of her actions. 

This analysis of the ethics of games would then state that if players are faced with 
simulated evil and rewarded for their non virtuous actions in that gameworld, then 
players will internalize the lack of consequence for these actions. This process would 
be the first step in the desensitization effects that some researchers14 and media be-
lieve is the playing computer games. 

In essence, this interpretation assumes that there is no difference between the act  
of launching an atomic bomb over Hiroshima and launching an atomic bomb over 

                                                           
6 See Huizinga (1950). 
7 See Caillois (1958). 
8 For a critical summary of the western understanding of the ontology of games, see Juul 

(2004), pp. 23-55. 
9 Nintendo: 2006. 
10 id Software: 1993. 
11 Valve Software: 1999. 
12 As defined by Aristotle’s Nichomachean Ethics. See also Feezeel (2004). 
13 Nevertheless, it is necessary to say that the consequences of actions in games do have a sys-

tem for feedback, embedded in the rule system, and usually tied to the winning conditions. 
14 See Carnagey et al. (2006), Funk et al. (2004). 
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Tokyo in Defcon. Thus, playing computer games is an unethical act. This is both a 
limited understanding of computer games as cultural objects, and a very poor consid-
eration of the ethical capacities of players as moral agents. Still, to counter argue, it is 
necessary to define what computer games are, and how players experience them. The 
rest of the paper will transform the alleged ethical shortcomings of computer games 
into analytical tools for defining computer games as ethical experiences. Computer 
games are not detached, encapsulated systems of meaning that classic game research 
has argued for. Computer games have a strong presence in the configuration of our 
ethical and cultural being, and as such we must describe them. 

3   Computer Games as Informational Systems 

When describing a game to someone that has never played it, the first stage is to de-
scribe the rules and the game mechanics. Players need to know what is allowed and 
possible, and what is not. Once players have a basic understanding of the rules, play is 
initiated. The initial states of play are approximations both  to the rules and to the 
environment where we play. This process tries to find the winning strategies while 
staying true to the rules. Mastering a game is understanding the rules and mechanics 
of the game, how they interact with each other. Mastery leads to the behavioral pat-
terns with which we play. 

From a philosophical perspective, a game can be defined as an informational sys-
tem: a construction of rules that determine which actions are meaningful or not within 
a certain experience, and how those actions can be performed. This ontology is based 
on the theory of Information Ethics. For Information Ethics, “the moral action itself 
can now be modeled as an information process, i.e., a series of messages (M), invoked 
by a, that brings about a transformation of states directly (…) affecting p, which may 
variously respond to M with changes and/or other messages, depending on how M is 
interpreted by p’s methods”15. I will adapt this approach to encompass all kinds of 
ludic actions, defined as any action taken by an agent within a game system that is 
evaluated by a game rule. For example, placing the units in Defcon, firing a missile, or 
using the chat interface to communicate with other players, they all are ludic actions. 

In order to understand the ethics of computer games from an informational perspective, 
it is relevant to define computer games within the terminology of Information Ethics. A 
computer game, then, is an infosphere, a “context constituted by the whole system of 
information objects, including all agents and patients, messages, their attributes and mu-
tual relations”16. In more classic computer game terms, a (game) infosphere is constituted 
by all game elements: players and AI agents, environments and gameworld, rules and 
game mechanics, and the interaction modes in the space of possibility17. In computer 
games there are agents, human or controlled by the game software. From a certain per-
spective, all agents operate similarly: interacting with the game state18 via game mechanics 
constrained by game rules. Playing a game is an act of agency within an infosphere, un-
derstanding agency as the interaction by means of exchange of information with a system 

                                                           
15 Floridi (2003a). 
16 Floridi (2003), p. 8. 
17 Salen & Zimmerman (2004), pp. 66-67. 
18 See Juul (2005), chapter 3. 
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and other agents.19 This exchange of information is done via the methods20 of the different 
game objects, as constrained by the game rules. 

In Defcon, players construct a strategy by carefully placing units in the places they 
are afforded by the rules, relative to their initial state in the game. Players manipulate 
the gameworld and their relations to other players in ways sanctioned and determined 
by the rules. Agency in Defcon, as in any computer game,is limited by the game rules 
and the mechanics afforded to players. The relation between players and the game 
environment will take place within the boundaries of those mechanics. The game as 
infosphere is determined by the design of the game. 

From an ethical perspective, it is crucial to establish that the infosphere was de-
signed to afford agency and allow for the flow of information in specific modes. Any 
system designed to modify or enhance agency, any system that is scripted21for creat-
ing behaviors, has to raise ethical awareness. Altering agency can have ethical impli-
cations in the ontological status of the agents. 

For instance, Defcon is designed to encourage conflict among players. All the me-
chanics and rules of the infosphere are geared towards creating conflict. Players of Def-
con cannot find negotiated outcomes - the goal of the game is to simulate nuclear war 
and to reward those that annihilate more units of the opponent. The design of the game, 
as the design of any infosphere, is loaded with ethical values set to be experienced. 
More specifically, Defcon rewards those players who lose the least. Conventionally, 
wargames reward players who take out other players, regardless of their losses. Defcon 
modifies that rule, which leads to an ethical impact on the player experience. 

The morals of game agents are not determined by the ethical values of the game 
design. Any agent in an infosphere, and particularly any human agent, has to be con-
sidered a moral agent. A moral agent is capable of ethically relating to the whole 
system, reflecting on her own values and ethics. Furthermore, moral agents are able of 
acting upon these values, modifying the actual ethics of the infosphere as experi-
enced. While an infosphere can have ethical values imprinted in its design, it is the 
actual interaction of a moral agent with those ethical affordances and constraints22 
what constitutes the ethics of a given infosphere. The informational ethics of a game 
system can only be analyzed when the game is experienced by agents, and not exclu-
sively by its design, or its appearance. 

Agents exert their ethical capacities by what Floridi has defined as creative steward-
ship. Human agents, from an Information Ethics perspective, ought to be considered homo 
poieticus, since they concentrate “not merely on the final result, but on the dynamic, on-
going process through which the result is achieved”23. Agents within an infosphere are not 
only in charge of exchanging information, but also of preserving the nature of the system, 
producing meaningful interactions. In computer games, this translates to the ethical re-
sponsibility for playing without cheating, not allowing other players to grief or harass the 
community, or developing and sharing interesting strategies for beating the game. Players 
                                                           
19 See Floridi and Sanders (2004b) for a more detailed Information Ethics approach to the 

question of agency. 
20 Methods should be understood in the Object Oriented Programming paradigm, as the 

mechanisms an object has to access and/or manipulate data within other objects. See Weis-
feld (2000). 

21 See Latour (1992). 
22 See Norman (2002). 
23 See Floridi and Sanders (2005). 
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as ethical agents are not mere input providers: they understand the nature of their actions 
within the semantics of the infosphere, and they act ethically. 

This moral understanding in games is determined by two elements: the player as 
agent, and the cultural being that experiences play24. As players, we construct our 
agent values with those ethical affordances and constraints provided by the system. In 
Defcon, players’ ethics reckon how the system encourages treason, since there is only 
one winner at the end of the game, but alliances with other players are encouraged. 
From an information ethics perspective, the player has a number of methods that 
allow her informational interaction with the other agents of the system. Those meth-
ods simulate nuclear war with the goal of devastating opponents and provoking casu-
alties in their cities. The system is designed to encourage and reward that agency. 

Players are not only input providers within the game system - their ethical configu-
ration is also dependent on the ethics of the agent that becomes a player. The ethical 
agent outside of the gameworld is also relevant for understanding the ethics of com-
puter games. Defcon is not only a state machine that simulates the conditions of con-
flict: it simulates nuclear war and its outcomes, representing them by means of an 
aural output system. Both the aural system and the simulation of nuclear war, what I 
will define as the semantic layer of the game, are interpreted by the human agents 
using their cultural and ethical knowledge.  

For an analytical perspective, then, the infosphere comprises both the agents that 
interact with predetermined methods with the state machine, and the moral agents that 
evaluate the cultural and ethical relevance of in-game agency. 

4   The Method of Abstraction and the Ethics of Computer Games 

The Method of Abstraction25 provides a framework for analyzing the relation between 
agents and designed systems. In this paper I will use the concepts of Level of Abstraction 
(LoA henceforth) and Gradient of Abstraction (GoA henceforth). A Level of Abstraction 
is “ finite but non-empty set of observables. No order is assigned to the observables”26. A 
Gradient of Abstraction “is a formalism defined to facilitate discussion of discrete systems 
over a range of LoAs. Whilst a LoA formalises the scope or granularity of a single model, 
a GoA provides a way of varying the LoA in order to make observations at differing levels 
of abstraction”27. These two concepts, applied to computer games, allow the formulation 
of a model for the analysis of the ethics of computer games. 

In computer games there are two dominant GoAs: one is limited to the direct inter-
action between agents and the state machine by means of game mechanics, the other 
comprises the game system as simulation and agents as ethical agents.  

This first GoA defines all the input/output operations performed by and for the modi-
fication of the game state within the limitations of the rule system. For example, the 
action of selecting a unit in Defcon invokes a LoA in which the user interface, the class 
and particular instance of the unit, and the response from the state machine are relevant. 
I will define this GoA as the syntatic or procedural GoA. The syntatic/procedural GoA 
comprises the LoAs that regulate the input/output processes between agents and the 
                                                           
24 See Gadamer (1975). 
25 Floridi and Sanders (2004a). 
26 Floridi and Sanders: 2004a, p. 10. 
27 ibid, p. 12. 
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state machine. The syntactic/procedural GoA constitutes the inner mechanisms of the 
game, it’s procedural nature28 as a system. 

The second GoA comprises the game system as simulation and agents as ethical 
agents. This expands the previous GoA by adding a semantic layer. The game system 
is in this layer more than a simple state machine: it comprises all the aural/aesthetic 
levels, giving cultural meaning to the elements of the game system. In Defcon, the 
state machine simulates nuclear war. The system behaviors, the semantic levels, its 
procedural and aesthetic content, they are all designed to be interpreted as war com-
manded from a nuclear bunker. This GoA comprises the procedural nature of the 
game with the cultural/aesthetic layers that wrap it, and it can be defined as a seman-
tic/simulational GoA. 

The agent in the semantic/simulational GoA is capable of reflecting morally not 
only about the appropriateness of her actions providing input, but also about the 
meaning of those actions. This meaning is interpreted both within the perspective of 
the cultural meaning of the simulation and with her own cultural values29. 

The semantic GoA comprises the procedural GoA, and all the different LoAs pre-
sent in a computer game can then be visualized within those relations. This conceptu-
alization can be modeled in the next page. 

At the heart of the ethical concerns with computer games lies the incapacity of un-
derstanding how players navigate in the infosphere. Common accusations against 
computer games understands them only within the procedural GoA, and thus from the 
perspective of an agent not concerned with anything else than providing the right input 
to modify the state machine. Furthermore, there seems to be a common issue to map 
the simulation within the procedural GoA, which is ontologically incorrect: the me-
chanical agent is not concerned with the simulation, it’s beyond its LoA. When agents 
interact with the simulation, they use too their ethical capacities, since those are a part 
of their cultural resources required to understand how and why to play a game. 

A common ethical concern raised by games is concerned with desensitization, 
which in this philosophical context I define as crisis of the agent’s ethical tools  
for evaluating their conduct.30 This concern is based on the assumption that players  
allegedly provide input to the system without thinking about the consequences of their 
actions in the simulation, and thus becoming alienated from the causality reflection. 

But given this Information Ethics analysis, this concern does not hold true.  
Any agent in a game operates within two distinct GoAs - one that cares about the  
procedural elements of the game, from user interface to score system, and another one 
that encapsulates that procedural part of the game into a larger GoA. In this larger  
GoA, the semantics of the game are extremely relevant, as they guide player interac-
tions with the system. 

                                                           
28 See Bogost (2006). 
29 This seems to discard any agent that is not human, but that is not the case: there are some 

LoAs in that GoA that can apply to agents that are not human: every LoA that does not re-
quire attention to those values external to the simulation can apply to artificial agents. A 
more detailed approach to artificial agency in infospheres can be found here: See Floridi and 
Sanders (2004b). 

30 As opposed to the psychological approach, concerned with the reduction of emotional re-
sponse: see Funk et al. (2004). A possible continuation of this paper would lead to compara-
tive work in social psychology and philosophy, on the ethical and emotional effects of these 
games in different ethical agents, mapped to the informational structure of the game, as mod-
eled in this paper. 
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This process can be understood with an analogy: piano players often need to 

“warm” their fingers before playing. They do so by playing on the piano a number of 
exercises. Piano players are not concerned with the semantic elements of the music 
piece, only with the mechanical interaction with the piano. Once they start playing a 
piece, though, the semantic layer is also present, so tone, emotion, phrasing, and the 
aesthetic qualities of playing piano require attention. 

This informational perspective on the ontology of games provides an framework 
for the analysis of the ethics of computer games. It also gives arguments as to why 
some computer games are not relevant for ethical theory. Ethically irrelevant games 
are those in which the procedural dominates over the semantic. For instance, in Tet-
ris31players don’t need to understand the simulation in order to successfully interact 
with the system. To play Tetris is enough with an understanding of the rules and me-
chanics. Abstract games32, then, are those games that privilege the importance of the 
procedural over the semantic GoA. 

Summarizing, the procedural GoA comprises the design and implementation of the 
game as a state machine, with the basic mechanics and rules that determine the inter-
action of input agents with the system. The semantic GoA comprises the layers of 
meaning that we understand as the gameworld - the reasons why players are emotion-
ally attached to the game, understand how to play it, and take choices. Agents in this 
gradient are concerned with the player community, the cultural and ethical values of 
                                                           
31 Alexei Pajitnov, 1985. 
32 See Juul (2005), pp. 130-131. 
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the game, and the connections of the game with larger infospheres external to the 
game experience. 

The games that taunt players with ethical decision-making, like Fable33 or Knights 
of the Old Republic34 are flawed because their alleged ethical thinking is placed in the 
procedural layer: “evil” is not understood as a dominant semantic condition but a 
procedural one, as a state in the machine. Ethical agents do not require to use their 
ethical reasoning within the semantic layer in order to take a choice: it is enough to 
understand the arbitrary ethics assigned to a particular game state, and let the game 
system evaluate the behavior. These games generate a process of desensitizing the 
agent of their ethical thinking about the simulation. Since ethics are limited to the 
procedural layer, agents are deprived of their ethical capacities in favor of an external 
system that will evaluate their choices. 

5   Conclusions 

This paper has presented an analytical framework of the ethics of computer games as 
informational environments. This framework is based on Information Ethics, and 
provides a comprehensive approach to the technological and cultural challenges of 
computer games’ ethics. 

The model I have presented in this paper can be used not only to analyze the ontol-
ogy of games as ethical systems, but also to provide a philosophical answer to issues 
concerning games and unethical content. That argument goes as follows: any com-
puter game requires a player who understands not only the basic rules and interac-
tions, but also the meaning of the game world, of the simulation. A player that can 
understand that sematic layer is an ethical agent, and as such will always use moral 
maturity to interpret and experience the game. In other words – players are ethical 
agents that require ethical thinking to interact with the game. 

A subject for further research is the meaning of ethical thinking for players. I 
would argue that ethics, like Aristotle wrote, is a practical science that requires matur-
ity, a constant practice towards perfection. Similarly, the ethical maturity of players 
evolves with time and experience of games, and thus social instances like age regula-
tion codes, are effective tools for guaranteeing the successful development of players 
as ethical agents. 

Computer games offer experiences of seemingly impossible worlds that put players 
in the center of epic tales of heroism. But the moral dimension of games is still in its 
infancy. With this paper I have introduced a framework for understanding games as 
ethical systems. The next step is to put into practice the lessons learnt from this reflec-
tion, since the possibility of creating engaging ethical gameplay is the true promise of 
any next generation gaming. 
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Abstract. This paper introduces the AdRacer system for multifaceted testing 
and in-depth analyses of game effects and in-game advertising efficiency. Ad-
Racer combines an immersive driving simulator, 3D game environment, re-
cording of players’ gaze directions, and application of memory tests. A pilot 
study tested the effects of game violence on memory for brands shown as bill-
board ads in a racing game. In contrast to findings with TV violence, game vio-
lence did not impede brand memory. Memory results were also not mediated by 
visual attention during encoding. Compared to a matching nonviolent version, 
playing a violent game resulted in superior brand retrieval, yet participants 
showed fewer and shorter eye fixations on the billboard ads. Hence, caution 
seems to be recommended in transferring standard results from the “passive” 
TV medium to the interactive game medium. 

Keywords: Game violence, in-game advertising, memory, media effects. 

1   Introduction 

Violent and nonviolent computer and video games have been analyzed with respect 
to their emotional, behavioral, and cognitive effects (e.g., Anderson & Bushman, 
2001). To our knowledge, however, the effects of video game violence on memory 
for advertised brands have not yet been tested. The present paper introduces Ad-
Racer, a novel testing system for the study of game effects. AdRacer warrants high 
levels of experimental control in a realistic and immersive 3D game environment. 
The system was tested in a pilot study on the effects of playing a violent or nonvio-
lent racing game on memory for brands. Brand information was provided as bill-
board ads, thus matching what is found on real race tracks. This so-called in-game 
advertising denotes the contextual placement of brands within games and is cur-
rently becoming increasingly important for advertisers (section 2). Following a 
detailed description of the AdRacer system (section 3), we will discuss the impor-
tance of analyzing effects of game violence on brand memory and report results 
from the pilot study (section 4). 
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2   In-Game Advertising 

In-game advertising has become a major topic because of people’s dramatic changes in 
(entertainment) media behavior. By middle childhood, for example, playing computer 
and video games has become one of the favorite leisure-time activities (cf. von Salisch, 
Oppl, & Kristen, 2006), thus rivaling TV as the former anchor medium for entertain-
ment. In addition, media diversification describes peoples’ tendency to using various 
other sources of media entertainment such as mobile phones, PDAs, and, video games. 
The ever-accelerating economic importance of in-game advertising is also reflected by 
the numbers. In 2006, companies spent $77.7 million for in-game advertising. In 2007, 
the budget more than doubled to $182.7 million, whereas in 2011 it is projected that 
$971.3 million will be spent on in-game advertising (Yankee Group1). 

Advertisers’ step into games is promising because video games grant foolproof ac-
cess to the coveted target group of young adults who are known to be avid gamers. 
Young adults also have more expendable income than other groups, and have more 
malleable attitudes. Second, heavy gamers accept in-game advertising as an inevitable 
part of the future of their play2. Gamers even appreciate “cool” companies that adver-
tise in games3. Third, in-game advertising is non-obtrusive. Unlike TV commercials 
that disrupt a running TV program, advertised brands are carefully and subtly inte-
grated into the game. Most importantly, however, games differ from TV programs 
and movies in terms of their inherent interactivity. Playing games is an active process, 
which may even include some form of forced exposure to the advertised brand. TV 
commercials typically entail shallow encoding of product information. Carefully 
integrating brands as an important part of the storyline may result in deliberately di-
recting the player’s avatar to a billboard or even “force” the player to use a particular 
product (e.g., Coca Cola). From a human memory perspective, this process induces 
deep encoding of the product information, which, according to the levels-of-
processing approach (Craik & Lockhart, 1972), will serve as a superior basis for later 
retrieval. Taken together, in-game advertising may be among the most effective forms 
of advertising because of superior brand exposure in terms of frequency, duration, and 
intensity or depth of encoding. 

3   AdRacer Testing System 

The AdRacer system was designed as a flexible tool for adaptive and ecologically 
valid experimental testing that warrants continuous interaction between the player and 
virtual 3D game environment. The system comprises driving simulator, 3D racing 
game environment, and recording of gaze directions and bio signals (e.g., EEG). Ad-
ditional questionnaires and post-driving memory tests complete the in-depth analysis 
of advertising efficiency and game effects on the player (Figure 1). 

The AdRacer is equipped with a 30-inch back-projected display for immersive 
gaming, an adjustable car seat, stereo sound, and a steering wheel and foot pedals for 
realistic driving experiences. The system uses a non-obtrusive single-camera infrared 
eye-tracking device. Figure 2 illustrates the AdRacer hardware setup. 
                                                           
1 http://www.yankeegroup.com/ResearchDocument.do?id=16395, acc. 7/16/2008. 
2 http://www.comscore.com/press/release.asp?press=861, acc. 7/16/2008. 
3 http://www.massiveincorporated.com/casestudies.html, acc. 7/16/2008. 
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Fig. 1. The AdRacer testing system. See text for further details. 

  

Fig. 2. The AdRacer driving simulator, together with steering wheel, stereo speaker, foot ped-
als, eye-tracking camera (above steering wheel) and infrared emitter (above speakers) 

The virtual 3D environment in the novel AdRacer game used in the pilot study was 
designed using the open source TriBase game engine, which supports Microsoft’s 
DirectX 9 graphics standard and comprises a wide range of I/O and A/V libraries 
(Scherfgen, 2006). We implemented different 3D models for billboards, trees, houses, 
rotating geometrical target shapes (i.e., rings and diamonds), and animated human-
like characters. For the violent version, two different 3D avatar “targets” were de-
signed (a man in a business suit, and a woman in a wheelchair), both with their hands 
down. To render a more realistic impression, a second model was designed for each 
avatar with their hands held up. Once the player approached the avatars, the  “hands-
up” model automatically replaced the “hands-down” model. This simple two-stage 
animation proved to be an effective method to induce the lively impression of a “real” 
person spontaneously reacting to a fast approaching car. 

Based on different types of ground tiles (i.e., basic straight, curve-left, and curve-
right textures that define the course of the road), and the number and positions of 
bonus items and billboards, the TriBase engine generated an open race track. The race 
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track is visually situated in the suburbs, with different types of houses and trees 
sparsely distributed. In the present study, no other cars or AI-based non-player char-
acters appeared (except for the avatars in the violent version). The game’s underlying 
physics engine rendered a realistic driving behavior, including screeching tires and 
crashes whenever participants left the road and bumped into houses or trees. 

Both game versions had a first-person point of view that shifted realistically ac-
cording to the player’s input (Figure 3). By providing “unfiltered” sensory cues, feel-
ings of spatial self-presence are strengthened, thus further inducing involvement and 
immersion in the game environment (e.g., Ijsselsteijn, 2001). The first-person point of 
view also plays an important role in current models of media effects. Because of 
adopting the acting character’s role, the first-person view supports identification. In 
the General Aggression Model (Anderson & Bushman, 2002), these attributes help 
form chronically accessible mental models, which change an individual’s personality 
and, thus, help to explain how violent video games influence aggressive personality. 

 

Fig. 3. Hitting items in the nonviolent version (left) and running over pedestrians in the violent 
version (right) of the AdRacer racing game, together with billboard ads, as seen through the 
imaginary windshield. An animated dashboard further increased the realistic impression. 

To further understand the effects of in-game advertising, an important potential 
mediator of memory—participants’ gaze directions—was also measured. Analyzing 
potential differences in visual attention towards brand logos helps to understand the 
mechanisms that underlie brand memory, and gaming behavior per se. Gaze direc-
tions provide a continuous measure without interrupting processing. Unlike verbal 
statements, gaze directions are largely automatic (i.e., resistant to strategic control). 
Eye movements were continuously recorded in both conditions during the driving 
game. The AdRacer system uses the InSight™ eye-tracking device (©SensoMotoric 
Instruments), which only requires a headband with a marker tracked by a single cam-
era, thus indicating the player’s head position. Based on three infrared emitters, two 
corneal reflexes are produced giving an estimate of the cornea’s curvature. The eye 
tracker software provides information on head orientation, lid opening, and gaze di-
rection. In the present study, we will confine ourselves to gaze direction. Using a non-
obtrusive device further supports the ecological validity of the interaction between 
player and game environment. 
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The AdRacer display was virtually divided into 42 areas of interest to calibrate 
individual gaze direction. We programmed a merging routine that combined the re-
corded signals into one file container, including the AdRacer game data. An addi-
tional database handled both file container entries and memory data. 

4   Pilot Study: Testing Memory for Product Information 

Typically, people watch TV commercials or play sports simulation games in the pri-
vacy of their homes, or pass by billboards on their daily way to the office, and then go 
shopping later. Contact with product information thus occurs prior the actual buying 
situation. This temporal and spatial decoupling of encoding and retrieval is also re-
flected in theoretical models of people’s complex response to advertising in which 
memory represents a crucial component (Shimp & Gresham, 1983). Memory has been 
repeatedly demonstrated to mediate consumer behavior (Bagozzi et al., 1992; Bush-
man, 2005). Brand placements, for example, are thought to increase the level of 
familiarity with the advertised brand so that consumers will later remember and even-
tually buy the product (d’Astous & Chartier, 2000). 

In addition to formal aspects (e.g., logo design), memory for advertised brands is 
also affected by contextual factors. For example, embedding the product information 
in a violent TV program context is known to impede brand memory compared to a 
neutral program (see Bushman & Phillips, 2001 for a meta-analytic review). In these 
studies, participants watch TV with commercial breaks. They are then given surprise 
tests of memory. Despite comparable levels of arousal, entertainment, and involve-
ment, participants recall fewer brands embedded in the violent TV program (e.g., 
“24”) compared to the nonviolent program (e.g. “America’s funniest animals”). 

In the light of the aforementioned trend towards in-game advertising, the AdRacer 
pilot study tested whether game violence will have detrimental effects on brand mem-
ory similar to those found with TV violence. Little is known about brand memory in 
games; recently, it has even been characterized “a virtually unresearched area” (Yang 
et al., 2006). The few studies that have already addressed memory for in-game adver-
tising yielded only low brand memory. For example, participants in a first-person 
shooter recalled going past billboards, yet revealed little memory for brands (Chaney 
et al., 2004). To our knowledge, no study has directly compared memory for adver-
tised brands in matching versions of a violent and a nonviolent game. 

4.1   Method  

The experimental pilot study that tested the AdRacer system addressed the effects of 
game context on memory for brands that appeared as billboard ads in a novel racing 
game—does the violent game context impair participants’ memory for brands similar 
to TV violence? Two matching versions of the game were therefore designed that 
differed only in terms of violence. In the nonviolent version, participants were re-
warded for running over animated geometrical shapes distributed along the race track. 
In the violent version, participants were rewarded for running over pedestrians (i.e., 
human-like avatars). Both groups were then given surprise memory tests. 
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4.1.1   Design and Participants 
A 2 (game content: violent, nonviolent) x 2 (memory test: cued recall version of a 
brand clarification task, free recall of brands) mixed-factorial design was used. Game 
content served as a between-subjects factor; participants thus either played the violent 
or the nonviolent version of the racing game. Memory test was varied within subjects. 
However, the order of the tests was fixed; participants started with the clarification 
task (cued recall) and then proceeded with free recall. 

Participants (N=19) were students and faculty members from different faculties at 
the University of Luebeck. In the violent condition, 2 females and 7 males (mean 
age=24.40, SD=4.17) participated4. In the nonviolent condition, there were 3 females 
and 7 males (mean age=22.56 SD=5.41). Faculty members volunteered whereas stu-
dents received course credit for their participation. Members of both groups were 
naïve to the experiment and its goals. 

4.1.2   Materials 
Sixty-four high quality versions of corporate brand logos from different product cate-
gories were selected from the Internet5. A pretest with 20 different participants cor-
roborated that all logos represented known brands. For the driving game, logo size 
was adjusted to fit the VR version of the standard German “Mega light” billboard size 
(252cm x 356cm). For the clarification task that was used as a cued recall test, brand 
logos were adjusted to fit into 480 (width) by 640 (height) frame size. 

All participants were given the same race track in the driving session. However, 32 
different logos were randomly selected for each participant. Brand logos were as-
signed billboard positions that had been pre-rendered by the game engine. Each logo 
was shown as a 2D-billboard ad and appeared three times during an individual driving 
session. Hence, each participant encountered a total of 96 brand logos in the study 
session (“learned list logos”). For the clarification cued recall test, 16 brand logos 
were taken from the learned list (“repeated”) and were presented together with the 16 
logos that had not been previously encountered in the driving session (“new”)6. Re-
peated and new items were presented in random order. Only one brand logo was dis-
played at a time in the clarification cued recall test. 

4.1.3   Procedure 
The experiment comprised, in chronological order, the training session to accustom 
participants to the driving game, the study session in which eye movements were 
recorded while participants played the driving game and encountered billboard ads, 
the questionnaire session that addressed demographical factors and participants’ rat-
ings of the AdRacer game, and the memory tests. 

Participants were tested individually in a computer lab. They randomly assigned 
themselves to either the violent or nonviolent version by drawing a slip of paper. 
After adjusting the driver’s seat in front of the AdRacer display the experimenter 

                                                           
4 A third female participant in the violent condition started the driving session but soon had to 

quit because of experiencing intense simulator sickness. 
5 http://www.webchantier.com/_index_en.html, acc. 7/16/08. 
6 The remaining 16 brand logos from the learned list were used in another memory test that 

yielded similar results, but will not be reported here. 
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attached the headband and calibrated the eye tracker. To compensate for individual 
differences in experiences with driving games, a learning criterion required 180,000 
bonus points to be scored within three minutes of driving in the training session. A 
special nonviolent training game version was used. Participants were told to maxi-
mize their personal bonus by hitting (i.e., passing through) items that displayed their 
score and appeared on the left and right lane. Hitting an item triggered a cheerful 
sound, a reddened screen image (flash) for 200ms, and the bonus score, which was 
shown in the middle of the screen. No billboard ads were shown during training. All 
participants met the criterion within three attempts. 

Next, both groups were given identical instructions for the driving session (study 
phase); they were told to maximize their personal bonus to make it into the high score 
list. To further increase motivation, participants were told that the top 3 scorers would 
receive additional gifts. Billboard ads were not mentioned, nor were participants in 
the violent condition told that avatars would now replace neutral items. Driving ses-
sion was self-paced and ended when participants passed by all 96 brand logos. 

In the violent condition, “running over” an avatar immediately triggered screams of 
pain either from a female or male voice depending on the gender of the character. 
Also, a splashy sound was played and the windshield was covered with blood stains 
for 200ms. As was true for the nonviolent version, participants were immediately 
rewarded with the bonus score. 

Following the driving session, participants received the questionnaire. Next, they 
started the first memory test. They were told that some of the hidden brand logos in 
the upcoming visual clarification test had been presented earlier on billboard ads. 
Therefore, they should deliberately recall the driving session. Brands were presented 
one at a time. Each trial started with a verbal cue displayed for 1,500ms, immediately 
followed by a fixation cross in the middle of the computer monitor. After 500ms, the 
fixation cross disappeared and the screen was blackened for 1,000ms. Then, the brand 
clarification started automatically. The computer program started time recording as 
soon as a visually degraded brand appeared on the screen. Visual masking was auto-
matically evenly reduced (i.e., gradually clarified) by randomly removing blurring 
pixels at a 2 percent per second rate, starting with 100% noise blur. Participants were 
instructed to immediately stop the clarification process (and, thus, recording of reac-
tion time) by pressing the Space bar when they visually identified the brand. The 
program immediately replaced the degraded logo with the instruction to type in the 
name of the recognized brand. Participants accustomed themselves to the task on five 
training trials (using new brands) and then completed 32 test trials. 

In the concluding free recall test, participants were given a blank form. They were 
told to type in only brand names they remembered from the driving session. Finally, 
participants were debriefed. The entire experiment took 50 to 60 minutes. 

4.2   Results 

Findings from the questionnaire will be described first (4.2.1), followed by memory 
data (4.2.2). We will also address whether visual attention (gaze directions) affected 
brand memory (4.2.3). An exhaustive description of all results would go beyond the 
scope of this paper. Hence, we will confine ourselves to the most important findings. 
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4.2.1   Questionnaire 
The 20 items of the questionnaire addressed demographical factors, like age, gender, 
occupation, computer and gaming expertise, and personal frequency of gaming, which 
are known to moderate measures of gaming behavior. Lower ratings on the 4-point 
scale indicated stronger affirmation. Two-sided t-tests (α=.05) revealed only one 
significant effect: game versions substantially differed in violence, t(17)=6.08, p<.01. 
As expected, participants in the nonviolent condition (M=3.67, SD=0.50) did not find 
the game violent at all, whereas players of the violent version (M=1.80, SD=0.79) 
confirmed that they had played a violent game. No other comparison was significant 
(ps≥.11), indicating that game versions were matching in terms of handling, perceived 
realism, and subjective estimations of arousal, excitement, alertness, and fun. 

4.2.2   Memory Data 
Cued Recall (Clarification Task) 
The number of erroneously recalled brand names was below 3%. Therefore errors 
were not calculated separately. First, we compared baseline performance, that is, 
group means for brand logos that had not been encountered in the study phase. The 
one-factorial ANOVA with game content serving as a between-subjects variable re-
vealed no group difference, F(1,17)<1. Not surprisingly, participants playing the 
violent version (M=13,276ms, SD=3,006), and the nonviolent version (M=13,548ms, 
SD=3,105) did not differ in terms of the time it took them to identify blurred brand 
logos that had not been shown earlier. Next, we compared group means for brand 
logos that were repeated from the study phase. Contrary to our hypothesis, the one-
factorial ANOVA revealed no group difference, F(1,17)<1. Participants playing the 
violent version (M=12,878ms, SD=2,894) were even numerically faster than their 
colleagues in the nonviolent version (M=13,614ms, SD=2,923). 

Free Recall 
There was no substantial group difference in the free recall test, t(17)=-.095, p=.93.  
In the nonviolent condition, participants recalled 9.03% (M=2.89, SD=2.09) of the 
brand logos encountered in the driving session. Participants playing the violent ver-
sion recalled 9.38% (M=3.00 SD=2.91). 

4.2.3   Eye-Tracking Data 
Due to technical problems with the eye-tracking device, data from only 5 participants 
in the nonviolent and 8 participants in the violent condition were obtained. Because of 
the low number of observations, only descriptive statistics will be presented. First, the 
mean number of fixations (hits) for billboard ads was calculated (Table 1, upper half). 
Recordings from gaze directions up to 3% displacement from the outer billboard 
frame were accepted as hits7. Please note that each of the 32 different brand logos was 
repeated three times during an individual driving session. 

Apparently, repeating brand logos as billboard ads in the driving session positively 
affected participants’ gaze directions only in the nonviolent game version. In the vio-
lent version, visual contacts with billboards occurred only at chance level, irrespective 
of their number of appearance. 

                                                           
7 We also tested different displacement criteria (0%, 1%, and 5%), but obtained similar results. 
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Table 1. Mean number of eye fixations (in %, upper half) and mean duration of eye fixations 
(in ms, lower half) in the two game versions. Standard deviations are given in parentheses. 

  Number of Appearances 
  First Second Third 

Number of Hits Nonviolent 42.50 (36.28) 56.25 (26.88) 68.75 (12.50) 

 Violent 56.25 (21.65) 51.56 (26.67) 52.34 (35.82) 

Fixation Times Nonviolent 286 (268) 234 (323) 276 (320) 

 Violent 166 (248) 192 (265) 167 (263) 

Next, mean fixation time for “hits” was calculated (Table 1, lower half). Playing 
the violent game version not only resulted in numerically fewer, but also shorter eye 
contact with billboard ads. Compared to the nonviolent version, thus, “violent” gam-
ers generally seem to pay less visual attention to ads. In addition, the expected corre-
lation between fixation times and number of hits was significant in this condition, 
r=.82, p=.01, but not in the nonviolent version, r=-.22, p=.73. 

In a final step, eye-tracking data and memory results were compared. To our 
surprise, there was no significant correlation between gaze direction and memory 
performance for repeated brands in the later cued recall (clarification task). In the 
nonviolent game version, additional (r=-.24) and longer eye contact (r=-.35) with 
billboard ads only numerically speeded later identification of repeated brands. In the 
violent condition, however, the positive yet insignificant correlation of number of hits 
(r=.22), and fixation time (r=.39), respectively, indicates that eye contact with the 
brands even numerically slowed down brand identification. 

4.3   Discussion 

The AdRacer pilot study yielded surprising findings. Results from both memory tests 
sharply contrast with our hypothesis based on previous findings that demonstrated the 
detrimental results of TV violence on memory (e.g., Bushman & Phillips, 2001)8. In 
our study, game violence (i.e., running over pedestrians in a racing game) did not at 
all impede memory for brands previously shown as billboards. We found no signifi-
cant differences on either memory test between violent game players and nonviolent 
game players. Visual attention did not mediate the results either. How do we make 
sense of these findings? 

Most importantly, only a small number of participants were tested in the AdRacer 
pilot study. Technical problems with the eye-tracking device further reduced the 
number of observations. First and foremost, we thus have to replicate our findings 
with a larger sample to increase the reliability of our findings. 

                                                           
8 In the literature on media effects on brand memory, two studies have reported a similar result 

(i.e., greater memory performance in the violent condition). The authors of the first study did 
not provide a cogent explanation for their findings (Droulers & Roullet, 2004). The second 
study showed that reinstating a “violent mood” at test might support retrieval of violent com-
mercials (Gunter et al., 2005). In our study, however, brands were emotionally neutral and 
memory was tested with an emotionally neutral visual clarification task and free recall. 
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In addition, one could argue that game versions did not differ in level of violence 
they conveyed. As expected, however, participants’ ratings confirmed that collecting 
geometrical shapes and running over pedestrians significantly differed in terms of 
violence. Although subjective ratings do not fully rule out the possibility that versions 
might have been too similar—we did not record objective physiological data to indi-
cate typical patterns of bodily reaction to violence, for example—we are confident 
that we have successfully varied game violence in the present study. 

The detrimental effect of TV violence on brand memory has been attributed to vio-
lence drawing visual attention away from the product information to the program 
itself, thus preventing brand memory traces from being established (i.e., attention-
grabbing effect; Bushman & Bonacci, 2002; Gunter et al., 2005). This thesis is also 
supported by recent models on the effects of emotional arousal on memory binding 
(Mather, 2007). Attention is assumed to be primarily paid to the emotionally arousing 
object. At the same time, contextual features are neglected and therefore not properly 
encoded. In our study, we expected participants playing the violent racing game to 
pay attention to the task, and, thus, to their potential victims (i.e., the emotionally 
arousing objects), but not to task irrelevant contextual features like billboards. Inter-
estingly, “violent players” in fact dominated the high score list in the driving session; 
six of the top ten players (including ranks 1 and 2) played the violent version with a 
mean score of 1,212.500 (mean score for “nonviolent players” was 1,199.875). Like-
wise, eye-tracking data indicated that participants in the violent version did not bene-
fit from repeating brand logos. Apparently, participants closely did pay attention to 
the driving task. 

But if playing the violent version indeed meant paying close attention to violent 
acts, but not to brand logos, why did participants in the nonviolent condition perform 
so poorly in the memory tests? One attempt we made to match both conditions as 
closely as possible could have backfired on the study, selectively affecting the non-
violent version. To compensate for the blood-covered windshield in the violent condi-
tion, passing through a geometrical shape triggered a flash of red light for 200ms. In 
contrast to the semi-transparent blood splashes, the red flash was opaque and entirely 
covered the screen. Hence, a masking effect may have disrupted visual perception in 
the nonviolent condition. Visual masking is an effective way to erase iconic memory, 
thus preventing consolidation of representations (Enns & Di Lollo, 2000). After the 
mask disappeared, participants in the nonviolent condition may have “re-fixated” by 
means of additional eye movements. This post-hoc explanation would fit both mem-
ory and eye-tracking data (i.e., additional fixations and greater fixation time) in this 
condition and could easily be tested in the next study. 

5   Concluding Remarks 

The present paper introduced the AdRacer system for systematic analyses of game 
effects. AdRacer offers high levels of experimental control in a realistic and immer-
sive 3D game environment. Because of the system’s underlying architecture, gaming 
information may also be utilized in subsequent tests of cognitive processes (e.g., 
memory). By integrating additional methods of detecting the player’s gaze direction 
and physiological data (e.g., EEG), AdRacer also supports the in-depth analysis of 
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actual gaming behavior. Further analyzing the processes engaged during game play is 
an indispensable prerequisite of understanding the effects or consequences of game 
violence on players’ reactions to brands. 

AdRacer was used in a pilot study that tested the effects of game violence on brand 
memory. Remembering product information is becoming increasingly important in 
the upcoming economic efforts of in-game advertising, yet little is known about its 
effects (Yang et al., 2006). The overall low number of participants certainly limits the 
reliability of our findings. However, recordings of gaze directions and analyses of 
brand memory revealed two remarkable results. First, encountering task irrelevant 
brand information may establish memory traces that are later reenacted. This is an 
important finding for advertisers thinking of product placement in computer and video 
games. However, advertisers should also note that this memory effect was far from 
being irreversible. Rather, memory was sensitive to contextual factors. At this point, 
we cannot specify whether this sensitivity was due to game version (violent or non-
violent), or short visual flashes. Future studies will further our understanding if game 
violence will mirror the detrimental effect of TV violence on brand memory, which 
has been repeatedly demonstrated (e.g., Bushman & Phillips, 2001). Given the in-
creasing economic relevance, the important role of memory processes in the context 
of advertising, and the societal implications of violent games, future studies are badly 
needed. The AdRacer provides an excellent platform for conducting this research. 
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Abstract. People play certain genres of video games for definitive reasons. The
underlying phenomenon of these manifested reasons, and the source of ”hooking”
a player to a game, is Game/World Immersion. Immersion, therefore, is the single
most important factor as to why people play certain genres of video games. The
various elements that are present in such games, such as audio or visual, are there
to create the sense of immersion and are the building blocks of it.

1 Introduction

There is a driving force that compels certain people to play 3rd person action/adventure,
role-playing, and first person shooter games. These gamers, hardcore or casual, play for
definitive reasons. The underlying reasons why people are drawn to interactive digital
entertainment are escapism, stress-relief, challenge, and socialization. These motiva-
tional factors are linked to a single phenomenon, for these genres, that manifests itself
as these categories. This phenomenon is Game/World Immersion.

2 Design Factors

The sense of game immersion is created by multiple elements. The audio and visuals
of the game are the obvious ones. The more realistic the game looks, the greater the
immersion. The reason why we have evolved to 3-dimensions is to enhance the real-
ism, and ergo the immersion. With the addition of balanced game-play challenges, the
player is further drawn into the virtual world. The actions that are required to overcome
these challenges give life to the virtual world and once again, enhance the immersive
experience.

(1) Many successful immersive video games lead the player toward completion of
pre-planned goals, just like novels or movies. Ideally, when those goals are accom-
plished and the player is rewarded for those specific successes, the player should feel as
though it could not have been accomplished without his skill Steve Woyach (Dunniway
66,81).

(1) Unfortunately, this method presents a dichotomy for the player, because the ele-
ments of story and gameplay are naturally separate. Thus when the two are intertwined
in a game, the player often feels that either the story is an unwanted distraction from the
gameplay or that the gameplay is a tedious drawing-out of the story. However, the evolu-
tion of video games has resulted in a new technique for integrating story and gameplay
more intricately than in the past. Steve Woyach.
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This implies that due to the phenomenon of interactivity in games, players are
dropped directly in the virtual and can perform actions in it, either interacting with the
world, or on the world. Furthermore, gameplay elements, and as mentioned by Steve
Woyach, are directly connected with the story, both which create a cohesive environ-
ment and an enhanced immersive world. So not only is the look of the game a building
block for immersion, but the feel and gameplay also are factors that add to an overall
immersive experience.

The non-linearity that interactivity creates, as well as the audio and visual of a game,
creates the look and feel of the game which in turn immerses the gamer into the virtual
world. The story of the game is also a critical element of world immersion. Life is
a story about oneself from the individuals perspective. Through video games, we can
virtually live out other possible paths by choice and interaction. We choose which path
we want to live via the game the user decides to play.

(1) This results in a tremendously complicated design and programming
process, but can give rise to an unparalleled range of freedom in terms of gameplay.
The player can choose from in infinite number of strategies, because their imagination
is the only limit to how they can proceed. As in life, we are given a set of abilities,
skills, and procedures, and we are free to use them as we will. Thus, a giant leap is
made towards immersion.-Steve Woyach

The following diagram illustrates the building blocks of immersion, the different
manifestations of immersion, and the connection with the player:

3 The Avatar

Furthermore, a high ranking game element that creates immersion is the avatar. You
play as the avatar in a game and consciously or unconsciously assign your identity to
that main character. In doing so, you have actually placed yourself directly in the virtual
world. This would not be possible without some sort of avatar. Since it is very rare in
3rd person action/adventure, FPS, or RPGs, to exist without an avatar, the game itself,
by default, is an immersive experience by virtue of having an avatar. Some games allow
you to customize the avatar which causes an extra level of the player attaching his/her
identity and personality to that avatar.
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(2) This connection between the player and the players position in the game space
implies a type of identification, in that the player identifies sufficiently with objects or
characters of the game space to function in response to that game space through a self-
image that is inserted into the constructs of the game space and then internalized by the
player (subject) Laurie Taylor.

In her article, When Seams Fall Apart Video Game Space and the Player, Laurie Tay-
lor discusses a concept called Telepresence where the player exists in multiple places
at the same time. This means the player not only exists in physical space, but in the
virtual world as well. This is simply another way of saying that the player is immersed
in the virtual world as well as exiting in physical reality. Taking the example of the
God of War series, the avatar is a Spartan named Kratos. The connection to Kratos is
a psychological will for great strength and power. In the game, the player can feel the
strength of the character through various actions and challenges. By feeling what the
character experiences, the player has connected with the avatar and since the avatar is
in a virtual world, the connection also places the player in the virtual world. For other
avatars, players make different connections with the avatar for different psychological
or emotional reasons. In the end, you can be anything you fantasize about as long as the
avatar permits it.

4 Manifestations

If escapism is one reason why people play games, then where are they escaping to?
The obvious answer is the virtual world. This concept is synonymous to compelling
immersion. If people play games to relieve stress, the question becomes how. The game
provides an outlet from mundane issues, and by the very nature of the word outlet,
we are implying virtual immersion. If someone is playing a game simply to socialize
via technology, a philosophical concept arises of whether this is still a virtualization of
reality. For example, when you talk on the phone, you hear to voice of the person on
the other end, but how do you know whether he or she is really there? This concept is
similar to Schrodingers cat. If the conclusion is that this scenario exists only virtually,
then immersion, yet again, has triumphed.

5 Conclusion

From what has been discussed, creating an interactive immersive experience seems to
be the primary goal of 3rd person action/adventures, first-person shooters, and role-
playing games, and the underlying reason why people play these genres. If this is in-
deed true, then by logical deduction becomes the first and greatest hook of this form of
media for these genres. Hooks that exist outside of immersion are then simply different
manifestations of the source, which is immersion. The argument that the multiple fac-
tors that compose the game itself are directly connected to immersion, would make the
existence of these genres without immersion a contradiction, and would negate such ex-
istence. This leads me to believe that since people do in fact play these genres, and these
games root is immersion, people buy and play games, hence being hooked, foremost to
be dissolved in a virtual world where the spectrum of possibilities are only limited by
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the games creators imagination. As games evolve, an interactive motion capture game
with a 360 degree display will not reveal itself unless designers are attempting to create
an ultimate immersive experience.
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Abstract. Computer games have a long history as entertainment media, but 
their use for educational or political communication is relatively recent. This 
paper explores the use of computer games as news media. Newsgames are 
computer games used to participate in the public sphere with the intention of 
explaining or commenting on current news. The paper provides a set of con-
cepts for analyzing newsgames, based on public service theory. The paper ex-
pands this analytical approach with a reflection on game design methodologies 
for creating newsgames. 

Keywords: Newsgames, Serious Games, Public Service Theory, Procedural 
Rhetorics, Political Games. 

1   Introduction 

In November 2007, the Danish electoral campaign was at its peak. There were politi-
cal messages in all mass media, from the press and television to Internet sites and 
social networks. But the 2007 Danish elections will be remembered as the first elec-
tions were most political parties developed and launched a computer game.1 

The path from SpaceWar! to political games illustrates the cultural impact of  
information technologies and the Internet in Western Societies. Fast, networked com-
puters have become as ubiquitous as television or radios, and software for game de-
velopment has become easier to learn and distribute. It is a natural step to use these 
favorable conditions for developing games that answer to deeper needs than enter-
tainment. Computer games can also participate in public debates, by means of their 
procedural rhetorics [1]. 

I will define newsgames as those games that utilize the medium with the intention 
of participating in the public debate. The ease of development and distribution contrib-
ute to the evolution of game that comment or simulate news events, understood as “the 
preexisting discourse of an impersonal social institution which is also an industry”[2]. 

                                                           
1 The Danish journalist Thomas Vigild commented these games on his blog: http://blog. 

politiken.dk/klik/category/politik/. Political games are not new: the 2004 United States  
election saw the first candidate-endorsed game, Dean for Iowa (http://www. 
deanforamericagame.com/), and in 2005 Newsgaming.com developed Cambiemos, a game 
for the Uruguayan socialist party (http://www.ludology.org/my_games.html). 
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The term “newsgame” lacks a formal definition applicable both for analysis and de-
sign. I will define newsgames using public service theory and concepts from computer 
game studies, thus providing a general framework for the analysis of newsgames. 

A second goal is to present newsgames in relation to computer game design. I will 
reflect on methods for designing newsgames, applying the theories on value-based 
design by Nisembaum, Flanagan, Belman and Diamond [3] and the work on computer 
game rhetorics by Bogost and Frasca [4]. 

In this paper I will argue for computer games as a valid tool for public debates and 
exchanges of ideas between citizens: as a civil tool for simulation and communication. 

2   Newsgames: Theory 

Serious games are games used for different purposes than just entertainment [5]. More 
precisely, serious games use the rhetorics of games [6] to convey messages with in-
tentions different than to entertain. This category potentially includes all kinds of 
games, from classic board and role playing games to simulations on computers.  

In this paper I focus on serious computer games, as defined by Bergeron [7]: “an 
interactive computer aplication, with or without a significant hardware component, 
that: has a challenging goal; is fun to play and/or engaging; incorporates some con-
cept of scoring; imparts to the user a skill, knowledge, or attitude that can be applied 
in the real world” (xvii). This meta-category encompasses all kinds of serious games. 
Defining newsgames requires a more focused approach. 

Newsgames are serious computer games designed to illustrate a specific and con-
crete aspect of news by means of their procedural rhetoric, with the goal of participat-
ing in the public debate. Newsgames are ephemeral as the news they illustrate, and 
they often have editorial lines correspondent to the lines dictated by their parent media. 

In this sense, newsgames do not cover general political topics, like September 12th 
[8], nor they are used for political campaigning, like Dean for America. Newsgames 
are designed to accompany a specific piece of news. This implies that newsgames do 
not have the intention of surviving in the collective memory for a long time, nor they 
have a replayability requirement. Newsgames illustrate and comment the news, and 
are as perishable as the news themselves. 

Nevertheless, newsgames have the ambition of transmitting important notions 
about news events by means of their rhetoric. In this sense, public service broadcast-
ing theory casts some light on how media are used to participate in the public debate. 
I am not implying that newsgames are public service media. Public service broadcast-
ing theory offers a number of arguments that explain the use of traditional media for 
conveying news; this theory can be expanded to cover newsgames, both produced by 
private firms and by public corporations. 

Public broadcasting is relevant because “broadcasting should have objectives other 
than the entertainment of viewers and listeners and the profitability of private broad-
casting firms” [9]. The same applies to newsgames: they are not for direct profit, and 
they want to go beyond the limitations of pure entertainment, challenging their audi-
ences to different experiences. 



 Newsgames: Theory and Design 29 

 

Newsgames are a sub-type of political games because they do not necessarily con-
vey a political message, but the implications of a piece of news. Any transmission of 
news is editorialized, but newsgames do not need to be received exclusively as politi-
cal opinion pieces: “people do not normally believe that news exists primarily to influ-
ence them. They also do not believe that they consume news for the purpose of being 
influenced” [10]. Newsgames are a type of political games that do not have as the main 
goal to transmit a political idea, but to simulate certain aspects of news as relevant for 
an intended audience. That simulation can be political, but does not need to. 

This audience is not understood as consumers, but as citizens2 that share a vision of 
the public interest. Denhard & Denhard [11] define the role of public administrators as 
that of “building a collective, share notion of the public interest”, and it is in this per-
spective newgames are tools for shaping the public space for debate on a specific topic. 

Having citizens as target group implies that newsgames do not intend  to convince 
people about a specific agenda related with news, but to convey a space of opinion 
within a space of possibility, defined as “the space of future action implied by a game 
design” [12]. Unlike the broader category of political games, which try to change their 
user’s frames and ideas on specific political topics,3 newsgames “serve rather than 
steer”, helping “citizens articulate and meet their shared interests, rather than to at-
tempt to control or steer society in new directions” (Denhard & Denhard, p. 553). 

The number of  non-steering newsgames is rather small: titles like Madrid [13]  
convey an ideological message, and present other perspectives on news events to the 
public opinion. These newsgames present a conceptual interpretation of an event that 
can intervene, and potentially enhance the public debate, without steering the argu-
mentation. Madrid, for example, illustrates the collective sense of empathy the bomb-
ings in Spain created, but also reflects on the need to actively not forget about this 
bombings, or any bombings, so history will not repeat. These ideas are presented both 
in the audiovisual level, as graphics and sounds, and in a systemic way, as rules and 
processes the player has to interact with in order to experience the game. 

This definition of newsgames provides them with a goal. Unlike political games, 
that present a clearly biased argumentation with the intention of shifting or reassuring 
the audience in their political beliefs, newsgames do not enforce directly instrumental 
goals. Newsgames will not change ideas, but provide arguments for engaging in dis-
cussions within the public sphere. The goal of newsgames is to address citizens more 
than consumers: “in that lies the real clue to the nature and purpose of great broad-
casting: that it makes best sense when it represent a national and moral optimism 
within a society, when it suggests (…) that we can be better than we are: better 
served, better amused, better informed, and thus, better citizens”.[14] 

Newsgames have a political agenda and an editorial line, but those are presented as 
an open space for discussion. Political and persuasive games appeal to the partisan, 
newsgames appeal to the citizen. But newsgames are not, and should not be ideologi-
cally neutral. Like any other form of discourse addressed to the public, these games 
have an agenda, which is presented not as truth, but as arguments. Newsgames are 
computer games that engage in a public discussion, articulating discourses using pro-
cedural rhetoric. 

                                                           
2 “Serve citizens, not consumers”, Denhard & Denhard (2000), p. 565. 
3 Frames  as defined by Bogost (2007), pp. 99-121. 
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In 1985 the British Broadcasting Research Unit suggested eight principles that 
should be present in all types of broadcasted public services4. Newsgames are a differ-
ent media in a different era, yet it is interesting to formulate some principles that ought 
to be present in newsgames. And so, newsgames (tend to) follow these principles: 

- Easy, almost universal distribution: browser based games are often the vehicle for 
newsgaming, while downloads are more rare and less desired, since they require spe-
cific hardware configurations. 

- Newsgames can have an editorial line, but they do not have political interests. 
Newsgames illustrate, not persuade. 

- Newsgames participate in the public debate illustrating news by means of proce-
dural rhetorics, but they do not want to steer the discussion. 

- Newsgames should only refer to specific news in a specific period of time: news-
games are temporal, they do not aspire to survive longer than the news. 

Newsgames are produced with the intention of participating in the public sphere 
with arguments that illustrate perspectives on news. Those arguments are made by 
means of the techniques of games: the simulation of systems by means of procedural 
rhetorics. Newsgames adapt the content of news to the expressive capacities of com-
puter games, creating ephemeral games. 

3   Newsgames: Design 

Computer games are complex systems for interaction that require careful design to be 
engaging, balanced and operative. Game design is the craft of creating interesting 
gameplay with the goal of engaging players in a ludic experience. In computer game 
productions, most of the design is often done during preproduction, and it can take up 
to weeks or months to design a computer game. 

Newsgames do not have that privilege: they have to be produced and launched 
while the news are still relevant, not only to participate in the public debate, but also 
for the game to have any meaning. Newsgames have very focused designs that tend to 
afford narrow but deep interaction, playing with game design conventions and genres 
that allow for faster implementations. 

But before detailing the design constraints and paradigms for creating newsgames, 
it is necessary to mention that newsgames, like any other computer game, can have 
embedded values in their design, as Flanagan et al. have argued [3]. Any game pre-
sents a set of values hardcoded in the system design, and presented to players as af-
fordances and constraints [15]. Most of these do not have explicit ethical, political or 
social goals: commercial games do not put in the center of its experience the expres-
sion of interesting dilemmas by means of the interaction with their game system, even 
though they can be experienced and analyzed as moral or political objects.  

Political games and newsgames, on the other hand, make these affordances  
and constraints an explicit part of their design. Newsgames use these affordances to 
                                                           
4 These principles are: geographic universality; funding by the (viewer/listening) audience,; 

independence from government or vested interests; concern for national identity and commu-
nity; catering for all interests and tastes; catering for minorities; quality of programming; and 
creative freedom for program makers (Brown: 1996, p. 4; see also Tracey: 1998, pp. 26-32). 
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convey they meaning of the news, to illustrate their positions and to communicate to 
the player. 

This is, the first design criteria for newsgames: the message should not be hidden. 
The game as a rhetorical device must be aware of its interpretation of the news, which 
should also be made explicit and clear to the player. Political and propaganda games 
can hide the fact that they limit player interaction with expressive purposes; news-
games, in order to be editorial but not steering, need to clearly communicate these 
design conditions to the player. 

The main challenge that designing newsgames poses is translating the content and 
relevance of news into interesting gameplay that can be experienced by players. This 
game system has to steer and illuminate the news it is addressing. This means that the 
game adapts the elements of the news to playable elements that are relevant for un-
derstanding the simulated.  

News, for game design, should be understood as design constraints. Designing 
newsgames is translating those constraints into game rules, mechanics, and challenges. 
Game rules are the basic conditions for the game, including the end state or the win-
ning condition, plus the limits of the gameworld and/or the game experience. Game 
mechanics are the designed actions players can take within that game experience. In a 
newsgame, the main news sets both the rules, specially in terms of the winning condi-
tion, and the game mechanics, or how the player interacts with the gameworld. 

In Madrid, for example, players only have one mechanic available: to light candles. 
They invoke it by clicking with the mouse on the candles, and the rules of the game 
state that if there is no player input after a certain time, the game loop will stop and the 
endscreen will be presented. The game has no winning condition, it only has rules that 
determine both the endstate and the losing condition. By giving players an never-
ending task, Madrid conveys its message: memory is an active effort, and in the wake 
of a tragedy, we must also act to remember. This message is conveyed by manipulating 
game mechanics and conventions, such as the absence of a winning condition. 

The mode in which news are translated into game systems determines the editorial 
line of the game, as it conditions which elements are going to be simulated and which 
are left out. The ideology of a newsgame, then, can be found in the way the original 
topic of the news has been translated into the game system, and how that system is 
presented to a player by means of afforded and constrained mechanics. Returning to 
Madrid: the game translates the difficulties of collective mourning and historic mem-
ory by forcing players to a perpetual action. Players are encouraged to remember, 
even though there is no victory; players are also punished for their passitivity. Unlike 
September 12th, which could only be won by not playing, Madrid can only not be lost 
by playing it. 

Since production cycles are rather brief, newsgames have very basic game mechanics 
inspired, or directly copied from classic games. Far from being a problem, this is an 
advantage for newsgame design. For an game, it is fundamental that players understand 
the principles of play. In more conventional games, the learning curve is  steep and 
requires some time. But newsgames’ players need to be presented from the outset with 
elements they find familiar. Typically, players of newsgames will not use much time 
learning new controllers or mechanics, so the access point has to be relatively well 
know for the average target group user. Thus the use of game conventions: appealing  
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to the player repertoire [16] eases the access and consumption of the game by the in-
tended audience. 

On the other hand, newsgames appeal to reflective players that can suspend their 
own immersion in the game, and see its inner workings as a piece of editorial content. 
In a phenomenological sense, newsgames requires players to experience play and to 
experience the experience of play: players need to understand from a meta-level what 
interaction and simulation means for a particular game; they need to be alienated from 
conventions so that the message of the game is communicated. For example: This 
player “alienation” can be done my means of transforming the rules and the game 
mechanics of a game, as Madrid does with the absence of a winning condition. 

The rules of a game are designed to create an satisfactory winning condition that is 
challenging to achieve, and every element of those rules is optimized to create a spe-
cific ludic experience in the player. In newsgames, on the other hand, rules and me-
chanics are the systemic embodiment of the boundaries of the editorial line. Rules are 
a fundamental part of the meaning of a game as a newsgame. This means that, in 
newsgames, rules are the opinion: the boundaries where play takes place, those that 
decide what is simulated, and how. Game mechanics communicate the editorial line 
of a game by funneling player agency towards a specific type of behaviors relevant 
for understanding the message of the game. The goal of the newsgame designer is to 
create a set of mechanics that allow interaction with the world, but are sufficiently 
opaque so players reflect about the meaning of their actions. 

In summary, newsgames translate editorial lines into game mechanics and rules. 
Salen and Zimmerman have pointed out that computer games tend to obscure the 
player from the inner workings of the game system.5 This black box technique blinds 
players from the algorithimical relations between input and output, and is often used 
to enhance the alleged immersive capacities of the game, making players focus exclu-
sively in their agency and presence within the gameworld. 

Newsgames are more keen on showing their inner system. Newsgames require re-
flective players that can see the semantics of the game mechanics and rules. To attract 
and help these players, newsgames present either self-referential mechanics, or me-
chanics designed for breaking the players’ expectations. They key element in news-
game design is not only to translate the news into a game, but also to make players 
realize the editorial  line of the game. 

4   Conclusion 

In this paper I have argued that computer games, thanks to its unique rhetorical ca-
pacities, can be effectively used to participate in the public debate. Newsgames are an 
editorialized, not persuasive genre of political games or serious games, developed in 
connection to a specific piece of news. 

Newsgames are a hint of the future of computer games, not in terms of technologi-
cal development, but in their role and influence in our culture. Not using computer 
games for engaging, and even creating public debate to the illustrated digital public is 
missing an opportunity for making history with a genre. The use of computer games 

                                                           
5 See Salen and Zimmerman (2004), pp. 88-89. 
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to illustrate and discuss must be an imperative in the future developments of the soci-
ety of information. 
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Abstract. As the video games industry grows and video games become more 
part of our lives, we are eager for better gaming experiences. One field in which 
games still have much to gain is in Non-Player Character behavior in socially 
demanding games, like Role-Playing Games. In Role-Playing Games players 
have to interact constantly with very simple Non-Player Characters, with no 
social behavior in most of the cases, which contrasts with the rich social experi-
ence that was provided in its traditional pen-and-paper format. What we pro-
pose in this paper is that if we create a richer social behavior in Non-Player 
Characters the player’s gaming experience can be improved. In order to attain 
this we propose a model that has at its core social relationships with/between 
Non-Player Characters. By doing an evaluation with players, we identified that 
80% of them preferred such system, affirming that it created a better gaming 
experience. 

Keywords: role-playing games, non-player characters, artificial intelligence, 
social, behavior, relationship, personality, theory of mind. 

1   Introduction 

As computers became more present in our lives, they transformed from simple work 
machines into a means of entertainment. This created a massive industry of video 
games, an industry that beats sales records every year, and has a yearly growth rate 
higher than any other entertainment industry [2]. 

With the appearance of this industry, many of the games were converted from their 
traditional form into a digital form. One of these cases was the Role-Playing Game 
(RPG). In its pen-and-paper version, the RPG has a very big social component, be-
cause the players create the story as they interact with each other. However, in its 
transition to the digital format, the RPG was transformed, in most cases, from a multi-
player into a single-player experience where instead of interacting with other people, 
the player interacts with autonomous Non-Player Characters (NPCs). In computer 
RPGs players take the role of portraying a character and goes through the game world 
resolving tasks that are given to them by NPCs. The player needs to interact with 
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NPCs in order to improve her/his character and progress in the story, which means 
that even in the digital format, the RPG still has a very big social component. 

The problem is that the social component of computer RPGs is yet far from the 
richness of its pen-and-paper format. Usually, the NPCs are not socially deep and 
most of the times are simply frozen in time, repeating the same action, if any, over 
and over again. This fact breaks the social experience of user that in turn may break 
his suspension of disbelief, which is one of the major factors to achieve a successful 
gaming experience. 

In this paper we propose a simple model that can improve the social deepness of 
NPCs. It is centered on the idea that NPCs establish relationships with others (includ-
ing the player). Moreover, NPCs have unique personalities that together with the 
relationships they establish and their knowledge of the relations of the others (e.g. 
through a theory of mind) influence their behavior. The behavior is reflected in the 
dialogs NPCs generate, which among other things include the quantity of information 
they give to the user. The game dialogues are, therefore, adapted to the social context 
of the game. 

The paper is organized as follows. First, we describe the state of the art of com-
puter RPGs and some academic research that focus on the use of social relationships 
in autonomous characters. Then we present a description of our model followed by a 
description of the game that was developed as a case study. Afterwards, we present 
the study we performed to assess the effects of the model in players’ gaming experi-
ence and finish we some conclusions. 

2   State of the Art 

In order to see what we can do to improve social behavior of NPCs in RPGs, we first 
took a look at how NPCs are portrayed in today’s RPGs. Artificial Intelligence (AI) of 
the NPCs in games is usually implemented with the use of state machines, since it 
allows for very controlled behavior. However, by using such pre-defined behaviors, in 
order to attain a rich social behavior from the NPCs, there has to be an extensive au-
thoring. In order to explore a more sophisticated way for the creation of social behav-
ior, we looked at the academic research. 

The next two sections show some of our findings on both games and academic 
community. Lastly, we will present a survey to RPG players in order to get their opin-
ion on the current state of RPGs. 

2.1   Role-Playing Games 

In order to see how we can improve RPGs we analyzed a few in order to see their 
flaws: Neverwinter Nights, Knights of the Old Republic II, World of Warcraft, Dun-
geon Siege II, Fable, and The Elder Scrolls IV: Oblivion. In all of them the NPC be-
havior is almost the same; the player will engage with NPCs that will provide him 
with quests that he may or not decide to resolve. The NPCs that supply these quests to 
the player are usually frozen in time waiting for the player to engage them. If a player 
accepts the quest, s/he continues with her/his journey, and after resolving the quest 
returns to the NPC, which will probably still be stuck in time, to receive some kind of 
reward. NPCs do not have a rich social behavior. 
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However, game developers are starting to take a closer look at NPCs’ AI. Two ex-
amples of recent games that try to create richer NPCs are Fable [8] and The Elder 
Scrolls IV: Oblivion [3]. These RPGs have some features that make them standout 
from the rest, like some individual believability (e.g. NPCs have jobs and houses) and 
some social interaction (e.g. NPCs simulate conversation between each other, in 
Oblivion the player can even hear these conversations, although they clearly sound 
like tips for her/him). 

Nevertheless, even these RPGs have room for improvement. Although there are 
social interactions, these are not meaningful. For example, in Oblivion the player can 
enter the house of a NPC and wake her/him up to engage in conversation, and the 
NPC will simply talk back, ignoring the fact that a stranger just broke-in in the middle 
of the night. Another situation that we encounter is that we can steal from a NPC and 
s/he will start calling the police, but if we engage in conversation with her/him, s/he 
will talk back like nothing happened. 

2.2   Academic Community 

AI in games mostly feel like finite state machines, if something happens the NPC 
jumps into a given state. However, in order to have more interesting emergent behav-
ior, this approach is not effective. We decided to explore the academic research and 
see what ideas regarding social behavior were being explored on autonomous agents, 
and how they could adjust to the NPCs.  

Avatar Arena [15] is a system in which a task is delegated to an autonomous char-
acter (i.e. agent). The task in this case is a negotiation between the avatars (i.e. agents 
that are virtual representations of the users). The idea was to create a system that 
resembled a human-human negotiation in which not only rational arguments but also 
the social context and the personalities of the negotiating parties need to be taken into 
account. 

The authors focused on how social relationships could impact an avatar’s behavior. 
To model social relationships between the avatars, they based in socio-physiological 
theories of cognitive consistency, specifically in the Heider’s Balance Theory [6] and 
Festinger’s Theory of Cognitive Dissonance [5].  

To model the avatars’ personality they based on the Five-Factor Model (FFM) [9] 
implementing three of its dimensions: Extraversion and Neuroticism because they can 
be found on most of the theories, and Agreeableness because it is important when 
dealing with social relationships. 

PsychSim is a multiagent-based simulation tool for modeling interactions and influ-
ence among groups or individuals [14]. It is based on the fact that the message ex-
changed between two agents, like in human communication, depends not only on its 
content but also in the way we see the communicator. Therefore, our actions take into 
consideration our view of the communicator and also the reaction we expect from 
her/him. 

This means that PsychSim revolves around the notion of Theory of Mind (ToM). 
Each agent has her/his own decision-theoretic model of the world including her/his 
beliefs about the environment and her/his beliefs about the other agents’ beliefs. 
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Social Role Awareness was the work of Prendinger and Ishizuka [13], in which 
they propose that animated agents should have a notion of social roles when interact-
ing with other agents, and adjust their behavior accordingly. 

The goal of the authors’ work was to create autonomous agents that would be 
much more interesting conversational partners for language conversation training. 

These agents have a standard theory of reasoning about emotions, the OCC model 
[11] and a simple model of personality that consists of two dimensions from the FFM 
model, Extraversion and Agreeableness, which according to André et al. [1] are es-
sential for social interaction. 

The core of the authors’ work is basically a social filter. Before choosing a particu-
lar action (e.g. express an emotional state), it will go by the social filter and determine 
the agent’s behavior based on her/his personality and social role. 

The μ-SIC System [10] is a social model that consists of an Artificial Neural Net-
work (ANN), which will be responsible for determining which social interactions the 
character should engage with another.  

The μ-SIC System uses three psychological models: the Eysenck personality model 
[4] the Lang mood model [7], and the relationship model which has its psychological 
basis on the work of Wish et al. [16].  

One thing to note is that this work is the first one that we encounter that focuses on 
games. Usually academic research is more focused on few agents interacting and try 
to make the interaction as close to the human interaction as they can, but this one 
focused on many characters like we find in games, making concessions in order to 
maintain a responsive real-time experience. 

Prada [12] has conducted some research focusing on the problem of engaging users 
in a group of agents that share a common collaborative task. The believability of the 
interactions was a key issue, thus, he developed the Synthetic Group Dynamics Model 
(SDG Model) to increase the believability of the group interactions. The construction 
of this model was supported on several theories and results of studies of human group 
dynamics found on social sciences. It defines the knowledge that each individual 
should build about the others and about the group it belongs, and how this knowledge 
drives their interactions in the group. One important feature of the SGD Model is that it 
defines the social relations of the group's members in two different dimensions: (1) the 
structure of power and (2) the structure of interpersonal attraction. The dynamics of the 
group is supported on a set of categories that identify the possible interactions that can 
occur in the group. These interactions are categorized in two main classes, those that 
are related to the task and those that are related to the socio-emotional relations. 

2.3   RPG Gamer Survey 

To search for evidence that players, indeed, expect for better social behavior from 
NPCs, a pilot study was performed. This study consisted in a questionnaire that was 
published in the Internet and disseminated in several gamers’ forums1. The question-
naire was removed one month and a half later, with 250 complete answers collected. 
                                                           
1 Forums from: BioWare Corp, World of Warcraft Europe, GameDev-PT, GameSpot, GamSpy, 

Lionhead Studios, Mega Score, Obsidian Entertainment, Planet Dungeon Siege, The Elder 
Scrolls. 
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The gamers’ demographic was 37% between 12 and 18 years old, 39% between 19 
and 25, 9% between 26 and 30, 10% between 31 and 40, and 3% over 40 years old. 
Of all the gamers, 93% were males, and 41% played pen-and-paper RPGs. 

One of the aims of the study was to find if there was any significant difference be-
tween what players expect from the NPCs and what they found on the RPGs they 
play. Thus, players were asked to rank (from 1 to 4), regarding what they desire (i.e. 
how important they feel they are for the gaming experience) and what they found int 
the games they have played, some features that we believe to be relevant for NPCs’ 
believability: personality, emotions, pro-activeness, individual memory, ability to 
form social relationships with the player, ability to form social relationships with 
other NPCs. 

When comparing the answers, there was a significant difference between what 
players desire and what players found regarding all features: personality (T=1556.50, 
p<0.001, r=-0.44), emotions (T=1629, p<0.001, r=-0.36), pro-activeness (T=1519.50, 
p<0.001, r=-0.40), individual memory (T=1639, p<0.001, r=0.39), relationships with 
the player (T=1346, p<0.001, r=-0.43) and relationships with other NPCs (T=1548, 
p<0.001, r=-0.43). 

From the results above, we can see that there is still a lot to improve regarding 
NPCs believability. In addition, the difference seems to be higher (r > 0.4) relatively 
to personality, and the ability to establish relationships with both the player and other 
NPCs. This supports our proposal of implementing social relationships in order to 
enhance the social behavior of the NPCs. 

Looking at the correlations between some of the questionnaire’s items, we found 
some interesting results. Players that played pen-and-paper RPGs seem to identify 
more flaws in computer RPGs regarding characters’ personality (N=250, r=0.14, 
p<0.05) and pro-activeness (N=250, r=0.14, p<0.05). Also, players that play more 
often expected more from characters’ pro-activeness (N=250, r=0.16, p<0.01) and 
believe more on the importance of improving social behavior of NPCs to improve the 
role-play experience (N=250, r=0.13, p<0.05). Finally, when asked if they believed 
that a richer social behavior would improve their gaming experience, 94% answered 
positively. 

3   Conceptual Model 

As we could see in the previous section, there is still much to improve in order to 
attain believable social behavior of NPCs in computer games. Not just our analysis of 
games tells us this, but also gamers say that they would prefer NPCs with richer social 
behavior. As mentioned before, we propose to improve the social behavior of NPCs 
by introducing a mechanism of social relationships between them. This mechanism is 
based on a concept model that defines for each NPC: Personality, Relationships with 
others, and Theory of Mind (ToM). 

In Fig. 1 we can see the representation of a character’s mind, which contains the 
concepts of personality, relationships and ToM, and how they are connected. 
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Fig. 1. Mind of Character A 

In the following sections we will explain all these concepts and why we believe 
that all of them are necessary to improve social behavior. 

3.1   Relationships 

We consider relationships the most important concept because it represents our social 
connection with each person, it influences how we interact with each other, and 
without them there is no real social behavior. In RPGs we only have a glimpse of 
relationships in scripted events, like cut-scenes, which, besides being pre-defined, are 
scattered along the story and do not create a continuous social behavior. 

Some of the recent RPGs try to give a notion of relationships. One common case is 
NPCs living in the same house, although we do not see behavior such as the man, 
which we assume that is the husband, kiss the woman before going out. 

Our relationship system is based on Heider’s Theory of Balance [6], in which rela-
tionships are a ternary association between two persons and a concept (see Fig. 2). 

For the representation of relationship we consider a simplification of the relation-
ship model proposed by Wish et al. [16], which may be extended in a future 
 

 

Fig. 2. Heider’s Balance Theory 
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version. We only consider one dimension, Likes/Dislikes axis, since we considered it 
to be one of the most expressive and easily understandable dimensions. 

A high value in this axis can be easily understood as a positive relationship be-
tween two NPCs, and the opposite for a low value. We acknowledge that only this 
axis is not sufficient to accurately map the gamut of relationships, but our focus at this 
moment is not to accurately map relationships but instead to see if a minimum of 
relationships will affect the gaming experience of RPG players. 

3.2   Personality 

In real life, not everyone acts or reacts the same way. For example, if a bully starts 
beating up a kid in school, it is not sure that everyone will back off or stay and see the 
fight. Some might also engage in the fight, others might go and find help. Further-
more, not everyone will see the event the same way, some will stay on the bully’s 
side, some will stay on the victim’s side, and others will not even care about the inci-
dent. Of course there are other factors that influence where we stand, but our person-
ality is at the core of how we might react in a given situation. 

Also in games, personality is one of the main differences between the primary (e.g. 
plot/quest related) and secondary NPCs. It is not common to find a primary NPC’s 
personality in another NPC, but the personalities of secondary characters appear quite 
often replicated (e.g. all the merchants have the same personality). 

We based our concept of personality on a simplified version of the FFM [9], only 
considering one of its dimensions, Agreeableness. We chose only this dimension for 
the same reasons that we chose only one dimension to represent relationships, we 
want a dimension that is easy to understand and measure. 

Again, we do not consider that only this dimension is suitable to represent person-
ality, and we believe that it would have to at least include the dimensions present in 
Eysenck model [4], Extraversion and Neuroticism, since there seems to be a consen-
sus that they are fundamental in implementing relationships [1] [10] [15]. 

3.3   Theory of Mind 

A ToM means that characters have a mental representation about others’ beliefs. 
In our conceptual model, this means that NPCs have beliefs concerning the other 

characters’ beliefs, specifically their relationships with others. For example, John may 
believe that Peter likes Mary. 

ToM is necessary since it is important for NPCs to be aware of each other, and 
only then can they have interesting emergent social behavior. 

3.4   Behavior Generation 

Our model determines two things: (1) with whom the NPC will interact and (2) the 
quantity of information transmitted in conversations. 

The NPC decides with whom s/he will interact based on the relationship with that 
character, giving preference to characters that s/he likes, and try to avoid characters 
s/he dislikes. In each conversation, the relationships will influence the quantity of 
information transmitted (i.e. if they like the character they are talking to and/or the 
object of the conversation they will give out more information, and the opposite if 
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Fig. 3. How the model influences conversations 

they dislike), and the personality will influence how the answers are transmitted (i.e. 
the text, a friendly NPC will be more polite, see Fig. 3). 

4   Case Study: Zion’s Market 

In order to test our proposal we developed a small game that takes place in a market, 
which is a very common scenario of RPGs. 

The player had a malfunction in her/his shuttle crashing on planet Zion, and s/he 
has to get some items to repair it. In order to complete this task, the player has to find 
a mechanic to tell her/him what items s/he needs, buy the items from the merchants, 
and then hire the mechanic to repair her/his shuttle. All these tasks are done through 
conversations with each of the NPCs (Fig. 4 shows the player having a conversation 
with an unfriendly merchant). 

The game has six NPCs, three are merchants, one is a mechanic, and the other two 
are customers just like the user. The merchants and the mechanic are standing in their 
own stands waiting for customers. The two customer NPCs have the ability to en-
ter/leave the scenario (through their shuttles) and trade items with the merchants. 

4.1   Sample Interaction 

In Fig. 4 we see an example of a conversation between the player and a merchant 
called John. When the player engaged John, s/he asked him “Do you know who has 
Energy Cells”. In the top part of the figure we can see John’s answer. 

The first thing we notice is John’s personality. By the way he talks we can see that 
he is rude, hence is personality has a low agreeableness value. The second thing shown 
in the dialog is that John mentions that he thinks that there is another merchant that 
sells Energy Cells, a merchant called Jeff. Finally, we can see that John does not like 
Jeff, since he hints the player not to go see him because “He is really not that nice”. 

Next the player went to Jade, a merchant that has a stand next to John. She has a 
neutral personality, not being rude as John, nor being very friendly. When the player 
asks the same question that s/he asked John, Jade will have a whole different answer. 
She answers that both John and Jeff sell energy cells, however, because she likes Jeff, 
she will try to persuade the player to go buy from him. 
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Fig. 4. Screenshot of Zion's Market 

5   User Evaluation 

This section describes the experiment that we conducted in order to test if social rela-
tionships could create a richer social behavior in NPCs, which would lead to an im-
proved gaming experience. This experiment was conducted with the game Zion’s 
Market presented in the last section. 

The evaluation was done based on a questionnaire that was given to the users with 
some questions about the existence and identification of the personalities and the 
relationships of the NPCs. The logs created from the interaction that the player had 
with the NPCs (e.g. number of conversations with each one, number of items bought 
from each merchant) were also recorded. 

Each player played the game twice: one time with the model here proposed, and 
the other without. The players were not told the differences between both versions. 

5.1   Method 

The evaluation was done with a total of twenty players. There was no time limit, the 
game ended when the player finished the objective of the game (i.e. hired a mechanic 
after buying all the items needed to repair the shuttle). The process was divided into 4 
parts: 

1. Players were given a version of the scenario to play; 
2. Players were given a questionnaire about the version they played; 
3. Players were then given the other version of the scenario to play; 
4. Finally, players answered the same questionnaire about the second version 

they played. 
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The whole process took between 20 to 40 minutes with each player. 
The version with which the players would start with was evenly distributed, with 

ten of them starting with version 1, which does not contain social relationships, and 
the other ten starting with version 2, which contains social relationships, having al-
ready played the game and answered the questionnaire when they played for the sec-
ond time. 

The limitations of version 1 were that the characters were not aware of each other, 
they did not know each other (i.e. did not have memory/ToM of other NPCs), and 
hence they did not have relationships with each other. 

Before the players started the experiment, the game’s objective was explained to 
them. The players were not told which of the versions had social relationships.  

The questionnaire had a few questions about personal information (e.g. gender, 
age), NPCs’ personalities (if they thought that the NPCs had different personalities 
and what kind of personality each one had) and relationships (if they thought that the 
NPCs had relationships between them, and what kind of relationship was), and a 
question for them to rate the gaming experience of each scenario. Finally, they were 
asked what version they preferred. 

5.2   Results 

This section presents the analysis of the data retrieved from the questionnaire and 
from the logs of each version of the game that the players played. 

We identified that there was a big difference between the ratings that were given to 
each version (Z=3.207, p=0.001), with version 2 (i.e. with relationships) receiving a 
mean rating of 3.45 and version 1 (i.e. without relationships) receiving 2.85. 

The questionnaire showed that 80% of all players preferred version 2. Of the play-
ers that play RPGs (55% of the all players) 82% of them also preferred version 2, and 
hence given a difference so little between players that play different types of games 
and players that play RPGs, one could assume that the introduction of social relation-
ships could improve the gaming of other types of games. One interesting fact is that 
100% of the players that played version 1 first, preferred version 2 (N=20, r=0.5, 
p<0.05). 

We analyzed if there was a significant difference between both versions. The re-
sults show that there was a significant difference regarding the existence of relation-
ships between the versions (Z=3.464, p=0.001), which we were expecting since it is 
the differentiating factor between the two versions. In version 1, 40% of the players 
answered that the NPCs had social relationships, although they would generally not 
remember which NPCs had them, nor what kind of relationships they were; approxi-
mately 93%, when asked what kind of relationship was, answered that they did not 
know. In version 2, 100% of the users answered that the NPCs had social relation-
ships between them. 

There was a big difference between the number of relationships they identified in 
the merchants and the mechanic, which makes sense given the fact that the users in-
teracted more with the merchants (a mean of 1.59 conversations with each) and the 
mechanic (a mean of 2.25 conversations) than with the customers (a mean of 0.82 
conversations with each). 
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It is also worth mentioning that the number of conversations between the player 
and the merchants is a bit higher in version 2, with 1.65 conversations with each mer-
chant versus 1.53 in version 1. The number of messages exchanged between them in 
conversations is really much higher in version 2 (9.67 with each NPC, versus 6.33 in 
version 1), as it was also expected since the players can ask information about the 
other NPCs. 

We also found some interesting results, like the users remembering better the 
NPCs that had the personalities in the extremes of the personality axis (friendly 65% 
and unfriendly 77.5%). 

6   Conclusions 

Clearly with the maturing of the computer games’ market, game studios start doing 
more elaborate games. Like with the progression of graphical quality, it is only natu-
ral that developers start to focus on areas yet to release their full potential, like in the 
case of NPC AI. 

The purpose of this work was to test the hypothesis that if we enrich the social be-
havior of the NPC by implementing social relationships, the player’s gaming experi-
ence can be improved. 

To test this hypothesis, a conceptual model was developed taking into account the 
concepts of relationship, personality, and theory of mind. An implementation of this 
model was used to develop a game that was evaluated by players. 

The players played both version of the game, one with social relationships, and the 
other without, and in the end 80% of them preferred the version with social 
relationships. 

Although we believe that this could be the basis for mode believable social behav-
ior, we also believe that much is still to be done. The next step would be to expand the 
concept model to more accurate definitions of relationship and personality, followed 
by the inclusion of social roles, which we believe that are also very important when 
representing rich social behavior. 
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Abstract. Surround displays are used in simulation, training, and other applica-
tions based on virtual worlds. A wide-view display engages the viewer’s 
peripheral vision, providing a more accurate view of the virtual world and 
therefore a heightened sense of immersion. However, most commercially avail-
able surround displays are expensive and complex. We developed a low-cost al-
ternative, which uses a standard digital projector, a hemispherical mirror, and 
any roughly spherical or cylindrical screen. The software can handle irregular 
surfaces and will be open-sourced in the next release of the CaveUT/VRGL 
freeware. We also conducted a pilot study comparing game play in our proto-
type and game play with a standard desktop monitor. Players using the surround 
display reported significantly shorter (P = 0.0051) perceived duration of time 
during play. Reduced awareness of the passage of time during game play was 
positively correlated with greater engagement and enjoyment. 

Keywords: Virtual Environments, Virtual Reality, Immersion, Spherical Mirror 
Projection, Dome Projection, CaveUT, VRGL, Surround Gaming, Virtual Real-
ity, Warp-Mesh, Texture-Mesh. 

1   Introduction 

Three-dimensional virtual environments for educational and entertainment purposes 
are most commonly viewed via a small, flat display. Yet a traditional flat display 
cannot express the dimensions of a virtual scene relative to the user. Most impor-
tantly, it cannot offer the spatial cues provided by engaging a user’s peripheral vision 
and head movement. Engaging peripheral vision is a significant component of partici-
pating in a virtual world, as is experiencing the environment in its correct scale [1]. 
Allowing a user to interact in the same space as a virtual object is a powerful method 
of providing immersion, or the sense of ‘being there’ [2]. 
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Believable virtual spaces provide new forms of collaboration and expression.  A 
viewer can become mentally absorbed in an artificial environment by cues such as 
peripheral engagement, binocular disparity, convergence (the degree to which the 
eyes rotate toward the centre of interest), perspective projection [1], and the act of 
controlling the animation presented in the material.  

Fully featured virtual reality systems, such as the CAVE [1], provide nearly all of 
these cues, while others provide only some. For example, in ‘Fish Tank VR’ a single 
computer monitor produces a stereographic image while a head-tracking system ad-
justs the perspective effects based on user motion. Other systems achieve a degree of 
sensory immersion by simply filling most or all of the user’s view with a “window” to 
the virtual environment.  We call these “surround displays,” with the new all-digital 
planetarium displays being the best example.  

 

Fig. 1. Drawing of our prototype surround display, 110o horizontal FOV 

We1 constructed our own low-cost surround display (Figure 1) and used it to study 
the effect of visual immersion on user engagement. In this paper we describe how the 
user-defined warp-mesh utility works and how to use it. We present this design as a 
low-cost alternative to more expensive immersive displays. 

2   Research Problem 

Both CAVEs and Head Mounted Displays (HMDs) are typically expensive and frag-
ile and present difficulties for application designers, which reduces their widespread 
                                                           
1 Charles Henden did most of the work, producing the warp-mesh code and conducting the user 

engagement study as his Master’s Thesis work, supervised by Erik Champion and Ralf Muhl-
berger. Jeffrey Jacobson’s VRGL and CaveUT software provided the software platform. 
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use. That is why three-dimensional virtual environments for educational and enter-
tainment purposes are most commonly viewed via a small, flat display even though a 
traditional flat display cannot express the dimensions of a virtual scene relative to 
the user.  

Although recent research suggests that large high-resolution displays improve the 
user experience [3] and ongoing research is testing planetaria with game-based con-
tent [4][5], projection via virtual objects [6], and automatic projector calibration [7], 
we know of no research into user-modified warping mesh for home entertainment. 
Warping calibration typically involves an expert who sets up and calibrates an appli-
cation for a specific environment. For home entertainment, on the other hand, soft-
ware needs to be flexible, easy to use, affordable, and free of any requirement for 
programming knowledge.  

Modifying an existing game eliminates the need for specialized software to create a 
multiple-projector virtual reality system [8]. Even so, the overhead of acquiring and 
positioning a minimum of two digital video projectors and dedicated client computers 
constrains the average classroom or gamer from utilizing such a system. The short-
comings of both head-mounted displays and CAVEs indicate the need for an inexpen-
sive surround-projection method. Recent developments in projection methods specific 
to planetarium installations may provide a way to bring the advantages of a surround 
display [9] to a wider audience. In our surround display, the virtual environment is 
projected onto a spherical mirror to create a much larger projection than previously 
possible, and source image correction is provided to deal with distortions created by 
the mirror and projection surface.  

However, there is still a limiting factor to bringing immersive projected displays to 
a wider audience: the projection surface. As a low-cost alternative, we use a single 
projector and spherical mirror along with correctional software to project on all man-
ner of surfaces, from professional domes to temporary cylindrical or polyhedral 
spaces and even the corner of an ordinary room.  

2.1   Bourke’s Spherical Projection 

Recently, all-digital projection systems have become popular for planetaria and similar 
venues which feature a visually-immersive dome-shaped projection screen. Many of 
them use a single projector with a fisheye lens to spread the image across the entire 
screen, often providing a view as wide as 180°.  Unfortunately, these lenses are very 
expensive. As a low-cost alternative, Bourke [5][10][11][12][13] found a way to use a 
convex mirror as a low-cost substitute for the fisheye lens to distribute the image.  

In that system, source material must be pre-distorted or modified according to an 
analytical mapping which represents the dome and mirror. One example projection 
method is to produce a pre-distorted image which is the inverse of the distortions the 
mirror and the screen would introduce. The end result is an image which looks correct 
on the dome. Traditionally, all corrective image manipulation has occurred prior to 
the projection of the source material. However, interactive environments require that 
all changes to the rendering output occur in real time.  

For either case, static or dynamic, Bourke describes two basic methods to specify 
the transformations needed. People have been interested in using curved mirrors for 
projection for thousands of years [14], so our understanding of the required image 
transformations rests on a considerable body of knowledge. 
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The first step is to build a mathematical model of the projection environment by 
(theoretically) tracing a single ray for each pixel from the projector lens to the spheri-
cal mirror and then onto the projection dome. Software can use the general formula 
for calculating each ray to project faithfully on the dome. This is important for soft-
ware which produces images in real-time, such as a game engine. Simulating the 
geometry of a new projection surface is the most precise way of correcting for projec-
tion distortions. However, the overhead and expertise required for each projection 
surface is considerable, and the need to keep the surface as a simple shape (a partial 
sphere or cylinder, usually) is acute. 

Bourke suggests an alternative, which is to allow the user to interactively specify 
the needed transformations. This splits the task of creating an immersive virtual envi-
ronment through interactive mesh creation into two separate components. The first is 
to create the “best-fit” corrective mesh via a standalone application, referred to here as 
the Warp-Mesh. The second part is to modify the rendering output of a pre-existing 
virtual environment application according to the warping mesh created by the warp-
mesh utility.  

This approach can handle many irregular projection surfaces and is the most flexi-
ble way of dealing with ad-hoc projection environments. We have adopted this ap-
proach for our prototype display. For us, the final image produced was of somewhat 
lesser quality than with an analytic model, but further research and development may 
correct that disadvantage. In any case, it is a flexible and low-cost method which can 
bring surround displays to a wider audience of users and developers.  

2.2   CaveUT and VRGL 

CaveUT is an open-source freeware project that uses the game Unreal Tournament 
2004 to produce immersive projection-based virtual reality. This software operates 
using the specification of a regular CAVE, allowing each projector to recreate part of 
a contiguous view of the environment [11][15]. Virtual Reality Graphics Library 
(VRGL) is a companion project to facilitate off-axis projection in any application. It 
utilizes the OpenGL® rendering library by re-interpreting the commands created by an 
application to render a virtual scene. VRGL can reproduce the resulting image as a 
part of a multi-screen immersive display.  

VRGL also supports features useful in the setup of immersive displays: spherical 
distortion correction, edge blending and color correction. To implement our prototype 
display, we added to VRGL the capability of loading warp-mesh format files, gener-
ated by our interactive modeler. Due to the integration between Unreal Tournament 
and the CaveUT system, VRGL had been used extensively in conjunction with Unreal 
Tournament to produce a variety of immersive displays. For this reason, it was chosen 
for this pilot study.  

3   Design 

We developed an application to generate and edit a best-fit model for any projection 
environment suggested by Bourke. To evaluate this approach, we built a low-cost 
prototype display, which included a projection screen, a projector, a hemispherical 
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mirror, and software. The software was an extension to Jacobson’s VRGL graphics 
library as used in the CaveUT project [16] to support spherical mirror projection. 

The specification for the mesh-warping file is very similar to the original format 
specified by Bourke [10]. The warping is performed in the x, y, z coordinates, in the 
u, v coordinates, or both. The spatial coordinates of x, y and z allow correction to be 
made for the surface on which the virtual environment will be projected. The texture 
coordinates of u and v define the warping for the convex mirror that is to be utilized. 
The file format specifies a number of parameters:  

 
• The first line contains the mesh type of 1 for polar and 2 for rectangular as de-

scribed in Bourke’s research. 
• The second line contains the mesh dimensions, which usually correspond to a 

multiple of the aspect ratio of the source material. 
• Subsequent lines define the nodes of the mesh, containing the following 8 val-

ues, each expressed as a floating point number delimited with a space character: 
• Spatial coordinates for x, y and z in normalized OpenGL space. Upon mesh 

generation, all z values will be identical.  
• Texture coordinates u and v, ranging from +/-1.0f. 
• A value for r, g and b color value to be applied to the mesh. These values are 

used as a multiplicative intensity for per-color, gamma-corrected edge blending. 
An additional use for these values is correction for brightness and material dif-
ferences in compound projection surfaces. Values outside the 0.0f to 1.0f range 
will be clamped to their minimum or maximum.  

A utility to create these warping meshes must be easy to use and must incorporate 
the majority of common functions required for a variety of projection surfaces. For 
example, to facilitate projection into the corner of a room, the mesh must be able to be 
deformed about the centre, stretching the scene locally to avoid information loss at the 
crease of the wedge. The size, shape and scale of the mesh must be completely edit-
able in order to provide the flexibility to adapt to any projection surface.  

We built a modification to VRGL to allow warping, and a GUI (Figure 2) to allow 
a typical user to change the nodes of the warping mesh by eye. The software tool to 
read, write, and generate warp-mesh files was written in C++ and uses the OpenGL 
graphics library to display the mesh while editing and to preview the results of the 
completed warping. The user (editor) does not need to be a programmer or be highly 
computer-literate in order to use the software. We then created a curved surface on 
which to project (Figure 3). 

The experiment was conducted using a typical low-end gaming PC with a GeFor-
ceTM 6200 video card used for rendering the virtual environment via OpenGL 1.5. The 
computer was connected simultaneously to a projector for the surround display and to 
a traditional computer monitor. The traditional display consisted of a 17-inch LCD 
monitor with a resolution of 1024 x 768 pixels. The projector was a LCD model 
commonly used for data display, matching the resolution of the LCD monitor.  

The surround display’s projection surface consisted of a set of two curved display 
stands covered in white blackout cloth. The surface was 2.4 meters wide, situated 1.2 
meters from the participant, yielding an effective field of view of 110 degrees (Figure 
3). The curved display stands were constructed especially for the study from low-cost, 
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Fig. 2. The GUI allows any user to change the warping mesh graphically 

 

Fig. 3. Experimental display system with curved mirror 

readily available medium-density fiberboard and tubular steel framing. The surround 
screen and LCD monitor were located next to each other to facilitate a quick change 
between the two displays.  
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4  Experimental Study and Evaluation 

4.1   Hypothesis 

For this study, we proposed that the immersive effect of the surround display would 
be greater than that of a flat display because a surround display engages the partici-
pant’s peripheral vision and covers a much larger field of view than a traditional dis-
play. We then hypothesized that the display that produced the largest differential 
between actual time taken to complete the task and the subject’s perception of the 
time taken would be categorized as producing the most immersion. Also, and con-
versely, we hypothesized that the display for which subjects would report more time 
taken to complete the task (compared to the actual amount of time taken) would indi-
cate boredom and a lack of relaxation.  

Of primary interest were the quantitative results pertaining to the amount of time 
participants spent completing each display in contrast to how long they perceived they 
spent. For many gamers, losing track of time is a positive experience and is one of the 
main reasons for playing video games [17]. Table 1 shows the differential between 
actual time and perceived time for both the surround and traditional display for each 
participant. A negative time shows that the time the participant believed was spent 
completing the task was longer than the time actually spent. Conversely, a positive 
time indicates the participant losing track of time and spending longer in the virtual 
environment than he or she believed. 

4.2   Protocol 

We recruited twelve participants from the undergraduate computer science laborato-
ries by offering each one a randomly drawn prize for their participation. We asked 
them about their familiarity and usage of virtual environments, specifically computer 
and video games. Of particular importance was the number of hours each subject 
spent playing 3D games per week and what display the subject usually employed.  

We randomly assigned each subject to use either a standard desktop monitor or our 
prototype surround display. Then we showed the subject how to navigate in a virtual 
environment using the physical controls, answered any questions, and asked the sub-
ject to find twenty-five virtual goal objects. This forced the subject to navigate 
through a majority of the environment, creating a similar experience for everyone. 
The experimenter used a stopwatch to record the time taken. 

After completing the first task, the subject switched to the other display type and 
began another hunt for twenty-five goal objects in a different virtual environment. It 
was important for the second task to begin without a break so that the subject would 
not forget the impression of switching displays. The experimenter also timed this 
exploration task. Switching the overhead fluorescent lights off during use of the sur-
round display controlled the amount of light in the room. 

The two virtual environments had different maps to eliminate a training effect be-
tween one task and the other.  Randomly assigning the order in which each test sub-
ject completed the tasks eliminated ordering effects. Finally, there was probably little 
if any training effect in the use of the controls because they were fairly straightfor-
ward and familiar to our test population. 
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After finishing the second task, the subjects completed a questionnaire detailing 
their experience. Most importantly, the questionnaire asked them how long they 
thought they spent performing each task. It also asked subjects to record which dis-
play made them feel like they were “in the game” along with the strengths and weak-
nesses of each display.  

The study attracted participants with a moderate to high level of experience with 
computer-generated 3D environment and a high frequency of game playing, due to 
the description of the study published on notices and the nature of the prize – a video 
game store gift voucher. Although the participants were not pre-selected, the method 
of recruitment resulted in an all-male sample group. This was mainly due to gender 
distribution in the undergraduate computer science courses and, to a lesser extent, to 
the tendency of males to play video games much more often than females [17]. There 
were no explicit prerequisites to participation in the study and all participants were 
advised on the possibility of motion sickness induced by the movement of the virtual 
environment.  

4.3   Questionnaire 

In order to correct the results from each participant, the pilot study questionnaire was 
designed in the following format. Names and gender of participants and their answers 
to the following questions were recorded. 

1. On average, how many hours a week would you spend playing computer or video games 
that involved a three dimensional environment?  1-2, 2-4, 4-8, 8 or more                                   

2. What games are you playing regularly at the moment (please list)?                                   
3. What kind of display do you use when playing games?  CRT Monitor, LCD Monitor, 

Projector, Other (please specify). 
4. What is the approximate size of the display you use when playing games? 15” or smaller, 

17”, 19”, 20” and larger? 
5. What input devices do you usually use to control computer and video games?  Joystick, 

Game pad, Keyboard Only, Mouse Only, Keyboard and Mouse, Other (please specify). 
6. In what posture are you most comfortable playing video games? Standing, Sitting, Lying 

down, Other (please specify). 
7. Which display method did you prefer to view the game with? LCD Display, Surround 

Display? 
8. What were the strengths (if any) of using the LCD display? 
9. What were the weaknesses (if any) of using the LCD display? 
10. What were the strengths (if any) of the surround display? 
11. What were the weaknesses (if any) of using the surround display? 
12. Did either display give you the sensation of being immersed inside the game world? 

LCD Display, Surround Display, Neither?  
13. How long did you think you played for (in minutes)?                                           

4.4   Results 

For each subject and for each task, we compared the actual time it took with how long 
the subject thought it took.  If perceived time was less than actual time, we called that a 
time loss, and the opposite a time gain. While using the surround display, most partici-
pants experienced some degree of time loss. The average subjective time loss was 
twenty-one seconds, which is eleven percent of the average time taken. In contrast, 
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while using the standard computer monitor, subjects experienced a subjective time gain 
of one minute and two seconds, which is forty-seven percent of the average time taken.  

We did not expect that such a reliable degree of time gain would be recorded for the 
traditional display. This effect may be due to the familiarity of participants with that 
display method, with eighty-three percent of participants using a monitor for over two 
hours per week. Subjects who spent eight or more hours per week playing games which 
involved a 3D environment recorded the greatest time gain figure for the task using the 
traditional display. Their time loss for the surround display was not significant. 

Table 1. Time loss differential experienced by participants for each display type 

Number LCD (flat monitor) 
Actual - Subjective Time 

Surround Display 
Actual - Subjective Time 

1 -1.46 2.13 
2 -0.14 .1 
3 0.02 0.17 
4 -1.65 -0.47 
5 -1.91 -1.47 
6 0.35 1.56 
7 -1.47 0.03 
8 -2.96 0.35 
9 -1.84 0.45 

10 -0.09 -0.25 
11 -0.34 0.24 
12 -0.7 -0.29 

 Total -12.19 Total 2.55 
 Average -1.02 Average 0.21 

Table 1 shows the subjective time loss/gain for each student while using each 
display. When we compare the results from the use of each display, a two-tailed un-
even-variances T-Test shows a high degree of certainty that the subjects are reporting 
significantly different time differentials for the two displays, with P = 0.005, which 
means there is a 99.5% chance that the observed difference is genuine and not the 
result of a random variation. The averages and totals show that subjects felt the pas-
sage of time was less in the surround display. We believe that the less the player feels 
the passage of time (time loss) the more that player is concentrating on and enjoying 
the task [8]. From this we conclude that the surround display provided a more engag-
ing experience.  

The small and homogeneous sample size used for this experiment does limit the 
applicability of our result to other populations. The all-male sample also may have 
skewed the results, because males are more likely to report losing track of time while 
playing video games than females do [18]. Participants who spent less than two hours 
per week playing games that involved a 3D environment showed a time loss figure of 
ten seconds or less, signifying that immersion through 3D games is perhaps a learned 
ability or appreciation.  

Regardless of whether the ability to become immersed in a 3D environment is 
heightened through repeated regular use, the disparity of times between the traditional 
and surround display show that there is difference between the displays in the ability 

A standard T-Test 
on the data shows 
a highly significant 
difference between 
the time loss/gain 
experienced by the 
two groups: 

P = 0.005 
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for users to lose track of time.  While most of the participants recorded that they pre-
ferred using the surround display compared to the traditional display, all participants 
recorded some level of immersion experienced for the surround display.  

Of additional value were the qualitative comments relating to the strengths and 
weaknesses for each display method. The most prevalent comment recorded under the 
surround display’s strengths was that the projected display felt more real. Ninety-one 
percent of participants recorded an emotive preference for the projected display with 
sixty-six percent of comments including phrases similar to “feels like you are in the 
game” or “felt more real” or including the word “immersive”. One participant re-
corded this response: “Much better feel for the game, Better gaming experience. 
Player feels like they are in the game, more... exciting?”  

In comparison, the most common strength recorded for the traditional display was 
the clarity and brightness of the display, a very noticeable property especially if the 
projected display was trialed first. In contrast, the most commonly recorded weak-
nesses for the projected display related to poor brightness, low image quality and blur-
riness produced by distortions in the projection surface and sub-par lighting conditions.  

5   Conclusion and Future Research 

Projected surround display via interactive warp-mesh correction is shown to provide a 
noticeable level of immersion. Therefore, spherical projection is a new, low-cost 
display option for immersive virtual environments. Given more time, we would have 
also evaluated the usability of the interface for gamers to configure and adjust the 
system to suit the often changing conditions of their environment.  

Further possibilities for research into alternative surround display systems include 
the evaluation of head tracking and stereo virtualization tools in conjunction with a 
projected surround display as proposed in this document. A control method for sur-
round display systems allowing three degrees of freedom would also be of value. 
There may also exist a commercial opportunity in creating a flexible and inexpensive 
surround display for the video games and computer entertainment industry, and cov-
ering not just OpenGL but also DirectX® games.  
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Abstract. Recently various types of robots are being studied and developed, 
which can be classified into two groups: humanoid type and animal type. Since 
each group has its own merits and demerits, a new type of robot is expected to 
emerge with greater strengths and fewer weaknesses. We have proposed a new 
type of robot called the “Centaur Robot” by merging the concepts of these two 
types of robots. This robot has a human-like upper body and a four-legged ani-
mal-like lower body. Due to this basic architecture, we have found that the ro-
bot has several merits, including human-like behaviors and stable walking. This 
time we have carried out the experiments to evaluate the stability of its waling 
motion. This paper described the detailed results of the experiments as well as 
the construction of the software/hardware of the robot. 

1   Introduction 

It is expected that in the near future various kinds robots would be introduced into our 
home. By interacting with us using verbal/nonverbal communication functions, they 
would support us in our everyday life and/or entertain us. Various robots for such 
purpose are being studied and developed in research institutes and companies that can 
be classified into two groups: a humanoid robot with two legs [1][2], an animal type 
robot with four or more legs [3][4][5][6]. Also a humanoid robot can be classified into 
those with two legs and those with wheels [6]. Each of these types has its own merits. 
The design of a humanoid robot with two legs is based on humans and can mimic 
such human motions as walking. Since this robot’s behavior resembles human behav-
ior, it might easily be introduced into society. At the same time, however, its walking 
capability still lacks stability, and it sometimes falls down, restricting its area of activ-
ity. Also it has difficulty maintaining its balance on ground that is not flat. On the 
other hand, the merit of an animal type robot is its four legs, which allow it to walk 
stably even on uneven ground. Since it can also basically stand on three legs, it can 
adopt to various ground pattern changes. So far, however, the robot has mainly been 
developed as a pet to which useful applications have rarely been applied. A humanoid 
robot with wheels for locomotion, which we call a wheel type robot, can move very 
smoothly and stably on the ground. It rarely falls down. It can even move on slightly 
uneven ground. On the other hand, it has no ability to move on stairs, which greatly 
restricts its area of activity since houses usually contain stairs and other types of 
height differences. 
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In the previous paper, we have proposed an approach to overcome these problems. 
We proposed a new type of robot with a human-like upper body and an animal-like 
lower body that we call a “Centaur Robot [7].” In the previous paper, we described its 
basic concept and then its detailed software/hardware architectures. Also we pointed 
out that the robot could achieve stable walking motions. This time we carried out 
several experiments to quantitatively evaluate the stability of walking. In this paper 
we first simply introduce the software/hardware construction of the robot. Then we 
will describe the details of the experiments.  

2   Related Works 

Recently, especially in Japan, various kinds of robots have been studied and devel-
oped, particularly humanoid robots that are expected to support our daily life. For 
example, HONDA has developed a humanoid robot called ASIMO that has sophisti-
cated walking capability [1]. For animal types of robots, on the other hand, most have 
been studied and developed as pets instead of supportive robots, including AIBO 
developed by Sony [3]. 

Although much research/development continues on humanoid and animal types of 
robots, little research has integrated these two types for several reasons. One reason is 
that since there are so many research themes for new functions and improvements for 
each of these types of robots, researchers have little incentive to concentrate on new 
types of robots that go beyond humanoid or animal types. Another is that even myths 
or folktales only contain a few examples of such creatures as centaurs, mermaids, and 
sphinxes in which humans and animals are integrated. Thus it is rather hard to imag-
ine the functions and application areas that such a new type of robot might have. 

Taking these situations into considerations, we have proposed and developed a 
centaur robot because we believed by integrating two types of robots we could create 
a new type of robot with advantages over conventional robots [7]. In the previous 
paper, we indicated that the robot has a capability of stable walking motions. In this 
paper we will describe the detailed results of the walking stability evaluation.  

3   Humanoid Robots 

In our work, we are developing a robot that can stably achieve various motions by 
merging two types of robots: a humanoid and an animal. 

There are two approaches for such integration: from the humanoid robot side and 
from the animal robot side. The former approach tries to realize a four-legged body as 
well as four-legged walk while maintaining a human-like upper body and achieving 
human-like motions. On the other hand, the latter approach achieves various human-
like motions by adding a human upper body to a four-legged robot. In our study, we 
chose the former approach and modified the hardware and software of a humanoid 
robot to realize a centaur robot. 

We adopted a humanoid robot developed by Nirvana Technology as a platform ro-
bot [8][9][10]. This robot has 22 servo motors that can express various human-like 
motions. Figure 1 shows its appearance, and Table 1 shows its specifications. Figure 2 
illustrates the construction of its hardware. The control board, on which a 
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microprocessor SH2 is attached, is connected to the servo motors, a gyro sensor, ac-
celeration sensors, PC, and a battery. The program on the controller can achieve 
autonomous robot behaviors. At the same time, we can send commands to the robot 
by PC.  

 

Fig. 1. Humanoid robot 

Table 1. Specifications of humanoid robot 

Size/Weight 34 cm/1.7 kg 
Degree of 

flexibility 
22 (12 legs, 8 arms, 1 waist, 1 head) 

CPU SH2/7047F 

Motor 
KO PDS-2144, FUTABA S3003, FUTABA 

S3102, FUTABA S3103 
Battery DC6V 

We have carried out various kinds of studied using this prototype robot. We have 
developed a robot that can achieve Chinese exercise called Tai-chi [8]. Also we have 
proposed and developed a robot system that can achieve various kinds of dance mo-
tions [9][10]. Through these studied we have confirmed that this robot has a stability, 
flexibility, and sustainability to be used to various kind of applications. Thus we have 
adopted this robot for our study. 

Figure 3 illustrates the software construction. The calculation of the commands 
necessary to move each motor is carried out each fifteen milliseconds and sent to each 
servo motor. The instructions to the robot from the PC are first analyzed and based 
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Fig. 2. Hardware construction of humanoid robot 

 

Fig. 3. Software construction of humanoid robot 

on results go through one of two processes: one command for walking and other 
commands for other motions. For other commands, the motion data corresponding to 
the command is read from memory and the control data for each motor is calculated, 
and then the control data is sent to each servo motor. On the other hand, if the input 
command is a command for walking, then the real time calculation of the control data 
for each servo motor is carried out and sent to each servo motor. Calculation consists 
of three processes: trajectory generation calculation, inverse kinematics calculation, 
and servo motor angle calculation. In trajectory generation calculation, the position of 
each ankle studied by observing human walking motion is calculated every fifteen 
seconds. Then by inverse kinematics calculation the rotation angle of each foot joint 
is calculated for the same timing. Based on these calculations, finally the angle of 
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each servo motor is calculated. Thus the rotation angle to be achieved for each motor 
is sent every fifteen milliseconds. 

4   Centaur Robot 

4.1   Overview 

We developed a centaur robot based on the humanoid robot described in the previous 
section. We prepared two humanoid robots and used one as a front body. For another 
robot, we only used its lower body as a back of the centaur robot. Then we connected 
these two parts by a flat plastic board that functions as the shoulder part. Figure 4 
shows the centaur robot’s appearance. 

 

Fig. 4. Centaur robot 

4.2   Hardware Construction 

Here we explain the robot’s hardware construction, as illustrated in Figure 5. Appar-
ently for the front the hardware of the original humanoid robot was used, and for the 
back only the lower body was used. But a comparison of Figs. 3 and 5 shows that this 
robot’s control structure is somewhat different from the original. Two controllers 
were used for complete control of the robot. One controls the servo motors required 
for upper body motions. The other controls the servo motors corresponding to the 
lower body. Since all the sensors are provided for the upper body, the controller cor-
responding to the upper body manages all sensor feedback. We adopted these two 
boards for several reasons. One, by using two boards, one of which controls the mo-
tions of the upper body and the lower body, it is possible to separately control the 
behaviors of the upper body as well as the lower body. For the power supply and 
battery, both controllers are connected to one battery. Also commands from PC are 
sent to both controllers. 
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Fig. 5. Hardware construction of centaur robot 

4.3   Software Construction 

Next, we explain the robot’s software construction, as illustrated in Figure 6. The 
software of the original humanoid controls both the upper and lower bodies together. 
For the centaur robot, we checked all the original robot’s software and separated the 
software codes into two groups: one that controls the upper body and another that 
controls the lower body. Thus we reconstructed the whole software. For the upper 
body, it is unnecessary to carry out calculations for walking. When commands other 
than a walking command are sent from the PC, it retrieves motion data stored in the 
memory and sends the necessary rotation angle data to each servo motor. On the 
other hand software corresponding to the lower body must treat two types of com-
mands as in the case of the original humanoid robot: a command for walking and 
other commands for additional motions. Also we adopted a method of inserting an 
arbitrary phase shift between the servo motor control of the front and back legs so 
that the robot can adopt the most adequate walking motions depending on the walk-
ing speed. 

By adopting such basic software structure, robot control has the following merits: 

(1) The upper and lower body motions can be controlled separately. So far all the 
motion data developed for achieving various types of humanoid robot motions 
must be developed to describe the whole body movement. Since the motions of 
the upper and lower bodies have been separated, we can separately develop two 
types of motions, and by combining these two types of data, we can generate vari-
ous kinds of whole body movements for the robot. This idea can easily be applied 
to the original humanoid robot. 
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Fig. 6. Software construction of centaur robot 

(2) The front and back body movements can be separately controlled. Although it 
seems natural to let the front lower body and back lower bodies perform identical 
motions, sometimes it is better to control the two bodies by different body mo-
tions. Especially in the case of walking and running motions there would be some 
differences between these two bodies. For example, for trot type walking there 
should be a 180º phase shift between the front and the back legs. In the case of 
gallop running, the front legs and the back legs should move synchronously. 

4.4   Evaluation of the Robot 

We carried out several experiments to evaluate the motion capability of our centaur 
robot. 

 
(1) Walking capability 

We inserted a phase shift of 0 degree, 90 degree, and 180 degree between the 
walking motion cycle of the front and back legs. These walking styles correspond to 
those of animals such as “pace,” “gallop,” and “trot.” We confirmed that the robot 
could move smoothly with almost the same speed by adopting each of these walking 
styles. Therefore for walking stability and speed all of the three walking styles per-
form the same capability. 

As a next step, as we expect that one of the applications of this robot would to 
carry light load, we evaluated the walking stability from a point of carrying a load. 
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For this we measured the tilt angle of the shoulder when it walks by fixing a gyro 
sensor on its shoulder and obtaining tilt data from it. We observed the time sequence 
data of the tilt angle five times for each walking style and averaged the data. Figures 
7, 8, and 9 show the obtained data for a phase shift of 0 degree (pace), 90 degree (gal-
lop), and 180 degree (trot).  

Figures 7, 8, and 9 show that the tilt angle for pace walking style is larger than 
other two styles especially at a first step. Thus this waking style is not adequate for 
carrying a load such as a teacup or a newspaper. When comparing gallop and trot 
waling styles, although for the first step the tilt angles are almost the same, for the 
following steps trot walking style shows far better result. In this case of trot walking 
the front and back legs move in opposite modes. For example, when the front left 
leg moves forward, so does the back right leg. These results show that the tilt angle 
 

 

Fig. 7. Tilt angle for “pace” walking style 

 

Fig. 8. Tilt angle for “gallop” walking style 
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Fig. 9. Tilt angle for “trot” walking style 

for trot walking style is lower than the other two and thus more stable when carry-
ing a load. At the same time even in the case of trot, the first step causes a little bit 
large tilt angle. And this is the issue we have to improve in the further study.  
(2) Capability for other motions 

We developed various types of human-like motions for the original humanoid 
robot [8]. An interesting question is which of these motions could work well on the 
centaur robot. We tried to transfer the humanoid robot motions to this robot and 
found that most of the motions worked fairly well on this robot. On the other hand, 
motions including such postures as bending and twisting did not work well or 
needed modifications. One interesting future research theme is automatically trans-
ferring the humanoid robot motions to the motions of four-legged robot such as this 
robot. 

5   Conclusion 

In this paper we described the evaluation of walking motion stability of a robot we 
have proposed and developed. In the previous paper we proposed a new type of robot 
called “Centaur Robot” that is an integration of two types of robots: humanoid and 
four-legged. We adopted a humanoid robot with two legs and walking capability as a 
platform for this new robot. By integrating two of the humanoid robots we easily and 
successfully developed a centaur robot. In the previous paper we indicated that this 
robot has a function of stable walking. This time we carried out quantitative evalua-
tion experiments to measure the stability of its waking motion. We confirmed that by 
inserting a phase shift of 0 degree, 90 degree and 180 degree between the front and 
back leg motions the robot can stably achieve pace, gallop, and trot walking motions.  
Then we evaluated these three walking styles from a point of tilt angle of its shoulder 
and found that the trot walking style is more stable than other styles. Since this robot 
has merits of both humanoid and four-legged robots, we are also going to evaluate its 
new capabilities that neither of the two type robots could achieve by themselves. 
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Abstract. We are developing an interactive folktale system in which users can 
enjoy both the generation of Japanese folktales as well as interaction with the 
system. In order to generate any kind of Japanese folktale, the system must give 
each character appearing in the folktales the ability to achieve a sufficient num-
ber of motions. To determine the number of motions that need to be prepared 
for the system, we carried out an analysis of the verbs that appear in Japanese 
folktales. Based on the analysis of 50 representative Japanese folktales, we 
found that the total number of verbs used is more than 2,000. By deleting the 
overlap of verbs in different folktales, while giving consideration to their mean-
ings in actual usage, the number decreased to about 900. In addition, by restrict-
ing the verbs to those that can be expressed by computer graphics, the total 
number of verbs further decreased to about 100. Then we carried out experi-
ments on generating various scenes of Japanese folktales by using several mo-
tion sets, each of which is a subset of the 100 motions corresponding to the 
reduced verbs. Finally, we evaluated the least number of animations needed to 
generate animations of sufficient quality. 

Keywords: folktale, story generation, verb, animation. 

1   Introduction 

The authors are developing an interactive story generation system [1][2]. We adopted 
Japanese folktales as a sample genre for story generation. Each culture has its own 
folktales, and children grow up listening to their folktales or watching animations of 
folktales on TV or in movies. Consequently, folktales have been playing an important 
role in the education of children in every culture. Naturally, this holds true for the 
Japanese folktales recounted to the children of Japan. Therefore, we can expect huge 
educational potential from an interactive system that, going beyond watching or lis-
tening to folktales, gives joy to children through interaction with the folktales’ charac-
ters. When we consider children as the users of such an interactive system, the story 
should be enchanting enough to keep the interest of children. At the same time, the 
quality of computer graphics is another key issue for such a system to be accepted by 
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people. In particular, the types of motions characters could achieve in such an interac-
tive system have a strong impact on the impressions held by children. Therefore, an 
evaluation of such an interactive system, from the viewpoint of how the system can 
entertain children, should take these factors into consideration. 

When the system generates interactive stories with computer graphics of good qual-
ity, it is necessary for the system to prepare an adequate amount of motion data in 
advance to generate any kind of action needed by the characters in a story. Since verbs 
are used in stories to reflect action, it is worthwhile to analyze the verbs used in Japa-
nese folktales to determine what kinds of verbs and how many verbs appear in them. 

Based on the above considerations, we analyzed 50 representative Japanese folk-
tales. In this paper, we describe the details of our analysis. The results would be help-
ful in determining the maximum number of character motions that need to be 
prepared for the motion database of an interactive folktale system. Another interesting 
issue would be clarifying the least number of character motions that need to be pre-
pared for the generation of Japanese folktale animations having adequate quality. To 
determine this, we carried out an evaluation experiment. Based on the analysis of 
verbs in Japanese folktales, we have prepared several motion sets that each have a 
different number of motions for the characters in the folktales. Then we asked sub-
jects to watch multiple animations, generated using each of these motion sets, and to 
evaluate each animation. We also describe the details of the experiments. 

2   Related Works 

An interactive system, and especially one with a story, has a strong power to attract 
people [3]. This has been proved by the fact that video games have been so successful. 
Furthermore, it is expected that this power of interactive stories could be applied to 
education or e-learning. Based on this expectation, we are developing the Interactive 
Folktale System [1][2]. Several scenes generated by the system are shown in Fig. 1. 

One of the most important issues for interactive stories is controlling their devel-
opment, which has been actively studied as “Interactive Storytelling” [3][4][5][6]. 
The key issues in interactive storytelling include the generation of autonomous 
 

 

Fig. 1. Examples of scenes in Interactive Folktale System 
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interactive characters and the emergence of storylines based on interactions between 
virtual characters and users, as well as those among the virtual characters. This is 
undoubtedly the final target of interactive storytelling. The problem with present 
interactive storytelling is that, since the generation of sophisticated autonomous char-
acters is so complicated, it is difficult to maintain the consistency of the generated 
story for more than several minutes [7]. On the other hand, in most of these works all 
of the necessary motions of the characters in the system have been prepared before-
hand and stored in the system, and little attention has been paid to the types and num-
bers of motions characters could achieve. As the number of stories and the length of 
the stories increase, this becomes an important issue. Therefore, it is important to 
study what types of motions and how many motions need to be prepared beforehand. 
However, so far few studies have investigated this topic. 

For story generation, it is important to study the basic structure of stories. One of 
the most famous studies in this area is that by Vladimir Propp [8]. He analyzed more 
that 100 Russian magical folktales and revealed several interesting facts. One is that 
all the story lines consist of concatenations of sort stories. Our Interactive Folktale 
System is constructed based on this basic concept [1][2]. Once we could prepare mo-
tion database that contains enough number of motion animation sets, the system can 
generate any kinds of Japanese folktales. 

3   Methodology of Analysis 

Various books have been published in Japan on Japanese Folktales. Among them, we 
selected a book as a reference source that contains 100 representative Japanese folk-
tales [9]. A variety of folktale animations have been developed and broadcasted on 
TV in Japan based on this book, so we considered it a valid basis for our analysis. 
Fifty representative folktales were chosen from these one hundred folktales. In our 
analysis method, we extracted all of the verbs appearing in these 50 folktales and then 
counted the instances of each while considering various factors of their use. In the 
following, we describe the procedure followed in this analysis. 

3.1   Step 1 Verb Extraction 

As a first step, all of the verbs that appear in these 50 folktales are extracted. If the 
same verbs appear in one story, we merge these verbs and count them as only one 
instance. 

3.2   Step 2 Deletion of Overlaps 

In the next step, if the same verbs appear in different stories, we also merge them and 
count them as only one verb. For example, the same verb “say” appears in different 
Japanese folktales such as “Urashima-Taro (Fisherman Urashima)” and “Momo-Taro 
(Peach Boy),” so we merge these usages. 
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3.3   Step 3 Deletion of Overlaps Taking meaning into Consideration 

We then carry out the merging of verbs with the same meaning. For example, such 
verbs as ‘speak’ and ‘talk’ or ‘go’ and ‘come’ would be expressed by the same kind 
of CG animations. Therefore, these verbs can be merged. 

3.4   Step 4 Classification of Verbs into Several Categories 

As the next step, we consider more deeply the meaning of each verb. Here, we try to 
classify all of the extracted verbs into several categories from the viewpoint of mean-
ing. For this, we prepared six categories: (1) verbs corresponding to action, (2) verbs 
corresponding to situation, (3) verbs corresponding to action depending on objects, 
(4) verbs corresponding to emotion, (5) verbs describing natural phenomena, and (6) 
other verbs. For example, the verb ‘go’ is classified into the first category. Such verbs 
as ‘think’ and ‘decide,’ corresponding to mental behaviors, are classified into the 
second category. Such verbs as ‘hold’ or ‘hit’ are classified into the third category. 
Since actions based on computer graphics would vary depending on the object of such 
verbs, we prepared this category. For example, in the case of ‘hold,’ computer-
graphics animations would vary depending on whether this means holding a light 
object or a heavy one, a large object or a small one, etc. Verbs describing emotional 
states such as ‘get angry’ or ‘joyful’ are classified into the fourth category. Such verbs 
as ‘rain’ or ‘snow’ that are used to describe natural events or phenomena are classi-
fied into the fifth category. The last category was prepared to include those verbs that 
cannot be classified into the above categories. For example, such verbs as ‘stop doing 
something’ or ‘do not do something’ are classified into this category. 

3.5   Step 5 Detailed Analysis and Reduction of Verbs Considering Computer 
Graphics Expression 

Based on the results of step 4, we carry out more detailed analysis of the verbs. Since 
the first category is most important when preparing CG-based animation, we focus on 
the verbs in this category. This type of verb can be classified into two subcategories: 
verbs expressing the movement of a character and verbs expressing actions it takes 
toward objects or other characters. 

The former contains such verbs as ‘return,’ ‘accompany,’ ‘come back,’ and so on. 
These verbs can be expressed by computer graphics in such actions as walk, run, 
swim, and fly. Since all of these verbs imply actions of movement from one place to 
another, it is not necessary to prepare special animations such as ‘return’ or ‘come.’ 
Instead, we need only prepare the animations corresponding to each mode of move-
ment, such as walk, run, and so on. Now, let us consider the latter cases. Here, it is 
necessary to prepare a special animation for each of the actions such as cook and sew. 
However, if a character does action such as moving around in a kitchen, we can easily 
imagine it is cooking. Furthermore, in the case of sewing, if a character already has a 
needle and a cloth, a simple action such as moving the hands in some way would be 
close enough. 

At the same time, what the CG animated characters need to do depends on the par-
ticular model of a character. If the model were simple, the animations the character 
would be able to do would be significantly restricted. However, if we reduced the 
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number of animations too much, then the actions of the characters would become un-
natural. This means that the kinds of animations we have to prepare for CG characters 
depend on the characteristics of the characters as well as the kind of stories we have to 
regenerate. Consequently, we have to consider what would be the least acceptable 
number and fewest kinds of character actions in the case of Japanese folktales. 

Taking these issues into consideration, we carefully checked the verbs in the first 
category (verbs corresponding to actions) and reduced the number of verbs by merg-
ing them. We then prepared computer graphics animations corresponding to each of 
the merged verbs.  

4   Analysis Results 

Based on the methodology described in the previous chapter, we analyzed the verbs 
that appear in the 50 representative Japanese folktales [9]. Here we describe the 
analysis results. Figure 2 illustrates the result of step 1 (results of original verb data), 
step 2 (result after simple overlap deletion), and step 3 (result of deletion of overlap 
taking meaning into consideration). The horizontal axis corresponds to the number of 
folktales and the vertical axis corresponds to the accumulated number of verbs. The 
accumulated number of verbs in each step is 2324, 1613, and 884. Figures 3, 4, 5, and 
6 illustrate the accumulated number of verbs in each of four verb categories, i.e., 
action verb, object-dependent verb, situation-based verb, and emotion-related verb. 
The total number of verbs corresponding to each of these categories is 306, 137, 202, 
and 64, respectively. 

In Fig. 2, the trend before deleting overlap shows a simple increase. On the other 
hand, after step 2, the increase ratio became smaller, and after step 3, a saturation 
tendency became visible. Figures 3–6 show how the number of verbs in each category 
increases depending on the number of folktales. Although we have to further investi-
gate the trends in these verbs by increasing the number of analyzed folktales, each 
graph already shows a gradual saturation. 

 

Fig. 2. Number of folktales vs. number of verbs 
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Fig. 3. Number of folktales vs. number of verbs (action verbs) 

 
Fig. 4. Number of folktales vs. number of verbs (object-dependent verbs) 

 

Fig. 5. Number of folktales vs. number of verbs (situation-based verbs) 



 Analysis of Japanese Folktales for the Purpose of Story Generation 73 

 

Fig. 6. Number of folktales vs. number of verbs (emotion-related verbs) 

 

Fig. 7. Number of folktales vs. number of verbs (Step 5) 

Figure 7 illustrates the results of step 5. The number of verbs after step 5 is reduced 
to 175. Moreover, the effect of saturation became clearer. This graph shows that about 
170–200 actions should be prepared as computer graphics animations in order to 
generate a sufficient number of Japanese folktales. 

5   Evaluation Experiment 

Based on the results of the above analysis, we carried out evaluation experiments to 
determine how many character actions would be sufficient to generate animations of 
Japanese folktales with high enough quality. We selected two representative stories 
from the 50 stories (story 1 and story 2) to generate as computer graphics animations. 
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Among 170 total verbs, only about 50 verbs appear in these two stories. Among these 
50 verbs, we carefully extracted ten, twenty, and forty representative verbs and called 
them group 1, group 2, and group 3, respectively. Story 1 consists of eleven scenes, 
where seven of them are generated using the three types of motion sets described 
above. Story 2 consists of thirteen scenes, ten of which are generated using the three 
motion groups. Figure 8 shows a comparison of different motions in the same scene. 
In Fig. 8 (a), the scene shows the character of an old man running. In the case of Fig. 
8 (b), however, the motion “run” is not included in the motion group, so the motion 
“walk” is used instead of run.  

 

Fig. 8. Comparison of different motions in the same scene 

5.1   Evaluation Experiment 1 

In this experiment, we evaluated each scene generated using the three motion sets from 
the viewpoints of naturalness and fun. Ten subjects, aged around twenty years, were 
selected and asked to watch three types of generated scenes shown in random order. 
Then they were asked to evaluate these animations from the viewpoints of “natural-
ness” and “fun.” The evaluation scores consist of five rankings; 1: worst, 2: worse, 3: 
neutral, 4: better, and 5: best. The results of the evaluation test are shown in Table 1. 

Table 1. Results of evaluation experiment 1 

Group 1 (10 motions) Group 2 (20 motions) Group 3 (40 motions)

Evaluation 

item

Naturalness Fun Naturalness Fun Naturalness Fun

Mean value 2.40 2.61 2.71 2.85 2.81 2.93

Variance 0.16 0.10 0.28 0.32 0.12 0.18
 

These results show that as the number of actions prepared as character animations 
increases, the evaluation scores for both naturalness and fun also increase slightly. 
However, the differences are not large in light of the variances. Therefore, these re-
sults show that for naturalness and fun the number of actions is not so important. On 
the other hand, it can be easily conjectured that for the quality of the generated anima-
tions, the story itself would have a big effect. Since our evaluation involved only short 
scenes, the effect of story may not have been fully expressed. 
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5.2   Evaluation Experiment 2 

To clarify the effect of story, we carried out a second experiment. In this case, the 
subjects are asked to watch the scenes generated sequentially according to the story. 
All of the other experimental conditions are the same. The results of the experiments 
are shown in Table 2. 

Table 2. Results of evaluation experiment 2 

Group 1 (10 motions) Group 2 (20 motions) Group 3 (40 motions)

Evaluation 

item

Naturalness Fun Naturalness Fun Naturalness Fun

Mean value 2.13 2.53 2.93 3.07 3.6 3.73

Variance 0.52 0.25 0.6 0.2 0.91 0.2  

These results show the following. In the case of animations using group 1 motion 
sets, evaluation scores for both naturalness and fun are around two and thus not ade-
quate for generating animations. For the animations using group 2, both naturalness 
and fun achieved scores around three. For the generation of folktales, this implies that 
at least twenty basic motions are necessary for maintaining the minimum acceptable 
level of quality. On the other hand, the animations using the group 3 motion set earn a 
relatively high score between three and four. This suggests that it would be possible to 
generate relatively good quality by using forty motions. At the same time, however, it 
is still necessary to carry out further experiments using larger numbers of motions to 
determine where quality becomes saturated.  

6   Considerations and Future Work 

Here, based on the results of the analysis and evaluation, we discuss additional con-
siderations as well as several points that should be further studied. 

As described in the previous section, the animations achieved by CG characters 
would depend on the characteristics of the characters themselves. If characters are 
based on a precise model, such as having five fingers on each hand and the capability 
to mimic human actions, then we need to prepare all of the actions corresponding to 
all of the verbs. On the other hand, however, it the models of the characters are simple 
enough that they don’t have all ten fingers, then the actions using fingers should be 
expressed in some other way. 

Other than the verbs corresponding to actions, let’s consider verbs corresponding 
to emotions. Such emotional verbs as ‘cry’ or ‘get angry’ can be expressed either by 
facial expressions or body motions or combinations of these. In any case, the facial 
expression plays the most important role. Therefore, verbs corresponding to emotions 
are somewhat special. 

In the case of situation-based verbs corresponding to mental behaviors such as think, 
decide and so on, it is fairly difficult to express these verbs only by body motions. 
Therefore, it is necessary to introduce narrations in addition to body motions. Moreover, 
the motions corresponding to these actions largely depend on culture. Therefore, the 
preparation of animations for these verbs would require extraordinary care. 
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As future work, we first have to increase the number of folktales for analysis to 
further clarify the trend of each type of verb. In addition, we intend to carry out fur-
ther evaluation experiments by using more folktales. 

6   Conclusion 

We have analyzed the verbs appearing in 50 representative Japanese folktales for the 
purpose of developing an automatic story-generation system. Although we need to 
carry out further research, so far we have found that there is some limit on the number 
of animations that need to be prepared for our system. This limitation will closely 
correspond to the particular actions of the characters in the folktales. 
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Abstract. The selection of path in an urban combat setting determines the sur-
vival to a greater extent. In this paper we propose an algorithm that finds strate-
gic paths inside a map with a set of enemies without using predetermined 
waypoints. The strategic path calculation is based upon the hit probability cal-
culated for each enemy’s weapons and the risk vs. time preference and it is 
done at multiple levels of abstractions to address trade-off of efficiency and ac-
curacy and the strategic path calculation minimizes both time and risk as per 
mission objectives. 

Keywords: Strategic Path Planning, Visibility Algorithm, Risk, Time, Non-
player character (NPC), Line-of-Sight (LOS), Heuristic Space Search (HSS), 
Military perations on Urban Terrain (MOUT). 

1   Introduction 

In this work we present a technique by which without using the fixed set of waypoints 
we can compute almost unlimited variation of paths based upon the path’s risk 
evaluation. Thus, from the game designer’s standpoint it can add to unlimited varia-
tions to the gameplay without requiring any manual marking of navigation or cover 
point on the map. 

We have developed a strategic path planning algorithm that is based upon in-depth 
risk evaluations along all the possible paths that can lead to the goal. We use the hit 
probability for calculating the risk involved on a path. The risk calculation takes into 
account all the enemies. 

In our work Risk is defined as the ability to shoot the player in terms of hit prob-
ability (HP). Each weapon has a different hit accuracy, rate of fire and hit ratio per 
bullet fired. We used weapon details [1] to obtain a HP based on distances from a set 
of enemies. Each weapon has a different HP. The enemy’s ability to shoot the agent 
depends upon three factors: (1) the agent’s visibility from the enemy’s location, (2) 
the distance from the enemy, and (3) the lethality of the enemy’s weapon. 

A strategic path is a trade-off between the time of traversal and the risk along the 
path. Not all the areas along all the possible paths are completely covered. Therefore 
the risk evaluation must consider all of the three components of risk. We developed 
the strategic path computational model using these techniques in the context of a 
MOUT scenario within the Quake3 first-person shooter game.  
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In section 2, we compare our work with the research work done in this field. Sec-
tion 3 discusses our testbed environment, the agent’s interface and graph conversion 
of the map. Section 4 contains important concepts of strategic path computation. Sec-
tion 5 presents our experimental results, and section 6 presents our conclusions.  

2   Related Work 

Path planning and collision prevention for single and multiple players has been exten-
sively studied [2]. But strategic path planning has not received as much study. Short-
est path planning can be done on waypoints by applying the A* algorithm [5]. But 
this approach neglects the strategic importance of waypoints.  

Using the BitStrings technique Liden [4] has done strategic path planning to exhibit 
MOUT tactics like flanking.  In Liden’s work risk has not been studied in detail. Risk 
is defined by the ability of an enemy to kill the agent. Liden makes three simplifying 
assumptions. First, a distant enemy is considered equally risky compared to a short 
distant enemy and also the variation in firepower is neglected. Third, BitStrings can 
only be used for a fixed set of waypoints. In real 3D environments, the visibility com-
plexity increases and a set of fixed waypoints cannot accurately address the strategic 
importance of visibility and also computed paths are limited in count. Our work ad-
dresses each of these assumptions to yield more strategically-realistic paths. 

3   Urban Combat Testbed 

Our experiments were performed using the Urban Combat Testbed (UCT) [9]. UCT is 
a mod of the Quake3 first-person shooter game. The agent program exchanges per-
cepts and actions with the UCT using a shared memory interface that allows lower 
communication latency and lower computational burden on the game engine. 

The percepts are of two types: dynamic and static. The dynamic percepts include 
information about current location, health, weapons and ammunition, i.e., these per-
cepts are meant to change with the game play. There are 33 different dynamic 
percepts related to the player, 11 different percepts about entities which include oppo-
nents if they are present, 4 different percepts about weapons, and all the different 
dynamic objects. The static percepts contain the map information. The static map in-
formation is passed to the agent using an XML description from UCT’s Static Spatial 
Perception Service (SSPS). 

The agent program can choose from 29 different actions that can be sent to the 
game. The actions are of very primitive form (WALK_FORWARD, TURN_RIGHT, 
TURN_LEFT, etc). The agent program can write actions into the assigned shared 
memory. The UCT reads these actions and executes them accordingly. For our study, 
we used the Reykjavik map (figure 1- left), which models an urban area. 

3.1   Areas and Gateways 

The walk-able surfaces in the map have been defined as areas [9]. These areas are 3D 
convex polygons. Areas have been constructed from the 3D brushes defined in a 
Quake3 map. Figure 1 (Right) shows the areas computed for the map in figure 1 (Left). 
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All walk-able areas are connected using gateways. Gateways also contain information 
about the type of action required to cross the gateway from one area to another area 
(actions like Jump, Walk, Fall, etc.). World coordinates of areas, objects and gateways 
are initially parsed using an XML file. From the dynamic and the static percepts the 
agent calculates the current area information. For traversing into another area the agent 
finds the gateway information corresponding to the present area and the desired next 
area. The agent sends the relevant actions in order to cross the found gateway to the 
next area. 

 

Fig. 1. (Left) The Reykjavik map [3,7] in UCT  and (Right) Avg. distance of shortest paths and 
strategic paths over Area and Grid level 

3.2   Area Connectivity Graph 

Finding a path between areas becomes a problem of finding a path in the graph con-
structed from the connectivity information of the map. The connectivity between ar-
eas resembles edges between vertices. As in figure 2, areas and their connectivity can 
 

 

Fig. 2. Graph representing a set of Areas and Gateways 
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be formalized as vertices and edges of a graph. The Euclidean distances between 
areas become weights on the edges. In our strategic path calculation we modify these 
weights to incorporate risk, and then use the same shortest path algorithm to find a 
strategic path. 

3.3   Visibility and 3D Volume Search 

Polygonal areas are used both for visibility calculations and also for walk-able path 
calculations. We have developed the Heuristic Space Search (HSS) technique [6] that 
can limit the number of visibility tests to a small number of 3D areas and objects. In 
this technique we index the complete 3D map to a small 3D pointer array, where each 
pointer points to a list of 3D volumes occupying a fixed 3D space.  

In strategic path calculations brushes that make an object have been grouped to 
represent one object, and similarly a set of brushes meant to represent a walk-able 
area represent one area (concept of area abstraction). Therefore, the abstracted areas 
and objects are larger 3D volumes, which reduce 3D related computations. The HSS 
constructed from these abstracted 3D volumes is better indexed. Thus, the HSS mini-
mizes the potential 3D volumes for visibility tests and other geometric search tasks 
(e.g., point containment). Theoretically on perfect indexing (by using a very small 
HSS edge length) the visibility and other related calculations will be constant time 
operations. 

When compared to the Binary Space Partitioning (BSP) technique, the Heuristic 
Search Space technique will directly reach the potential candidates while the BSP 
technique will search through the root node to the potential set of 3D volumes 
(brushes) by comparing log(n) partition planes where n is the total number of partition 
planes. 

4   Strategic Path Computation 

The strategic path planning is done at two levels. At the Area level, a higher level of 
abstraction, the computation gives the areas to walk over. At the Grid level, a higher 
level of detail, the computation gives the within-area grid points to walk through after 
reaching a selected area. 

For the strategic path computation movement across the risky areas in the map 
have been penalized by computing a Meta-Weight that is based upon the hit probabil-
ity (from all the enemies) and the given RiskVsTime factor. Thus priorities based upon 
enemies’ lethality and preference for safety with respect to time of traversal can be 
considered together for strategic path planning. The strategic path computations have 
been done by modifying the weights in the weight matrix W of the connectivity graph 
of areas and then within each area over a set of grid points. We use Dijkstra's algo-
rithm (computational cost: O(|E|log|V|) if a binary heap is used and O(|E| + |V|log|V|) 
if a Fibonacci heap is used) to compute the shortest path, which is the strategic path. 
Given the use of the HSS technique that theoretically allows visibility and area search 
related operations in constant time, the computational complexity of the strategic path 
computation is bounded by the computation complexity of the shortest path  
computation.  



 Strategic Path Planning on the Basis of Risk vs. Time 81 

4.1   Forming a Small Set of Areas 

All the walk-able surfaces in the Reykjavik map (figure 1 - Left) have been manually 
converted into a small set of large convex polygonal areas (figure 2). The Reykjavik 
map contains 125 open areas and 50 closed areas (inside buildings, etc.). These areas 
are connected using gateways which contains connection information and also the ac-
tion required to move from one area to another (walk, jump, fall, none, etc.). Thus, for 
a small set of areas the graph representation and further application of the shortest path 
algorithm are computationally feasible. The abstraction of the map into a small set of 
areas adds to simplicity and efficiency for strategic path computation at the area level. 

4.2   Hit Probability Calculation 

From a start area to a goal area there can be many paths. A path is defined by a set of 
walk-able polygonal areas. These areas can be visible to enemies. The risk factor of a 
path is determined by calculating the total hit probability for the entire distance cov-
ered on that path.  

The hit probabilities have been calculated from the realistic data obtained from [1]. 
The realistic data gives a rough conversion of distances to static hit probability for 
various weapons computed for a standing soldier. We convert the given static hit 
probability to a dynamic hit probability by considering it to be 0.25 times the static hit 
probability. When the agent or the enemy is moving, it will be harder to hit the agent, 
so taking a fraction approximates the dynamics of the situation. We considered 3 
types of weapons: assault rifle (AK 47), sniper rifle (SKS-84M) and sub-machine 
gun (MP5). 

The strategic distance between an enemy and the agent depends on how dangerous 
the enemy is. For example an enemy with a sniper rifle is considered more dangerous 
than an enemy with a lower-power weapon. Thus, the strategic path computation 
takes into consideration the variation in the tactical distances of the enemies. 

4.2.1   Checkpoints 
As shown in figure 3 (Left), a point on a path where the risk is computed has been 
defined as a checkpoint. In order to calculate the risk associated with a distance, the 
checkpoints are uniformly distributed along the path at a fixed interval. The risk asso-
ciated with a distance of walk is computed as the total hit probability of receiving one 
hit along the checkpoints. In the equation 1 HPtotal represents the total hit probability 
over the given path, and HPi represents the hit probability for checkpoint Pi. The total 
hit probability is computed as:  

HPtotal = HP1 + HP2(1-HP1) + …+ 

                 HPn(1-HPn-1)(1-HPn-2)…(1-HP1) 
(1) 

Here (1-HP1) is the probability of not getting hit at checkpoint P1 and HP2(1-HP1) 
is the probability of only being hit at checkpoint P2. Similarly, HPn(1-HPn-1)(1-HPn-2) 
…(1-HP1) represents the probability of only taking a hit at checkpoint HPn (after not 
taking hits over the previous checkpoints). The total hit probability HPtotal represents 
the probability of receiving one hit at one of the checkpoints.  
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Fig. 3. (Left) Checkpoint distribution over a path and (Right) the strategic path at Grid level for 
Area-105 

For the strategic path computation, initially the risk for each pair of neighboring 
areas is computed. Here, the risk is the total hit probability along the checkpoints. The 
first checkpoint is allocated to the center of the start area and the rest of the check-
points are distributed at fixed intervals (e.g., 1m) along the path to the center of the 
stop area. This path goes through the connecting gateway of the two neighboring ar-
eas. Thus, the risk over a pair of areas is the total hit probability across the distributed 
checkpoints. The hit probability (HP) over this path is used for the Meta-Weight 
computation. 

4.3   Risk vs. Time Preference Factor 

Risk is attributed to the probability of a hit. In order to succeed on a mission the agent 
must maintain a minimum health and minimize health damage. This can be done by 
taking a route that keeps the agent hidden from most of the threats on the map. But 
not all the paths are threat free.  

As per mission objectives the agent may want to reach a goal location as soon as 
possible and must take the shortest route towards the goal. But the shortest route may 
contain threats. Thus, the agent must make a trade-off in selecting a path that can 
minimize risks and time. Depending upon the mission objectives the preference for 
the shortest route compared to the preference for safety may vary. Thus, in order to 
maintain a good balance between the safest path and the shortest path the agent must 
define its risk vs. time preference factor. A high value will prioritize safety and a low 
value will prioritize time of traversal.  

The RiskVsTime factor penalizes an exposed path by linearly increasing the cost of 
traversal of the path (Euclidean distance). The RiskVsTime=1 factor will double the 
cost of traversal over an area with hit probability 1. The RiskVsTime=0 factor will 
keep the cost of traversal over that area unaffected. As the RiskVsTime factor in-
creases the strategic path computation tends toward more safety with a trade-off of 
longer route to the goal. 
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4.4   Meta-weight Calculation 

After determining the risk vs. time preference and the hit probability on the connect-
ing distance across the neighboring areas, we can compute a meta-weight. This meta-
weight is multiplied to each of the weights in the weight matrix. This meta-weight 
represents a penalizing factor meant to symbolize the extra cost for being exposed to 
enemies: 

Meta-Weight = (HP * RiskVsTime + 1) * Euclidean Dist. (2) 
Euclidean distance is the distance between area centers through the connecting 

gateway, and HP is the total hit probability over this Euclidean distance. The equation 
2 takes care of the tactical priorities between more dangerous and less dangerous 
enemies as well as maximizing the strategic distance from the enemies based upon the 
RiskVsTime factor. 

4.5   Strategic Path at Grid Level 

After the strategic path at the Area level is computed, the strategic path at the Grid 
level (higher level of detail) is computed for each selected area while traversing the 
strategic path at Area level. As shown in figure 3 (Right) a selected area is further 
divided using a grid formation with fixed grid unit length. A larger grid unit length 
means more detail and more computational cost.   This computation gives the within-
area grid points to walk through for each selected area. This is done during the path 
traversal, so it takes into consideration any enemy movement. A selected area is sub-
divided using a Grid formation, and a strategic path is computed over the grid points.  

The strategic path at Grid level computation is a two step process. First, a gateway 
point is computed on the gateway between the current area and the next selected area. 
The Gateway point is computed with the same strategic path principle, and in addi-
tion, the distance from the goal location is minimized and paths are made smoother. 
In the second step, grid points are distributed on the current area, connected to each 
other and to the two gateway points according to adjacency. The strategic path be-
tween the two gateway points is then computed as the strategic path at the Grid level. 
This technique is applied over all the selected areas (selected by the strategic path at 
Area level) while traversing each of the selected areas. 

5   Experimental Results 

We present experimental results for both out-game and in-game trials. Out-game trials 
are meant to simulate in-game trials so that we can perform a more systematic analy-
sis of our approach. We performed the Out-Game trials using the realistic weapon 
details [1]. By using the checkpoint technique, we computed the hit probability of the 
generated strategic paths. The In-Game trials were done using the Urban Combat 
Testbed (a modification of Quake3). For each experimental condition (start area, goal 
area, enemy area), we ran 10 trials and averaged the results. For example in an ex-
periment where the agent was hit 4 times and successfully reached the goal without 
getting a hit 6 times, the hit probability is 0.4. We performed the in-game trials to 
validate the accuracy of the out-game computation.  
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We computed the difference between the in-game and out-game trials (hit prob-
abilities for the traced paths) with RiskVsTime=10 and an Assault Rifle for the en-
emy’s weapon. For the strategic path at Area level the difference was 0.17761, and for 
the strategic path at Grid level the difference was 0.1896. These differences between 
the in-game and the out-game trials for the strategic paths are good considering the 
differences between real-world weapon performance and Quake3’s implementation of 
a similar weapon (similar but not the same). 

The out-game trials were based on the realistic risk evaluation computed from 
available weapon details and were free from the implementation details of the Quake3 
game engine. We performed out-game trials varying the RiskVsTime factor from 0 to 
30. We observed that the computed strategic paths (Area and Grid levels) for a high 
RiskVsTime factor were consistently safer (consistency was statistically significant) 
than the shortest paths. The strategic paths at Grid level were safest among the three 
paths. We observed that the Grid paths were of shorter length, but in in-game trials it 
took more time to trace these paths compared to the Strategic paths. Also, the effect of 
variation in checkpoint length showed that for a shorter checkpoint length the hit prob-
ability computed for Meta-Weights was closer to the paths’ evaluated hit probability. 

5.1   Out-Game Trials for Paths 

The hypothesis of this experiment was that the difference in hit probability between 
the shortest paths and the strategic paths is statistically significant. We computed stra-
tegic paths for 50 random experiments with one enemy. In these experiments a start 
area, an enemy area and a goal area were randomly selected from the available open 
areas. The strategic paths were computed for RiskVsTime=10 for an enemy with an 
assault rifle. We compared the shortest path and the strategic path at Area level using 
a t-test and found that the difference in path safety was statistically significant at the 
p=0.0056 level. Between the shortest path and the strategic path at Grid level the dif-
ference in path safety was statistically significant at the p= 0.00076 level. Between 
strategic paths at Area level and Grid level we found the difference in path safety was 
statistically significant at the p=0.00085 level. This confirms the claim that when seen 
in abstraction, an Area gives a rough estimation about its safety. And when that Area 
is reached and the Grid Path is then computed for that Area, this Grid Path can be 
consistently traversed with same or lesser risk. 

5.2   Out-Game Trials for HP Variation 

The hypothesis of this experiment was that with an increase in the RiskVsTime factor the 
generated strategic paths will become safer. Also with a decrease in the checkpoint length 
we will see a smaller difference between hit probabilities (HP) computed by the check-
point technique for Meta-Weight computation and risk evaluation of the traced path. 

Figure 4 shows that as RiskVsTime factor increases the hit probability (HP) de-
creases and thereby the computed path becomes safer. Also, Grid Paths are consis-
tently safer compared to other paths. The RiskVsTime factor has no effect on the 
shortest path. When checkpoints are of smaller lengths the difference between HP for 
Meta-Weight and the Path’s risk evaluation significantly decreases, and they tend to 
approach higher values compared to shorter checkpoint lengths. 
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Fig. 4. HP variation between Meta-Weight computation and path’s risk evaluation for 1m 
checkpoint length 

5.3   Out-Game Trials for Path Distance 

The hypothesis of this experiment was that with an increase in the RiskVsTime factor 
the distance of traversal will increase. In figure 5, for out-game trials as the Risk-
VsTime factor increases the strategic paths become safer at a cost of longer distances. 
The strategic path computation selects the shortest penalized path and in this process 
it tends to minimize both the risk and the distance of traversal. 

As shown in figure 1 (Right) and figure 5, in the case of the strategic path at Area 
level the distance is the shortest distance between the gateway points lying at the cen-
ters of Gateways. And in the case of the strategic path at Grid level, these gateway 
points tend toward the goal area and strive to remain smooth over the irregular areas 
(using a technique similar to A*).  As a result the distance is further minimized, pos-
sibly even below the shortest path length. 

 

Fig. 5. Avg. distance of shortest paths and strategic paths over Area and Grid level 
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5.4   In-Game Trials  

The hypothesis of this experiment was that the difference between the shortest paths 
and the strategic paths, as measured within the UCT game, is statistically significant. 

For RiskVsTime = 10 we ran the same set of 50 experiments and compared the 
shortest path and the strategic path at Area level using a t-test and found that the dif-
ference in path safety was statistically significant at the p=0.006 level for the in-game 
trials. Between the shortest path and the strategic path at Grid level the difference in 
path safety was statistically significant at the p=0.0001 level for the in-game trials. 
Between strategic paths at Area level and Grid level we found the difference in path 
safety was statistically significant at the p=0.0036 level for the in-game trials.  

During the in-game trials the shooting accuracy is based upon the angling calcula-
tions (weapon and the target), and the movement accuracy is based upon the bounding 
box [8] calculations (between objects and the agent). The movement computation 
tries to minimize any collision with the walls and the objects. Thus, the in-game trials 
contain many details where any technical inaccuracy could have a negative impact on 
the results. On the other hand for the case of out-game trials these game details are 
abstracted and do not adversely affect the analysis. 

The hypothesis of this experiment was confirmed. The importance of the in-game 
trials was to check the accuracy of the strategic path computation model, and we 
found the model was consistent with the in-game trials. 

6   Conclusions 

The overall goal of this work is to improve the realism of paths taken by players in an 
urban warfare game. We have developed techniques for constructing strategic paths 
that take into account the desired risk vs. time tradeoff to find safer paths based on a 
model of an enemy and their different weapons. This model allows the computation 
of the probability that the player will be hit by the enemy while traversing the path, 
and therefore allows the tradeoff between risk and time. This model was evaluated 
using simulated trials (out-game), and the results were verified through comparison 
with actual in-game trials using the Urban Combat Testbed, a modification of 
Quake3. Results show that the model allows the selection of significantly safer paths, 
and that the path hit probabilities for the out-game trials are similar to those observed 
for the in-game trials. Future directions for this work include the further refinement of 
the strategic path model, extension of the approach to other maps and other MOUT 
games and simulators, further automation of the mechanisms for decomposing a map 
into areas to support area-level and grid-level strategic path planning, and ultimately 
integration of these techniques into MOUT game players to improve performance and 
realism. 
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Fear Inducer: A Mixed Reality Audio Experience 

Jurgen Westerhoff 

Eindhoven university of Technology, Eindhoven  

Abstract. In this paper I present the results from a design research project done 
at the Eindhoven University of Technology. In this project I explored the possi-
bilities of mixing realities using sound. With this mixed reality I explored ways 
to make people scared for entertainment purposes, comparable to horror-movies 
or thrill rides. One of the main elements of the concept was to make the device 
mobile, so that a thrilling experience can be generated at any time and any 
place. The user will put on the audio-device and through a biofeedback-loop 
connect himself to the system. While walking around sounds come from the 
system that blend in with sounds from the real environment. This effect causes 
interesting situations, directed by the users own impulses sensed by the bio-
feedback-loop. 

Keywords: mixed reality, audio experience, thrilling experience, biofeedback-
loop. 

1   Introduction 

Recent trends in horror cinema show that there is a need for more extreme content and 
experiences in certain audiences. This is probably due to saturation of the audi-
ence,[1] and a need for new and exciting experiences. In this project different ways to 
scare people for entertainment purposes were explored, and how this can be done 
most effectively. Using a ‘research through design’ approach the user-experience was 
investigated with simple prototyping to see how people react to ‘scary’ stimuli.  

Mixed reality [2] systems offer ways to blend the real with the virtual, and hereby 
open up a lot of possibilities for entertainment products. Most of the mixed reality 
systems however are focussed on visual effects[3][4], but audio has much potential as 
well. In this project the use of mixed reality in audio is investigated through the de-
sign of a product for a specific target group.  

A large part of the effects induced by scary movies is related to instinctive reac-
tions in the brain [5]. Apparently, the acted events in a movie trigger instinctive reac-
tions and put the viewer in a state of ‘fight or flight’ just as real life situations would. 
This heightened state of arousal has some measurable effects on the human body, 
such as a change in heart-rate and sweating.  

2   Blending Real and Virtual 

2.1   Letting the Imagination Run Wild 

One of the reasons that horror movies are getting boring for audiences is that the loca-
tion and predictability of the scripts are often the same. A movie fan will be able to 
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recognize style-elements and will get used to the familiar location of the theatre. All 
these things prohibit the imagination of the audience to run wild, this usually happens 
only after the movie. The opportunities lie in this after-effect of the movie, what hap-
pens when you keep on giving scary stimuli in this phase? The combination of subtle 
stimuli and the imagination of the audience could lead to tailored and non-scripted 
experiences.  

This is where mixed reality starts to become interesting. In stead of the fixed set-
ting of the theatre, there are now possibilities to combine virtual information with real 
world settings. The challenge is to feed the imagination with stimuli, and take away 
the boundary between what is real and what is virtual. 

2.2   Auditive Stimuli 

Auditive stimuli are very effective in inducing fear [5]. They affect a part of the brain 
that is quickly startled. This is an evolutionary warning system, used to alert you 
when unknown sounds appear. This is especially true when the context is unknown 
and the sounds are not easily recognized. Because of this primal reaction, audio is 
very suited to make people scared. This is also the reason why scary movies often 
have a very heavy sound-score.  

Another plus-side of using auditive stimuli is that they blend seamlessly with real-
world sounds (depending on the type of headphones). It keeps the field of view un-
hindered, and leaves room for imagination. This makes it ideal for a product in which 
freedom of movement is needed. 

2.3   Biofeedback 

Blending the virtual sounds with the real world poses some challenges. One of which 
is how to now when a person reacts to the sounds in the environment. With visual 
stimuli it is possible to track where a person is looking, and how he manipulates the 
real world. With sound however it is much harder to know which sounds have an ef-
fect on someone. To get an idea about which sounds have an effect on a person, I in-
troduced a biofeedback system. This system uses galvanic skin response to sense the 
stress-levels of the user. By doing this the system is able to react on objects in the 
surroundings of the user, and adjusting to that. So if for instance the user is walking 
past a dark corridor and the stress levels rise, the system is able to activate a scary 
sound to react to the reaction of the user. This creates a loop in which the experience 
of the user activates virtual sounds which in their turn influence the perception of the 
real world.   

This use of biofeedback creates the link between the virtual sounds and the stimuli 
coming from the real world. The resulting effect is that in the perception of the user the 
sounds coming from the system and the sounds from the real world blend together. 

2.4   The Scare Effect 

This blending of real and virtual is what makes the experience scary. During the user 
tests it became apparent that this state (of blending) is not immediately in effect. At 
first the difference between the virtual and the real world is distinguishable, but after a 
while the devision starts to become vague. Especially abstract sounds are hard to 
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pinpoint. Things like the wind or a barking dog are hard to place in either the virtual 
or real world. The resulting effect is a state in which the user does not know where 
sounds are coming from, and this gives a very menacing and scary experience. You 
can imagine for instance that when a virtual sound of a barking dog starts coming 
towards you, you cannot help but look behind you to check if this is not happening in 
the real world. This effect intensifies over time while using the system. Test-subjects 
expressed that the final minutes of the test were scariest because they had become 
paranoid of all the sounds that came from the system. 

3   The Fear Inducer System 

To test the effects of the audio-experience a fully working prototype was made. This 
prototype consisted out of three elements; a headset, a biofeedback loop and a series 
of audio-samples. The user puts the headset on, and walks around outside. Fig.1 
shows a short scenario of how the system could be used. The system is able to detect 
rises in stress-levels, and will play a scary audio sample as a reaction to that. The pro-
totype was tested on a small group of test-subjects, who had to walk a given route in a 
context unknown to them. This test was highly experimental, and only gave an im-
pression on how the subjects experienced the prototype. The results from this test 
showed that the first impressions of the subjects was very positive, they experienced it 
as very thrilling and were willing to try it again.  

I will shortly describe the workings of the separate elements, and how they affect 
the overall experience of using the prototype. 

 

Fig. 1. Putting on the headset and biofeedback system 

3.1  Design of the Headset 

Next to the auditive stimuli, the headset itself also contributes to the experience. 
Throughout a series of pilot tests it became clear that not being able to look behind you 
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has a big effect on how scary people perceived a context. This passive haptic feedback 
does nothing more than restrict head-movements. The effect however on the overall 
experience is considerable. Next to this restriction the overall design of the headset is 
quite menacing, and looks unpleasant to put on (actually wearing the headset however 
is quite comfortable). Fig.2 shows a picture of the final prototype headset. These de-
sign-choices came directly from several levels of user involvement throughout the pro-
ject. The overall look and feel were inspired by a persona [7] that was made about the 
targeted user group. The challenge was to make it fit with other products used by the 
target group, without having to lean to much on classical horror-themes. 

3.2   The Biofeedback Loop 

The biofeedback system works by measuring the galvanic skin response(gsr) of the 
user. When the user is in a stressful state, the system will be able to read this and give 
back a value. It basically is a very simple electronic circuit in which the user is used 
as a variable resistor. In the prototype the gsr-measurement is done at the fingertips, 
because this gives to clearest reading.  

To explore how much the body reacts to scary stimuli, a small test was performed. 
Several test-subjects were placed in front of a screen and attached to a biofeedback 
measurement circuit (measuring gsr). On the screen a scene from a recent horror-movie 
was shown, and the gsr-readings were recorded on a computer. At scary parts in the 
movie the gsr-reading clearly showed peaks, about three seconds after the actual scary 
scene. This delay is probably a sum of the lag in sweat building up, and the processing 
of the sensor-reading. Because the readings gave clear enough results to detect peaks in 
scariness, the system proved itself robust enough for use in a prototype. 

 

Fig. 2. The final prototype headset 
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3.3   The Audio 

In the prototype the audio was stored and played on two separate mp3-players. These 
players were connected to the biofeedback system, and would play a song when a 
certain threshold in the biofeedback-readings was reached. The audio samplers were 
divided in two types, one mp3-player held the ambient sounds and the other one the 
audio-effects. By using two players, the audio was mixed seamlessly.  

The ambient sounds would play continuously, and increased in volume and in-
tensity during the length of the test. This created a suspense, not unlike what is used 
in movies[8]. The sound effects however were only played when a peak in the bio-
feedback readings was measured (what meant that the test-subject was excited by 
something). The sound effects ranged from barking dog sounds to more abstract 
howling sounds. During the user-test the subjects expressed that the more abstract 
sounds that seemed to be coming towards them (with virtual 3d sound techniques) 
were scariest. 

4   Conclusion 

Through this paper I attempted to describe the progress I made with showing the 
possibilities of mixed reality using audio. Although the project was highly experi-
mental, I hope to show the potential of mixed reality in audio through the form of a 
product. One of the advantages of the ‘research through design’ approach is that 
you can take the wishes and reactions of real people into the process. The reactions 
of people to the final prototype, and the involvement of users in early explorations 
in the project helped the development take big steps in a short amount of time. With 
this paper I want to show an interesting direction of design research, and hope to 
encourage people to develop more entertainment devices using the possibilities of 
mixed reality. 
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Abstract. In recent years, online gaming has become one of the most
popular Internet activities, but cheating activity, such as the use of game
bots, has increased as a consequence. Generally, the gaming community
disagrees with the use of game bots, as bot users obtain unreasonable
rewards without corresponding efforts. However, bots are hard to detect
because they are designed to simulate human game playing behavior
and they follow game rules exactly. Existing detection approaches either
interrupt the players’ gaming experience, or they assume game bots are
run as standalone clients or assigned a specific goal, such as aim bots in
FPS games.

In this paper, we propose a trajectory-based approach to detect game
bots. It is a general technique that can be applied to any game in which
the avatar’s movement is controlled directly by the players. Through
real-life data traces, we show that the trajectories of human players and
those of game bots are very different. In addition, although game bots
may endeavor to simulate players’ decisions, certain human behavior pat-
terns are difficult to mimic because they are AI-hard. Taking Quake 2
as a case study, we evaluate our scheme’s performance based on real-life
traces. The results show that the scheme can achieve a detection accu-
racy of 95% or higher given a trace of 200 seconds or longer.

Keywords: Cheating Detection, Online Games, Quake, Security, Su-
pervised Classification, User Behavior.

1 Introduction

In recent years, online gaming has become one of the most popular Internet activ-
ities. However, as the population of online gamers has increased, game cheating
problems, such as the use of game bots, have become more serious. Game bots
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are automated programs with artificial intelligence that players use for different
purposes. In MMORPGs (Massively Multiplayer Online Role Player Games),
players can save a great deal of time by using bots to perform repetitive tasks,
such as slashing low-level monsters, or fishing in a river to master the avatar’s
fishing skills. In FPS (First-Person Shooter) games, users can employ bots to
play in place of themselves in order to get high scores and gain a reputation in
the community.

Generally, the gaming community disagrees with the use of game bots, as
bot users obtain unreasonable rewards without corresponding efforts. However,
game bots are hard to detect because they are designed to simulate human game
playing behavior and they follow game rules exactly. Some bot detection stud-
ies [1, 2] propose using CAPTCHA tests during a game to determine whether
an avatar is actually controlled by a person. Although this method is effective,
it interrupts the game play and degrades players’ feelings of immersion in the
virtual world [3,4]. Alternatively, passive detection approaches, such as schemes
based on traffic analysis [5, 6] and schemes based on avatars’ shooting accuracy
in FPS games [7], can be used. The former approach assumes that a game bot
works as a standalone client, and the latter is only valid for detecting aim bots
in shooting games.

In this paper, we propose a general approach for all genres of games where
players control the avatar’s movement directly. Our approach is based on the
avatar’s movement trajectory during a game. The rationale is that the trajectory
of the avatar controlled by a human player is hard to simulate. Players control
the movement of avatars based on their knowledge, experience, intuition, and a
great deal of information provided in the game. Since human decisions may not
always be logical and efficient, how to model and simulate realistic movements
is still an open question in the AI field. To distinguish human players from game
bots efficiently, we analyze the trajectories of both player types and distinguish
between the trajectories according to their spatial and temporal characteristics.
We choose Quake 2 as our case study because it is a classic and popular FPS
game, and many real-life human traces are available on the Internet. Therefore,
we can use such traces to validate our proposed scheme.

The contribution of this paper is two-fold. 1) We propose a trajectory-based
approach for detecting game bots. It is a general model that can be applied to
any game in which the avatar’s movement is controlled by the players directly. 2)
Using real-life human traces, the performance evaluation results show that the
scheme can achieve a detection accuracy of 95% or higher when the trace length
is 200 seconds or longer. Because it is difficult to simulate human players’ logic
when they control game characters, we believe this approach has the potential
to distinguish between human players and automated programs and thus merits
further investigation.

The remainder of this paper is organized as follows. Section 2 contains a review
of related works. In Section 3, we introduce our game case study, Quake 2, and
describe the game trace collection methodology. We analyze the similarities and
differences between the trajectories of different types of players in Section 4. In
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Section 5, we propose an identification scheme and demonstrate its ability in
terms of the distribution of discriminative features. In Section 6, we evaluate the
performance of the proposed scheme with the consideration of the trace length.
Then, in Section 7, we summarize our conclusions.

2 Related Work

Recently, anti-cheating software programs, such as PunkBuster and GameGuard,
have been widely deployed in online games to prevent cheating. Such software
is bundled with game clients, so it cannot be uninstalled even if the game client
has been removed. It works by hiding in the game client process, monitoring the
entire virtual memory space (to prevent modification of the game’s executable
images), blocking suspected programs that might be hacker tools, and blocking
certain API calls. This kind of software can detect nearly all plug-in tools that
attach to a game client program to inspect or modify game states when the game
is running. Unfortunately, it cannot stop the widespread use of standalone bots,
including the bot series we study in this paper. The reason is that these anti-
cheating software programs are host-based, so they must be installed on players’
PCs to be effective. Standalone bots, on the other hand, can function without
clients, and it is unlikely that anti-cheating tools would be installed on PCs
where the bots are running. This claim is strongly supported by the fact that
game bots are still active in games protected by PunkBuster or GameGuard,
e.g., Quake (PunkBuster) and Lineage1 (GameGuard).

3 Data Description

3.1 Human Traces

Quake 2 supports a game-play recording function that keeps track of every action
and movement, as well as the status of each character and item throughout the
game. With a recorded trace, one can reconstruct a game and review it from any
position and angle desired via VCR-like operations. Players often use this func-
tion to assess their performance and combat strategies. Moreover, experienced
players are encouraged to publish their game-play traces as teaching materials
for novice gamers and thereby build a reputation in the community.

To ensure that our game traces represented the diversity of Quake players, we
only used traces that players had contributed voluntarily. The human players’
traces were downloaded from the following archive sites: GotFrag Quake2, Planet
Quake3, Demo Squad4, and Revilla Quake Site5. We restricted the traces to
the map The Edge, one of the most well-known levels of death-match play. On
1 http://boards.lineage2.com/showflat.php?Number=573737
2 http://www.gotfrag.com/quake/home/
3 http://planetquake.gamespy.com/
4 http://q2scene.net/ds/
5 http://www.revilla.nildram.co.uk/demos-full.htm
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Table 1. Trace Summary

name num mean total active
1 Human 93 2 hour 203.5 hour 91%
2 CR 24 19 hour 448.8 hour 91%
3 Eraser 15 20 hour 296.4 hour 94%
4 ICE 18 20 hour 358.8 hour 67%

this map, the only goal is that each player should kill as many other players
as possible, until the time limit is reached. Because short traces contain little
information, we only collected traces longer than 600 seconds.

3.2 Bot Traces

There are many game bots available for Quake 2. For this study, we selected
three of the most popular bot programs for trace collection, namely CR BOT
1.14 [8], Eraser Bot 1.01 [9], ICE Bot 1.0 [10]. We collected 1, 306 hours of
traces in total, as shown in Table 1. In CR Bot and Eraser Bot, all human
players and bots were active most of time (≥ 90%). There was less activity in
ICE Bot because it often remained idle in some places waiting for an opportunity
to ambush other players.

4 Discriminative Analysis

In this section, we compare the avatar trajectories of human players and game
bots. First, we compare the navigation patterns of the two player types and
consider their individual trajectories. We then identify the most significant dis-
criminative characteristics of the respective trajectories and incorporate them
into the proposed bot identification scheme.

We construct the aggregated navigation pattern of each player type by plotting
all the observed coordinates in all traces of the particular player type on a graph,
as shown in Fig. 1. The areas of high density in each figure are the places that
players visit more frequently, while the sparse areas represent buildings or other
types of obstacles that players cannot pass. The figures show that the game level
is formed by squares, plazas, and narrow corridors. This arrangement is designed
specifically for death-match play, as the winding routes provide cover for players
to hide, and the narrow corridors lead to intense fighting if players confront each
other in these places. We observe that, even though all the movement traces were
collected on the same map, the navigation patterns of different player types are
dissimilar. We summarize the differences below.

1. Human players tended to explore all areas on the map; thus, Fig. 1(a) shows
the most complete terrain of the level. In contrast, the routing algorithms of
game bots may have had difficulty navigating to some places, so they never
visited some parts of the map. For example, the bottom left-hand corner of the
CR Bot navigation map in Fig. 1(b) does not indicate the presence of bots.
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(a) Human players (b) CR Bot

(c) Eraser Bot (d) ICE Bot

Fig. 1. Presence locations of all players

2. To reduce the probability of being attacked, human players normally avoid
open spaces. Therefore, in Fig. 1(a) we observe that human players avoided
the plaza in the middle of the map, and stayed in the surrounding corridors
instead. This is indicated by the high density of plots in the corridors. In
contrast, game bots often stay in the central plaza, probably because it
occupies a large space and it is easy to get everywhere from this area.

3. Even though human players spend most of their time in narrow areas and
confined rooms, there are large variations in their trajectories. There are two
reasons for this phenomenon. 1) The width of the main routes is quite large.
Rather than stay in the middle of a route, players move irregularly within
the limited space. This may be due to players’ preferences; hence, some
players may move along the wall of the path, while others may walk straight,
unless the avatar is blocked by a wall or other obstacles. 2) As fights may
occur anytime-anywhere, human players often move strategically to dodge
current or potential attacks. On the other hand, we find that different game
bots adopt very different movement patterns over the routes. The movement
paths of CR Bot and Eraser Bot (Fig. 1(b) and Fig. 1(c) respectively) are
dense and easy to see. This suggests that these bots tend to follow exact
movement patterns when moving through the same corridor. In contrast, ICE
Bot (Fig. 1(d)) exhibits a nearly uniform distribution over all possible points
on the map. This implies that its routing algorithm decides the avatar’s
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direction rather than its exact movement pattern, so that the probabilities
of all points on the route are roughly equivalent.

Clearly, there are substantial differences between the aggregated navigation
patterns of human players and those of each game bot because the bots’ rout-
ing patterns are very different from the movement behavior exhibited by human
players.

5 Bot Detection Scheme

Our objective is to classify human players and game bots efficiently and ac-
curately. To this end, we integrate the spatial and temporal differences in the
trajectories of avatars controlled by different player types to develop a bot identi-
fication scheme. In this section, we first describe the set of discriminative features
extracted from the avatar trajectories, and then explain how we use the features
to classify game bots and human players.

5.1 Feature Extraction

Given a segment of a trajectory, {xt, yt}, 1 ≤ t ≤ T , we extract the following
features from this two-dimensional time series.

1. ON/OFF Activity. First, we note that avatars in the game play do not move
all the time. Sometimes they may stop to check if any opponents are around,
wait for opponents to enter an area, wait for regeneration of their weapons or
ammunition, or simply take a rest. The alternate moving and idle behavior forms
an ON/OFF movement pattern. We define ON periods as consecutive periods
of movement longer than 1 second, and OFF periods as the remaining time
frames. The duration and frequency of ON/OFF periods are decided by the
players’ styles and the bots’ AI logic. For example, aggressive players may keep
moving all the time, while cautious players may stay in one place to monitor their
surroundings. Therefore, we define four features based on ON/OFF activity: the
mean and standard deviation of ON periods, and those of OFF periods.

Fig. 2 shows the distributions of the four features. The mean and standard
deviation of human players’ ON periods are significantly higher than those of
game bots. This indicates that human players are more aggressive as they tend
to move all the time. In addition, the mean and standard deviation of human
players’ OFF periods are longer than those of bots, which implies that human
behavior is more irregular and unpredictable in that they may wait for a longer
time after a long move. The figure shows that human players and game bots
differ in terms of ON/OFF activity. Hence, we believe that the four features
based on these activities could be useful for bot detection.

2. Pace. In games, avatars are generally allowed to move at different speeds
and in different ways, such as running, slow walking, step-by-step walking, lateral
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Fig. 2. The distribution of features related to ON/OFF periods

shifting, and moving backwards. In addition, players can stop the current move-
ment and proceed with another movement in different direction in sub-seconds;
therefore, the resulting avatar movements can be highly variable. One simple
way to characterize the dynamics of an avatar’s movement is by the pace of its
movements. We define the pace as the displacement of an avatar’s coordinate in
one second, and extract the mean and standard deviation of the pace as two fea-
tures. We find that the paces of most avatars are generally small, although they
can be large occasionally. To characterize the variability of paces when players
move fast, we also define the “large pace SD,” which is the standard deviation of
paces larger than 10 units.

In addition to normal movements, players may teleport their avatars to a
remote place instantly through a teleportation spot. Teleportation may also be
used when an avatar dies. It will be transferred to the rebirth spot so that its life
points can be recharged. We detect teleportation occurrences by computing if the
offset in one second is longer than 60 units and define the feature “teleportation
rate” as the average count of teleportation occurrences recorded in one second.

Fig. 3 shows the distribution of the four features related to the movement
pace and teleportation. Although the means of the paces of different player
types are dissimilar, the variations are not large. This shows that the four player
types have different but consistent micro-movement behavior in small time scales.
The standard deviation of the pace also has large discriminability, where that
of human players and Eraser Bot have similar magnitude. The large standard
deviation of the pace, on the other hand, exhibits great discriminability, which
indicates that human players have even larger pace variability when they move
fast. Finally, CR Bot and Eraser Bot have very low teleportation frequency. In
contrast, human players have moderate teleportation frequency. Moreover, their
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Fig. 3. The distribution of features related to movement pace

variance is high because human players have different preferences when using
teleportation spots and players get killed at different rates. .

3. Path We also define the following features to characterize the detailed tra-
jectories of avatars in a game.

Lingering. We consider whether players “lingered” in a small area during a
specific time period. For an avatar at (x, y) at time t, if its distance from (x, y)
was always less than d during the period (t, t + p), we say that the avatar was
lingering during (t, t + p), given the parameters (d, p). We arbitrarily set d = 30
seconds and p = 300 units, as we find that different parameters do not affect the
classification performance significantly.

Smoothness. The “smoothness” feature determines whether an avatar moves
in straight or zig-zag patterns. Assume an avatar is at (x1, y1) at time t1 and
at (x2, y2) at time t2. We define the smoothness as the number of times the
character moves across the line (x1, y1)−(x2, y2) during the period (t1, t2). As the
line (x1, y1)−(x2, y2) indicates the shortest route between the two points (x1, y1)
and (x2, y2), crossing the line implies that the player is moving inefficiently. This
may be because he is attempting to dodge gunfire, switch to another target, or
simply due to players’ habits or bots’ routing algorithms.

Detour. We define another feature “detour” to quantify the effectiveness of user
movements. If an avatar is at (x1, y1) at time t1 and at (x2, y2) at time t2, we
compute the detour by dividing the length of the movement by the effective
offset of an avatar during the period (t1, t2).

The distributions of the above features are plotted in Fig. 4. The graph shows
that the linger frequency and duration of human players are significantly less
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Fig. 4. The distribution of features related to movement path

than those of game bots. This is reasonable because lingering in a place for a
long time is a dangerous, as the player may be noticed and induce opponents’ fire.
The smoothness of human players is the lowest of the four player types, which
supports the intuition that human players’ movements are the most irregular and
unpredictable. The detour feature shows that Eraser Bot moves very inefficiently
in terms of the avatar’s effective offset. In contrast, the movements of human
players are relatively more efficient. We suspect this is because human players
tend to move away from current positions to another place efficiently even though
they may move irregularly and strategically; thus, the resulting avatar trajectory
exhibits both unpredictability and efficiency which seem contradictory.

4. Turn. Our final set of features is based on the frequency and amplitude of
how avatars change direction. Our rationale is that each time an avatar changes
direction, the magnitude of the change should be dependent on player conven-
tions and bot routing algorithms.

Assume an avatar is at (x1, y1) at time t, at (x2, y2) at time t+p, and at (x3, y3)
at time t + 2p. If the angle between two vectors (x2 − x1, y2 − y1) and (x3 −
x1, y3 − y1) is greater than a, we determine that a turn with angle a occurred.
We define three features to denote the frequency of turns with angles 30◦, 60◦,
and 90◦, respectively. In addition, we define a feature called the “turn angle” to
denote the average angle change for all direction changes greater than 30◦.

Fig. 5 shows the distributions of the turn-related features. We observe that
the four player types change direction at different rates no matter how we define
the minimum degree of a direction change. Notably, the turn frequency of human
players is the highest for the 30◦ angle and becomes relatively lower for the 90◦

angle. In addition, the average turn angle of human players is the lowest among
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Fig. 5. The distribution of features related to turn movement

the four types, which indicates that human players tend to adjust their directions
continuously and slightly.

5.2 Classification

We apply a supervised classification framework to train a classifier, which we use
to determine whether a segment of an avatar’s trajectory belongs to a human
player or a game bot. The classifier we adopt is the naive Bayesian classifier
without the kernel density estimation. We evaluate the performance of trajectory
classification in the next section.

6 Performance Evaluation

In this section, we evaluate the performance of our proposed bot detection
scheme on the collected traces. First, we evaluate whether our scheme can distin-
guish between human players and game bots, by using the classifier to perform
10-fold cross-validation. In real-life scenarios, the trace length plays an impor-
tant role because it determines how quickly a game bot can be detected. Thus,
we evaluated the performance of our scheme on different traces lengths, as shown
in Fig. 6. The graph shows that the detection accuracy is higher than 90%, even
when the trace length is as short as 100 seconds. Longer traces yield better
accuracy. To determine which category of features yields the highest accuracy,
we plot the classification performance for each category of features. The results
indicate that the features related to the movement pace, direction changes, and
ON/OFF periods all yield good results, while path-related features only exhibit
good discriminability when the trace length is 800 seconds or longer.
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Fig. 6. Accuracy between human and bots
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Fig. 7. Classification accuracy between four types of players (human and three bot
programs)

Furthermore, we perform a player-type classification; that is, we not only
determine whether a character is controlled by a human player or a bot program,
but also identify the bot program used if appropriate. The results are shown in
Fig. 7. The classification accuracy of the player types is even better than that
of the human-bot scenario when the trace length is longer than 200 seconds.
With a trace length of 500 seconds or longer, our scheme yields a classification
accuracy of 98% or higher. However, in this setting, individual feature categories,
except those related to movement paces, exhibit low discriminability when they
are applied to the classification separately.

7 Conclusion

We have proposed a trajectory-based approach for detecting game bots. It is
a general technique that can be applied to any game in which the avatar’s
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movement is controlled by the players directly. Our analysis of real-life traces
shows that the trajectories of human players and game bots are very dissim-
ilar. The performance evaluation results show that our bot detection scheme
can achieve a detection accuracy of 95% or higher when the trace length is 200
seconds or longer. Because it is difficult to simulate human players’ behavior
when controlling game characters, we believe our method has the potential to
distinguish between human players and automated programs, and thus merits
further investigation.
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Abstract. It is expected that the sphere of activity of robots will spread widely 
in the near future not only in fields of industry but to various aspects of our eve-
ryday life. On the basis of this expectation, in this research we aimed at the 
creation of a robot that supports our daily life and tried to develop a small-sized 
humanoid robot that can find an object, pick it up, and carry it. We developed 
an algorithm for a robot to recognize an object using color information. Also, 
based on the algorithm the robot calculates the direction and the distance to the 
object, moves to the precise position and picks up the object and carries it. Fi-
nally, we carried out an experiment to evaluate the performance and were able 
to obtain a high success rate. 

Keywords: humanoid robot, object recognition, physical support. 

1   Introduction 

Various types of robots are used mainly in industrial areas in modern society. It is 
expected that new types of robots such as humanoid robots and pet robots will emerge 
and be introduced in our society in the near future. Corresponding to this expectation, 
research and development of humanoid and pet robots is flourishing [1][2]. So far the 
major application area for most of these robots is entertainment, such as playing soc-
cer games [3], dancing [4][5], and so on. At the same time, however, it is expected 
that in the future these robots will support the physical aspects of our life like other 
industrial robots. Therefore, it is necessary to carry out a study on allowing these 
robots to help us in our daily life. In this study, we aim at achieving a function of 
carrying an object for a small-sized humanoid robot. For this purpose it is necessary 
for the humanoid robot to have capabilities of recognizing an object, moving toward 
it, picking it up, and carrying it. Based on this consideration, we developed an algo-
rithm for a humanoid robot to fulfill the above functions. In the following, details of 
the algorithm are described. Also, we carried out experiments to evaluate the algo-
rithm we developed, and the details of the evaluation experiments will be described. 
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2   Related Studies and the Aim of the Research 

Various types of pet robots and humanoid robots have been studied and developed. 
One of the most famous pet robots is a dog-like robot called AIBO [1]. Also, there are 
several humanoid robots being studied and developed. One of the representative hu-
manoid robots is ASIMO [2]. The main role of AIBO is entertaining people by 
achieving various types of dog-like behaviors. On the other hand, it is expected that 
ASIMO would help us in many ways in our daily life, though so far, the main role of 
ASIMO is to perform various types of human-like actions such as walking and going 
up/down stairs at events and thus entertaining us. On the other hand, there are several 
studies underway that aim at supporting our life physically using humanoid robots. 
One of the studies, using a humanoid robot called HRP2, has examined how to 
achieve life support functions such as dish washing or room cleaning [6]. In other 
research, an assistant robot in a nursing home has been studied [7]. This robot has the 
capability of finding a person, giving a reminder to a person, accompanying a person 
to a desired place, giving a person required information, and so on. 

In the case of a small-sized humanoid robot, as it becomes much harder for these 
robots to support us physically in our daily life, most of the research has focused on 
robots entertaining us by achieving various types of performance such as dancing [4], 
soccer games [3] and so on. And there have been few studies on physical assistance 
by these robots. 

Taking these situations into consideration, we started research on letting a small-
sized humanoid robot physically support our daily life. As a first step toward such a 
goal, we tried to develop a function in which a small-sized humanoid robot would 
pick up and carry a light object. For this purpose, it is necessary for the robot to 
achieve the following functions: 

(1) To find an object to carry, 
(2) To approach the object and stop at the object so that it can pick it up, 
(3) To grasp the object, 
(4) To carry the object. 
In the following, we will describe a system that fulfils these functions. 

3   System Construction 

3.1   Platform Robot 

As a platform robot for this task, we have adopted a commercially available small-
sized humanoid robot called “Tai-chi” shown in Fig. 1. Table 1 shows the specifica-
tions of the robot. Tai-chi has a total of twelve servo motors for its legs with each leg 
having six motors, and a total of 8 motors for its arms with each arm having four. 
Furthermore, Tai-chi has one motor for its head. Therefore, Tai-chi has a total of 21 
motors. Tai-chi can do basic movements such as going forward, going backward, 
turning to the right, and turning to the left. In addition, users can develop various 
kinds of movements freely by using a special software called “Motion Editor,” dedi-
cated to motion creation. 
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Fig. 1. Humanoid robot used for the research 

Table 1. Specifications of humanoid robot 

Size/Weight 34 cm / 1.7 kg 
Degree of 

flexibility 
22 (12 legs, 8 arms, 1 waist, 1 head) 

CPU SH2/7047F 

Motor 
KO PDS-2144, FUTABA S3003, FU-

TABA S3102, FUTABA S3103 
Battery DC6V 

3.2   Achievement of the Search Function 

As is described in Chapter 2, the system should have the following functions: 

(1) To find an object to carry, 
(2) To approach the object and stop at the object so that it can pick it up, 
(3) To grasp the object, 
(4) To carry the object. 

As an object to detect and carry, we adopted a small-sized ball with a color of 
blue, red, or yellow. To give the system the capability of searching/finding objects 
using image processing, we installed a small CCD camera in the head of Tai-chi. The 
ball to be detected is decided beforehand as one of the three kinds of balls with red, 
blue or yellow colors. Then Tai-chi detects the ball utilizing image processing and 
moves to the location of the ball. 

3.2.1   Overview of the Process 
First we explain the whole process briefly. Figure 2 illustrates the flow chart of the 
whole process. At first an image captured by the camera attached to the head of the 
robot is sent to the PC using a wireless connection. Then the image is transformed 
into a binary image using the threshold that is established beforehand using the HSV 
color system. Next, noise is removed from the image using a median filter, and then 
using labeling processing groups corresponding to a specific color are detected. Next, 
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a group with the largest area is decided as the area corresponding to the ball. Finally, 
based on the position of the center of the ball image in the image frame, the distance 
and the direction of the object from the robot is judged. And combining the motion of 
going forward and turning left/right, the robot approaches the object. In the following, 
details of the processing will be described.  

 

Fig. 2. Flowchart of the search function 

3.2.2   A function to Detect a Ball 
The first processing in the whole process is performed by detecting the color informa-
tion assigned beforehand (either red, blue, or yellow) from the original image to find 
the ball. The original image that has been sent from the camera is based on RGB color 
information. The detection precision becomes unstable by a change of the illumina-
tion where the threshold for detection is based on this RGB information. This is be-
cause the RGB information is a color system expressed by a combination of the 
brightness of each of three primary colors. So the RGB information is not suitable for 
color detection for a color expressed as the combination of three basic colors. There-
fore, we adopted the HSV color system consisting of the combination of H (Hue), S 
(Saturation), and V (Value) proposed by A. Smith [8]. Changing the lighting 
condition in many ways, we decided the threshold for the color detection. Using these 



110 H. Nakagawa and R. Nakatsu 

thresholds, the original image is transformed into a black & white image and the area 
corresponding to the appointed color is detected from the original image. As noise is 
still contained in this image, a 3x3 median filter is processed on this image. Then 
using labeling processing, several areas, one of which is considered to be the ball, are 
detected and the labeled area with the largest space is detected from the original im-
age as the area corresponding to the ball. 

3.2.3   A Function to Move to the Position of the Ball 
Then the robot has to recognize the distance and the angle to the ball to move to the 
position of the ball. Because we use only one camera in this study, we cannot use a 
method to measure the distance to an object with a stereo camera. Therefore, we fixed 
an installation position and the installation angle of the camera in this study and de-
veloped an algorithm to calculate the distance and direction to an object based on the 
position of the center of the ball image in the original image. 

We set the camera angle so that when the robot was at the position where it could 
pick up a ball, the image of the ball is at the bottom line of the image. In this case the 
camera was able to obtain the image about 120 cm away from the position of the 
robot. In addition, the view of the camera right and left is about 45 degrees. Then 
measuring a relationship between a ball position in a real space and a a ball position 
in the image captured by the camera, we developed a map on the image that indicate 
the robot what to do. Figure 3 illustrates the map. Under the condition mentioned 
above, we explain the algorithm by which the robot moves in front of a ball. At first 
the robot performs image processing at its initial position, and the robot performs the 
turn using the map when the ball is not precisely in front of the robot. It performs the 
image processing again after it finishes a turn. If a ball is in front of the robot, it ad-
vances for the distance to the ball. Although the robot should go straight on precisely 
with the calculated distance, actually there is a case slipping off to the right or left. 

 

 
 

Fig. 3. What to do map on a captured image 
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Therefore, the robot performs the image processing again after having advanced and it 
performs an additional turn or progress if necessary. Thus by repeating these move-
ments, the robot moves to the position where it can pick up the ball. Then the robot 
performs the movement to pick up the ball after having moved. 

3.3   Achievement of the Grasping Movement 

In this study, we used "motion editor," which is the software dedicated to the human-
oid robot "Tai-chi" to make special movements of the robot. The most general and 
stable movement when we grasp an object and lift it is squatting down, leaning our 
upper body a bit forward, then grasping the object by stretching our hand forward, 
then standing up holding the object. We carried out a preparatory experiment to check 
whether the robot could really pick up a ball with the movement that we developed 
using the motion editor. Then it was found that the robot was able to pick up the ball 
when the position of the ball was just in front of the robot or a little to the side of the 
right position. However, the robot was not able to pick up the ball when the position 
of the ball was slightly far from the right position. This is because the form of the 
hand of Tai-chi is a fist and was not able to grasp a ball well. Therefore, we designed 
another hand form so that it could hold an object stably. Thus the success rate for the 
robot in picking up and lifting the ball was greatly improved. 

3.4   Development of the Walking Motion Holding a Ball 

The robot Tai-chi is a compact small-sized robot and has only two modes for 
achieving motions. One is basic motions such as walking forward, walking back-
ward, turning left, and turning right. These basic motions are achieved based on 
real-time calculation of motions based on inverse kinematics [5]. On the other hand, 
other motions dedicated to some special behaviors such as kicking, bowing, and 
other emotional behaviors are achieved by reading out the data corresponding to the 
behavior. These data are, as described before, designed and developed using a spe-
cial software called motion editor. In this study we have to develop a motion by 
which a robot walks holding a object. Therefore, when a robot walks, the lower part 
of the body is controlled by a program as before, and it is necessary for the upper 
part of the body to continue the posture of the last key frame of the motion men-
tioned in 3.4. To achieve this system, we separated the program of the walking 
motion into two programs, one of which controls the motion of the upper body and 
the other the lower body. And we developed a program in which the control of the 
upper body and the lower body are carried out separately. This new program has an 
advantage that by combining different motions, new kinds of motions can be devel-
oped easily. Logically if there are n motions for upper and lower bodies, n2 motions 
can be created using this method. Although we have to be careful not to let the 
robot fall down, this method has a great advantage when we want to develop com-
plicated motions such as dancing motions. Thus by this method we could achieve 
the movement of a robot walking with a ball.  
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4   Evaluation Experiment and Results 

4.1   Experiment Results and Consideration 

With this system, we tested how correctly the robot could pick up the ball of the color 
that we appointed beforehand. For the position of the ball, we selected five places, 
each of which was less that one meter from the robot and within 30 degrees left/right 
from the front of the robot. For each of these positions we carried out a test for each 
ball twice. In this study, the robot does not decide all of its behavior patterns at the 
initial position. Instead, at the place to where the robot moves, it carries out the deci-
sion process using image processing and chooses the next action, and by repeating 
this process it approaches the object. Therefore, the success rates would change de-
pending on the color of the ball and also depending on the location of the ball. Also 
the time required for approaching the ball and picking up the ball would change de-
pending on these conditions. Therefore, we tried to evaluate these factors. 

First, Fig. 4 illustrates the graph of the success rate for each color of the ball. Ac-
cording to Fig. 4, the success rate of the blue ball was the worst, and the success rate 
of the yellow ball was the best. The one failure trial for the red ball was because the 
robot lost the location of the ball and could not reach the ball position. On the other 
hand, in the case of the blue ball, even though it could approach the ball, when it tried 
to pick up the ball, it made a mistake. The reason for this fault is considered to be as 
follows. In this case, when the robot came near the ball, because of the reflection of 
light, only the lower part of the blue ball was extracted using the color information 
and recognized as a ball. Thus this incorrect image processing led to the incorrect 
judgment of the ball position and then to the failure to pick up the ball. 
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Fig. 4. Success probability for each color 

Next, Fig. 5 shows the graph of the success probability for each place where the 
ball is placed. 
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Fig. 5. Success probability for each place 

According to Figure 5, there were three failures; in the case of distance 30 cm / 
left 30 degrees, in the case of distance 70 cm / right 15 degrees, and in the case of 
distance 90 cm / left 20 degrees. These results do not show big deflection, and it is 
thought that the success rate would not be affected much by the place condition. 

Finally Fig. 6 shows the graph of the average time required until picking up a ball. 
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Fig. 6. Average time required 

The values associated in the graph show the mean time required for the robot to 
approach the ball from the initial position and pick up the ball. The three failed trials 
described above are not counted in this case. As a matter of course, it took long time 
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to arrive at the most distant place (distance 90 cm / left 20 degrees) from the initial 
position. However, there were not big differences of time between the other four 
places. The major reason for this would be the following. There is not an appropriate 
command for the robot to change direction. Instead, the robot tries to change direction 
by doing stamping. Thus it is difficult for it to adjust to the precise angle by only one 
trial. This means that the robot could adjust to the precise angle by repeating the di-
rection change movement by stamping several times. 

Next let’s look at the difference in the required time depending on the color of the 
ball. It took the longest time for the robot to pick up the yellow ball, and the shortest 
time to pick up the red ball. The reason for this is that there is a difference in recogni-
tion precision depending on the color of the ball. For example, in the case of a yellow 
ball, there were cases in which it took much time to perform the fine angle adjustment 
because the extraction of the ball region became unstable because of the light reflec-
tion, and only part of the ball was extracted as a ball region. On the other hand, the 
robot was able to recognize the red ball well regardless of the distance to the ball in 
contrast with a yellow ball. 

We understood that there was a big difference in recognition precision depending 
on the color of the ball. Especially when the lighting condition changed, the recogni-
tion of a ball became difficult. 

4.2   Future Study 

Even though a fairly simple search algorithm using image recognition based on 
color information was adopted, a fairly high ball detection rate was obtained. At the 
same time we found that the recognition precision of the ball changes depending on 
the lighting condition and the viewpoint. Therefore, it is necessary to improve the 
image recognition system by introducing object recognition using its own form. 
Another problem is the fine tuning of the robot movement both for the distance and 
the angle. The robot has simple commands for the locomotion motions. For going 
forward and backward, the prepared commands are only to go forward/backward 
with the appointed steps. Also for angle change, the prepared commands are turn 
left/right by performing stamping with the appointed repetition. Thus for the loco-
motion of a precise distance and angle change with a precise angle, it is necessary 
for the robot to carry out these commands repeatedly, thus requiring a rather long 
time for the robot to achieve the required action. Coping with this problem is an 
important research topic. Another issue for shortening time is image processing 
while walking. As the locomotion of the humanoid robot is achieved by walking 
using two legs, the image captured by the camera while walking is not stable. Be-
cause of this, we adopted an algorithm in which the calculation of the dis-
tance/angle based on image processing is carried out when it stops. This repetition 
of moving then stopping and direction/angle calculation is another reason for the 
long time required. Therefore, it is necessary to try to develop an algorithm for 
carrying out image processing while walking by canceling out image shake. 
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5   Conclusion 

In the future it is expected that humanoid robots will be introduced widely into our 
society. In that case, it is expected that humanoid robots would support our life physi-
cally in addition to entertaining us. As a first step toward this goal, in this study we 
aimed to create a small-sized robot that would support us physically by carrying such 
objects as coffee cups or newspapers. Based on this basic concept, we tried to achieve 
functions by which a small-sized humanoid robot discovers an object, approaches it, 
picks it up, and carries it. Then we carried out experiments to evaluate the capability 
of the functions achieved by the small-sized robot. The experimental results showed 
the robot could pick up a ball with considerable precision and was able to achieve the 
aim of finding an object and carrying it. 

On the other hand, we discovered some points that needed improvement while we 
pushed forward with the study. Primarily, the robot is considerably uneven in recogni-
tion precision in indoor environments. In addition, it is necessary to improve the robot 
on the hardware side. High functionality of the robot is necessary, so we want to ex-
amine these points and will continue to study them in future research. 
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Abstract. This paper proposes a system of interactive multimedia contents that 
allows multiple users to participate in a face-to-face manner and share the same 
time and space. It provides an interactive environment where multiple users can 
see and manipulate stereoscopic animation with individual sound. Two applica-
tion examples are implemented; one is location-based content design and the 
other is user-based content design. Both effectively use a unique feature of the 
IllusionHole, i.e., a location-sensitive display device that provides a stereo-
scopic image with multiple users around the table. 

Keywords: 3D user interface, entertainment computing, tabletop display, inter-
active, CSCW, game, stereoscopic display. 

1   Introduction 

Interactive multimedia contents combined with images and sounds have become 
widespread in various fields. These contents allow for abundant expression by users. 
For example, using virtual reality technologies, we can enjoy rich high-immersion 
experiences using multimodal interactions with various information channels such as 
visual, auditory, or tactile perception. Moreover, we can easily communicate at re-
mote locations through networks and simultaneously share images and sounds in a 
huge virtual environment. There are, however, some limitations; for example, each of 
multiple users will not be able to get such rich high-immersion experiences simulta-
neously because communication channels through the network are not sufficient to 
convey non-verbal information that is important for natural communications. 

In order to achieve natural interactions or collaborations for multiple users, table-
top approaches have been focused on. These approaches can provide a common 
workspace where multiple users may interact with each other and maintain awareness 
of what the others are doing. Based on this idea, many researchers explore the role of 
novel interfaces and interaction paradigms in the context of applications for enter-
tainment. There is, however, little reported in the literature about tabletop displays 
that allow multiple users to enjoy stereoscopic animation with individual sound. 

In this paper, we propose a multimedia content display system for co-located mul-
tiple users with which they can enjoy interactive multimedia content (such as a game) 
or work cooperatively through natural face-to-face communications while sharing the 
same time and space. The system is based on the IllusionHole [7]. It provides an 
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interactive environment where multiple users can see and manipulate stereoscopic 
animation with individual sound. The content is basically common to all users; how-
ever, it is slightly varied or personalized, such as direction of animations or volume of 
sounds, according to the user’s interactions or dynamically changing positional rela-
tionships with other users. Two types of application examples are implemented. Both 
provide individual animation and sound with a corresponding user, as well as the 
location-based content design and the user-based content design.  

2   Related Work 

Recently, some studies have shown that the combination of visual and auditory cues 
enhances the sense of immersion in virtual reality or interactive entertainment appli-
cations. This section outlines a variety of interactive stereoscopic displays and inter-
faces using auditory feedback.  

To view objects from different angles by moving one’s head provides humans with 
important clues for spatial cognition. One of the most reasonable ways to create a 
multi-user interactive stereoscopic display is to install a horizontal screen in a table 
[1]. This is the most effective way to view stereoscopic images from the vantage point 
of individuals standing around a table. And to use optical equipment that includes a 
parallax barrier [4], mirror [2, 11] and revolving screen [5] allows multiple users to 
observe the stereoscopic images with motion parallax in any direction. In addition, 
multiple users are able to directly point to a particular part of the stereoscopic images 
in the IllusionHole [7]. 

Many co-located collaborative applications often present information to users 
through auditory channels as well as through visual feedback. For providing aware-
ness of the users’ actions, large-screen tiled displays use auditory information when 
users perform gestures or move objects [10]. Morris et al. found that increasing col-
laboration can result when individual, rather than public, auditory feedback is pro-
vided [9]. For music tabletops, the reacTable uses physical objects to represent parts 
of a modular synthesizer [6], and the Audiopad is a composition and performance 
instrument for electronic music that tracks the positions of objects on a tabletop [12]. 
Jam-O-Drum allows users to collaboratively create music around a circular tabletop 
[3], and with Multi-Audible [8], multiple users have a portable device to hear differ-
ent audio information during the interaction. 

3   System Configuration 

In this section, we detail the configuration of an interactive multimedia content sys-
tem that allows multiple users to see and manipulate stereoscopic animation with 
individual sound. 

3.1   Overview 

Our proposed multimedia content system allows multiple users standing around a 
table to interact with position-specific stereoscopic animation with individual sound. 
The content itself is basically common to all users; however, it is slightly varied or 
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Fig. 1. System configuration 

personalized according to users’ interactions. We have implemented two different 
types of content design frameworks; i.e., location-based content design and user-
based content design. In the former framework, stereoscopic animation and sound 
changes interactively according to the location where a user stands. The environment 
around the table is divided into an adequate number of domains. If a user comes into 
one domain from another, the content that is currently displayed to the user changes 
according to the domain. On the other hand, in the user-based content design, the 
multimedia content changes according to the user’s positional relationships with other 
users. In this case, each user is also provided with interactive animation and sound, 
and they are changed when the surrounding environment changes, such as when an-
other user comes closer or moves away. 

3.2   Implementation 

A prototype system was established using 
the IllusionHole with polarization filters 
(see [7] for more details). Based on the 
IllusionHole, the prototype system allows 
multiple users to see interactive stereoscopic 
animations with adequate motion parallax. 
In addition, Bluetooth-enabled wireless 
headphones are installed to provide indi-
vidual sound for corresponding users. The 
system configuration is shown in Figure 1. 
The viewing position of each user is 
detected using a 3D tracker device (IS-600 
Mark 2 ultrasonic beacon, made by Intersense) and stereoscopic images are displayed 
using parallax images for both eyes, which are calculated for corresponding display 
regions. The display regions of multiple users may overlap each other if the number of 
users increases and neighboring users stand too close to one another. So, the prototype 
system is designed for three users. Each user wears a pair of circularly polarized 
glasses and a wireless headphone corresponding to an output sound channel. 

A direct graphics library is used to manage and show stereoscopic animations of 
3D characters. In addition, a direct sound library is used for generating multi-channel 
sound for individual sound. Figure 2 shows the output flow of individual sound. The 
direct sound library supports multiple buffers of multi-channel sound, and also sup-
ports the mixing of multiple sound buffers to play these sounds. Multiple buffers are 
assigned to each individual user, and these buffers have some slots for writing sound 
data which output from each channel (ch1 to ch8). The first slot “H” includes a header 
for the buffer. The sound data for only a particular user is written at the output chan-
nel assigned to her/him (e.g., user A is assigned ch1 and ch4, and user C is assigned 
ch3 and ch6), and null data is written in the remaining channel for silent output. By 
mixing the buffers in which sound data is written for each user, and controlling sound 
volume and the starting or stopping of sound, we manage the individual sounds. 
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Fig. 2. Output flow of individual sound 

4   Application Examples  

We introduce two application examples that allow multiple users to communicate 
interactively in the same place at the same time using this configuration. “Onstage 
Demo of the IllusionHole” is an example of the location-based content design, and 
“Baa Baa White Sheep” is an example of the user-based content design. 

4.1   Onstage Demo of the IllusionHole 

In this application, the character shown at 
the center of the IllusionHole talks about 
functions and features of the IllusionHole 
itself. Figure 3 shows a snapshot of this 
application experienced by three users and 
different stereoscopic animations observed 
by individual users standing to the left, 
center, and right of the IllusionHole. The 
particular moment of Figure 3 shows that 
the 3D character faces to the left; therefore, 
only the left user (user B) hears the indi-
vidual announcement as “Raise your hand” 
by the character; however, the other users 
(users A and C) cannot hear anything. In this application example, the character turns 
to other directions and talks about the IllusionHole similarly. The IllusionHole is a 
location-sensitive display device that provides a stereoscopic image with multiple 
users around the table, and each of the users can observe the same virtual object from 
a different direction. Therefore, this application example effectively uses this feature 
of the IllusionHole. 

4.2   Baa Baa White Sheep 

This application is designed so that a character in the IllusionHole corresponds to a 
user’s actual position and movements in the physical world. A snapshot of users en-
joying this application is shown in Figure 4. By simply moving around the display, 
each user can manipulate his/her own character without using devices such as game  
 

 

Fig. 3. Snapshot of Onstage Demo of the 
IllusionHole experienced by three users 
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Fig. 4. Snapshot of users enjoying Baa Baa 
White Sheep 

Fig. 5. Correspondence between users and 
characters 

controllers or mice. In the scenario of this application, users have to cooperatively 
drive sheep into the fold taking into consideration the relative positions of other users, 
while the sheep tries to escape from the users. Figure 5 shows the correspondence 
between users and characters. If a user starts moving, the system detects his/her mo-
tion and changes the animation of the corresponding character to “walking” from 
“standing.” At the same time, the user can hear the sound of footsteps fitting the 
“walking” animations. Moreover, the other users can also hear the sounds of footsteps 
according to the relative position with the user. And if a user comes closer to the 
sheep, only he/she hears the sound of the bleat. In this way, users enjoy interactions 
with a virtual world using physical movements and the relative positions to others, 
while the user feels the character as another human being. The video figure shows 
details of this application. 

5   Conclusions 

In this paper, we proposed a system for multiple co-located users to enjoy interactive 
multimedia contents while sharing the same time and space. We described the design 
approach and implementation of the system followed by two application examples. In 
the future, we are planning to explore new content suitable for stereoscopic animation 
with individual sound using physical body gestures or utterances as well as using 
physical movements and relative positions to others. Moreover, we also plan to look 
into studying how users perform and cooperate with a variety of personalities and 
leadership qualities in these environments. 
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Abstract. To optimize a player's experience, an emotionally adaptive game 
continuously adapts its mechanics to the player's emotional state, measured in 
terms of emotion-data. This paper presents the first of two studies that aim to 
realize an emotionally adaptive game. It investigates the relations between 
game mechanics, a player's emotional state and his/her emotion-data. In an ex-
periment, one game mechanic (speed) was manipulated. Emotional state was 
self-reported in terms of valence, arousal and boredom-frustration-enjoyment. 
In addition, a number of (mainly physiology-based) emotion-data features were 
measured. Correlations were found between the valence/arousal reports and the 
emotion-data features. In addition, seven emotion-data features were found to 
distinguish between a boring, frustrating and enjoying game mode. Taken to-
gether, these features convey sufficient data to create a first version of an emo-
tionally adaptive game. 

Keywords: Adaptivity, personalization, computer games, affective loop, psy-
chophysiology, emotions. 

1   Introduction 

For creating entertaining computer games1, gameplay is considered to be of key im-
portance ([1], [2]). In absence of a broadly accepted definition of gameplay, we focus 
here on one frequently mentioned element of it, which is challenge. The process of 
optimizing a game’s challenge is referred to as game balancing or difficulty scaling. 
That is, changing parameters in order to avoid that the player gets frustrated because 
the game is too hard, or gets bored because the game is too easy [3]. In this study, we 
have investigated the relations between a game's difficulty level and the interplay 
between the emotions boredom, frustration and enjoyment (Fig. 1-left panel). These 

                                                           
1 From this point onward referred to as "games". In the present research, the term includes elec-

tronic games played on personal computers as well as those played on modern dedicated video 
game consoles, such as Sony's Playstation 3, Microsoft’s Xbox 360 and Nintendo’s Wii. 
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relations strongly differ per individual, for example influenced by a player's skill 
level. For instance, a difficulty level that is found enjoyable by a novice might be 
boring for expert players. Games therefore need psychological customization tech-
niques [4], such as difficulty adaptation, to optimize the experience. Since many 
years, game designers aim to provide some customization, for example by letting 
players choose a difficulty level upfront or including progressive difficulty levels 
during gameplay, based on a player’s performance.   

More advanced methods that work in real-time are less common. One difficulty 
adaptation mechanism, frequently applied in racing games, is called rubber banding 
[5]: When falling behind, the player suddenly gets an enormous boost in speed, which 
allows for catching up again (and vice versa for the competing cars). However, game 
adaptation that is solely based on in-game behavior can only have limited success, 
because there are many different types of players [6]. Each type of player has his/her 
own goals, preferences and emotional responses when playing a game. Hence, for 
optimizing the players' experiences, successful psychological customization requires a 
game to take the emotional state of the player into account. Games should become 
emotionally adaptive (Fig. 1– right panel).  
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Fig. 1. Left panel: Game balancing (Adapted from [1]). Right panel: The emotionally adaptive 
games loop, inspired on the affective loop [7]. 

1.1   Emotionally Adaptive Games 

The importance of emotions in computing is widely argued for (e.g. [8]). Emotion 
theorists differ over a discrete versus a dimensional model. The "discretionists" (e.g. 
[9]) argue for basic discrete emotions, such as anger, fear, sadness and happiness, as 
unique experiential states. The "dimensionalists" (e.g. [10]), on the other hand, look at 
emotions in terms of a two-dimensional space consisting of valence ("pleasantness") 
and arousal ("activation"). Sometimes dominance is added as a third dimension.  

Effective human-computer interaction from an emotions perspective works in 
terms of an "affective loop" [7]. A similar feedback loop in a games context is de-
scribed by [11]. Inspired by their work, Fig. 1 (right panel) shows a schematic view 
on the functioning of an emotionally adaptive game. By providing the right game 
mechanics [12] (e.g. audiovisuals, narrative, challenge), the game influences the 
player's experience, behavior and emotional state. Ideally, during play, the emotional 
state of the player (measured in terms of emotion-data), is continuously being fed 
back to the game so that the game can adapt its mechanics (e.g. difficulty level) 



124 T. Tijs, D. Brokken, and W. IJsselsteijn 

accordingly in real-time. This all is done to create the optimal experience (which is 
referred to in literature as e.g. flow [13] or immersion [14]). Previous research at-
tempts to create emotionally adaptive software have mainly focused on tutoring sys-
tems and workload / performance optimization (see e.g. [15]). Fewer attempts have 
been made to incorporate a closed-loop mechanism in a games context. Takahashi et 
al. [16] and Rani et al. [17] created a game that was found to improve player perform-
ance by adapting difficulty level to player's physiological state. Concept validation 
claims of these both studies were, however, based on a limited number of participants. 
Besides these attempts, a number of biofeedback games have recently been devel-
oped, which have some integration of a player's physiological data into the game (e.g. 
[18], [19] and [20]). These games however focus on stress manipulation rather than 
optimization of gameplay experience. Probably closest to the present project's scope 
is the work of Saari and colleagues, who created the Mind-Based Technology frame-
work for psychological customization [21]. They have further elaborated this in a 
games context (e.g. [4], [22]) and are currently developing an emotionally adaptive 
game demo. 

As a first step in creating an emotionally adaptive game, system input and output 
need to be specified in further detail. Regarding output (emotion-data), Saari et al. 
[22] provide an extensive discussion of possible elements to be adapted, structured by 
"psychologically validated templates". We have adopted a rather straightforward and 
intuitive "template": Game speed. We will manipulate the game's speed to influence 
the player's emotional state (the interplay between boredom, frustration and enjoy-
ment, Fig. 1-left panel). Regarding system input (emotion-data), Öhman [23] distin-
guished three categories of emotion measures: Self-reports, overt behavior and 
physiological responses. Self-reports are frequently used for assessing players' emo-
tions and experiences [5] but not suitable (since too obtrusive) for real-time applica-
tion in a game. Regarding overt behavior, potentially useful techniques for measuring 
boredom, frustration and enjoyment are facial emotion tracking [24] and the analysis 
of posture and pressure exerted on the game controls [25]. Regarding physiological 
responses, there is an extensive field with many research findings in psychophysiol-
ogy. Although the research is done in varying contexts with sometimes contradicting 
results, it is considered a highly interesting field for analyzing emotions in games. We 
have limited ourselves to the methods described below. 

Regarding cardiovascular (heart) activity, tonic (long-term, as opposed to phasic) 
heart rate (HR) is known to increase with sympathetic nervous system activity, such 
as emotional arousal and cognitive effort and stress. On the other hand, increases in 
attention (mediated in the parasympathetic nervous system) lead to a decreased heart 
rate [26]. [27] found HR features to correlate with self-reported fun in games. Heart 
rate variability (HRV) is considered an index for mental effort (e.g. [28]). Some re-
searchers (e.g. [29]) consider the percentage power in the low-frequency (LF) 0.07-
0.14 Hz range as a particularly effective index for task-related mental effort / sympa-
thetic activity. Respiratory responses are analyzed to control for respiratory artifacts 
in e.g. HRV (a phenomenon known as respiratory sinus arrhythmia). Respiration may, 
however, also be used as a measure itself, e.g. for investigating stress and mental load 
[30]. Electrodermal activity (EDA) concerns the electrical resistance of the skin, also 
known as Skin Conductance (SCL, SCR) or Galvanic Skin Response (GSR). Skin 
conductance level is known to increase with information processing and the frequency 
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of non-specific skin responses increases with arousal [26]. Electromyography (EMG) 
is a technique for measuring muscle activity; electric potential is being generated 
when muscle cells contract. Facial EMG is frequently used as a metric for valence. 
The most frequently analyzed facial muscles in this context are the orbicularis oculi 
(OO, used for closing the eyelids), zygomaticus major (ZYG, smiling) and corrugator 
supercilii (CORR, frowning). Most studies find positive correlations between valence 
and the OO and ZYG muscles, and a negative correlation between valence and CORR 
muscle (see e.g. [31], [32], [33]). In addition to the above findings, there are also a 
considerable number of studies without significant findings [34]. Because of the large 
differences in physiological responses between individuals and within individuals 
over time (autonomic response stereotypy principle, see e.g. [15], [35]), some re-
searchers (e.g. [36]) argue for normalizing physiological data to facilitate a group 
analysis of the data. Additionally, affective systems should employ a battery of 
physiological features for accurate emotion predictions (e.g. [37]), and should allow 
for user-control for the sake of autonomy, privacy and interpretation of the data [41]. 

Because of the context-dependency of physiological responses, a two-stage ap-
proach was adopted. The purpose of the current initial study is to investigate physio-
logical and other affect-related responses in relation to an experimentally induced 
change in game mechanics. Note that in this study the affective loop is not yet closed, 
that is, real-time affective indicators are not yet directly influencing the game me-
chanics. This will be the purpose of phase 2 of our work. The research question for 
the current invesigation evolved around the components of our framework (Fig. 1-
right panel): What game mechanics (speed settings) lead to what kind of emotional 
state, and what emotion-data is this accompanied by? This was investigated by means 
of a controlled experiment, as explained in the next section. 

2   Method 

2.1   Participants 

In total 24 adults aged 23-46 (mean age 29.7) participated in the experiment; 19 males 
and 5 females. The participants played computer games (console, pc, arcade, and 
internet) for an average of 12.5 hours per month. All had played Pacman before. The 
participants were rewarded a €€ 5 voucher for participation plus another €€ 5 voucher for 
the final top-5 scores. All were informed in advance about this incentive. A within-
subjects design was applied using the game's speed-mode (3 levels: slow, fast and 
normal) as an independent variable. The order in which participants were confronted 
with the two non-normal speed modes (i.e. slow and fast) was counterbalanced over 
participants. A dual-PC setup was used to separate the game and questionnaire from 
the measurement software, to ensure the game and computer questionnaire to run 
smoothly.  

2.2   Design, Materials and Procedure 

The stimulus (game) was an adapted version of the PC-game Pacman [38]. Pacman is 
a relatively uncomplicated game without major changes in e.g. audiovisuals during 
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play, which could lead to emotional bias. Moreover, it is a well-known game and is 
easy to pick up (requiring relatively short practice to minimize learning effects). 
Pacman also has a rather continuous flow of action (useful when comparing blocks of 
time) and has been used before in affective computing studies (e.g. [39]). To suit the 
game to the experiment, some adaptations were made: I) the player stayed in the same 
level during the experiment, II) objects that were eaten, such as points and pills, re-
turned after a while), III) the speed level changed at preset times (unknown to the 
player), IV) eating objects increased the player's score, but being eaten meant a strong 
decrease in score, and V) the overall objective was to score as many points as possi-
ble. The choice for manipulating the difficulty parameter speed, instead of e.g. the 
number of opponents (i.e. ghosts) is based on the fact that the number of normal 
ghosts constantly changes during gameplay, because of Pacman eating star-shaped 
pills. Pacman was played using the arrow keys on the keyboard. All participants were 
instructed to play with their preferred hand.  

The dependent variables comprised the player's emotional state and several emo-
tion-data features. To gather demographics and gaming experience (i.e. gaming hours 
per month), a paper-questionnaire was filled out before the start of the game. Emo-
tional state was measured through self-reporting in a computer-questionnaire (in be-
tween moments of play) and a post-game interview. The computer-questionnaire 
comprised two similar parts of three items, that focused on the minute of play before 
switching to this questionnaire. The first two items addressed valence and arousal, 
using Self-Assessment Manikins ([10], adapted to a five-point scale). The third was a 
multiple-choice item that a subject could use to indicate that (s)he was either enjoyed, 
bored or frustrated (or that none of these descriptions was applicable). The semi-
structured interview focused on the subject's overall opinion of the experiment and his 
or her preferred speed mode (fast, slow or normal). The emotion-data features that 
were collected during the game are displayed in Table 1. 

Table 1. Emotion-data features analyzed in the present study 

Measurement (sample freq in Hz) Feature  Abbreviation 
BVP level BVP 
BVP amplitude BVP_AMP 
Heart rate  HR 

Blood Volume Pulse (128) 

HRV-LF% (0.04-0.15Hz) HRV_LF 
Respiration amplitude RSP 
Respiration rate RSP_RATE 

Respiration (32) 

RSP-HR coherence RSP_HR_COH 
Skin conductance level SCL Skin Conductance (32) 
Number of SC responses SCR 
Activity of the CORR  CORR 
Mean amplitude of the CORR CORR_AMP 
Activity of the ZYG ZYG 

Facial Electromyography 
(1024) 

Mean amplitude of the ZYG ZYG_AMP 
Keyboard Pressure (100) Keypress-pressure KEYB 
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The physiological measurements were done using a wireless NeXus-10 kit. At the 
PC, the physiological data were stored using Biotrace+ v.1.162. A BVP pho-
toplethysmograph was placed on the ring finger of the subject's non-playing hand. A 
respiration belt was strapped around the thorax; a maximum of 2 layers of cloth was 
in between. Skin conductance sensors were placed on the tips of the index and middle 
finger of the non-playing hand. The Facial EMG electrodes (AgCl, 15mm. diameter) 
were placed following instructions obtained from [40]. Keyboard pressure was meas-
ured by a pressure sensor placed under one of the keyboard's feet (the one closest to 
the arrow keys); keypresses were identified using a custom-made application. To 
synchronize the game events with the measurement data, a 3-window capture was 
implemented on the analysis PC.  

Table 2 provides an overview of the test procedure. 

Table 2. Test procedure 

Activity min. 
Welcome, consent form, paper-questionnaire 5-10 
Installation of phys. equipm., game instructions, short practice 5-10 

Normal speed 2 Game part 1 
Non-normal speed 2 

Computer-questionnaire part 1 ~1 
Normal speed 2 Game part 2 
Non-normal speed 2 

Computer-questionnaire part 2 ~1 
Game part 3  Normal speed 1 
Semi-structured post-game interview, debriefing 5 
Total ~30 

2.3   Analysis 

The feature analysis process consisted of a number of steps, as explained in Fig. 2. 
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movement 
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except SCR
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Calculation of 
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for all features 

except SCR  

Fig. 2. Analysis process 

The three selected fragments per subject are from this point onward referred to as 
slow-mode, fast-mode and normal-mode. The physiological features were extracted 
and filtered using the default Biotrace+ detection and filtering algorithms. For the 
GSR, EMG and KEYB features, additional algorithms were used. The EMG signals 
(pre-amplified in the Nexus kit) were linearly rectified for analysis, high-pass filtered 
(Chebyshev Type 2, high-pass, cut-off frequency at 20 Hz) and integrated (smooth-
ened) using a 200 ms running average. For identifying skin conductance responses 
(SCR) and keypresses from the pressure recordings (KEYB), peak detection 

                                                           
2 Both NeXus and Biotrace+ are manufactured by Mind Media b.v., The Netherlands. 



128 T. Tijs, D. Brokken, and W. IJsselsteijn 

algorithms developed at Philips Research were used. Normalization of the physiologi-
cal features, done according to [36], is required for a group analysis, because of the 
strong inter-subject differences in common physiological responses. These differences 
were also found for SCR; therefore SCR also requires a form of normalization. How-
ever, this could not be accomplished with the formula explained in [36], since one 
subject had in all three conditions (slow, fast, normal) the same number of identified 
skin conductance reponses. Therefore it was decided to normalize the SCR values for 
each subject over the subject's total signal span (3 conditions, thus 3 SCR values) in 
terms of inverted ranking3. Finally, statistical analysis was performed with SPSS 
v.16.0 software. As already mentioned in chapter 1, the analysis was focused on the 
relations between the various speed settings, the player's emotional state, and the 
accompanying emotion-data. 

3   Results 

Table 3 presents the self-report results from the questionnaire as well as from the 
post-game interview. Based on the results in Table 3, we draw the following conclu-
sions: I) the participants felt bored in the slow-mode, II) in the fast-mode some were 
frustrated, others enjoyed themselves, and III) the normal-mode was preferred over 
the other two speed modes. Speculatively, we conclude the following: the slow-mode 
was too slow, the fast-mode was for some a bit too fast, but for others the right speed 
level. The speed level in the normal-mode might not be optimal either, but the players' 
experiences are better in that mode than in the other two.  

Table 3. Self-report results 

Computer-questionnaire ("I felt..." - count) 
 bored frustrated enjoyed not applicable 
slow-mode 20 2 2 0 
fast-mode 2 8 14 0 
Post-game interview (preferred speed mode – count) 
slow-mode fast-mode normal-mode 
0 1 23 

 
There was a tendency toward neutral scoring on the SAM (valence and arousal) 

topics. For instance, the 22 non-enjoyment scores (i.e. reports of boredom or frustra-
tion) in the slow-mode were accompanied by only 5 negative valence reports. To 
investigate the relations between the SAM (valence and arousal) scores and the emo-
tion-data features, both valence scores and both arousal scores for a subject were 
averaged. A Pearson correlation test revealed two statistically significant results 
(p<0.050), as displayed in Fig. 3. Firstly, arousal correlated with the emotion-data 
feature BVP (r=0.449, p=0.032, N=23). Since the arousal score of 1 represents the 

                                                           
3 I.e.: the highest of the 3 SCR values for a subject was awarded the rank 3 and the lowest score 

of the three scores the rank 1. For instance, the SCR values 3 (slow-mode) ,4 (fast-mode) and 
1 (normal-mode) for a subject were respectively transformed into the normalized values 2, 3 
and 1. Similarly, a subject's SCR values of 10, 10 and 10 were transformed into 2, 2 and 2. 
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highest arousal report, this correlation should be interpreted as "the higher the arousal 
report, the higher the BVP value of a player in the non-normal game modes". Sec-
ondly, valence appeared to correlate negatively with the ZYG_AMP feature 
(r=-0,446, p=0,033, N=23). This result should be read as "the more positive valence 
reports in the non-normal speed modes were accompanied by larger movements in 
the zygomaticus major muscle". When observing this correlation in Fig. 3 (right 
panel), it seems that two data points (squares in both lower corners) have a strong 
influence on the correlation effect. Although these data points lay rather far out, they 
were kept in the analysis because I) both represent an average of two conditions, II) 
the video recordings of the related participants do not reveal any anomalies and III) 
strong inter-subject differences in physiological responses are common (e.g. [15]). 
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Fig. 3. Significant correlations between the SAM scales and emotion-data features. For the 
valence and arousal axes: 1=Most positive/highest, 5=least positive/lowest. Dotted lines repre-
sent confidence intervals (95%).               

Table 4. Emotion-data features that distinguish between the game's speed modes 

Feature Conditions t df p mode identified (desired action) 
slow-fast -2.511 22 0.020SCL
slow-normal -4.197 22 0.000

slow (speed up) 
 

slow-fast -4.851 22 0.000SCR
slow-normal -4.343 22 0.000

slow (speed up) 
 

slow-fast -5.177 22 0.000HR
slow-normal -5.196 22 0.000

slow (speed up) 
 

slow-fast -3.806 22 0.001RSP_RATE
slow-normal -2.388 22 0.026

slow (speed up) 
 

slow-fast 3.078 22 0.006CORR_AMP
fast-normal -3.592 22 0.002

fast (slow down) 
 

slow-fast -2.673 22 0.014ZYG_AMP
fast-normal 2.767 22 0.011

fast (slow down) 
 

slow-fast -5.136 22 0.000
slow-normal -3.637 22 0.001

KEYB

fast-normal 3.282 22 0.003

slow (speed up) & fast (slow  
down) & normal (none) 
 

 
To analyze the effects of speed on the players' emotion-data, a repeated measures 

ANOVA was performed with speed (3 levels: slow, fast, normal) as a within subjects 
factor. This provided an overview with a number of significant effects. To analyze 
these effects (i.e. the differences in emotion-data between the 3 speed modes) in more 
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detail, a series of paired sample t-tests was performed. Significant results (p<0.050) 
are provided in Table 4. For example, Table 4 and Fig. 4 show that the average skin 
conductance level (SCL) during the slow-mode was significantly lower than during 
the other two speed modes. Since the participants reported boredom during the slow-
mode, our conclusion is that this mode was too slow. In other words, the game should 
speed up. According to Table 4, keyboard pressure (KEYB) can even help to distin-
guish between the game's 3 speed levels. 
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Fig. 4. Significantly different emotion-data SCL (left panel) and KEYB (right panel) 

4   Discussion and Further Research 

When comparing our findings to other studies that investigate in the relations between 
valence, arousal and physiological responses, one result seems to contradict most 
other work: The positive correlation between self-reported arousal and BVP (Fig. 3-
left panel). In addition to the central tendency in scoring on valence and arousal, no 
less than 8 of the 24 participants asked for the exact meaning of the arousal manikins 
when first confronted with them. Two even thought that the highest-arousal manikin 
was supposed to depict hunger. In turn, the experimenter described it to them as their 
level of activation. 

The induction of boredom, frustration and enjoyment by manipulation of the game 
mechanic "speed" was partly successful. Nearly all players indicated to be bored dur-
ing the slow-mode, but the fast-mode was found more enjoyable than frustrating. 
There are several possible causes for this. Firstly, the players knew the game speed 
was going to change. Besides, the speed changes were rather abrupt, and the players 
knew it only lasted for a limited amount of time. Nonetheless, nearly all participants 
(see Table 3) considered the normal-mode the most enjoyable of the three speed 
modes.  

As a stimulus, Pacman appeared to be a successful game choice. No major prob-
lems (such as crashing software or a stalemate situation in the game) were encoun-
tered during the experiment. Besides, from the post-game interviews, we conclude 
that all participants enjoyed the game from an overall perspective. It was also rela-
tively easy to implement the speed manipulations and customized ruleset in the game.  

In the next phase of this project, we will aim to develop an emotionally adaptive 
version of the Pacman game. This game will use the data collected in the present 
study as a starting (or: calibration) point for adaptation. For instance, when the 
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emotionally adaptive Pacman game receives emotion-data that matches the data pat-
tern found for the "boring" slow-mode (e.g. relatively low SCL and SCR values, see 
Table 4), it will either increase its speed or, to preserve player autonomy [41], subtly 
ask the user whether it should increase its speed. 

However, such a classification system will only work properly when it has suffi-
cient input data (i.e. sufficient emotion-data features that are known to distinguish 
between the states of enjoyment, frustration and boredom) from a sufficient amount of 
participants. Therefore, the present dataset will be analyzed in more detail, to find 
more useful features. This will e.g. include the analysis of the video recordings 
(through facial emotion tracking) and the analysis of in-game data that were gathered 
during the experiment. The measurements described in Table 1 will also be explored 
in more detail, by e.g. analyzing standard deviation, variance, kurtosis and skewness 
of the data (see e.g. [42], [43]). In addition to the present physiological state, another 
possibly useful source of input data lies in the initial or previous emotional states (e.g. 
[44], [45]). For example, a high (e.g. 140 BPM) heart rate might not increase as much 
by an arousing game effect as a normal heart rate. Besides more emotion-data features 
from more participants, also different data features are required. In the present ex-
periment, the participants could only report on their gameplay experiences during two 
rather extreme speed modes (very slow and very fast). Since an emotionally adaptive 
game should undertake action as soon as the enjoyment borders (Fig. 1-left panel) are 
crossed, accurate emotion-data on these crossing-border events will be needed. 
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Abstract. With the rapid advancement of hardware and software, entertainment 
computing industry has been popularized during the last decade. TV con-
tent/story production is a major bottleneck in the entertainment industry. Previ-
ous work has identified key problems, such as narrative control, the duality 
between character and plot, the tension between interactivity and storytelling, 
and the tools that artists can use to create interactive story worlds. Due to the 
tradeoff between narrative progression and user interaction, striking a balance 
between the two is a big challenge. As a solution to such a challenge, Bcreative 
system has been developed. It is a unified prototype of both plot-based and 
character-based interactive storytelling. The idea is derived from the study of 
both Petri nets (PN) and cinematography in interactive storytelling. The system 
architecture is composed of two engines: a story engine and a character engine 
through a smart user-friendly graphical user interface (GUI). The story engine 
models the story plot based on the Petri nets (PN) reachability analysis, while 
the character engine enhances the modeling of character behavior based on 
filmmaking theory. This paper discusses the development process of our pro-
posed system, illustrating the design and implementation in detail. Comparisons 
with existing techniques are included, and the advantages of our proposed sys-
tem over existing ones are examined. Evaluation and practical performance re-
sults are also demonstrated. 

1   Introduction 

Interactive storytelling (IS) is a promising growth area in computer-based technolo-
gies, in the entertainment computer industry, and other applied areas. TV con-
tent/story production is a major bottleneck in the entertainment industry. The internet 
has certainly created a major stir, but the fact remains that TV content/story genera-
tion is still the primary means by which most people around the world get their infor-
mation. It is generally assumed that individuals cannot easily produce TV 
content/story with conventional techniques because content production greatly con-
sumes time, effort, budgets and it is not only limited to producers, directors, ac-
tors/actresses, etc., but also requires some level of explicit narrative representation 
and narrative control. The plot of the story and the character(s) are the two most im-
portant elements of interactive storytelling. In the field of interactive storytelling 
technology, we try to bridge a connection between player desires and story content to 
provide a deep connection between what the player does in the story world and where 
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the story leads. Due to the tradeoff between story narrative and user interactions, 
striking a balance between them as well as the duality between character and plot 
throws up an aspiring goal and challenging task. As a solution to such a challenge, 
Bcreative system has been developed. It is a unified prototype of both plot-based and 
character-based interactive storytelling. The system structure is composed of two 
engines: a story engine and a character engine through a smart user-friendly graphical 
user interface. The story engine models the story plot based on the Petri nets (PN) 
reachability analysis [5,14,18], while the character engine enhances the modeling of 
character behavior based on filmmaking theory  [4,9,6]. The approach used a Petri 
nets as a state-based model for story plot generation, where each scene in a plot is 
regarded as a goal to be reached. A complex scene is represented as a composite goal, 
and a simple scene is represented as an atomic goal.  

This paper is organized as follows. Section 2 introduces some terminology and 
basic notions that will be used. Section 3 outlines the previous relevant work on inter-
active storytelling technology and the problems that were encountered. The develop-
ment process of our proposed system including system structure, methodology, 
design, etc. is discussed in section 4. System configuration is given in section 5. 
Evaluation and practical performance results with comparisons are discussed in sec-
tion 6.  Section 7 concludes this paper and outlines some directions for future work.  

2   Background and Basic Notions  

For clarity and accuracy, this section summarizes the background and the basic termi-
nology and notions that will be used throughout this paper.     

2.1   Interactive Storytelling Background  

Interactive storytelling is a developing kind of computer entertainment in which the 
player plays the role of the protagonist in a dramatically rich environment. In tradi-
tional forms of storytelling, a storyteller would present the scenario of a story to the 
audiences in a predefined way (also known as a plot), which limited the variation in 
character interactions and context. The story refers to the succession of actions that 
happen in the world represented by the narrative. A narrative means a certain type of 
artistic and social expression, where a kind of imitation of real events is involved. In 
dramatic writing, stories are thought of as consisting of events that turn (change) 
values. A value is a property of an individual or relationship, such as trust, hope, etc. 
Semantically, a scene (story event) is an atom of a story plot, which involves the in-
teractions among a number of virtual actors with dedicated roles, under a certain con-
text. An actor is the virtual entity which performs the tasks assigned from the drama 
manager (director). Generally, scenes are composed of beats, where the term beat 
refers to the smallest unit of action that has its own complete shape. A beat is a dra-
matic action that occurs in a scene to achieve a narrative goal. A beat consists of (1) 
preconditions, a list of predicates that need to be true for the beat to be selected; (2) 
post conditions; a list of predicates that will be true as a consequence of firing the 
beat; (3) success and failure conditions, and (4) a joint plan to be executed by the 
actors. Beats are the fundamental unit of actor guidance and it defines the granularity 
of plot/actor interaction. It serves several functions and plays an important role within 
the structure of our proposed interactive storytelling framework.  
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2.2   Cinematography and Interactive Drama Technology 

Drama is a special kind of narrative where the actions are directly represented to the 
spectator. There have been three main approaches in creating interactive drama tech-
nology: “Branching Narrative (Lots of story, little interactivity)”, “Narrative Game 
(Lots of interactivity, little story)”, and “Storytronics (Lots of both story and interac-
tivity)”. In Storytronics technology, interactive storytelling is achieved through artis-
tic works called story worlds. A story world is a universe of dramatic possibilities. A 
story world is played by a player, who controls the protagonist actor in that story, with 
the other actors controlled by the computer. It is comprised of two groups of informa-
tion: (i) dramatic components, and (ii) dramatic principles. Dramatic components are 
the same things that make up any story - the story’s actors, locations, props, and oc-
currences. Dramatic principles are the unique way in which a story builder expresses 
his or her authorial voice. A story world is built up of many kinds of elements. These 
elements are divided into three broad categories: Deikto words, behavior controllers, 
and scripts.  Behavior controllers are story world elements which are invisible to the 
player, but which affect the way story world actors behave. Deikto is a form of sim-
plified English used by the storyteller. Deikto words are story world elements which 
the player can come in direct contact with. A Deikto sentence describes a dramatic 
action taken by an actor in the story world.  If past, it is called an event, if planned for 
the future it is called a plan. Storyworlds contains all the concrete pieces that are used 
to build up the story such as storyworld’s actors, places, stages, props as well as past 
and present occurrences and future plans. On the other hand, scripts are applied by 
actors at certain times, causing changes in the storyworld or directing actors on how 
to behave. Scripts are created using a special scripting language. This language is 
built out of operators, the same way that human language is built out of words. Bcrea-
tive uses a modified TVML as a cinematic and scripting language [6].  

2.3   Petri Nets (PN) 

A Petri nets (PN) [14,18] is an abstract, formal model of information flow. It is a 
graphical and mathematical modeling tool applicable to many systems. As a graphical 
tool, PN can be used as a visual-communication aid similar to flow charts, block dia-
grams, and networks. As a mathematical tool, it is possible to set up state equations, 
algebraic equations, and other mathematical models governing the behavior of sys-

tems. A Petri nets ( )0, MNPN =  consists of a structure N and an initial mark-

ing 0M , where: N=(P,T,F,W) is a Petri nets structure,  

},,,{ 21 mpppP L= is a finite set of m places,  

{ }ntttT ,,, 21 L=  is a finite set of n transitions, 

)()( PTTPF ×∪×⊆  is a set of arcs, where  ., φφ ≠∪=∩ TPTP  

{ }L,3,2,1: →FW  is a mapping which associates to each arc of the net its weight, 

{ }L,3,2,1:0 →PM  is the initial marking representing the initial state of PN.  



 Robust IS Framework for Automatic TV Content/Story Production 137 

A special (PN) in which place capacities and arc weights are equal to one is called a 
condition/event net (C/E net). A transition without any input place is called a source 
transition and one without any output place is called a sink. Labels for unitary weight 
are usually omitted. In modeling using PN, we regard the places as conditions and the 
transitions as events.  On the other hand, the state of PN is described by means of the 
concepts of marking. A marking is a function that assigns to each place a nonnegative 
integer called a token. A token is a primitive concept of PN like places and transitions. 
From a graphic point of view, places are usually represented by circles, transitions by 
rectangles and marks by black dots into places. The dynamics of the net is described by 
moving tokens among places according to the following transition firing rules: 

 
1. A transition t is said to be enabled if each input place p of t is marked with at least 

W(p,t) tokens, where W(p,t) is the weight of the arc from p to t.  
2. An enabled transition may or may not fire depending on whether or not the event 

actually takes place.  
3. A firing of an enabled transition t removes W(p,t) tokens from each input place p 

of t and adds W(p,t) tokens to each output place of t, where W(p,t) is the weight of 
the arc from p to t.  

4. The marking of other places which are neither inputs nor outputs of t remains un-
changed. 

3   Problem Statement and Prior Research  

3.1   Problem Statement 

Story plot and character(s) are the two most important elements of a story. Based on 
these two elements there are currently two research directions: plot-based and charac-
ter-based interactive storytelling. As interactive storytelling is a mixture of conven-
tional storytelling and user interactions, and due to the tradeoff between story 
narrative and user interactions, striking a balance between the two is a big challenge. 
Consequently, there is a need to develop an integrated framework to achieve the bal-
ance between conveying a story’s moral and enhancing the modeling of character 
behaviors. As a solution to such a challenge, Bcreative system was developed.  It is a 
unified prototype of both plot-based and character-based interactive storytelling. It 
gives the opportunity for the user to get all the ideas out of his mind and be creative, 
hence the name Bcreative. This occurs in a short time, in a simple way with great 
efficiency, and with no budget by manipulating the embedded smart user-friendly 
graphical user interface. The idea of Bcreative is derived from the study of Petri nets, 
cinematography in interactive storytelling, and filmmaking theory. 

3.2   Prior Research 

Recent developments in interactive storytelling have resulted in many different ap-
proaches which differ on various dimensions and sometimes overlap, such as: immer-
sive storytelling [12]; emergent storytelling [1]; interactive story authoring/generation 
[10]; plot-based [7,13,17] and character-based interactive storytelling [2,3]. Pérez y 
Pérez, R. & Sharples, M. [16] present an updated review of different interactive 
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storytelling systems with comparisons. More recently, a hybrid system of plot-based 
and character-based interactive storytelling is discussed in [19]. One of the character-
istics of the previous approaches is in controlling a balance between interaction and 
narration. They showed a lot of interesting results. However, they didn’t consider a 
user’s level of understanding, even though people have different abilities to under-
stand a story according to their knowledge, experience, age, gender, etc. Moreover, 
previous work has identified relevant dimensions and key problems for the implemen-
tation of interactive storytelling, among which are: the status of the user, the level of 
explicit narrative representation and narrative control, the modes of user intervention, 
the duality between character and plot, the tension between interactivity and storytel-
ling, etc. This paper attempts to address these problems, in particular, the relations 
between character and plot by modeling the story plot as well as the character behav-
ior in an integrated framework through a smart-user friendly graphical user interface 
(GUI) platform called Bcreative.  

4   Proposed System Development Process 

Developing an interactive storytelling system to achieve the autonomy of story gen-
eration and story performing is an exhaustive and complicated process requiring care-
ful design and layout of the story content and its visual presentation. This section 
discusses the development process of our proposed system from the earlier design 
phase called the process model up to the final product system. 

4.1   Methodology and System Workflow 

The methodology in our system is based on a basic ontology which holds the various 
concepts that are relevant to story plot generation as well as character behavior. The 
system architecture is a composition of two engines: story engine and character en-
gine through a smart user-friendly graphical user interface. The story engine models 
the story plot based on the PN reachability analysis [5], while the character engine 
enhances the modeling of character behavior based on cinematography in interactive 
storytelling, and the story world elements (e.g. actors, camera, lighting, etc.). The 
system workflow is shown in Fig. 1, where the content inside the oval shape repre-
sents an output from the previous task or state. 

Based on the circumstances that a story scene occurs (story context), Fig. 1 shows 
that the TV content/story is produced from a set of various meaningful storylines or 
plots, each of which is composed of scenes, which are modeled based on PN reach-
ability, and will be explained in detail in subsection 4.3. In our approach, we used 
Petri nets (PN) as a state-based model for story plot, where each scene in a plot is 
regarded as a goal to be reached. A complex scene is represented as a composite goal, 
and a simple scene is represented as an atomic goal. The director (Bcreative user) acts 
as the storyteller, who dynamically selects and determines the storyline from the 
whole plot based on the user interaction or context variables. A scene of the storyline 
is composed of beats. A beat is a dramatic action or the smallest story unit that occurs 
in a scene to achieve a narrative goal. A beat in our system consists of an ac-
tion/reaction pair between actors and will be generated in real-time using a character 
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Fig. 1. System Workflow 

engine and executed through artistic works called story worlds via its dramatic com-
ponents (e.g. actors, camera, etc.). For a complex scene in the presentation path, the 
goal can be decomposed into more specific sub-goals. Depending on the user interac-
tions and context, different consequent goals may be reached after a certain goal, i.e. 
different scenes are achieved in different situations.  

4.2   Architectural Design and Graphical User Interface (GUI) 

Design involves decomposing the system into modules. The result is a design specifi-
cation document which contains a description of the software architecture: what each 
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module is intended to do and the relationships among modules. Fig. 2 shows some of 
the basic architectural design of our proposed storytelling framework. Fig. 3 shows 
these different modules via the main graphical user interface (GUI) screen window 
once we run the Bcreative system.  

 

Fig. 3. Bcreative Main (GUI) Screenshot 

4.3   Story Engine  

Reachability is the fundamental basis for studying the dynamic properties of any 
system [5]. The firing of an enabled transition will change the token distribution in a 
Petri nets according to the transition firing rules described in subsection 2.3. The idea 
behind using Petri nets (PN) to model the story plot as well as character behavior is 
based on three factors: (i) the story is generated from a set of smaller sub-stories or 
plots, each of which is composed of scenes, and scenes are composed of beats, (ii) the 
degree of freedom, which the PN possesses (e.g. marking of the net, the sequence of 
firing, etc.) as well as PN properties such as, sequential execution, conflict, concur-
rency, confusion, inhibitor arcs to model priorities, etc., and (iii) the concept of PN 
reachability which can be simply stated as “Can we reach one particular state from 
another?”.  Based on these factors, our idea is derived for using PN as a state-based 
model for story representation/plot. Each scene in a plot is represented as a graph of 
desired states to be reached. The final goal states for a scene mark the end of the 
scene, just as the initial state describes how the scene should begin. A state is marked 
with a transition from one state to another, which provides a relative ordering of how 
states should flow temporally. Transitions are “source-action-target” triplets where 
the execution of an action triggers a change of state. For the state of a Petri nets only 
the set of places P is relevant, because the network structure of a Petri nets does not 
change and only the distribution of tokens over places changes. A state, also referred 
to as marking, corresponds to a mapping from places to natural numbers. Marking is 
based on the number of beats the scene constitutes, and plots are constructed based on 
the firing the beat, where a scene of the story is regarded as a goal. Any state s can be 

presented as { }K,2,1,0→∈ Ps , i.e., a state can be considered as a multi-set, func-
tion, or vector.  In the context of state spaces, we use places as attributes. In any state 

the value of each place attribute is known: )( ps  is the value of attribute Pp ∈  in 
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state s. Since, firing a transition will change the state marking M to a new mark-

ing M ′ . The state space of a Petri nets with n places is the set of all markings, that 

is
nN . Now the question that arises is how to decide which scene to attempt to make 

happen next? For this, we should examine the list of unused scene and choose the one 
that has a satisfied precondition and whose value change best matches the shape of 
the global plot arc. We formulated the state change caused by a transition firing using 

a partial function δ  which we call the next-state function, where,  
nn NTN →×:δ  (1) 

The function δ  when applied to a marking M and a transition jt  yields the new 

marking M ′  which results from firing the enabled transition jt  in the marking M, 

that is, 

( )
⎪
⎪
⎩

⎪
⎪
⎨

⎧

′
=

enabledis

tifM

enablednotis

tifundefined

tM
j

j

j,δ  (2) 

M ′  is the marking which results from removing tokens from the inputs of jt  and 

adding tokens to the output of jt . The function δ  given by equation (2) incorporates 

a notion of distributed state, and a rule for state change of a Petri net via a sequence of 

markings ( )K,,, 210 MMM  and a sequence of transitions ( )K,,, )2()1()0( jjj ttt  

which were fired. The relationship between these two sequences as well as the proper-
ties of Petri nets [18] such as, sequential execution, conflict, concurrency, confusion, 
duality, conflict, zero-testing through the introduction of inhibitor arcs to model pri-
orities etc., form the main idea for story engine to model the story plot. An inhibitor 
arc connects a place to a transition and is represented by a dashed line terminating 
with a small circle instead of an arrowhead at the transition. The introduction of in-
hibitor arc adds the ability to test “zero” (i.e. absence of tokens in a place). The notion 
of conflict, on the other hand, is often described as the main mechanism of drama, 
where it occurs when a possible action for a character is not compatible with his/her 
value, e.g. a solitary boy must approach a girl, an aristocratic lady can’t reveal her 
love for a poor servant, etc. Fig. 4(a-e) demonstrates some of the (PN) properties such 
as sequential execution, conflict, concurrency, confusion, etc. which are represented 
using a set of simple constructs as follows:  

A. Sequential execution: (Fig. 4(a)), transition 2t  can fire only after the firing of 1t . 

This imposes the precedence of constraints “ 2t  after 1t ”.  

B. Conflict: Transitions 1t , 2t  and 3t  are in conflict as shown in Figure 4(b). All are 

enabled but the firing of any leads to the disabling of the other transitions. 
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C. Concurrency: (Fig. 4(c)), the transitions 1t , 2t , and 3t  are concurrent. A neces-

sary condition for transitions to be concurrent is the existence of a forking transi-
tion that deposits a token in two or more output places. 

D. Priorities: (Fig. 4(d)), the classical Petri nets have no mechanism to represent 
priorities. Inhibitor nets defined special arcs called inhibitor arcs to model priori-
ties.  

E. Confusion: A situation where concurrency and conflicts co-exist (Fig. 4(e)). Both 

1t  and 3t  are concurrent, while 1t  and 2t , are in conflict. Also, 2t  and 3t  are in 

conflict. 

Equation (2) can be written in a compact recursive manner as follows:  

( ) 1)(, += kkjk MtMδ  for  k=0,1,2, (3) 

Equation (3) forms an iterative process of marking which exhibits a certain analogy 
of the recursive process for story plot modeling. Fig. 5 shows a sample story scenario 

example for equation (3), which contains scenes from 1P  (start state) to 4P  (final or 

goal state) with initial marking ( )2,0,1,0,10 =M .  

 
(a) Sequential (b) Conflict (c) Concurrency (d) Priorities (e) Confusion 

Fig. 4. Some PN Properties illustrations 
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Fig. 5. Scene Scenarios Example with Marking Reachability 
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In Fig. 5, tokens are regarded as beats where marking is based on. For instance, 

with the initial marking ( )2,0,1,0,10 =M , two transitions 1t  and 3t are enabled, 

choosing 3t  producing the marking ( ) ( ) 130 2,1,0,0,1, MtM ==δ . In this marking, 

transitions 1t  and 4t   are enabled, firing 4t  changes the marking to 

( ) ( ) 241 2,0,0,1,1, MtM ==δ . In 2M , 1t  is enabled and firing it leads to 

( ) ( ) 312 3,0,1,2,0, MtM ==δ . 

4.4   Character Engine 

Based on the user interactions or context, the director (Bcreative user) dynamically 
selects and determines the scenes from the whole plot obtained previously from story 
engine, and then assigns the scene contents folded by its dramatic components (e.g. 
camera, lighting, etc.) to different actors involved in the scene via the character en-
gine and based on filmmaking theory. Story plot and character interactions are two 
important elements of interactive storytelling. However, we believe that interactive 
stories also need to include investigation dealing with the visual presentation of the 
story and the way it is shown and told. Theatre directors, filmmakers, and animators 
have emphasized the importance of visual design. Film and theatre, as well as anima-
tion artists, spend many hours, days, or even months, creating a visual design for a 
production. A visual design is considered the heart of a performance; it deepens and 
enriches the dramatic experience through artistic works called story worlds via its 
dramatic components which have direct impact on communicating the narrative, 
evoking emotions and moods, and engaging viewers. These components have many 
psychological and aesthetic effects that influence viewers’ perception of a scene. We 
considered these important factors in developing our system and modeled the process 
of the character engine according to program-production processes used in the real 
world. Character engine deals with the visual presentation of the story and the way it 
is shown and told, in the context of applying a formal cinematic language to the visual 
components, in order to give a better shape to the story, and to the whole dramatic 
experience [4,9]. Cinematic language, translated from a movie to a virtual environ-
ment, should be a valid option, with different proved formalisms that can be translated 
to a storytelling system. Our system embedded a modified TVML [6] as a cinematic 
language for an action/reaction pair between actors, executed through story worlds via 
its dramatic components in order to provide better dramatic experiences and support-
ing the narrative relevance of the stories being narrated.  The character engine struc-
ture follows standard formats for content production which is classified into two 
categories: “information data” and “presentation data”. Information data refers to the 
information that is to be conveyed to viewers via the program. Presentation data de-
scribes the way in which that information should be shown to viewers as a program. 
Presentation data is the core of any content production which needs some resources or 
production modules obtained from the information data. Character engine contains 
two modes: scene mode and editing mode. Both of them are supported by a user-
friendly graphical user interface (GUI) screens. Screenshots for some of these screens 
are shown in Fig. 6. Each screen supports level of details (LOD) rendering tech-
niques. The user starts in scene mode to execute his/her scene constructions (tasks) 
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required for creating the desired shots based on the information data and/or the story 
plot given. The user then moves to editing mode to edit, run, manipulate, play movies 
or preview the shots which have been previously constructed. Character engine archi-
tecture is shown in Fig. 7.  

g g

 

Fig. 6. Screen shoots of character engine GUI supporting screens 

 

Fig. 7. Character Engine Structure 

5   System Configuration 

Bcreative environment is a general purpose TV content/story production application 
system. It is compatible with different Windows operating systems. The hardware 
environment requires computers with multimedia support. The software environment 
is based on Microsoft Visual studio tools, Microsoft DirectX 9 drivers, TTS (Text to 
Speech) engine, and the multimedia tool called TVML [6]. TVML is a scripting lan-
guage used for story world and embedded in our system. Unfortunately, TVML  
involves a limited number of characters; therefore, the system may allocate one char-
acter to multiple actors, which confuses the viewers. In our implementation, we 
solved this problem by increasing the number of characters as well as probes usable in 
TVML. The Bcreative user doesn’t need to understand the TVML (more than 90 
commands) because our system supports the user with a smart user-friendly screens.  

6   Evaluation and Performance Results  

6.1   User Test 

The functionality and the performance of the proposed system have been evaluated 
according to several criteria such as: (i) the creativity process including psychological 
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and historical creativity, story-predictability including structure and content elements, 
(ii) story-development processes and knowledge data-bases stored by the system, 
including rhetoric-knowledge, story-world knowledge and common-sense knowledge, 
(iii) interestingness which is a combination of content, originality, suspense and co-
herence (the user’s ability to comprehend the relationships between the events in the 
story, both within the story world  and storytelling), and (iv) use of the natural lan-
guage structure and meaning. These criteria are the elements of literary criticism that 
cannot be captured by objective measures. The system was shown to a few visual 
artists and designers who are practically test the system and reported the following 
results obtained for the story (in a scale from 1 to 5, where 5 indicates best): narrative 
flow: 3.9; clever plot: 4.1; coherency: 4.5; use of language: 4.4; content: 3.9; sus-
pense: 4.2; creativity: 4.7. They showed great interest in the system, especially in its 
use as a rapid prototyping tool for writers. They reported that the system has shown 
great utility as an authoring tool for content production and can be objectively used as 
a teaching aid for many purposes like education, cinematography, communication, 
etc.  Comparisons with existing systems showed that the Bcreative system process is 
similar to the Minstrel model [16] in knowledge structures where they are entered by 
a graphical interface that allows dropping frames from a menu and interconnecting 
them with relationships. Similarly to the Mexica model [15]; its story-predictability 
can be classified as low. In addition, it ensures novelty most like both Minstrel and 
Mexica models.  Table 1 compares the Bcreative system with some other existing 
systems like Façade [11], I-storytelling [20], and hybrid system [19].  

Table 1. System Comparisons with other system models 

    Name 
Factor 

Facade I-
Storytelling 

Hybrid Bcreative 

Description Credible 
characters 
controlled by a 
dramatic 
manager. 

Virtual  actors  
with dramatic 
goals 

Multi-agent storytelling 
system 

An authoring environment  for 
virtual storytelling  

Methodology ABL 
program-
ming, beat, 
dramatic 
arch. 

Hierarchical 
Task 
Network 
(HTN) 
planning 

Fuzzy Cognitive Goal Net 
(FCGN) 

Petri nets, filmmaking theory 
and cinematography in 
interactive storytelling 

Technology Java & JESS 
reasoning. 

Unreal and 
C++ 
planning  

Active Worlds 3-D virtual 
environment powered by 
Renderware 

Microsoft visual studio tools,  
TVML,  and  other multimedia 
tools 

Application An interactive 
drama. 

Interactive 
television 

Interactive storytelling Interactive  TV content/story  
production 

Scalability Intermediate Intermediate Intermediate High 

Replayability High High Intermediate High 
Creativity High Intermediate Intermediate High 

Natural lang. 
production 

High Intermediate Low High 

Graphical user 
Interface (GUI) 

Intermediate Intermediate Low High 

Interestingness High High High High  
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6.2   Case Study 

One of several real case studies which have been done for testing our system is based 
on a story scenario of horse riding (Endurance & Jumping). Horse riding is an inter-
esting and famous sport worldwide [8]. We tested our system for producing TV con-
tent/story of horse riding as a teaching aid for beginners. Fig. 8 shows the screen shots 
for such content production. The corresponding Petri nets used to model the story 
scenario is shown in Fig. 9.  

 

Fig. 8. Horse riding content/story production example created by our System 

 
Fig. 9. Corresponding PN for scene scenario of figure 7 with beats B 

7   Conclusion and Future Work 

TV content/story production is a major bottleneck in the entertainment industry. In 
this paper, we have proposed an authoring environment for virtual storytelling which 
attempts to reconcile the tension between interactivity and storytelling as well as 
narrative progression and user interaction. The developed system is composed of two 
engines: a story engine and a character engine through a smart user-friendly graphical 
user interface. The story engine models the story plot based on the PN reachability 
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analysis, while the character engine enhances the modeling of character behavior 
based on filmmaking theory. The proposed system can be objectively used as a teach-
ing aid for many purposes like education, cinematography, communication, etc. The 
merits and the original contribution of this paper are:  

 
1) Presenting a new idea for interactive storytelling technology using a new kind of 

analysis method for the marking of the PN and its reachability analysis. We show 
that PN as a graphical and modeling tool can be used as a visual-communication 
aid in films to model the computer graphics scenes (story plot) and characters. 

2) Reporting that most computer-based application techniques developed outside the 
realm of Petri nets can be applied to Petri nets as well. 

3) Developing an integrated framework of both plot-based and character-based interac-
tive storytelling to achieve the balance between conveying a story and enhancing the 
modeling of character behaviors as well as reconcile the character-based approach 
with the problem of narrative control.  

4) Enhancing scalability issues, which are satisfied by distinguishing the story beats 
and their visual presentation, where this abstraction has enhanced scalability and 
promoted reuse by enabling the reuse of the same visual presentation with differ-
ent story beats.  

5) Supporting replayability (entertainment value), the creativity process and others.  
 
Creativity is a fascinating area where there are too many things waiting to be discov-
ered. Hopefully, this paper will encourage further work on computer models of crea-
tivity. Despite the great efficiency of the obtained results, currently we are working on 
extending our system to be applicable in multi-language with speed animation en-
hancement. 
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Abstract. Creative thinking requires imagination, creativity, play, sharing and 
reflection. This paper presents an architecture for a curious, reconfigurable 
robot that encourages creative design thinking by permitting designed structures 
to learn behaviours. These behaviours encourage designers to play with 
different structures, reflect on the relationship between structure and behaviour 
and imagine new structures. A demonstration of the architecture is described 
using the Lego Mindstorms platform. The demonstration shows how a curious 
robot can adapt new behaviours in response to changes in its structure, and how 
this can encourage the creative thinking spiral and creative design.  

Keywords: Curiosity, motivated reinforcement learning, robots, creative 
design, creative play. 

1   Creativity and Design 

Design can be described as a process of purposeful, constrained decision making 
requiring exploration and learning [2].  The role of creativity in design has many 
interpretations, including the distinction between the design of creative artefacts and 
the evaluation of the processes involved in design as creative [1, 3, 10]. Renick [7] 
writes that there has been a transition from the Industrial Society to the Information 
Society and, most recently, the Creative Society. He identifies the need to teach 
people to use creative thinking processes involving imagination, creativity, play, 
sharing and reflection.  

This paper presents an architecture for curious, reconfigurable robots as a toy that 
encourages creative play. The architecture permits designed structures to learn 
behaviours to encourage play, reflection and imagination for ongoing, creative design.  

The remainder of this section discusses reconfigurable robots as toys and 
introduces the idea of curious robots to encourage creative play. Section 2 presents an 
architecture for curious, reconfigurable robots using the Lego Mindstorms platform. 
Section 3 describes an initial demonstration of a curious robot learning behaviour in 
response to changes in its structure. The paper concludes by reflecting on how curious 
robots can encourage creative design by influencing the creative thinking spiral [7].  
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1.1   Reconfigurable Robots and Creative Play 

Reconfigurable robots comprise sets of modules that can be re-arranged to achieve 
different structures, behaviours and functions. Reconfigurable robots have been 
developed for their functional, economic and creative advantages. Functionally, 
reconfigurable robots promise engineering versatility, flexibility, robustness and the 
ability to self-repair through redundancy [13]. Likewise, economic advantage can be 
gained by designing complex machines as reconfigurable sets of modules.  

From a creative viewpoint, technologies for reconfigurable robots include toys 
such as Lego (http://www.lego.com) and Meccano (http://www.meccano.com). These 
products encourage creative play, creative thinking and creative design by providing 
sets of basic components and connector modules that can be built into different 
structures. Recent versions of these toys can be fitted with motorised and even 
electronic components to control the behaviour of the final structure. Meccano 
creations can be fitted with motors or remote controls and Lego Mindstorms products 
can be attributed behaviour using a programmable brick.  

The incorporation of motors, remote controls and programmable bricks opens the 
way traditional building packages such as Lego and Meccano to become platforms for 
playful learning of concepts in electronics and computer programming. In contrast, 
this paper proposes an architecture that draws on the programmable capacity of 
reconfigurable robots to encourage creative design thinking through creative play. 
This architecture uses computational models of curiosity and machine learning to 
create curious robots that are able to ‘come alive’ with new behaviours in response to 
changes in their structure. The aim is to encourage experimentation with structure by 
providing the creative designer with real-time information about the relationship 
between the structure and its possible behaviours.  

1.2   Curious Robots  

While existing research has focused on developing hardware modules for 
reconfigurable robots, and the software required for those modules to communicate, 
the problem of attributing behaviour to reconfigurable robots remains a challenge. 
Traditional artificial intelligence techniques tend to assume a fixed set of inputs and 
outputs (sensors and actuators) and a fixed set of goals based on these inputs and 
outputs [8]. This is in contrast to the needs of reconfigurable robots, which may have 
changing sensors and actuators and thus changing goals.  

Recent work has focused on the design of developmental learning algorithms that 
can generate goals online in response to the changing experiences of a robot [6, 9]. 
These approaches uses computational models of intelligent, adaptive, curiosity to 
develop new goals, but do not provide a way for robots to adapt to changes in their 
sensors or actuators. A later approach that includes adaptable representations for input 
and output was proposed by Merrick and Maher [5]. This paper adapts the Merrick 
and Maher [5] model for motivated reinforcement learning agents to design an 
architecture for curious, reconfigurable robots that can develop new behaviours as a 
response to their changing structure.  
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2   Architecture for a Curious, Reconfigurable Robot 

The architecture presented in this section comprises two layers, a device layer and an 
agent layer, as shown in Figure 1. This paper uses the Lego Mindstorms NXT robot 
platform running the Lejos (http://lejos.sourceforge.net) Java firmware. However the 
concept of a reconfigurable robot using curiosity and motivated reinforcement 
learning is general enough to be applied to other reconfigurable robot hardware.  

Device Manager

Resource Manager

Curious Agent

Perception Curiosity Learning Activation

Abstract
Sensor

Abstract
Actuator

Memory

Agent
Layer

Device
Layer

 

Fig. 1. Architecture for a curious, reconfigurable robot using the Lego Mindstorms platform 

2.1   Device Layer  

Lego Mindstorms robots can be designed with a range of different sensors and 
actuators including sensors for colour, light, sound or distance to objects and actuators 
for servo motors. NXT sensors and actuators are heterogeneous and return different 
numbers and types of outputs. The device layer constructs a standardised, context-free 
grammar (CFG) [5] representation of sensor data and available actions and 
communicates this to the agent layer.  

Device Manager: The device manager identifies the sensor devices S1, S2, S3 … 
attached to the robot. Data from all sensors is encapsulated as a single sensation S 
represented as a variable length string of label-value pairs. The device manager also 
identifies the actuators A1, A2, A3 … attached to the robot.  

Resource Manager: The resource manager communicates sensations and actions 
between the agent and the devices via Bluetooth. In the demonstration in Section 3, the 
agent layer is run on a PC separate from the NXT brick. The Lejos Java firmware does 
not currently offer sufficient support for the complex programming constructs required 
to implement a curious agent. In future it is envisaged that it will be possible to run the 
agent layer on the NXT brick and the resource manager will no longer be required.   

2.2   Agent Layer  

The agent layer comprises a motivated reinforcement learning agent [5] using a 
computational model of curiosity as the motivation function. The agent has four 
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processes for perception, curiosity, learning and activation. These communicate with 
the physical sensors and actuators via the device layer.  

Abstract Sensor: The abstract sensor communicates with the resource manager via 
Bluetooth and receives a sensation S and set A of available actions at each time-step t.  

Perception: The perception process computes an event representing the change 
between the current sensation and the previous sensation stored in memory. Events 
are also represented as variable length strings of label-value pairs. The value of each 
event element is computed as the real number difference of sensation elements with 
the same label.  

Curiosity: The curiosity process computes a curiosity value for the current event. 
Curiosity is computed as a function of the novelty of an event. Novelty is calculated 
using an Habituated Self-Organising Map [4] such that novelty depends on the 
similarity of the current event to previously experienced events. The curiosity value is 
computed using the Wundt [12] curve, shown in Figure 2, so that the most curious 
events are those that are moderately novel in the agent’s experience.   

 

Fig. 2. Model of curiosity using the Wundt [12] curve 

Learning: The learning process uses Q-learning [10] to update a state-action table 
stored in memory. This table maps sensations to actions and utility values. Utility is 
computed using the curiosity value as the reward in the Q-learning update. Because 
the agent will compute high curiosity for different events at different times based on 
its experiences with its current sensors and actuators, the agent will learn different 
behaviours that are adapted to its current sensors and actuators and current structure.  

Activation: The activation process uses an ε-greedy algorithm to select the action 
with the highest utility value from the state-action table 90% of the time and a random 
action 10% of the time. This means that the agent follows its learned behaviours 90% 
of the time and experiments 10% of the time. This encourages the robot to adapt.  

Abstract Actuator: The abstract actuator communicates the unique identifier of the 
action selected by the activation process to the resource manager.  
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3   Demonstration of a Curious Robot for Creative Play 

This section describes a proof-of-concept demonstration of a curious, reconfigurable 
robot. A designer plays with the robot and changes its structure. The robot adapts its 
behaviour as different sensors and actuators are added, inspiring the designer to 
further modify the structure. The designer builds a jointed limb as shown in Figure 3. 
Figure 2(a) shows the lower part of a limb, mounted on a turn-table with an attached 
compass sensor. In this structure the curious robot learns behaviours to rotate the 
limb, as the agent layer is curious about changes in the compass reading.  

The designer then develops the limb further into a jointed arm, as shown in Figure 
2(b). The arm can extend and retract, has a touch sensor as a finger and an 
accelerometer to measure its tilt. In this structure, the robot is curious about changes 
in the accelerometer reading and learns behaviours to extend and retract the arm.  

The designer then restructures the limb into a jointed neck, as shown in Figure 2(c). 
The neck can extend and retract and has an ultrasonic distance sensor. In this structure, 
the robot is curious about extension and retraction of the neck, which cause changes in 
the distance readings. The robot also develops a somewhat creative behaviour in which 
it rapidly extends and retracts the neck. The resultant jerking of the structure causes 
changes in the compass sensor reading, which the agent finds curious.  

 

(a) (b) (c)
 

Fig. 3. Reconfiguring a curious robot limb. (a) Lower limb and compass sensor (b) Jointed arm 
with touch sensor and accelerometer (c) Jointed neck with ultrasonic distance sensor. 

The examples above show how the curious agent learn behaviours for different 
structures, without requiring changes to the agent model. This encourages the 
designer to play with relationship between structure and behaviour. However, a 
number of issues arising from the combination of the curious agent with the 
reconfigurable robot were also identified in this pilot study.  First, high resolution 
sensors can make learning of behaviours quite slow and introduce noise that inhibits 
learning. In this study, for example, the resolution of the compass sensor was reduced 
from 360 degrees to 8 compass points to speed learning.  

The second issue identified is that the physical structure of the robot may include 
limitations that are not programmed for in the generic curious agent. For example, the 
extension and retraction of the limb in this study are bounded by the maximum and 
minimum angle that can be achieved by the configuration of vertical and horizontal 
beams. However the servo motors are relatively strong, so the curious agent can 
experiment with the limb to destruction by forcing it past its limits. This suggests that 
future reconfigurable robots will have to utilise more flexible joint structures. For 
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example, cog setups where continuous forward (or backward) motion of a motor 
results in a cycle of retraction and extension.  

4   Conclusion 

This paper has presented an architecture for curious, reconfigurable robots for 
creative play. Curious robots can learn new behaviour in response to changes in their 
structure. The robots in this paper use a computational model of curiosity to identify 
new goals and reinforcement learning to develop new behaviour in response to those 
goals. An initial demonstration of curious robots using the Lego Mindstorms platform 
shows how curious, reconfigurable robots can influence the creative thinking spiral. 
The adaptive behaviour of the robot in response to its changing structure encourages 
reflection, imagination and ongoing creative play.   

In future, this research may proceed in two directions. First, user studies can 
provide insight into the impact of this technology on creative play. In conjunction 
with this, the technology itself can be further developed with the aim of designing 
robots that can develop complex, realistic and meaningful behaviours. Such robots 
might have applications beyond entertainment robots to explorer robots in spaces or 
assistant robots in the home or industry.  
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Abstract. Advances in computer technologies have enabled new means
of musical expression with motion enabled musical instruments, which
have attracted a great deal of attention. We created a new performance
system that enables a dancer to make music while b-boying, which is a
dance style. We implemented sensor-equipped shoes and a system that
recognizes motions and that controls music. We used an implemented
prototype on stage, and we found that dancers were able to control the
music flexibly while b-boying. Our system will bring about a new style
of musical performance for both musicians and dancers.

1 Introduction

Advances in computer technologies have enabled new means of musical expres-
sion with motion enabled musical instruments, which have attracted a great deal
of attention[1][2][3][4]. These instruments enable users to generate and control
the sound by physical motion, and they have led to the development of a new
style of entertainment that has the characteristics of integration between phys-
ical performance and musical performance. Although a lot of research and art
performances have such characteristics, they does not fulfill the requirement that
players want to keep the procedure of whole performance under their control. We
created a new dance performance system that enables dancers to generate music
while dancing. We implemented sensor-equipped shoes and a music control sys-
tem with these shoes. Our system not only generates sounds when people dance,
but it also controls the performance scenario by changing the set of sounds gener-
ated by motion commands. Using our system, dancers can flexibly control sound
generation while dancing, thereby enabling a new style of musical performance
for both musicians and dancers.

2 B-BOYING

B-boying is commonly known as “breakdancing”, which is a type of street dance.
It consists of four elements: entry, footwork, power moves, and freeze. Entry
refers to upright dancing. Footwork is a dance performed on the floor. A power

S.M. Stevens and S. Saldamarco (Eds.) ICEC 2008, LNCS 5309, pp. 155–160, 2008.
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move is the most impressive performance because it includes acrobatic moves.
A freeze is a stylish pose in reaction to certain beats and is also used to end a
performance.

Combining these techniques allows for an infinite number of expressions. More-
over, the dancer adds soul to his/her routine by using various dancing motions in-
cluding delicate hand-movements and dynamic movements using the whole body.

In addition to the dancing techniques, B-boying has two types of performance
styles: showcases and dance battles. In showcase style, people dance to the mu-
sic. However, in a dance battle, they face each other and compete in turns with
improvised performances. Each player has to change his/her expression dynam-
ically in response to the music and the movement of opponents.

3 System Design

As stated previously, b-boying has an infinite range of expression. Additionally,
if the dancers were able to generate/control sound with their dancing, a new
style of performance would emerge. An integration of dance and sound creation
would allow dancers to control everything on stage, and the quality of their
performance would improve. Moreover, dancers in dance battles would need
dancing and musical skills, raising the interest in dance battles. Therefore, we
propose a new style of performance where dancers control not only their motions
but also sound generation. In addition to this, if the system has a function to
change the allocation between motions and sounds by the dancer’s actions, they
can fully control the performance on their own.

3.1 Requirements

In usual dancing performances, we dance to the music passively. Dancers or
choreographers statically compose the choreography considering the flow and
tempo of the music. The configuration of dancing is static, and changing the
configuration in response to problems and atmosphere is difficult.

Our system enables dancers to control their performance dynamically by
changing the sound generated while dancing. Our pilot study enabled us to
clarify these system requirements:

No restriction. The equipment must be small and light enough so as not to re-
strict movement to enable the quality of dance to remain high. In particular,
the devices must be wireless.

Motion flexibility. To play/control music with movements, the system should
allow users to configure the relationship between a dance step and a phrase
flexibly. Moreover, various types of motions should be accepted by the sys-
tem.

Personalization. There are various styles of dancing, and motions vary among
individuals. Therefore, the motion detection mechanism should be personal-
ized for each user.
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Fig. 1. System structure Fig. 2. Example of motion detection

Configuration flexibility. A dance showcase is a kind of story. Therefore, the
system should support a change in setting. The system should enable dancers
to change a set of motions and allocated sounds according to the change in
the setting.

3.2 System Structure

Figure 1 shows the system structure of our system. It consists of 3-axis wireless
acceleration sensors equipped in both shoes and a PC application for processing
acquired sensor data and for generating sounds. Because dancers only have to
wear small sensors on their shoes, the system does not interfere with their danc-
ing (No restriction). Our system uses feet motions to recognize dancers’ actions.
This is because b-boying has many different characteristics in the way dancers
move their feet.

The flow of our system is as follows:

Step0. Before using the system on stage, the user registers motions and scripts.
Step1. While a performer dances, the motion of his/her feet is continuously

transmitted to the system on a PC.
Step2. The system recognizes the motion by comparing the acquired motion

and stored motion data from a motion database.
Step3. By retrieving actions allocated to the recognized motion using a script

database, the system decides the action to take such as generate sounds or
change the set of commands/sounds.

When dancers first use our system, they register their motions in it. To register
a motion, a dancer performs the actual motion while wearing the acceleration
sensors on his/her shoes. This creates gmotion flexibilityh and gpersonalizationh
because the user can register any motion freely. Then, the dancer describes
the scripts. A script includes various definitions of mappings between motions



158 M. Fujimoto et al.

Table 1. Commands used in script

Name Function
right act recognition of act on right foot
left act recognition of act on left foot
both act recognition of act on both feet
set grp creation of a command group grp

play snd specification of the sound snd to play
change to grp jump to a command group grp
for n times n times recognition is required
after act sequential recognition after act

set block1 ...(1)
right Sample1 play Music1 ...(2)
left Sample1 change to block2 ...(3)
set block2
both Sample1 for 3 times play Music2...(4)
left Sample1 after left Sample2 play Music3...(5)
right Sample1 change to block1

Fig. 3. Example of script description

and commands, such as generating sounds, changes in music, and changes in a
mapping set (the detailed functions in a script are described in the next section).
It contributes to the Configuration flexibility of the system.

When used on stage, the wearing sensors continuously transmit the motion
data to the PC application via wireless communication. The system recognizes
the motion by comparing the acquired motion and stored motion data from the
motion database. Our system uses a dynamic programming (DP) matching al-
gorithm to analyze the acceleration-sensor data. DP matching is a well-known
method for retrieving similarities in time series data such as speech or motions.
Because each sensor outputs 3-dimensional acceleration data, the system ac-
quires 6-dimensional data for comparison.

The system retrieves the actions allocated to the detected motion using the
script database. For example, Figure 2 shows the generation of three types of
sounds according to three different motions.

3.3 Script for Dancing

To achieve flexibility, we use a scripting mechanism for enabling dancers to
change the system settings as they like. Our script consists of a set of commands,
which are shown in Table 1.

Figure 3 shows an example of a script description. Each part of the figure
means the following functions:

1. Definition of a command group block1: this group continues until another
group definition.
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Fig. 4. Acceleration sensor with shoes

2. The system outputs Music1 when Sample1 motion is recognized on the right
foot.

3. The system changes the group to block2 when Sample1 motion is recognized
on the left foot.

4. The system outputs Music2 when Sample1 motion is recognized on both feet
three times in succession.

5. The system outputs Music3 when Sample1 motion is recognized on the left
foot sequentially after the recognition of Sample2 on the left foot.

These functions enable a dancer to utilize the system flexibly. In particular, the
group definition function contributes to the flexibility and accuracy of recogni-
tion. This function enables the system to allocate different sounds to one motion,
and because unnecessary motions are excluded for recognition, the recognition
accuracy increases compared with a case where all motions are recognized.

An example of using the grouping function on an actual stage is a dancer playing
drum-music in the first half of the show, then playing bass-music in the second half.

4 Implementation

4.1 Hardware Implementation

As described in Section 3.1, we needed small wireless 3-dimensional acceleration
sensors on dancing shoes. No suitable sensor was available in commercial prod-
ucts, so our research group developed a new wireless sensor module named the
“Nao-RF Chip”. This module has a 70Hz 3-dimensional acceleration sensor, and
the size and weight allow it to be attached to shoes.

Figure 4 shows the sensor module and a shoe with the module.

4.2 Performance

We used our system in several actual dance performances. One example of such
performances was a showcase at the Kobe Luminarie Live Stage on December
8th and 9th, 2007. Kobe Luminarie is a light festival held in Kobe, Japan every
December. It began in 1995 and commemorates the Great Hanshin earthquake
of that year.
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Fig. 5. Snapshot in Kobe Luminarie (1) Fig. 6. Snapshot in Kobe Luminarie (2)

Our show consisted of various types of dancing, as shown in Figure 5, 6. In
the show, two dancers improvised performances in turn. Using our system, they
changed the music pattern while dancing. Moreover, because we added a function
to change the projected background color in response to motion, the audience
became more interested in the performance.

5 Conclusions

We described a new style of system that enables dancers to make music while
they dance. Our system uses a scripting mechanism to control performances
flexibly. We focused on a person-centered design where users can customize ev-
erything, and this characteristic contributes to enabling their emotions to be
expressed intuitively and to creating a new type of entertainment. Actual use of
the system on stage revealed that dancers could effectively make music.

In the future, we will create an algorithm with high recognition accuracy. In
addition, we will apply our system to various types of dancing styles other than
b-boying.
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Abstract. The augmented book is the system augmenting multimedia elements 
onto a book to bring additional education effects or amusement. A book in-
cludes many pages and many duplicated designs so that tracking a book is quite 
difficult. For the augmented book, we propose the hybrid visual tracking which 
merges the merits of two traditional approaches: fiducial marker tracking and 
markerless tracking. The new method does not cause visual discomfort and can 
stabilizes camera pose estimation in real-time. 

Keywords: hybrid visual tracking, augmented reality, augmented book. 

1   Introduction 

Recently, there have been a variety of approaches to raise educational achievement as 
well as enjoyment of books. As an example of these approaches, some systems have 
been developed to bring additional education effect or amusement in the augmented 
reality field, augmenting multimedia elements onto a book. Billinghust et al.’s Magic 
Book [1], Taketa et al.’s Virtual Pop-up book [2], and Cho et al.’s e-Learning system 
[3] are good examples. We will call this kind of systems augmented books. 

Like other augmented reality systems, the most important problem of the aug-
mented book is the registration between the real and virtual worlds. To address the 
registration problem, fiducial marker tracking or markerless tracking approaches are 
usually used. Fiducial marker tracking can support enough IDs and is fast, but it 
causes visual discomfort. On the other hand, markerless tracking does not cause vis-
ual discomfort and some real-time methods were proposed, but using this approach 
for tracking pages of a book is not adequate because a book includes tens or hundreds 
of pages and many pages are very similar, making it difficult to distinguish each page 
and, moreover, handle in real-time. 

Applying either approach to the augmented book brings pros and cons, and pros 
and cons of either approach are opposite to the other one. We propose a hybrid 
method which can overcome the shortcomings of both approaches. That is, the new 
approach does not cause visual discomfort and can stabilize the camera pose estima-
tion in real-time. 

The remainder of this paper is organized as follows. In Section 2, we introduce fi-
ducial marker tracking and markerless tracking methods and analyze their merits and 
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demerits. Section 3 focuses on the hybrid visual tracking, while Section 4 explains its 
implementation. Section 5 presents the results and Section 6 concludes this paper. 

2   Related Work 

In fiducial marker tracking, a fiducial marker is surrounded by a black rectangle or 
circle shape boundary for easy detection. ARToolkit [4], Matrix [5], and Cantag [6] 
are representative examples of fiducial markers. For the rectangular shape case, the 
camera pose is estimated using the projective relation between vertices in the scene 
and the world. A larger marker size is better for accurate and stable camera pose esti-
mation, but users feel visually uncomfortable with large marker. Visual comfort and 
accuracy of camera pose estimation are in a tradeoff relation. In addition, almost all 
fiducial markers include a bit pattern representing IDs which are detected quickly and 
easily with binarization of the whole scene. 

In markerless tracking, the key issue is the keypoint matching between scenes taken 
from different viewpoints. Many keypoints spread in the whole scene so that if key-
point matching is accurate, a much more accurate camera pose can be obtained com-
pared to fiducial marker tracking. Furthermore markerless tracking does not cause 
visual discomfort because it does not use any fiducial markers. Famous algorithms 
include Mikolajczyk et al.’s method [8], SIFT [9], and SURF [10]; however these 
methods consume a great deal of time to create descriptors, so they are not suitable 
for augmented reality systems, which require real-time performance. 

Recently, Lepetit el al.’s keypoint matching method [7] using randomized trees 
have been fast enough to perform in real-time and has been robust to various view-
points so that it come into the spotlight of the community. Lepetit el al. transform a 
local image patch of each keypoint into the almost possible appearances, and train N 
randomized trees with those transformed patches. Williams et al. [11] suggest the 
modified randomized trees, which make the real-time training possible, and apply this 
method to the real-time SLAM. These two methods are state of the art real-time key-
point matching. However, these outstanding works are not suitable for the augmented 
book because they create a very large number of key points for many pages (ap-
proximately 10000 keypoints for 100 pages), and require a tremendous amount of 
memory (approximately 6GB for 100 pages), and consume a great deal of time for 
matching the large number of keypoints. Furthermore, if some similar pages exist in 
one book, page identification will be unstable. 

3   Hybrid Visual Tracking 

As stated in Section 2, fiducial markers can express abundant IDs, and markerless 
tracking does not cause visual discomfort and is accurate and stable for camera pose 
estimation. The hybrid visual tracking merges the merits from both approaches. The 
key idea is that page identification is performed with fiducial marker detection, and 
camera pose estimation is performed with randomized trees. We will call fiducial 
marker for page identification as page marker. Fig. 1 shows each page has the trees 
for keypoint matching. The page marker supports just page identification. After page 
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identification, the system loads the trees for the identified page, performs keypoint 
matching, and eliminates outliers of a matching result using RANSAC algorithm. If 
correct matches are enough, the system performs the pose estimation proposed in our 
previous work [3], otherwise the system detects a page marker because it is likely that 
the current page is changed. 

 

Fig. 1. The concept of Hybrid Visual Tracking 

In hybrid visual tracking, a page marker is just used for page identification not for 
camera pose estimation so that we can reduce the size of a marker and don’t need to 
design the shape as rectangle or circle. Therefore, a page marker can be designed in 
various ways not giving visual discomfort. Fig. 2 shows that our page marker is very 
small compared with a traditional fiducial marker. Our marker size is only 2cm x 
1.3cm. In addition, randomized trees support only one page and the system loads the 
trees for only the current page, so we can optimize the memory space and achieve fast 
matching and high correct matching ratio. Compared to fiducial marker tracking, 
keypoints spread widely, so more accurate and stable camera pose can be estimated. 

 

Fig. 2. (left) a page with a traditional fiducial marker, (right) a page with our page marker 

4   Implementation 

Some requirements are needed for the hybrid visual tracking not to cause visual dis-
comfort and to achieve real-time performance. First of all, the size of page marker is 
small enough but it must not cause a little false identification. Second, for real-time 
performance, the keypoint detection must be performed fast enough, and marker de-
tection must not cause overhead. Finally, an efficient data structure for randomized 
trees is considered to load fast them into memory once a page is changed. We will 
explain the keypoint detection process, the page marker detection process, and the 
data structure for randomized trees with considering the above requirements. 



164 H.S. Yang et al. 

4.1   Keypoint Detection 

We use the FAST detector [12] which is noticed that it takes 2 ms to find keypoints in 
a 640 x 480 image in real-time. This algorithm checks whether or not each pixel p is a 
keypoint. It tests intensities of 16 circular points whose distance is 3 from pixel p. If 
the absolute intensity differences between p and more than 10 contiguous circular 
points are all above the threshold value t, p is selected as a keypoint. The magnitude 
of a keypoint is the sum of the intensity difference between p and all the circular 
points. This algorithm is very fast because most pixels are rejected by considering 
only four points instead of all the circular points. We extract 200 keypoints per page 
for the training step and 150 for the test step using the FAST detector. 

 

Fig. 3. Page marker design 

4.2   Page Marker Design and Detection 

For page marker detection, we want to use the result of the keypoint detection to re-
duce the candidate regions, rather than searching through the entire scene. The FAST 
detector is sensitive to spiky points and points that have very different intensities from 
their neighbors. Therefore, we design page markers like in Fig. 3, which includes 
many spiky points and use just black and white colors. A page marker are surrounded 
with the base line and the two guide lines, and includes the 12 bits pattern. To reduce 
the false positive ratio, we divide 12 bits into 8 bits and 4 bits which represent the ID 
itself and the CRC (Cyclical Redundancy Check) code of the ID, respectively, and 
also reject the patterns including too many white cells or too many black cells so that 
only the patterns with between 3 and 9 black cells are used. Finally, the page marker 
can distinguish 245 IDs without false detection. 

For page marker detection, we select the top 50 keypoints based on magnitude and 
group them in a 30 pixel distance. These groups are candidate regions for a page 
marker. For each candidate region, CCL algorithm and PCA analysis are performed to 
find one base line and two guide lines. After detection, page data is decoded and an 
ID and a CRC code are extracted. If the CRC code is correct, then the ID is recog-
nized as the page ID. This algorithm is very fast because it does not search through 
the entire scene, but only considers the keypoints detected by the FAST detector. 

4.3   The Data Structure for Randomized Trees 

When the original randomized trees are loaded into memory from file, tree structures 
are built one by one, is time-consuming. On the other hand, Williams et al.’s random-
ized tree can be represented as an array with only d elements instead of a tree with 2d-
1 internal nodes where d is the depth of a tree. By using the latter one, we can make it 
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possible to load randomized trees into memory immediately without building a tree 
structure. 

In practice, we train 40 randomized trees with depth 10 for one page, the total 
amount of space for one page is 31MB, and it takes 34 ms to load them. As a result, 
the average correct matching rate is 70%. 

5   Results 

Our experiments were conducted on a 3.0GHz PC and used a book which has 30 
pages. We put page markers only on odd pages and trained randomized trees. In the 
book, the designs of 5 and 11, 13 and 25, 15 and 27, and 17 and 23 page are exactly 
the same, which make it very hard to identify the pages with only randomized trees. 

The hybrid visual tracking method identified pages very well and estimated camera 
pose robustly in difficult situations such as viewpoint changes and serious occlusion 
like Fig. 4. We need only 31MB space of memory to operate the system because we 
need only one page of data at a time. 

Table. 1 shows the average amount of time needed for a 2500 frame video clip for 
15 pages. As expected, the page marker detection takes so little time that it does not 
have an effect on performance. After loading the tree data, only 22.49ms was needed 
to finish the pose estimation process. That means the proposed method can achieve 
44.46 fps ideally. 

 

Fig. 4. Pose estimation under (left and middle) viewpoint changes, (right) serious occlusion 

Table 1. The time needed for hybrid visual tracking 

Keypoint 
Detection 

Page Marker 
Detection 

Keypoint 
Matching 

RANSAC 
Pose 

Estimation 
6.05 ms 1.11 ms 2.87 ms 6.45 ms 7.12 ms 

6   Conclusion 

We propose the hybrid visual tracking which can efficiently estimate camera poses 
when there are many objects to be augmented and many duplicated designs like the 
augmented book. With only wide-baseline matching for each frame, it takes 22.49ms, 
but if the small-baseline matching technique and camera tracking techniques such as 
the extended kalman filter or the particle filter are considered, faster and more robust 
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results can be obtained for camera pose estimation. Furthermore, memory cache and 
background processing techniques can be used for loading randomized trees to accel-
erate the page loading speed. 
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Abstract. This paper describes our research on integrating emotion aspects into 
characters of video games. Motivation for this is the significant absence of emo-
tive expression in most characters of current games. In order to provide players 
with a more immersed game experience, it is essential that characters show 
compelling expressions, in particular, facial expressions. As a research method-
ology, we took several intense scenes from classic movies and evaluated what 
would be necessary to allow a virtual character to reenact the scenes inside a 
game. The recreated scenes should convey the same emotions as the original 
scenes. Our approach represents the internal state of a video game characters by 
using a PAD-based model, as well as modeling the impact on it of many rele-
vant environment aspects.  Representing this internal state also involves blend-
ing together animations to create lively facial expressions. We conclude that the 
resulting model is good enough to allow scenes to be recreated with an 
emotional load similar to the original scenes. The approach is also successful 
inimproving the consistency of the mood of the characters based on their 
personality. 

1   Introduction 

Recently there have been large improvements regarding video games. The advance-
ments in graphics are especially large. Character expression is not getting the atten-
tion it deserves to get. Generating interesting and appropriate facial expressions for 
video game characters is difficult, but it is very important for the overall game-play 
experience. Most game developers rely heavily on scripting to create the experience 
they envision. With the expanding scope of current games it becomes more difficult 
to rely on scripting solely. Game worlds are becoming larger and more complicated. 
A lot of interaction takes place not just between the players and the game world but 
also among players and among elements of the game world. Even when we only con-
sider single player games, the game worlds of current games are so vast that it has 
become very hard to determine when certain events will take place. Even worse, it is 
often not even possible to anticipate which events will be taking place. 

Imagine the situation where the best friend of the player gets shot and right after 
that something positive happens, so that the latter event would possibly trigger a 
 



168 R. Schaap and R. Bidarra 

 

Fig. 1. The Girl character 

script for the player to act happy. This would be very awkward and unrealistic since 
he just lost a good friend. Of course this could be solved with additional scripting, but 
this clearly does not scale. The scripts will become complicated and still there will 
always be situations and sequences of events that the developer did not think about. 

With this in mind, we investigated ways to make it possible to create more interesting 
and emotionally convincing video game characters, as that shown in Fig. 1. To accomplish 
this, we propose a model that is able to represent the internal state of the characters. 

Another goal is to assist the artists who create the virtual worlds and define its in-
habitants. Artists do not tend to be very technical people, yet a lot of tools out there 
are very technical and not very intuitive to use. We want to provide them with easy-
to-use tools for defining personality in video game characters. As well as providing 
them with a straight-forward way of integrating the characters into their environment. 
To accomplish this we have taken a highly procedural approach which allows for 
intuitive parameterizations. 

In the next section we will introduce a model that is able to represent personality, 
mood and emotions. We will determine and structure the environmental influences 
that affect internal state in section 3. Finally, to bring the characters to life, we need to 
generate actual expressions for the characters based on their internal state. This is 
detailed in section 4, followed by our conclusions and recommendations in section 5.  

2   Representing Internal State 

The internal state of a character can be divided into three layers: emotion, mood and 
personality [1] for which the duration of the effect respectively short, medium and long. 
See Fig. 2 for a visualization of how the three states relate over time. The Pleasure-
Arousal-Dominance (PAD) model is a model that has been developed for convenient 
assessment of consumer reactions to services and products. This means that the model 
was meant to describe and record emotions. However, after reviewing the model it 
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became clear that it could also be used for tracking the internal state of characters and 
provide us with a very good basis for generating facial expressions. We have evaluated 
the PAD model and compared it to alternative models. In this section we point out the 
strengths of the PAD model, by which we think it is suitable for use in video games. 

The PAD model is based on the view of human emotions as an input-output system 
[2]. The PAD model lies in between these inputs and outputs. It consists of only three 
emotional dimensions. These dimensions are Pleasure, Arousal and Dominance. The 
PAD model has a few properties which make it suitable for representing the internal 
state of characters. The model has a low complexity due to the fact that it uses only 
three axes for representing emotions. The PAD model is able to represent a broad 
range of emotions. It can be compared to creating a whole spectrum of colors using 
only red, green and blue. The interesting thing about the scales is that they are almost 
orthogonal to each other. This gives us great flexibility as it allows us to modify the 
values along the three scales independently without trouble. Fig. 3 shows how a set of 
emotions can be placed inside the PAD model. For illustration purposes, we left out 
the dominance axis in this figure, resulting in a crosscut of the actual PAD space.  

The pleasure scale signifies the amount of enjoyment or satisfaction the character 
is experiencing. When the character experiences something good he will feel happy, 
when something bad happens he will be sad. The arousal scale relates to the amount 
of arousal or excitement being experienced. For instance, when a character is receiv-
ing a lot of information he will be aroused; when there is no information he will be 
bored. The final scale is the dominance scale which relates to the feeling of being in-
control and free. When a character is enslaved, his dominance will be low, when he is 
free to do what he pleases, his dominance will be high. 

Finally, there exist mappings between the PAD model and other well-known mod-
els such as Big Five [3]. We use this to provide artists with a set of sliders to tweak 
personality of characters without having to know about the PAD model. 

 

Fig. 2. Emotional intensities over 
time 

Fig. 3. Emotions in PAD space 
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Another model that is based on the PAD model is ALMA, in which moods are 
simulated by using a pull-and-push mood change function [4]. We have taken this 
idea and applied it to our model, so that we can change the current mood based on the 
active emotion. When the intensity of the active emotion is higher than the intensity 
of the current mood the current mood gets pulled towards the active emotion. This 
results in the amplification of the current mood.  When the intensity of the active 
emotion is lower than the intensity of the current mood the current mood gets pushed 
away from the active emotion. The intensity of the active emotion is used to deter-
mine how hard to push or pull the current mood. 

After establishing a model for the internal state we created the means to influence 
this state from the environment by determining the environmental influences. 

3   Determining Environmental Influences 

Human beings are strongly influenced by their environment. Sometimes they are 
aware of these influences, but most of the time they do not realize that. Typically, 
only when these influences become more extreme, people will become aware of them; 
e.g. extreme heat will certainly be noticed, but a pleasant temperature will not. 

Current computer games try to provide gamers with a richer gaming experience. 
They do this by implementing things like dynamic weather systems and day/night 
cycles. However, most of the time the characters in these virtual worlds are blissfully 
unaware of what is happening around them. This makes them seem disconnected from 
their environment and renders their behavior unrealistic.  To fix this we have created a 
model that takes the effect of the environmental influences into account when deter-
mining the internal state of a character. 

We started with a survey of influences that are common to characters in computer 
games. We came to the conclusion we need three basic categories of influences. 

These categories are: physical, chemical and psychological influences. 
The physical influences come from the body of the character and influence the 

mood and emotional state of the character directly (e.g. fatigue, illness and hunger). 
The chemical influences are physical of nature as well, but can be directly linked to 
substances the character has been exposed to (e.g. alcohol, medicine and drugs). The 
psychological influences depend on factors that are present in the environment of the 
character (e.g. freedom, hostility and familiarity). Each of these actual influences has 
a specific effect on the internal state of the character. For example, fatigue will have a 
negative effect on the feeling of pleasure and arousal. Alcohol will have a positive 
effect on pleasure and dominance, but a negative effect on arousal. To accurately 
model the effects of some influences we needed PAD values that vary over time. Take 
drugs for example: the way the effects of drugs develop is usually a fast increase right 
after the drugs have been taken, followed by a slow decay as the drugs are wearing 
out. New influences can be defined as needed as long as the environmental effects can 
be expressed in changes through the PAD space. 

Now that we have described the internal state and the influences upon it, we have 
to look at how we are going to make these emotions perceivable to the gamer. 
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4   Generating Expressions from Internal State 

Eyes are a very important part of conveying the internal state of a character. When a 
character is looking at some items or when he is specifically avoiding them, that says 
a lot about how the character feels about those items. The way we incorporated the 
gaze into our model is by relating the arousal scale to the amount of movement of the 
eyes. A character, who is very aroused, wants to take in as much information as pos-
sible and will be looking at many things, frequently switching focus. We also take 
into account the amount of interest the character has in the objects around him. So he 
will more frequently and for longer periods of time watch objects that have a higher 
interest value. On the opposite side, when a character is very non-aroused, he will not 
look at objects that much. He will stare into empty space, at his feet or at the floor and 
he will not switch focus very often. The dominance scale will be used for when a 
character is watching another character. When the value on this scale is high, he or 
she will look the other character straight in the eyes. When the value is low, he or she 
will act shy, avoid eye contact and generally look in a downward direction. 

Another important part of conveying emotion is the expression on the face of a 
character. We use the PAD model to determine which emotion will be displayed on 
the face. In PAD space we have defined a set of emotions (see Fig. 3). For these emo-
tions we have defined actual facial expressions. The actual emotion for a character is 
marked with a plus-sign. To determine which facial expression should be displayed 
we take the emotions that are closest to the actual emotion and blend them together 
using the distance of the actual emotion to the preset emotion as a weight. This means 
when the actual emotion is not too far from the anger emotion, the character will 
show a hint of anger. When the actual emotion gets pushed more towards the anger 
emotion, the intensity of the anger expression on the face will increase. The usual 
approach in facial animation is to blend together static facial expressions; our ap-
proach differs in that we actually blend together facial animations.  

Additionally, we add noise to the animations, significantly improving character ex-
pression. Even in rest, it is very unnatural for a face of a person to be completely still. 
The arousal scale of the PAD model is used to determine how much noise to add to 
the facial animation. Higher values of arousal will result in more and larger move-
ments in the face. This is because a high value for arousal indicates that the character 
is very excited about something. Blinking is also controlled by the arousal scale. It 
controls the speed and the frequency of the blinking in much the same way as it con-
trols the added noise. A very aroused person will open his eyes faster and blink more 
often, whereas eyes that are opening and closing very slow will make a person look 
very bored or sleepy. All of this makes the characters come better to life. 

5   Conclusions and Future Work 

The use of the PAD model provides a simple yet efficient way of keeping track of the 
internal state of video game characters. It is useful for maintaining the mood of char-
acters while taking the personality and the current emotions into account. The  
categorization of environmental influences gives artists an intuitive parameterization, 
providing a lot of control over how the environment affects the characters. Generating 
expressions from PAD values seems to work very well for conveying the mood of a 
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character. The addition of noise based on PAD values definitely makes the characters 
more interesting and lifelike. 

When using our model for conveying really specific emotions, some information is 
lost when converting these emotions to PAD values and the results are not always 
very accurate. This is due to the fact that the PAD model consists of only three di-
mensions, which can result in the loss of some subtleties in emotions. These subtleties 
could possibly still be brought back with some tweaking or taken into account by 
extending our model, but this still needs to be researched further. In addition, we will 
continue to fine-tune and evaluate our model using the prototype we have developed, 
and to incorporate new ideas with our game industry partners. 

For evaluation purposes we have taken some intense classic movie sequences from 
movies such as “Crouching Tiger Hidden Dragon”, “Pirates of the Caribbean”, “Der 
Untergang” and “Das Boot”. These scenes have then been replicated using the system 
we have developed to enhance the animation and to really bring the characters to life. 
The scenes we take from these movies contain highly expressive characters. One such 
example is the scene from “Das Boot” in which a submarine crew member completely 
loses his sanity during an attack on the ship with depth-charges. Due to strong space 
limitations we refer the reader to [5]. 

Even though evaluation is still in progress, we can already conclude that the use of 
the PAD model as the basis for maintaining mood and emotions, as well as for repre-
senting them through facial expressions of game characters, is very promising. 
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Abstract. In this paper, we propose “Sense cup” as a new design concept of a 
device for enhancing the digital storytelling by serving interactive five senses 
convergence experience.  We designed the cup for providing holistic sense ex-
periences with beverage that synchronized with digital contents such as movies 
and music and catch the user reaction to generate interaction between users and 
contents provider. 
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1   Introduction 

Storytelling is one of traditional sharing methods of knowledge and emotion and digi-
tal storytelling is a storytelling enhanced by digital technologies in digital media. The 
term “digital storytelling” has gotten popularity from the first digital storytelling fes-
tival that was held in Colorado at 1995 [10]. Joe Lambert, co-founder of the center for 
digital storytelling [12] said, “Digital storytelling begins with the notion that in the 
not too distant future, sharing one's story through multiple medium of imagery, text, 
voice, sound, music, video and animation will be the principal hobby of the world's 
people”. 

The main features of the digital storytelling are flexibility, universality, and inter-
activity [2]. By the flexibility of digital media, traditional linear (sequential) storytel-
ling can be expanded to the nonlinear storytelling such as hypertext storytelling [3]. 
The universality helps users generate their own stories easily by using cheap and high 
performance digital technologies. The success story of YouTube shows the impact of 
the digital storytelling. The interactivity permits users to affect or change the flow of 
contents (main and ambient) by their decision at every branch of a story. For interac-
tivity, we expanded the concept not only related with the sequence of a story but also 
related with holistic sense experience that enhances the connectivity between the con-
tent of story and users.  

Herbert Marshal McLuhan wrote, “The media is an extension of our five senses as 
we use each of them to communicate to the rest of the world [7]” in his famous book 
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“The Medium is the Message”. He insisted that the five senses are all of the gates to 
get information from the outer including the environment and the other human beings. 
We believed that the holistic sense convergence experience would dramatically en-
hance the interactivity of digital storytelling. However, the current multimedia tech-
nologies are overly inclined to the visual and the auditory information because of the 
technical feasibility. Recently there have been studies on emphasizing holistic sense 
convergence as experience to promote effective user communication by giving realis-
tic user experience especially for marketing and there are many efforts to embody 
other senses [1]. The most successful field of sense except visual and auditory is hap-
tic technology for a sense of touch. There are several researches and commercial hap-
tic display products for giving users kinetic feedback and feeling of texture of a 
virtual object [9]. However, the sense of smell and sense of taste still has limitations 
and there are few successful examples of a device, which serves five senses conver-
gence experiences. Two main reasons might be the unbalance among each of sense 
technology level and pursuit of too broad universal solution. 

In this paper, we propose “Sense cup” as a new design concept of a device for en-
hancing the interactive characteristics of digital storytelling by serving interactive five 
senses convergence experience.  We designed the cup for providing holistic sense ex-
periences with beverage that synchronized with digital contents such as movies and 
music and catch the user reaction to generate interaction between users and contents 
provider. In the remaining of this paper, we explain the limitation and solution of five 
senses convergence and introduce the design concept of Sense cup and the several 
implementation examples as future work.    

2   Design Concepts of Sense Cup 

2.1   Sense Convergence 

Sense cup inherited beverage based five senses convergence scenario from our former 
work “Tea Table Mediator [6]”. Fig. 1 (a) shows the convergence relation among five 
senses. In the former research, senses from tea (or beverage) such as olfactory, taste, 
haptic, and visual sense are augmented by sense information digital lamp which has 
visual (LED pattern), audio (sound), and haptic (wind) information display. We 
shrank the tabletop to a cup.  

The most serious problem on holistic sense convergence is providing of a sense of 
taste and a sense of smell. We will introduce details of our concept of solution at sec-
tion 2.2. It has five sense display channels (visual, taste, and odor information are 
provided at a dish on the top of the cup, sound is provided at a bottom-side speaker, 
and haptic is provided at side of cup) and one physical movement detection channel. 
The system also designed to detect the movement of cup from a three axes accelome-
ter for deduction of user’s status (physical and psychological status such as concentra-
tion, boredom, or surprise from inference from the physical movement) which is 
synchronized with contents. We are going to build a psychological user state model 
based on hand movement from psychological researches. 

One of our sense convergence scenarios is as follow. When a scene of a movie 
changes to pine tree forest, pine taste beverage with pine odor will be supplied to a 
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dish at the top of a cup. In the bottom of the liquid, the LCD shows the detail images 
of pine trees and the LEDs show waves of tree according to wind. At the same time, 
the sound and vibration present the movement of wind in the forest.  

A cup is one of everyday objects, which serves beverage, and by drinking beverage 
on morning or at teatime break people can relax and feel, that they are sharing time 
with others [5]. There have been several trials to enhance the metaphor of cup by digi-
tal technologies [4][5]. 

2.2   Displays of Five Senses 

The visual display consists of an LCD and a circular LED array. The LCD shows de-
tail information and LEDs show abstractive shape or movement such as ambient of a 
scene, the waves, and movement of flowers. The detail display sends clear messages 
for a case of marketing promotion. The ambient display promotes the curiosity for lu-
dic applications [8]. A bottom-side equipped speaker provides sound information. 

 

LCD for detail display

LED for ambient display

 
(a) Visual display at top                                      (b) Sound speaker at bottom 

 

Fig. 2. Visual display and audio system 

        

Auditory : Sound    

Haptic:  Vibrator
Cool/Hot

Visual:  LCD(detail)
LED(ambient)

Olfactory : Beverage 
Taste:

Olfactory : Beverage 
Taste:

 
(a) Tea Table Mediator     (b) Appearance of Sense cup              (c) Range of five senses 

 

Fig. 1. Sense convergence of sense cup 
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The haptic display consists of array of vibrators and electrical hot and cool devices. 

We assume that a position of hands is almost same for every grab (Fig. 3 (a)) and it is 
possible to serve tactile information by combining the two kinds of information. The 
vibrators are equipped vertically and circularly. The circular distribution can be ex-
panded to spiral distribution then, for instance, a user can feel the swirly sink into the 
bottom of lake or whirlwind of a fairy. Electrically operated cool and hot elements are 
equipped with a thermal conductor band at the location where directly contacts with 
hands and provide change of temperature instantly.  

    
(a) Hand contact with hapic position             (b) Points of vibrators/hot/cool elements 

 

Fig. 3. Haptic display 

     
(a) Internal structure of Sense cup                         (b) Taste and odor operation 

 

Fig. 4. Taste and odor display 
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One of the main problems of the sense of taste is a lack of reality of chewy feeling. 
In earlier stage, a piece of taste-printed paper served a taste. However, it was not suc-
cessful because of the chewing feeling was mismatched with the taste and the paper 
was replaced with a wafer [11]. Users could byte and could chew the wafer but it still 
differed from real feeling. We supposed the solution to overcome the problem by 
serving a beverage. Since we are familiar with many liquid types of foods such as 
juice, tea, and alcoholic beverages, it can be possible to solve the mismatch problem. 
The liquid type food can solve the problem of the sense of smell at same time. The 
problems of the technologies of odor are; first, there are no definite model and ele-
ments of the odor yet, and second, it needs a relatively large volume of air space for 
serving odors and it is difficult to maintain the intensity and difficult to remove resid-
ual odors. In the concept of Sense cup, the odor was generated from the liquid in the 
dish and the range of the odor is restricted to small space around the dish. A user can 
smell the odor when he/she wants to drink the liquid or move the cup to near at 
his/her nose. The odor will be removed quickly as soon as the liquid is drained and 
flushed. Fig. 4 (b) shows whole process of the taste and odor operation. 

3   Overall System Configuration 

Fig. 5 shows the whole system configuration. It mainly consists of a digital content 
play system, a digital script editor, and Sense cup and ambient displays. The digital 
content play system is conventional devices such as a DVD player or a CD player. 
The digital script editor edits a timing chart of five senses convergence display script. 
The timing stamp can be obtained from caption files (for example, *.smi or *.srt files) 
if the content is a moving picture or it can be generated manually. The sense display 
information is sent to Sense cup by pre-edited timing sequence through wire (RS-
232C/USB/Ehternet) or wireless (Blutooth/Zigbee/WiFi) communication channels. In 
current design, the sense information in the script is managed separately from content 

 
 

Fig. 5. Configuration of overall Sense cup system 
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but it can use standardized methods such as Representation of Sensory Effects infor-
mation (RoSE) of MPEG [13].  

As we described in section 2.1, the cup detects movement of user’s hands. The 
movement of hands can show useful information of a user. When a user concentrates 
on a current content, the movement of a cup is relatively stationary. If a user feels 
boredom on the content, user will move the cup by various patterns and move the cup 
abruptly if he/she feels surprise. The editor operates several ambient displays 
(light/sound/physical movement) for enhancing the user’s concentration and interest by 
the results of the analysis or changes the content as a nonlinear storytelling method.  

4   Conclusion  

In this paper, we showed the conceptual design of Sense cup as a new device of inter-
active holistic sense experience for digital storytelling. The digital storytelling has 
been used in various fields of entertainment, education, marketing, and so forth and 
keeps expanding its territory. The features of digital storytelling: flexibility, universal-
ity, and interactivity can be enhanced by integration of multi-sensory digital media. 
The current sense convergence has limitation because of unbalance among each of 
sense technologies. Technologies of a sense of the olfactory and a sense of the taste 
are relatively insufficient. We proposed Sense cup as a device for digital storytelling 
and beverage based five senses convergence system as a solution. 
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Abstract. Recently, we have presented a comic generating system that
visualizes an online-game play. Our system was inspired by a former work
of Shamir et al. However, comics generated in their work can have series
of similar frames when multiple actions occur near each other in both
time and space. In this paper, we first present a frame-selection module
that uses Habituated Self-Organizing Map. Our method prevents comic
readers from boredom by getting rid of resemble consecutive frame can-
didates. We then evaluate the method by a subject experiment using a
play from the ICE, an online-game developed in our laboratory. Exper-
imental result confirms that our method is effective in making output
comics more interesting than a baseline method.

1 Introduction

Recently, we have presented a system for generating comics from online-game
play log [1]. Figure 1 gives an overview of the system. This system enables
users to look back their plays or to introduce their plays to other users. Comic-
style outputs have advantages than other-style outputs. For example, the comic-
style enables one to distinguish important scenes based on the frame size. And
one can grasp the whole story at one glance. In addition, traditional comic
techniques can be introduced to achieve expression of various situations. Comic-
style representation has been used for summary of conference participation [2],
diary experiences [3], and video contents [4], as well as online-game events [5].

Our work in [1] was inspired by the work in [5] and adapted its scene partition
method and event extraction method. However, comics generated in [5] can
have series of similar frames when multiple actions occur near each other in
both time and space. In this paper, we describe and evaluate our solution to
this problem, i.e., the frame-selection module in Fig. 1 where Habituated Self-
Organizing Map (HSOM) [6] is used. As in [1], we test the system using an
online game called the ICE, under development at the authors’ laboratory, where
typical online-game missions, such as monster fighting and item trading, are
available. A screenshot of this game is shown in Fig. 2.
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Fig. 1. Overview of the comic-generation system

Fig. 2. Screenshot of the ICE

2 Frame-Selection Module

In order to prevent comic readers from boredom, the frame-selection module
removes resemble and consecutive frame candidates using HSOM. Frame can-
didates are generated in the previous module and stored in the scene script
(c.f. Fig. 1). Each frame candidate represents an output-comic frame and has
frame information such as the frame importance, in the range of 0 to 1, the frame
time, and the camera parameters. HSOM enables selection of frame candidates
from perspective of comic readers’ interest. It is an integration of Self-Organizing
Map (SOM) and a habituating layer.

Fig. 3 gives an overview of the HSOM architecture. SOM consists of an ar-
ray, called the competitive layer, of k competitive neurons arranged in a 2-
dimensional rectangular grid. Let assume that there are M input patterns, each
corresponding to one of the M frame candidates in a scene of interest, with N
dimensions, and that a competitive neuron i has an associated weight vector
wc

i = [wc
i1, w

c
i2, . . . , w

c
iN ]T . The habituating layer is an array of k habituating

neurons, each connected to the competitive neuron below, having habituating
weights wh

i . The smaller wh
i means the higher habituating degree. For each scene,

frame selection goes through the following steps.

1) Determine the elements of input patterns x(t), t = 1, 2, . . . , M . These el-
ements consist of the frame time and entities in the entity list. The frame
time represents the time when frame candidate t occurs, and it is normalized
so that the scene’s start time is 0 and the scene’s end time is 1. The entity
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Fig. 3. HSOM architecture

list is the list of all entities in the frame candidates of the scene. If an entity
exists in frame candidate t, the corresponding element will be 1; otherwise,
it will be 0. Each x(t) is then normalized, i.e., x(t) = x(t)/ ‖ x(t) ‖.

2) Set the time step t = 1 and initialize all competitive-neuron weight vectors
wc

i(t), i = 1, 2, . . . , k, randomly in the range from 0 to 1, and normalize
them, i.e., wc

i(t) = wc
i(t)/ ‖ wc

i(t) ‖. In addition, initialize all habituating-
neuron weights wh

i (t) to 1, which means they are not habituated.
3) Input the input pattern x(t) = [x1(t), x2(t), . . . , xN (t)]T and choose the win-

ning neuron c(t) that is closest to x(t), i.e., c(t) = argj min ‖ x(t)−wc
j(t) ‖

4) Select frame candidate t if the sum of wh
c (t) and its frame importance is more

than threshold Th, and then proceed to 5); otherwise, increment t and return
to 3).

5) Update all competitive-neuron weights as follows:

wc
i(t + 1) = wc

i(t) + αhci(t)[x(t) − wc
i(t)] (1)

where α is the learning rate, and hci(t) is the neighborhood function defined
as

hci(t) =

⎧
⎨

⎩

1, if the competitive neuron i is the winning neuron c(t)
or c(t)′s Moore neighborhood.

0, otherwise.
(2)

Then, normalize wc
i(t + 1).

6) Update all habituating-neuron weights as follows:

wh
i (t + 1) = wh

i (t) +
β(1 − wh

i (t)) − si(t)
λ

. (3)

In the above formula, β is the recovery rate. The stimulus value si(t) has the
same value as hci(t) of the connected competitive neuron. The constant λ
influences both habituation and dishabituation speeds. The values of λ are
different for the habituating neuron connected to the winning competitive
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Fig. 4. Example sequence of frame candidates

neuron, for the eight habituating neurons connected to one of the Moore
neighborhoods of the winning competitive neuron, and for the remaining
habituating neurons.

7) If t is smaller than M , increment t and return to 3).

Figure 4 depicts an example sequence of frame candidates for Comic A de-
scribed in Sec. 3. They are input to the frame-selection module. Figure 5 depicts
the selected frames. Because frame candidates D, F, and I have content similar
to C, E, and H, respectively, they are not selected.

3 Evaluation

We tested the frame-selection method with our comic-generation system us-
ing the ICE. We requested 12 subjects, who are students in our university, to
compare two comics generated from a play1 of the ICE. These two comics are
described below while other conditions, such as camera positions, are identical.

1 http://www.youtube.com/watch?v=DmvUyl6eZAs
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Fig. 5. Selected frames in Fig. 4

– Comic A generated with the proposed frame-selection method described in
Sec. 2.

– Comic B generated with a baseline frame-selection method described below
using interaction level.

The proposed method selected 52 frames out of 135 frame candidates2 . The
baseline method was also set such that it selected 52 frames; this method selects
frame candidates in decreasing order of the smoothed value of the interaction
level defined in [1].

We set the number of competitive neurons k = 16, arranged in 4 x 4, in
order to heuristically limit different situations in a scene to 16. We used α =
0.25, λ = 3.33 for the habituating neuron connected to c(t), λ = 14.33 for the
eight habituating neurons connected to one of the Moore neighborhoods of c(t),
λ = 100 for the remaining habituating neurons. These values were determined
following [6]. We chose Th = 0.7 and β = 1.8 based on our experience because
these values were not stated in [6].

We had all subjects watch a video clip of the play in use after explaining
them the experiment procedure and how to answer. Then, we distributed the
two comics to each subject and had them individually answer which comic fits
each of the following questions.

– Which one has the better camera work?
– Which one has the better dynamics?
– Which one represents better the video-clip content?

2 The number of frame candidates were in the range of 10 to 50 for each scene.
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Table 1. Experimental Result

Camera work Dynamics Content representation Interestingness
Votes for Comic A 9 7 7 7
Votes for Comic B 3 5 5 5
Number of subjects 12 12 12 12

– Which one is more interesting?
– What points of the comics should be improved? (free description)

Table 1 gives the result of the questionnaire except for the fifth descriptive
question. It can be seen that Comic A exceeds Comic B for all four questions.
This result confirms that our proposed method can reduce resemble camera work
and improve dynamics, content representation, as well as interestingness.

4 Conclusions and Future Work

This paper described and evaluated our HSOM-based frame-selection method.
The experiment result given in Sec. 3 confirms the effectiveness of this method.
Future work includes introduction of a technique that selects frames from story-
coherence perspective.
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Abstract. This paper describes Conscientious Objector, a research mod built 
using the  idTech4 engine and assets from the commercial game Doom 3. It was 
designed to explore the potential for non-lethal force in FPS gaming, and player 
response to a radically different avatar-NPC relationship.  

Keywords: Game, first-person shooter, Doom 3, development-led, modding, 
pacifism, non-player character.  

1   Introduction 

Conscientious Objector started life as a simple question: is it possible to build an FPS 
that removes the ability of the player to actually kill anything whilst retaining the fun-
damental playability of the game?  

FPS games are defined by both the miminal representation of an avatar, and by the 
essential act of lining up objects with the centre of the screen and delivering an input. 
This function generally removes the object from the environment. Play thus becomes 
a process of simplifying the environment until it reaches a critical point, triggering 
progression. Put more simply, when there is nothing left to kill and no buttons left to 
press, it's time to move on. All FPS games work to this basic template, whether agents 
are released en masse in an arcade style, such as Painkiller [1], or there are attempts to 
model a more `realistic' set of agent-environment relations, like S.T.A.L.K.E.R. [2]. 
We wanted to attempt to break this normal template and produce an environment that 
becomes progressively more complex as play progresses. The most obvious way of 
doing this has the equally interesting side-effect of breaking the other fundamental 
rule of FPS play, which is killing anything that moves.  

Stopping the player from achieving this thus does two things at once: subverts the 
normal politics of the genre on one hand and establishes a radical new ludic structure 
on the other.  

                                                           
* Please note that the LNCS Editorial assumes that all authors have used the western naming 

convention, with given names preceding surnames. This determines the structure of the names 
in the running heads and the author index. 
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2   Rubber Bullets in UAC Admin  

Several pre-existing levels of the commercial game Doom 3 were re-configured for 
the mod. These were stripped of triggers, agents and objects in preparation for the 
new gameplay to be levered in. UAC Admin, Mars City and Mars City Underground 
were chosen as they were small and linear, with the kind of enclosed spaces with lim-
ited visibility that would play to the strengths of gameplay designed to engineer as 
much panic in the player as possible. Without introducing additional items, enough 
disparity could be introduced into these levels to maintain a sense of progressive 
gameplay. Additionally, we removed the oxygen from Mars City to introduce a 
temporal constraint on the player's activities: they were forced to run from oxygen 
cylinder to cylinder. Using known levels also enabled us, through voice-overs and 
embedded PDAs, to play a new political dimension off the already existing backdrop 
of corporate greed and fetishisation of the military. 

The damage capacity of the shotgun was reduced to zero, whilst retaining its ability 
to knock down agents (a simple re-jig of the normal 'getting up' animation found on 
the basic zombie model). The time this sequence took to run, alongside a reduction in 
the bounding box and the knock-back effect of a succesful hit, meant that zombies 
could be effectively blown out of the player's way, giving them time to avoid  the 
agent. Clearly, we are not the first to utilise non-lethal force (NLF) objects in an FPS 
game: Duke Nukem 3D had both Shrink and Freeze rays [3], Half Life 2's gravity gun 
occupies a central place in gameplay [4] and, famously, Deus Ex can allegedly be 
completed using NLF alone [5] – and an early beta of Doom 3 itself featured zombies 
that could only be permanently killed with a shot to the head. However, in all of these 
cases, NLF is a supplementary gimmick to core gameplay, rather than a centralised 
option. Indeed, in the case of Half Life 2, the gravity gun's main use is to hurl dis-
tinctly lethal objects like buzzsaw blades, barrels and cars, so it arguably doesn't 
really count. Likewise, Duke Nukem's ray guns are really there as a means to inflict-
ing a fun coup-de-grace by stamping on or shattering enemies respectively, the latter 
revived recently by Bioshock [6]. Deus Ex does offer a way for the player to opt for 
NLF but it may be argued, that this is a niche configuration of gameplay at most. 
Thus, Conscientious Objector stands as the first FPS system to anchor gameplay di-
rectly to NLF. Further, although it may be argued that the mod does not represent a 
full game, the potential for drawing upon the range of NLF objects already existing in 
the genre is self-evident, and their addition would easily provide enough diversity of 
play to maintain the conceit. Indeed, we hope to one day extend Conscientious Objec-
tor to the entire of Doom 3 to prove just this. At this stage, however, we will settle for 
the proof of concept.  

3   Politics and Pacifism 

We can discuss the politics of FPS games on two levels - the surface and the underlying. 
In the former case, there is certainly more diversity now than there perhaps used to be. 
Avatars are still dominantly individualistic libertarians, fighting bureaucracy as much as 
aliens and demons, and the big businesses and industrial-political complexes and corpo-
rations are still corrupt and treacherous, but titles such as Bioshock, S.T.A.L.K.E.R. and 
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Blacksite [7] are attempting to broaden the political spectrum. Although there is yet to 
be a return to the more open political and moral choices of the Deus Ex series, Bioshock 
offers the player the choice of killing or saving the Little Sisters, and Far Cry 2 [8] em-
beds the consequences of player actions in its world. Likewise, S.T.A.L.K.E.R.'s range 
of seven endings is based upon political choices the player makes during the game, al-
though to be fair, most of these are not obvious during play. One could also argue that 
whilst saving the world is nothing new, and revenge following a betrayal by a key non-
player character (KNPC) is close to ubiquitous, advances in AI and storytelling have 
personalised the actions of the player. Half Life 2: Episode Two sees the player fighting 
to save not millions of lives, but just one; the KNPC Alyx Vance. The very fact that the 
player is given clear and unambiguous indications that they are supposed to care about 
Vance and her father is a long way down the road from the faceless, nameless and dis-
posable masses populating earlier games such as Halo (however, it should be noted that 
alongside saving humanity, the Master Chief is on an equally personal mission to save 
Cortana in the final installment of the trilogy). Personal motivation, particularly of the 
protective type, demonstrate a more mature political instinct at work than in early FPS 
games such as Doom, Quake and Duke Nukem.  

However, behind all this increase in sophistication, FPS genres are constructed 
around a very simple and inflexible political core determined by the central act of 
gameplay. As John Carmack succinctly put it: “You can dress it up in many ways, but 
the game still comes down to: go here, touch this, go there, fight...”' [9]. Rather than 
becoming wrapped up in the politics of violence and the endless discussions of social 
and psychological impact, the fact remains that FPS games are predicated around the 
removal of objects from a simplifying environment. Every action in the game is based 
upon this ludic format. By removing the player's ability to kill - that is, remove - any-
thing, this template is fundamentally shifted, and with it the underlying politics of the 
game. Once again, it is hoped that with this practical example, we have proved it can 
be done in a way which critiques the normal surface whilst retaining high focus on 
gameplay. In other words, it may be a gimmick, but it is a highly playable one.  

4   Carl – Abusing the Player 

These changes naturally led to the third axis of experimentation in the mod, an abrupt 
shift to the normal relationship between player and KNPC. There are a number of 
expected features of this relationship one finds across the genre. Some, like the be-
trayal of the avatar by the KNPC are functions of extended gameplay, operating as a 
device enabling both revised interpretation of prior action (thus extending the narra-
tive range of the game) and, in some cases, enabling a virtual increase in complexity 
without requiring additional assets to be generated. For example, Doyle's betrayal in 
the last section of Far Cry [10] means that whilst more or less exactly the same course 
of action is followed by Carver, the emphasis has changed from escape to revenge, 
the target of the goal has moved from Kreiger to Doyle, and there is a (fake) temporal 
constraint created by the infection of Carver and Val with the Trigen mutagen. None 
of this is real, of course, unlike the actual countdown of The Maw, Halo's last level 
[11] but it does enable players looking for a deeper ludic reality something to get their 
teeth into. However, regardless of betrayals, KNPCs such as Cortana, or Alyx Vance 
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tend operate as both orientation devices and feedback systems, letting the player know 
where to go and whether they are acting effectively. This naturally leads towards cer-
tain semantic representations, archetypical characters and avatar-KNPC relationships. 
In Conscientious Objector, we saw an opportunity to subvert these expectations as 
well. Hence, the game opens with the aggressively cheerful “morning dickhead!'” and 
ends with Carl, the KNPC triggering the cranial implant that will kill the player as 
soon as they acheive their goal (he meets the players success and forces what would 
normally be considered a failure outcome upon them).  

Carl operates as the normal political voice of FPS games: reminding the player fre-
quently that they have no power or ability to make decisions, that killing things is 
both easy and rewarding and pointing out how much more difficult not being able to 
carry this normal activity out makes the process. Because of his antagonistic position, 
it also gave us the opportunity to explore pushing the KNPC into as hostile a position 
as possible. Carl taunts and mocks a successful act as much as a failed one; when the 
player misses a zombie, they are berated as useless; when they hit one, Carl is quick 
to point out how little effect it has. In doing so, the frustrations of gameplay find a 
locus in Carl, the irony being that by the end of play the urge to really, actually shoot 
someone has been personalised in his direction. Rather than a betrayal creating a 
forced nemesis, revenge becomes a distinctly localised matter. And, of course, the 
fact that Carl is openly repellent, coupled with his constant insistence that if only the 
player acted like an avatar in a normal FPS game would - by killing everything that 
moved – they would be successful, creates a much more interesting political dynamic 
in the mod.  

5   Conclusion 

Conscientious Objector aims to radically break the normal template for FPS play by 
removing the core act of play: removing objects from the environment. From this de-
ceptively simple start, a range of interesting shifts to expected play naturally fall into 
line. The underlying politics of gameplay is questioned and thrown into relief, and a 
new type of player-KNPC relationship is created. But perhaps above all of these ex-
periments, the overriding concern was to create a mod that both explores research 
questions in a way that simple theorising cannot, and remains a highly playable ex-
perience. That is to say, it also stands as an argument that gameplay and research are 
wholly compatible. 
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Abstract. During a eleven-week installation of an immersive augmented reality 
(AR) experience at an art and technology gallery, we faced the practical chal-
lenges of preparing for live public audiences and of training and motivating a 
group of nine modestly-paid undergraduate museum docents to not only usher 
the show, but to perform as “wizards”. The docents played an integral part of 
the AR Façade experience, replacing imperfect recognition technology to 
achieve speech and gesture interaction for the players. Our investigation of the 
wizard docents revealed insights into two conceptually different wizard-of-oz 
implementations. The docents initially resisted the interface option that required 
more cognitive load, but after learning how to make it work, many preferred 
that interface because it provided them more agency within the system and 
freedom to diversify the experience for audiences.   

Keywords: Immersive entertainment, gallery installations, user experience, 
wizard-of-oz methods, augmented reality.  

1   Introduction 

Interactive entertainment experiences––especially in amusement parks or gallery set-
tings––often employ full-time operators to usher visitors in and out of the experiences 
[5][7]. More recently, interactive media have looked to trained actors performing be-
hind the scenes in real-time as animated characters or robots, such as [8] and [9], very 
similar to the hidden wizard in the movie The Wizard of Oz [1]. Other experiences use 
actors more overtly, such as Can You See Me Now? where online players try to locate 
physical actors who are moving around a city [3]. In this paper we report on our ex-
perience creating an intermediate role for “wizard” docents, who hold responsibilities 
somewhere between an usher and an actor.   

Our discussion centers on an eleven-week public gallery installation of AR Façade, 
a first-person immersive augmented reality (AR) experience where a player enters a 
physical apartment with a head-mounted display and interacts using speech and gesture 
with two fictitious characters [4]. Rather than use speech/gesture recognition technol-
ogy––which can be problematic, particularly with diverse users in non-controlled set-
tings––we tasked our wizard docents with accomplishing this interaction.  

In this paper, we describe the modifications we made to the AR Façade experience 
to prepare for a long-term deployment at the Beall Center for Art and Technology at 
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the University of California Irvine [2]. The gallery installation would be held to 
higher standards than our initial lab prototype and it would need to entertain audi-
ences of people, not just the individuals who would participate in the immersive as-
pect. More importantly, the show would have to be easy to operate by non-technical, 
undergraduate, gallery docents who were not part of the research team, nor particu-
larly motivated. We set out to investigate whether and how docents would fulfill this 
role by loosening the bounds of the wizards’ task and establishing two conceptually 
different wizard interfaces. We share data about how the nine docents learned to use 
and adopt the two interfaces over the course of the show. We found that the interface 
that required more cognitive processing actually encouraged deeper involvement in 
the story and in reading the tone of the players and audience members.  

2   The Gallery Installation of AR Façade  

In this section, we describe our design choices for the three-month Beall Center de-
ployment of AR Façade. We believe our experience of upgrading the prototype into a 
real deployment can be useful for producers and designers of immersive experiences. 
We built the immersive interface to be robust and to withstand eleven-weeks of public 
use by audiences of all shapes and sizes and ages. We designed the physical layout so 
that audiences and the wizards would get a strong sense of what the player experi-
enced. Finally, we experimented with the wizard infrastructure, providing two meth-
ods of asserting player inputs so that we could investigate wizard behavior.    

2.1   Physical Setup 

AR Façade would be part of a free-to-the-public art gallery for 11 weeks, so we de-
voted a fair amount of time to the construction of the head-mounted display (HMD) 
(Fig. 1 left) and the physical layout of the space (fig. 1 middle). We constructed the 
head-mounted display from third-party components and custom-created mounts to be 
robust enough to withstand mishandling. We tracked the HMD using the IS-1200 Vis-
tracker and large visual markers mounted on the 16’ tall ceiling. Florescent lights 
lined the perimeter of the apartment at 10’ high and provided an even distribution of 
light across the ceiling and enough illumination for the stage. We did not encounter 
 

 

Fig. 1. (left) The head-worn display. (middle) Audience’s view into the physical apartment with 
monitor showing the player’s perspective. (right) Player’s HMD view shows the Trip character 
standing behind the physical bar. Note that the black scrim blocks the view of objects beyond 
the wall.   
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any noticeable tracking problems––such as jitter and temporary loss of tracking data 
as we did with our initial prototype––despite loosing a few markers from the ceiling. 

We focused on the physical layout of the space, because we wanted the experience 
to be visually appealing and enjoyable to groups as well as individuals. We used black 
scrim along one of the long walls of the apartment behind the bar. Since it was light 
inside the apartment and dark outside, audiences could stand outside the wall and eas-
ily see the player’s activity, while the player would not be able to see outside though 
the wall (especially when viewing through the HMD) (fig. 1 right). Moreover, the 
black walls and the black-painted bar helped maintain the occlusion effect when Trip 
walks behind the bar; players know the bar is there, but the top of the bar is difficult 
to distinguish from the wall.  

We used a wireless video transmitter to transmit the player’s HMD view to a TV 
monitor sitting to the right of the stage. The wizard––sitting just outside the door of 
the apartment––could also see the same HMD view, along with a second monitor with 
video from a ceiling mounted camera. The audio turned out to be one of the biggest 
challenges. We were competing with several other loud exhibits in the space, so we 
wanted the audience (and wizard) to be able to hear the dialogue between the player 
and the characters. To make this work, we used two audio transmitters (one to am-
plify the player’s voice and one to transmit the backpack’s computer audio) and a 
mixing board to mix the two sources and disseminate it to speakers for the audience 
and headphones for the wizard. 

2.2   Wizard Infrastructure 

We made a number of changes aimed at supporting the undergraduate docents who 
would be in charge of operating and wizarding the experience. Most of the enhance-
ments were practical (providing a start-up script, building in network checks, etc.), but 
we also experimented with the underlying infrastructure of Façade. Dissecting the sys-
tem architecture of the original Façade (described here [6]), we thought it would be 
interesting to tear out the natural language parser (NLP) and build a wizard interface 
that could be used to directly trigger the higher-level constructs (discourse acts). This 
approach was plausible because Façade’s AI engine does not explicitly map user inputs 
to specific statements and actions by the two virtual characters. Instead, it models the 
characters’ emotional states and attempts to choose lines of dialogue based on local 
and global contexts. There are about 30 possible discourses (e.g. flirt, agree with, etc.) 
with optional parameters that can be expressed as local context by the player. 

The new wizard interface had two panes––“Dialogue” and “Discourses”––both 
available to the wizard at any time.  The Dialogue pane included a text entry field for 
typing in what players said and large buttons for indicating specific player actions 
(Fig. 2 left). This mirrored our original wizard interface, including the visual and au-
dio feedback to wizards indicating the maximum number of chars that could be en-
tered at one time. 

The Discourses interface provided a hierarchical listing of the higher-level dis-
courses (Fig. 2 right); rather than typing out what the player says, the wizard selects 
something that matches what the player means (e.g. “Player takes sides by flirting 
with Grace”). The Discourses interface went though a number of iterations to improve 
its usability, including incorporating feedback from the docent wizards after the first 
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couple weeks of the show. The current interface represents the discourse hierarchy 
across three columns that can be navigated through any combination of number keys, 
arrow keys, and the mouse.  

 

Fig. 2. (left) Dialogue wizard interface provides a text entry field and buttons for indicating 
player specific gestures. (right) Discourse wizard interface provides a hierarchy of discourses or 
player intentions, such as “Player Taking Sides->Flirting with->Grace”.  

3   An Investigation of the Wizard Docents  

We initially created the Discourses interface because we believed we could improve 
on the fundamental time delay between a player speech utterance and the responses 
by the characters. We wanted to know if wizards could use the Discourse method, and 
how it compared to the typing interface. Would it be as fast, slower or faster than the 
other method? How long would it take to learn the discourses? And, how would it 
affect the experience for players and audiences? 

Throughout the eleven-week installation we recorded wizard activity and con-
ducted open-ended interviews with the nine docents, non-technical female art students 
between the age of 19 and 22. After a short preliminary interview, we trained each 
wizard to use both versions of the wizard interface and instructed them to create the 
player experience however they saw fit. During the first 9 weeks of the show––the 
period where we were not onsite––we allowed the docents to use either wizard inter-
face. During the final 2 weeks, we noticed that most wizards relied on the Dialogue 
interface, so we forced the docents to learn and use the Discourse interface.  We con-
ducted numerous open-ended interviews during the final 2-week period. In this sec-
tion share some of the insights gained from these interviews, supported by the usage 
patterns and qualitative sentiments expressed by the docent wizards.  

3.1   Wizard Interface Usage 

Examining the game episodes for AR Façade for the eleven-week period we can visu-
alize the activity of the wizard docents. There were 106 full episodes––some repeat 
players––distributed across the nine wizards. The wizards were free to use either the 
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Dialogue or Discourse interface, and the data shows the former was used more fre-
quently, although W8 used the Discourse interface nearly half the time (Fig. 3).  
Across all episodes and all wizards, lines of dialog were entered 2.9 times per minute 
while discourses were entered 0.5 times per minute on average. 

 

Fig. 3. Wizard activity during eleven-week installation of AR Façade across nine wizard docents 

3.2   Wizard Insights on the Two Interfaces 

From the wizard interviews, we understood why the wizards generally utilized the 
Dialogue more than the Discourse interface.  There was a consensus among wizards 
that the Dialogue interface was simply easier; with the Discourse interface “picking 
stuff out requires more thinking” (W3). According to W4, “it forces your mind to 
kind of think in a different way, of not just directly translating specifically what 
they’re saying but kind of attributing it to a larger category of emotion or actions. It 
depends a little more on your interpretation.”  And W6 explains, “I feel like I have to 
interpret more what the players are saying.  So it’s like more involved, like – you 
have to pay more attention.” W8 pointed to one reason to use the Discourse interface: 
if there was an audio problem, she didn’t have to hear the exact phrasing to pick up on 
the player’s intentions. 

So the Discourse category selection appears to require more cognitive load, but 
does it reduce the time delay issue and help the conversation flow better?  According 
to W1, “typing it out takes a little bit longer than searching and clicking,” while W4 
says “it takes a little longer to sort through them and find the right one then it does to 
just immediately translate what they’re saying into text.” Answering this question will 
require a more detailed conversation analysis, but based on our initial data analysis, 
we suspect that Discourse selection is faster for more verbose statements and slower 
for shorter statements.   

On the other hand, some wizards reported that the Discourse interface gave them 
more control over the characters and the course of events. W9 claimed “you could 
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definitely shape the player’s experience”. W1 even went further, almost describing 
the characters as puppets: “I’ll make Trip talk about the picture again and hopefully 
he will kind of guide [the player] over.”  W6 said it was her role “to translate what the 
people are saying so that Trip and Grace can understand it”, anthropomorphizing the 
virtual characters. 

3.3   Wizard Interactions with Players and Audiences 

The interviews not only revealed the affordances of each interface, they revealed how 
the wizards appropriated the system, especially after we enforced the use of the dis-
course interface. While the Dialogue interface required constant typing and emulation 
of player speech––especially since the words appear on the player’s HMD––the Dis-
course interface afforded a degree of experimentation. W8 said if there is a “lull in the 
conversation... I will select something like Therapy, just to offer a little variation. ... 
because some people would be a little passive in their interactions.”  For the most 
part, the wizards were trying to help, but sometimes they got bored and clicked dis-
courses just to spice things up: “I clicked ‘have sex’ or something because I was hop-
ing that some big explosive thing would happen... I thought that would be fun to see, 
because Grace seems like kind of an intense chick” (W9).   

There were some consequences for this experimentation, as W4 found when she 
tried using the ‘oppose Trip’ discourse: “I guess that was too strong of an emotion, 
because [Trip] kicked him out. haha!” Wizards reported that the system did not al-
ways respond as expected, that they wanted more nuance, and that sometimes it felt 
their actions did not have any affect.  

In their role as wizards, the docents learned to become very perceptive of the state 
of the player. “I can tell when someone feels awkward or when people are getting 
really annoyed by just like the tone of their voice” (W3).  Some wizards were so at-
tuned to how players felt, the emotions were palpable, “I could hear [the player’s] 
breathing pattern and ... I could almost feel her getting uncomfortable and it’s kind of 
bizarre because you can hear the audio and then you can see what they’re seeing and I 
almost started to get uncomfortable!” (W9).   

The wizards had different theories on what would be most fun for players and au-
diences.  W7 said she would tell players ahead time “the more you mess with [Trip 
and Grace] the more entertaining it will be.” W1 said she also encourages players to 
play with it “because a lot of the times people tend to like stay in the middle of the 
room or they don’t get near the objects. ...that way there’s a little bit more for me to 
do in the back too.” W3 would flatly reveal her role, even invite players and audi-
ences to see behind the curtain. “I would tell people that I’m gonna be back there.... so 
that they can get the reaction that they want” (W3).  

Some wizards felt it was important to preserve the illusion, as W8 states “I would 
say the illusion is necessary because it frees up this whole possibility of what could 
happen if they like slapped Trip or something.”  According to W6, if players saw the 
wizards they “seemed kind of disappointed. It’s like magic tricks. When you find out 
it’s not fun” (W6). 
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4   Discussion 

While the question of whether the Discourse interface reduced input delay remains to 
be answered in detail, we learned a great deal by exploring alternative wizard infra-
structures.  As expected, the Dialogue typing interface did not require as much mental 
attention, so the wizards initially preferred it. Once we forced them to use the Dis-
course interface and they starting experimenting and understanding how it worked, 
the wizards became more attuned to the course of the story and the emotional level of 
the players and audience members. While the Dialogue interface provided a good 
design from one standpoint (easier to learn and simpler to use), the Discourse inter-
face engaged the wizards as performers of sorts, enabling them to guide the direction 
of the experience as they saw fit.  

5   Conclusion  

In our investigation of the nine non-technical wizard docents that ran AR Façade for 
11 weeks, we found that (with training) the wizards became receptive to the Dis-
course interface where they choose categories of intentionality, not just type in player 
statements. Although it was more difficult to master, the discourse method gave wiz-
ards more control over the course of events. Our wizards reports they would deviate 
from and actively assert players intentions to create a more appeasing experience for 
visitors, as well as for their own enjoyment. 
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Abstract. This paper proposes a fast rendering algorithm for real-time
animation of large crowds, which is essential for video games with a large
number of non-player characters. The proposed approach leaves the min-
imal work of rendering to CPU, and makes GPU take all the major work,
including LOD assignment and view frustum culling, which have been
the typical tasks of CPU. By offloading the rendering overhead from
CPU, the approach enables the CPU to perform intensive computations
for crowd simulation. The experiments show that tens of thousands of
characters can be skin-animated in real time.

Keywords: crowd rendering, skinning, instancing, GPU.

1 Introduction

In interactive environments, animation of large crowds is an area of research that
has been receiving an increased amount of interest. Especially, it is becoming
essential in video games that accommodate a number of non-player characters
(NPCs). A good example of NPCs is a herd of land animals.

This paper proposes a rendering algorithm which is implemented mostly within
GPU. The performance of the algorithm is excellent enough to render tens of
thousands of game characters at real time. The experiment results show that the
proposed algorithm is appropriate for applications which render extremely large
crowds, and require CPU-intensive computation for the crowds simulation.

The organization of the paper is as follows. Section 2 reviews related work.
Section 3 describes the rendering algorithm, which is composed of three phases.
Each phase is discussed in a subsection in detail. Section 4 presents the imple-
mentation and test results. Finally, Section 5 concludes the paper.

2 Related Work

Many works in the area of crowd rendering have adopted the image-based tech-
nique based on impostors [1,2]. Dobbyn et al. [3] proposed a hybrid technique
for large crowd rendering, where polygon meshes are used for characters in close
proximity and pre-generated impostors are used for distant characters. However,
impostors do not support free and fast navigation of the viewpoint.
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In OpenGL and DirectX, rendering an object requires invoking a draw-call.
Suppose an object is repeatedly rendered with a distinct world matrix. Then,
repeated draw-calls are needed. In order to reduce the draw-call overhead, various
instancing techniques have been developed. The early work in instancing handles
only the rigid objects [4,5].

In games, the most popular technique for character animation is skinning [6].
The skinning algorithm is based on a hierarchy of bones, and each vertex in
the mesh is assigned a set of influencing bones and a blending weight for each
influence. A vertex shader implementation of skinning has been reported in [7],
where the bone matrices are recorded in the constant registers. Due to the limited
number of constant registers, however, the vertex shader-based skinning is not
good for rendering large crowds. Wu presented a pixel shader implementation of
skinning [8]. As the animation data are stored in a texture, the algorithm shows
good performances in rendering large crowds.

The most recent algorithm for skinning animation of large crowds is based
on DirectX10, and makes use of the API, DrawIndexedInstanced [9]. The per-
instance parameters are encoded into an array of shader constants, and the
array is indexed using the system variable, SV InstanceID. This is often called
a constant buffer technique.

3 Crowd Rendering

The rendering algorithm proposed in this paper leaves the minimal work of ren-
dering to CPU, and makes GPU take all of the remaining work, including level of
detail (LOD) assignment and view frustum culling, which have been the typical
tasks of CPU. By doing so, CPU can be devoted to expensive computations for
crowd simulation. The rendering algorithm consists of 3 phases, as illustrated in
Fig. 1.

3.1 1st Phase

For a character, an AABB (Axis-aligned bounding box) is pre-computed such
that the AABB is tight but large enough to bound all animations of the charac-
ter. In the current implementation, we have two characters, zebra and gnu, and
therefore use two AABBs.

Let us denote the diagonal length of the larger AABB by l. See Fig. 2. The six
sides of the view frustum are expanded by l/2. Then, each character is reduced

Fig. 1. Flow chart of the rendering algorithm
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Fig. 2. View frustum culling

into a vertex, the position of which is the center of the AABB. The vertices fill the
vertex buffer, and the primitive type is defined to be point list. For each vertex,
its ID is automatically generated as a system variable, SV VertexID. The vertex
shader takes a pair of a vertex and its ID, one at a time, as shown in Fig. 1.

The vertex shader transforms each vertex into the clip space, and the view
frustum into a 2 × 2 × 1 cuboid. The transformed vertex is culled against the
view frustum by the geometry shader, i.e. is tested if it is inside the 2 × 2 × 1
cuboid. If so, the LOD of the vertex is determined using its depth-value.

The current implementation adopts a discrete LOD technique. Fig. 3 shows 3
LODs for zebra. Gnu also has 3 LODs. In fact, zebra and gnu of the same LOD
have similar resolutions.

The geometry shaders output is taken as input to the 2nd phase. (No pixel
shader is invoked in the 1st phase.) For this purpose, the new feature of Di-
rectX10, stream out, is used. The vertex ID and its LOD value are output, one
at a time, by appending them to an output stream object. Fig. 4-(a) illustrates
the output of the 1st phase.

3.2 2nd Phase

A number of instances of zebra or gnu will be rendered at the 3rd phase, using
an instancing API of DirectX10. Note that instancing requires a single LOD, i.e.

Fig. 3. LOD characters
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Fig. 4. Output streams

a single-resolution mesh. However, the output of the 1st phase is a mixture of
different LODs. The 2nd phase sorts the output of the 1st phase into appropriate
LOD buffers such that all of the characters in an LOD buffer have the same
resolution mesh. As 3 discrete LODs are used in the current implementation, 3
LOD buffers are created.

An LOD buffer is populated by invoking a draw-call, and we need 3 draw-calls
in total. For each draw-call, the vertex shader is passed through, and the geom-
etry shader collects the vertices (reduced characters) that share the common
LOD value. Fig. 4-(b) illustrates the output of the 2nd phase.

3.3 3rd Phase

The last phase of the proposed algorithm performs skinning animation for each
instance. For this purpose, the constant buffer technique [9] has been adopted.
Both of the geometry data and the animation texture remain fixed for the entire
animation. In contrast, the instance buffer implemented in the constant buffer is
repeatedly updated. After the instance buffer is updated, the 3-phase rendering
starts. Let us return to Fig. 4-(b), the output of the 2nd phase. For each LOD
buffer, DrawIndexedInstanced is invoked, i.e. we need 3 draw-calls. Each element
in the LOD buffer works as an index into the instance buffer. The appropriate
LOD mesh is world-transformed, and then skin-animated using the animation
frame extracted from the animation texture.

4 Implementation and Test Result

The proposed algorithm has been implemented in C++, DirectX10 and HLSL
on a PC with Intel Core2 Duo E6400, 2GB memory, and ATI Radeon HD 2900
XT 512MB. For experiments, two characters, zebra and gnu, are used, each with
44 bones. For both, the finest resolution mesh consists of 1,000 polygons.

Fig. 5 shows the frame rates of the proposed rendering algorithm, where the
percentage indicates how many characters are inside the view frustum. For ex-
ample, a scene of 5,000 characters is rendered at 31 fps when 4,500 characters
(90% of 5,000 characters) are inside the view frustum. For analysis, the charac-
ters are uniformly spread within the view frustum such that about 1/3 of the
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Fig. 5. Performance visualization

Fig. 6. Rendering results

visible characters is sorted to an LOD buffer, i.e. each of the 3 LOD buffers con-
tains about 1,500 characters. Obviously, the frame rates get higher when more
characters are discarded through view frustum culling.

Fig. 6 shows snapshots of rendering 20,000 characters. The average percentage
of the characters inside the view frustum is 27%, and the average FPS is 15.
For crowd simulation, the flocking algorithm of Reynolds [10] is used, but any
simulation technique can be integrated with the rendering module.

5 Conclusion

This paper presented a rendering algorithm for real-time animation of large
crowds. The rendered scene shows tens of thousands of game characters, each
animating in different poses, rendered using just a few draw-calls. In the current
implementation, 7 draw-calls are needed in total. The rendering algorithm is
implemented mostly within GPU. By offloading the rendering overhead from
CPU, it enables the CPU to perform intensive computations for the crowds
simulation.
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Abstract. In traditional video games, players are used to handle well known 
devices such as a keyboard or a mouse. In a pervasive game, no virtual world 
exists, since players evolve in a real environment. Hence, new kinds of interac-
tion devices are needed. The physiological approach presented in this paper is 
one of the most promising solutions. We have build our own sensing tee-shirt 
on which physiological sensors are sewed. It makes it possible to monitor in 
real time the players’ physiological states with a minimum of mechanical con-
straints.  

Keywords: Wearable Computing, Physiological Sensor, Embedded System, 
Video Game. 

1   Introduction 

Our work is part of a national funded project named PLUG (PLay Ubiquitous 
Games). The aim of PLUG is to propose a new way for people to visit a museum. The 
base idea of this novel approach is to turn agreeing visitors into players and the mu-
seum into a game are(n)a. 

Each player will be given a mobile platform, such as a mobile phone or a Personal 
Digital Assistant (PDA). This device makes it possible for the player to receive in-
formation from the game server. Traditional interactions between players and the 
game will be performed through this device, which will be linked to the game server 
by a Wi-Fi connection (Fig.1). The other technological gaming elements, such as 
RFID tags or beacons, will be disposed in the museum. According to the game sce-
nario, players will have to interact with them in order to complete various challenges. 

In this project, our work package consists in proposing a new kind of interaction in 
the game environment. The idea is to sense the physiological state of each player and 
to feed the game engine with these new signals. Hence, for our game, feelings, to-
gether with geolocalization, become one of the most important interface between the 
player and the game, making the usual gestual (through standard gaming devices) and 
visual interface (through screens) unusable. 
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Our ultimate goal is to bring up a precise psycho-emotional state of the player. Al-
though this approach is new in video games, we are however guided by studies relat-
ing to emotions. Indeed, psychophysiology tries today to reveal human emotions 
according to several biometric signals. It also studies the effects of the affect on hu-
man physiology [1]. 

In the next sections of this article, we present the work accomplished until now. It 
relates mainly to the sensors and their assembly on the player. We also detail the test 
protocol set up as well as the first results obtained. Lastly, we conclude by explaining 
the next stages that should transform this preliminary work into a central component 
of the middleware developed for PLUG. 

2   Hardware Description 

Each player will be equipped with specific sensors. We chose to detect the following 
physiological variables: the electric activity of the heart (EKG), the muscular electric 
activity, the skin temperature (ST), the galvanic skin response (GSR), the breathing 
rate (Br), the blood pressure (BVP) with the method described in [7]. In addition to 
those sensors, we have associated a tri-axis accelerometer whose purpose is to raise 
ambiguities when dealing with close physical or physiological states. For example, 
does the heart rate increase because the player started to run or because he/she is 
stressed? 

The Br sensor is based on a variable resistor whose value depends on its physical 
deformation. The electrodes used for the EKG are Red Dot (3M). For the final sensor 
tee-shirt, they will be replaced by textile surfaces integrated into the sleeves, as in [4]. 
The temperature sensor is a LM385, sewed so that it is in contact with the skin. The 
accelerometer is a ADXL330 (from Analog Devices Inc.). The GSR sensor is inte-
grated in a glove worn by the player. 

The set of sensors is connected to the ATMEGA168 (ATMEL) microcontrolor of 
an Arduino board [2]. We chose this particular board for our tests for two main rea-
sons. Firstly, because the GUI and the progamming language close to C++ make it 
very easy to use. Secondly, because a great community of developers exists around 
this material and many shared examples and projects can be found. 

The link between the Arduino board and the distant data processing system is 
made by a point-to-point ZigBee radio connection implemented through XBee mod-
ules (Maxstream). Here also, this particular material was chosen for its simplicity but 
also for its already tested use in contexts close to ours, like house automation or 
health monitoring [3]. 

The communication between the embedded ZigBee module and the PC is made 
through a FT232 (FTDI) interface which makes it possible to set a virtual serial port. 

All sensors and electronics are sewed on a cloth, making it very easy for the player 
to literally wear the sensors. The tee-shirt textile is stretchable in order to fit various 
players’ shapes and to ensure that the electrodes are well plated on the skin. Figure 1 
shows the various zones reserved for the various sensors on the tee-shirt. The choice 
of these various zones was made by seeking the best compromise between an ideal 
placement for collecting strong signals and the least possible constraining or awkward 
placement for the player.  
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Fig. 1. Position of the various sensors on the tee-shirt, wireless Zigbee and Wifi networks 

Moreover, the assembly is made in such a way that wires can slide while arms are 
moving. A strong constraint of the device is that it must be sufficiently light and dis-
crete to be installed quickly on visitors of the museum. Moreover, it must allow a total 
liberty of action for the player, without any handicap of weight or handiness. Any 
exemption from this rule could lead visitors to avoid playing the game or to give up 
during a game session. 
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3   Experimentation 

In the field of psychology, there is a great number of works relating to physiological 
measurements of psychological phenomena [6], [7], [8]. Our purpose is not to remake 

Video game events
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Player’s actions
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these experiments. We want to rely on those works and show that our device answers 
some of the criteria known and validated by the professionals of this field. To do so, 
we test users in a passive mode. In a second stage to come, the interactivity will be 
integrated to achieve our goal of emotionnal driven video games. To do so, we will 
have to build the emotional identity card of the player with which it will be possible 
to imagine some new game designs. 

The following table gives some examples of feelings according to physiological 
variations [9]. The combination of various measurements make it possible to distin-
guish the type of emotion. This distinction is reinforced by the accelerometers. 

Our test bench is composed by the sensors carried by the user, but also by a camera 
and a microphone that record the user and finally by a video submitted to the user. 
The camera and the microphone make it possible for this first phase of tests to put in 
correspondence the physical behavior (body, verbal,…) and the physiological behav-
ior of the user. The movie watched by the user is an edition carefully timestamped of 
still images, sounds, movie extracts that are (or not) emotionnally charged. It thus 
includes calm and key periods. 

The user wears the tee-shirt and a mitten on which sensors take place. Measure-
ments are taken remotely thank to the zigbee module. In order to avoid the emotional 
parasites, the user is isolated and installed comfortably in a room slightly enlightened 
in front of a screen. The screen includes an almost invisible camera and a micro-
phone. The film is projected during a fixed duration (around 26 minutes). 

The perception and emotional reactions being different from one user to the other, 
we decided to test two groups of adults: a female group and a male group in the same 
proportion. A set of 10 people currently lends itself to our experimentation. This 
phase enables us to adjust the device. The results are stored in files and will be ana-
lyzed at the end of the process. A real time visualization tool of the sensors signals  
confirms that the participants reactions seem in conformity with what was awaited. 
For example, while degusting images were displayed on the screen, the remote visu-
alization tool depicted heart activity and a skin temperature falloffs (Figure 2.). The 
complete analysis and filtering of the results will be decisive for the choices of the 
significant elements to retain. 

ST

EKG

 

Fig. 2. EKG and ST curves while the right picture is displayed with a scream of terror sound 
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4   Discussion and Future Work 

Taking into account sensors values in a video game can be done in two different 
ways. The first and most simple one consists in the use of the raw data by the game 
engine. It will thus modulate in real time the scenario according to values of one or 
more physiological variables. For example, the aiming cross in a FPS game can shake 
increasingly when the heart beat or the galvanic skin response are getting to high. 

The second manner to deal with signals is to try to interpret the variations of the 
whole or a part of recorded physiological variables, in order to bring up a more pre-
cise psycho-emotional state and send according events to the game server. 

This second way of dealing with emotions is much more interesting and is our 
goal. It would make it possible to provide to the game designer some new tools which 
could help : 

- to conceive and/or validate its traditional game design by finding out if the 
user really senses the action as it was imagined, 

- to develop an adaptive scenario based on the emotions of players, 
- to simply take into account the user’s emotion like any other traditionnal 

way of interacting. 

First feedbacks from the tests show that all sensors do not work properly during the 
sessions lengths and should be tuned before a second bunch of test. Some artefacts 
appear once in a while on curves and may be caused by some interferences between 
sensors. This problem should also be seriously considered. 

Our work will continue with the analysis of signals. Recorded signals should be 
imported in MathLab in order to ease the determination of the right computations 
needed to extract feelings. If this step succeeds, we will then code the right filters 
within our visualization tool to trigger feeling events. The last step before the game 
designer can truely take into account the player’s emotion in its scenario will be to 
feed the game engine with the feeling events. 
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Abstract. Human communication is fostered in environments of regional com-
munities and cultures and in different languages. Cultures are rooted in their 
unique histories. Communication media have been developed to circulate these 
cultural characteristics. The theme of our research is “Cultural Computing”, 
which means the translation of cultures using scientific methods representing 
essential aspects of Japanese culture [1]. We study the reproduction of a tradi-
tional Japanese Haiku by computer. Our system can abstract an essence of hu-
man emotions and thoughts into a Haiku, a Japanese minimal poem form. A 
user chooses arbitrary phrases from a chapter of the essay “1000 Books and 
1000 Nights” [2]. Using the phrases chosen by the user, our system generates 
the Haiku which includes the essence of these words. 

Keywords: Poem, Haiku, Haiku generation, Art, Interactive art. 

1   Introduction 

Haiku is a Japanese classical poem style with minimal length of five-seven-five char-
acters including a seasonal word called “Kigo.” The original form of Haiku was 
called Hokku and in the late 19th century Shiki Masaoka revised it and finally estab-
lished the present form of Haiku [3]. Haiku include various imaginative expressions 
and thus has been applauded by many people. Haiku is a story that generates context - 
the shortest story in the world. Known as the first great Haiku poet in the Japanese 
history, Matsuo Basho is responsible for “Oku No Hosomichi”, a prime example of 
his work [4]. 

We developed a new interactive system, “Hitch Haiku”, which supports a user for 
composing a Haiku. The user inputs some words into the system, and the system 
composes phrases consisting of five-seven-five characters which most fit with the 
user inputs. The system is called Hitch Haiku as it generates a Haiku “hitching” the 
phrases chosen based on the user inputs. If the user does not like the composed Haiku, 
the user can modify the Haiku and make the system to learn the composition of better 
Haiku. Hitch Haiku is one of the automatic poem generation systems. In 1959, Theo 
Lutz developed a system of poem generation for the first time [5]. The system only 
showed words at random based on grammatical rule, and could not generate a poem 
in its real meaning. In 1971, for the first time Masterman developed the generation 
system of a Haiku [6]. By rearranging the words which users chose from the pull 
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down menu in the interaction process the system generates a Haiku. However, in 
these interactions, users could input only a few limited words into the system. 

In the field of Interactive Art or Game, the quality of contents is important [7]. But 
in these cases only simple techniques have been used. On the other hands, in the field 
of AI, many researchers have been using various kinds of technologies to find some 
relations among input words/phrases by users and to compose answers in relation to 
these inputs [8]. These techniques have been often used, because using one of these 
techniques they can develop an interactive system that can achieve relatively interest-
ing interactions. But the relations they try to find out and they try to use in their sys-
tems are static, and the quality of their interactions have been mostly dependent on the 
quality of the relations given beforehand. 

Based on his long carrier as an editor and a philosopher, Matsuoka fund four sev-
eral basic forms called “Thoughtforms,” that exist as basic forms of relations among 
things [9]. By tracing and re-constructing some relations indicated by “thought-
forms,” Tosa and Matsuoka created an art work called “i.plot”, which displays dy-
namically hidden relations and contextual emergences of English, Chinese Character, 
and so on [10]. As this technique can re-construct interesting relations and enable to 
generate Haiku poems, we apply the technique to our system. Furthermore in our 
system we included the learning function. If the users do not like the generated Haiku 
based on the users inputs they can modify the Haiku. The whole process is observed 
by the system and it learns method of generating better Haiku using these examples. 
The more the users play with our system, the better relations among words/phrases 
our system learns, and the better Haiku our system can generate. 

2   Process of Generation 

Our system generates a Haiku according to the following process (Fig. 1). We de-
scribe the detail of the process below. 

(1) A user chooses arbitrary phrases from a chapter of a famous Japanese essay 
called “1000 Books and 1000 Nights”, which introduces more than 1000 books cover-
ing many genres from all over the world [2]. 

(2) The system carries out a syntactic analysis for each of the phrase and detects a 
basic form of noun or a verb from each phrase. 

(3) Then the system composes a phrase of a Haiku by adding a special proposi-
tional particle called “Kireji”, which not only separates a Haiku into three phrases but 
also gives each phrase a Haiku-like feeling. 

(4) In addition to these phrases the system tries to generate new phrases so that the 
combination of the phrases would expand the imagination of a reader/listener. For this 
the system uses six types of databases; Haiku thesaurus, Kigo thesaurus, idiom the-
saurus, case frame of onomatopoeia, thesaurus, and case frame. 

(5) From these databases, the system searches the phrase which is most related to 
the user inputs. 

(6) The system scores all phrases using the following weights: Haiku thesaurus is 
3, Kigo thesaurus is 3, idiom thesaurus is 3, case frame of onomatopoeia is 3, thesau-
rus is 3, case frame is 1, user’s relation is 5. If a phrase includes two or more related 
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words, the system sums the score respectively. The system chooses one of the phrases 
with the highest score, and by presuming the season of the Haiku from the user inputs 
choose a Kigo using the Kigo database (Fig. 2). 

 

 

Fig. 1. Haiku generation process 

 

Fig. 2. Selection of the phrase with the highest score 
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(7) The system translates Japanese Haiku into English Haiku using the translation 
system, “Language Grid” developed at NICT [11]. Language Grid has many diction-
aries of translation in many communities. By choosing and using a suitable dictionary 
of a Haiku community in all dictionaries and by using it, Language Grid translates 
phrases. 

(8) If the user does not like the generated Haiku, the user can modify the Haiku 
phrases and register these new phrases in the system. We assume that the user inputs 
have strong relativity with the phrases modified by the use. The system adds the rela-
tions between the user inputs and the morphemes of the modified phrases into the 
database, thus the system learns the new relativity. 

 

Fig. 3. An example of the phase selection 

Figure 3 shows an example of the selection process where two words “snow,” and 
“cotton” are selected by an user. First to each input word, the most relevant Kire-ji is 
selected so that two phrases composed from these words would have five or seven 
characters. As Haiku consists of three phrases, it is necessary to generate one more 
phrase. For this, the system searches the words related to “snow” and “cotton,” from 
the database. Form the thesauruses, “pearl, sand, cotton” are found, and from Haiku 
thesauruses, “snowshoes, snow a little, melt snow,” and so on. Then again using the 
database the system searches Haiku phrases which include these words scores each of 
these obtained phrases. For example, the phrase, “As if he bitted sand” is scored 3 
because the word “sand” is including in the thesaurus whose score is 3, and “A silver 
frost on the air” is scored 6 because “a silver frost” is included in the Kigo thesaurus 
whose score is 5 and “air” is included in the case frame whose score is 1. The system 
chooses the phrase, “A silver frost on the air”, as it has the highest score. Thus the 
system generates a Haiku by “hitching” the user inputs. If the user does not like the 
generated phrase ”A silver frost on the air,” he/she can modify the phrase to new 
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phrase, for example ”Like the wind on the air.” Then system adds the relations be-
tween “snow” and “air,” “snow” and “wind,” into the system. (Here, snow and air  
are the user inputs, wind is a morpheme of the modified.) 

Table 1. Examples of the database contents 

 

3   Database 

We have prepared six types of databases. The case frame database (with about 31,000 
records) describes the relation between verbs and nouns. The thesaurus database (with 
about 32,000 records) is constructed by classifying words with similar meaning into 
one category. It is constructed based on a general thesaurus dictionary. The Haiku 
thesaurus database (with about 2,500 records) is constructed by finding relationship 
among entries in a general Haiku dictionary. The Kigo thesaurus database (with about 
13,000 records) is constructed by setting a Kigo (a seasonal word) as its entity and 
various kinds of expressions as its contents. The Idiom thesaurus database (with about 
1,300 records) contains words as its entries and various kinds of idiom phrases fre-
quently used in Haiku poems. The Case frame of onomatopoeia (with about 8,800 
records) contains the relation between an entry word and various kinds of onomato-
poeias that are used in relation to the word. The database of user’s relation contains 
the relation between the user input and the morpheme extracted from a phrase modi-
fied by the user. The records in this database increase whenever users make any revi-
sion to a generated. Some of the examples of the records in this databases are shown 
in Table 1. 
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4   Interaction Example 

We show an example of Haiku generation by our system. 

(1) First if an user logs in the system, he sees a map of the City of Book (Fig.4). 
(2) By manipulating a mouse, he can walk around in the city. 
 

 

Fig. 4. An example of the map of the City of Book 

 

Fig. 5. Selection of words/phrases 
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(3) If he finds an interesting keyword of a book at particular points of the city, and 
clicks the keyword, he sees the title and the author of the book. By clicking again, he 
sees the essay of the book contained in “1000 Books and 1000 Nights.” 

(4) When the user marks some words on the essay using a pen or an ink brush, the 
Haiku system generates a Haiku based on the marked words (Fig.5). 

(5) If he does not like the generated Haiku, then he can modify and save it. 
Figure 6 shows an example of generated Haiku. In Fig. 5, an user selected “Zen” 

and “ink.” The system chooses the word “god” that comes from “Zen” using the 
thesaurus database then chooses the phrase “The one of the seven gods of Good Luck” 
based on the algorithm described above Finally, the system generates the Haiku, 
“Even Zen, The one of the seven gods of Good Luck, It’s in Ink.” 

 

 

Fig. 6. An example of a generated Haiku 

5   Conclusion 

In this paper we proposed an interactive system which supports an user for composing 
a Haiku. Haiku is a short poem with an abbreviation. Atmosphere and emotion of 
Haiku is also part of the abbreviation. Based on the algorithm we have developed, we 
found that sensitive atmosphere and emotion which even we could not expect 
emerges. We have exhibited this system at ACM SIGGRAPH 2007 and obtained 
fairly good responses from the visitors [12]. 

There are several issue for further studies. To increase the contents of each data-
base is one of the important issues. As this system was originally developed for the 
purpose of Japanese Haiku generation, the process of the translation into English 
needs a further improvement. At the same time our future target is a system that 
would support the generation of Haiku based on an interaction between the system 
and user. So far, what users can do is only to select several phrases/words from texts 
they like. Although this would be relevant to give a beginner a feeling of Haiku gen-
eration, experts would need a system that would really help their creation process. To 
achieve this target starting from our present system would be a big challenge. 
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Abstract. The immersive Earth Theater at Carnegie Museum of Natural History 
(CMNH) uses CaveUT and the Unreal Engine for real time virtual tours as part 
of public and educational programming. Research conducted comparing the 
theater with desktop displays shows immersion is a powerful tool, helping 
people create more connections. Content builds on the museum’s strengths and 
includes dinosaurs, an Egyptian temple and a Seneca village. CMNH has 
tremendous expertise in traditional tours, combining skills of storytelling, 
communication, leading group dynamics, timing and humor to convey and con-
textualize the topics. This background is just as critical to great virtual tours as 
the beautiful, complex and natural graphics.  

Keywords: CaveUT, DomeUT, Earth Theater, Educational Games, Informal 
Education, Dome, Portable, Egypt, Oviraptor, Dinosaur, Virtual Reality, Mixed 
Reality, Unreal Tournament, Unreal Engine, Immersive, Tour, Constructivist. 

1   Introduction 

The Earth Theater at Carnegie Museum of Natural History is a partial dome display, 
210 degrees wide by 30 degrees high. It seats sixty people within the curve of its 
screen and is equipped with surround sound. Interactive content for the Earth Theater 
is based on the CaveUT freeware and the Unreal Engine v2.5 [1]. The software 
employs a small network of computers driving five projectors which project onto the 
main screen to provide a single contiguous view of the virtual environment. 
Prospective effects and spherical warping are accomplished by the VRGL freeware 
[1], a modified OpenGL graphics library. 

While making a presentation in the Earth Theater, the tour guide interacts with the 
audience while navigating through virtual space using a wireless control device. Just 
as with a physical exhibit, the tour guide is able to order the presentation and focus on 
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individual features according to the needs of the moment—essentially an exercise in 
storytelling. Unlike a single flat screen, the curve of the Earth Theater provides an 
immersive space enabling the viewers to be “in the world”. It also allows the tour 
guide to explain more and navigate less while using the full sweep of the view to 
juxtapose related elements. 

Our interactive shows will also display on standard desktop computers, traveling 
Discovery Dome and a Vision Station™. We will present additional display devices 
and our most developed applications. 

2   The Virtual Egyptian Temple 

The Virtual Egyptian Temple [2] has no real-world analog, although it contains ele-
ments from existing temples. It correctly embodies the key features of the typical 
New Kingdom period Egyptian temple in a way that is accessible for an untrained 
audience. Some differences are made for the sake of presentation. For example, the 
hieroglyphics are larger than they would be in an actual temple to make them more 
legible. Nevertheless, the scale and proportions of the spaces are correct; the temple 
has the minimum required areas (e.g. one Courtyard); the hieroglyphics make the 
appropriate statements; murals and statuary are in appropriate locations; and so on. 
The temple is thematically integrated with the museum’s Walton Hall of Ancient 
Egypt collection, with virtual duplicates of some of the artifacts there.  

 

 

Fig. 1. The Virtual Egyptian Temple as it appears in the Earth Theater 

3   OvirapTour 

The museum developed OvirapTour to accompany the opening of a new exhibit, 
Dinosaurs in Their Time. This three room, virtual mini-museum houses all of the 
fossils necessary to lead audiences through the evolution of dinosaurs to birds. A 
fossil and a fleshed-out recreation of Ovirator philocerotops begin the story. It  con-
tinues with the earliest known feathered dinosaurs and earliest known birds. The high-
light is a highly detailed model of CMNH’s unnamed oviraptorosaur and an ostrich, a 
very similar modern bird. Part of the challenge for this model was to design it in a 
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Fig. 2 and 3.  Line up of ostrich, ostrich skeleton, Oviraptor skeleton and Oviraptor in Ovirap-
Tour playing at CMNH 

pipeline for a real time engine despite the complexity required for scientific accuracy. 
Additionally, it is rigged for animation for use in functional morphology research.   

4    Gates of Horus 

Gates of Horus is an interactive learning game based on the Virtual Egyptian Temple. 
The player uses a cordless mouse and a special on-screen(s) cursor to click on indi-
vidual features of the temple. This prompts the priest in that particular area to explain 
that feature’s meaning. To progress from one area of the temple to the next, the stu-
dent must answer all of the priest’s questions for that area. When the student correctly 
answers all of these questions, the gateway to the next area of the temple opens, and 
the student explores and learns in the same way. The student wins the game when s/he 

 

 

Fig. 4. Children play the learning game, Gates of Horus, in the inflatable dome. Image courtesy 
of Elumenati [3]. 
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answers all of the questions from the priest in the inner sanctuary. Metaphorically, 
this makes the divine image of the god speak and bring the blessings of heaven to the 
land of Egypt.  

We used Gates of Horus for a learning experiment [4], where some students played 
the game on a desktop computer while others got to (individually) use the entire Earth 
Theater as their personal display. Those who used the Earth Theater demonstrated 
more and better knowledge of the temple when asked to give a guided tour of the 
temple. This is one of the very few experiments to actually demonstrate that visual 
immersion can convey a learning advantage. We believe that the key is to provide a 
learning activity which truly benefits from the visual immersion and a topic where an 
inside view of something is informative.  
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Abstract. The ability to simulate a seaport environment, including illicit cargo 
and the sensors designed to detect such cargo, allows the evaluation of alterna-
tive detection methods in order to improve security at our nation’s seaports. We 
describe our progress towards this goal. Specifically, we describe our modeling 
of threats at a particle emission level, modeling of sensors as particle detectors, 
modeling of the seaport dynamics (e.g, ships, cargo containers, cranes, trucks), 
and how the particles interact with the various structures and materials in the 
seaport environment as the cargo moves through the seaport. Ultimately, this 
simulation will serve as a testbed for the evaluation of sensor network data col-
lection, fusion and decision making for threat detection in a seaport environ-
ment. 

Keywords: Simulation, seaport, particle propagation, sensor modeling, secu-
rity, threat detection. 

1   Introduction 

Advanced approaches to threat detection for homeland security will involve much 
more non-human intervention via networked sensors and autonomous platforms. 
Modeling and simulation of these integrated components is necessary for making 
decisions about deployment and evaluating the intelligence derived from their surveil-
lance. Individual models and simulations of these components exist, but the modeling 
and simulation of the network of components, considering the physics of the sensors, 
the physics of the threats to be sensed, and the low-level interaction of the stimulus 
with the environment, has yet to be addressed. 

For example, suppose we suspect a nuclear weapon of mass destruction (WMD) is 
hidden in cargo container destined for a U.S. seaport. What sensors should be de-
ployed, and where, based on the likely signature of the threat (e.g., gamma emis-
sions), the available sensors (e.g., gamma detectors) and sensor locations (e.g., indoor 
vs. outdoor), and details of the environment (e.g., intervening metal, stone, wood, soil 
or water)? Modeling the components of this scenario and simulating their interactions 
will help determine the proper course of action to maximize the ability to detect and 
locate the threat. Related approaches to simulating the seaport environment exist 
[5,7], but they focus on a one-shot computation of detection rates and wait times 
based on higher-level mathematical relationships among the relevant factors, and they 
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do not realistically visualize the real-time 3D aspects of the environment, which can 
be instructive in understanding the evaluation of detection methods. 

The purpose of this simulation is to accurately model the information flow from 
the environment to enable the development and evaluation of large-scale, information 
fusion and data mining techniques to support decision making. Here we describe the 
modeling and simulation of the threats, sensors and seaport equipment in order to 
support the goal of evaluation and the automation of the decision-making process. 

2   Threat and Sensor Modeling 

We are developing a model of threat devices at the particle-emission level using parti-
cle tracking within the Torque Game Engine [8] and the Ageia PhysX processor [1] to 
track particles emitted from a point in all directions (as depicted in Fig. 1). We track 
particles and model their interactions with various materials in the environment at the 
particle level (e.g., refractions and absorptions, as well as reflections). Sensors are 
also modeled at a low-level, and the collision of particles with sensors simulates the 
level of activation of the sensor. These sensors readings (simulated or real) contribute 
to the flow of information from the seaport environment. 

 

   

Fig. 1. Threats (left) are simulated as omni-directional particle emitters (middle), and sensors 
are simulated as particle detectors (right) 

The main challenge with modeling these types of threats and sensors is for the par-
ticles in the environment to act in a realistic way, despite the computational chal-
lenges of tracking vast numbers of particles at relativistic speeds. One approach is to 
use Monte Carlo simulation tools (e.g., MCNP [3]) which exist to accurately handle 
radiation particle interactions with given materials. Using data generated by such 
tools will allow us to better represent realistic behavior.  

We are using several tactics to address the computational challenges. First, it is un-
realistic to model millions of particles in the environment, so we are using a more 
modest number of larger objects to represent a group of particles. Rather than trying 
to keep track of lots of little particles traveling and colliding all over our scene we are 
instead launching much larger (anywhere from 20 to 100 times the original size) ob-
jects. A similar approach has been taken to real-time sound propagation in games [6]. 
This has the benefit of drastically decreasing the computational load, as well as allow-
ing us to simulate a much larger number of particles active in our environment. Sec-
ond we are trying several “delivery systems” (using built-in particle emitters, 
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projectiles, third party physics engines, etc.) to determine which will be the most 
system-resource efficient.  One of these methods is the Torque Game Engine’s (TGE) 
[8] built-in particle emitter. This required changes to the engine code to allow custom 
collisions between the particles and the objects in the environment (e.g., reflection, 
refraction, and absorption depending on particle energy and object material). How-
ever, not having enough control over how the particles were being emitted (one at a 
time vs. waves like we wanted) caused us to look into a different direction. 

The second approach we looked at was just launching the particles with the en-
gine’s projectile system. This allowed us to control exactly how many objects we 
were launching and how they were launched. So we used this to launch our particles 
in a sphere from the desired launch point and set the velocity as high as we could 
while still being able to collide with everything we desired. In an attempt to decrease 
some of the computations required of the main processor, we looked at importing a 
3rd party physics engine, Aegia’s PhysX engine [1], into the TGE. Eventually we 
were able to have the PhysX card handle all of the collisions, and just update the TGE 
of their locations. Since we had a separate processor handing collisions, this allowed 
us to have many more objects active in the environment at once and use the same 
functionality as in TGE’s projectile system, easily creating and launching particles in 
any direction. Custom collisions were handled using call backs that allow us to define 
pairs of objects or groups of objects as collision pairs, which prompts the PhysX en-
gine to make these function calls when objects of pairs collide. This allowed us to 
perform custom collisions between the objects that we desired, but having these call-
backs fired for all of the primary objects in our environment might be too much of an 
overhead to handle. We are still working to clear up some of these issues. 

3   Seaport Modeling 

For our simulation we have decided to focus on operations performed by ships, 
cranes, yard hustlers (trucks), pickers, and trains in their movement of cargo. Cargo 
and modes of transportation were modeled in the Blender open-source 3D modeling 
tool [2]. All models were based after photos of seaport machinery (mostly high reso-
lution images from seaports and the Navy). This has allowed us to determine some 
semblance of scale and proportions between the models. Renderings, models, and 
sources for the various finished components can be found via the project’s web site at 
http://www.eecs.wsu.edu/sgl (the WSU Simulation and Gaming Lab). Fig. 2 illus-
trates these models in Blender and as viewed in the Torque Game Engine. 

After models are finished their basic operations within the game engine are imple-
mented via Torque Script, a proprietary scripting language that takes advantage of 
hooks within the engine, such as collision events, timed triggers, and basic physical 
properties (such as mass and elasticity). Implemented functionality includes methods 
for lifting, transferring, and carrying cargo for all modes of transportation. 

The real time aspect is not strictly necessary for experimental results. However, in-
cluding it provides a blend of simulation and data visualization that opens additional 
uses of interest to a wider audience of users. For instance an accurate real time simu-
lation could possibly be useful to seaport workers in determining security holes intro-
duced after sensors are disabled in an accidental collision or during adverse weather 
conditions. 
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Another project with similar aims is the L3DGEWorld data visualization tool for 
network analysis [4]. This project utilizes OpenArena (a derivative of the Quake III 
Arena game engine) to reflect network activity, and players actions as network com-
mands (such as blocking IP ranges). While the environments differ considerably, both 
have a similar goal of allowing users to sift through sizable amounts of real-world 
data via a player. One lesson we take from this project is to abandon realism at times 
in favor of usability (such as providing a HUD or aerial view upon request). 

 

   

  

Fig. 2. Models of the ship, cargo containers and crane in Blender [2] (top three). Seaport mod-
els viewed in the Torque Game Engine [8] (bottom two). 
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Abstract. Brain-Computer Interfacing (BCI) has found applications for dis-
abled users. Progress in BCI research allows looking at applications for ‘abled’ 
users. For these applications users have other demands, and they will be critical 
about devices that limit physical movements and that require long periods of 
training. Prototype BCI applications now appear in the domain of games and 
entertainment that aim at adapting and controlling a game using brain signals in 
addition to traditional physical and mental abilities. 

1   Introduction 

Brain-computer interfacing (BCI) has seen progress in the medical domain, for exam-
ple for prosthesis control or as biofeedback therapy for the treatment of neurological 
disorders [1]. Due to this progress we now see attempts to introduce BCI outside the 
medical domain [2,3,4]. Presently, BCI in human-computer interaction research as-
sumes that devices to measure brain activity patterns can be non-invasive, similar to 
offering the user a mouse, a keyboard, a camera, a joystick or a Wii-like controller. 
The most common way to get information from a user’s brain is to use an EEG (Elec-
troencephalography) cap. Such a cap is equipped with sensors (electrodes) that detect 
activity from different brain regions associated with different brain functions (affect, 
perception, imaging, movement …). Today’s non-intrusive EEG-based BCI technol-
ogy allows patients to communicate with the outside world and it allows patients to 
control prosthetic devices. Moreover, it allows ‘situational disabled’ users, that is, 
users who are able to use hands, feet, gaze, etc., to add an extra control modality to 
their abilities. Think of a pilot in a fighter plane, a manager in a crisis situation, or a 
gamer trying to reach a next level in a game. 

2   BCI Developments and Applications 

In BCI research and technology for games and entertainment we distinguish devel-
opments in the following areas: (1) BCI research that allows us to collect information 
from brain activity that informs us about the cognitive state of the user. Such informa-
tion can be used to adapt a game or an interface to the user; (2) BCI research that 
allows us to develop applications where information derived from brain activity al-
lows us to control an application. In this case brain activity can be evoked ‘externally’ 
using certain stimuli, or it can be evoked by the gamer in order to address certain 
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challenges offered by the game; (3) Mainstream BCI research that aims at distinguish-
ing and classifying brain activity in different regions of the brain using pattern recog-
nition and machine learning algorithms in order to get knowledge about the cognitive 
state of the user or to recognize the user’s mental control meant to progress in the 
game; (4) BCI research that aims at developing hardware and software that allows 
unobtrusive interfacing with BCI applications; hence, no long periods of training and 
calibration, and no extensive preparations before a user can start. 

We can look at these issues in some detail: 

Control by affective state: Measuring cognitive activity allows us to detect what the 
user is experiencing during specific tasks. Such information allows the interface to 
decrease or increase task load, or, in the context of games, to increase or lower the 
difficulty level of the game. There are other ways to infer cognitive processes that 
provide us information about interest, attention, confusion, frustration, irritation, re-
laxation, satisfaction, fatigue, boredom, etc. Other behavioral and physiological 
measures are possible, and in game environments we certainly want and have the 
possibility to get information from eye gaze, facial expressions, body movements and 
physiological information other than brain activity (hearth rate, blood pressure, skin 
conductivity). Dynamically tailoring the game to the affective state of the user allows 
the application to adjust the information flow and to provide effective and pleasant 
feedback, keeping the user in the flow of the game [5]. 

Issuing commands by brain signals: What brain activity can be induced by the gamer 
in order to control the game? In addition, can the game environment be designed in 
such a way that at certain game decision moments it evokes brain activity to choose 
among possible alternatives? Various kinds of brain activity that can be used for game 
control can be distinguished. We can look at brain activity related to imagining 
movements, activity that occurs when an anticipated event really happens, activity 
related to a difficult mental task, or activity that is explicitly and externally evoked in 
order to guide the user in decision making. For example, imaging a movement of your 
left foot, imagining a movement of your index finger, or imagining a movement of the 
tip of your tongue, all these imagery movements lead to distinguishable brain activity 
in the motor cortex of the brain. Similar activity in similar regions of the motor cortex 
appears when executing or intending to execute such movements. Hence, there is a 
natural mapping from imagining movements to having these movements executed in a 
prosthetic device, a robot or as commands in a game environment. Event-related po-
tentials (ERPs) are evoked by external stimuli to which the brain responses automati-
cally. Other brain activity can be evoked by artificial stimuli such as, for example, 
flickering lights on a screen. Clearly, games can be designed in such a way that such 
stimuli are a natural in the game. 

Developments in BCI technology: In current BCI research we see the use of EEG 
caps with 32 until 256 electrodes to measure brain activity. We do not know whether 
so many electrodes are necessary for useful game applications. We see also the use of 
EEG in combination with EMG (electromyogram) techniques. Rather than being 
happy with additional sources of information, BCI researchers often consider influ-
ence of muscle and eye movements as artefacts that have to be discounted. We can 
not expect that current EEG caps will become part of a gamer’s equipment. In addi-
tion to being expensive, it is not necessarily the case that for games we need up to 256 
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electrodes measuring activity from various parts of the brain. Moreover, setting up a 
BCI session takes too much time, requiring application of conductive gel, electrode 
positioning and clean-up after a session. We now see the development of ‘dry-cap’ 
technology, allowing a user to use an EEG cap in a similar way as using a mobile 
phone, an iPod, a Wii, a microphone or teleconferencing equipment. An issue that 
certainly should be addressed is that in experiments not all users are able to perform at 
the same level. That is, not all users are able to imagine movements or perform other 
mental tasks in such a way that a BCI system is able to detect them. 

3   BCI for Games and Entertainment 

In the previous sections we already made many references to BCI and games. Maybe, 
in addition, it should be mentioned that BCI game applications are not that different 
from BCI medical applications or BCI military applications. Gamers, patients and 
military are handicapped. That is, the circumstances in which they have to perform 
challenge their abilities to control the environment and these circumstances can ask 
for control that can not be delivered by available conventional modalities (speech, 
gaze, keyboard, mouse …). ‘Induced disability’ or ‘situational disability’ are words 
that are used to describe these circumstances. Everybody, handicapped or not, will 
meet situations where benefits can be obtained from extra communication modalities. 

This is particularly true in games, sports and entertainment situations where users 
have to compete. There are also other reasons that make games, gamers and the game 
industry interesting. Gamers are early adaptors. They are quite happy to play with 
technology, to accept that strong efforts have to be made in order to get minimal ad-
vantage, and they are used to the fact that games have to be mastered by training, 
allowing them to go from one level to the next level and to get a higher ranking than 
their competitors. Moreover, there are enormous numbers of gamers. Having advan-
tage by being the first to introduce a new type of game or a new game element may 
bring game companies enormous profits. This certainly is an impetus to invest in 
research and development in brain-computer interfacing. 

Nowadays, when we look at BCI games we are asking for theory that allows us to 
distinguish and employ activity in different regions of the brain (using machine learn-
ing algorithms) and that allows us to map each of these activities to commands that 
are meant to control or adapt a game. These activities can be evoked because: 

• the gamer is experiencing the game, the task and the interface, and gets, among 
others, frustrated, engaged, irritated, bored or stressed; 

• there are external stimuli (visual, auditory, ..) consciously generated by the game 
to force the user to choose among certain possibilities (i.e., make decisions in the 
game) or that  occur in a more natural way because BCI recognizes that a gamer is 
interested in a particular event that happens during a game; 

• the gamer consciously tries to evoke this activity by performing a mental task; 
e.g., imagining a movement or doing a mental calculation, leading to brain signals 
that can be recognized and transformed in such a way that the application is con-
trolled by this imaginary movement. 
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4   Conclusions 

There are examples in which researchers ‘play’ with potential BCI game applications. 
These attempts are done to develop knowledge about BCI and sometimes there is the 
explicit aim to contribute to the development of BCI applications and BCI games. 
Game-like situations have been designed to illustrate research. User-controlled brain 
activity has been used in games that involve moving a cursor on the screen or guiding 
the movements of an avatar in a virtual environment by imagining these movements 
[4]. Relaxation games have been designed [6] and also games that adapt to the affec-
tive state of the user [5]. Many variations have been introduced: controlling Google 
Earth, playing the game of Pong, balancing an avatar on a rope, navigating in Second 
Life, etc. 

There are many challenges unique to BCI applications in HCI. One example is the 
inevitable presence of artifacts traditionally deemed to be “noise” in traditional BCI 
explorations. In our applications, we cannot typically control the environment as 
tightly as in many medical applications nor are we willing to restrict the actions of the 
user. Hence, we have to devise techniques that either sidestep these issues, or better 
yet, that leverage the additional information we have available to us. A particular point 
of interest is how to fuse information coming from more traditional input modalities 
(e.g. touch, speech, gesture, etc.) with information obtained from brain activity. 
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Abstract. In this poster we present the observations results of video gamers 
playing Halo 3 on the X-Box console. We report on the data we have gathered 
thanks to a Noldus Observer system. These data relate to gamer behaviour, 
game actions and basic biofeedback. 
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1   Introduction 

Current research demonstrates that the video game industry has been increasing its 
presence in the field of Entertainment, more and more overcoming the supremacy that 
before the Film Industry had, this is for example very clear in the US [1]. The audience 
of video games is becoming more diverse: gaming is no longer an exclusive 
entertainment activity by male young adults, while elderly and women are becoming 
more proactive as video game users and players [2]. Video games are becoming a major 
part of our entertainment habits. However we feel little has been investigated on the way 
people actually play video games. It is crucial to extend and refine the observation of 
video gamers, up to a level where we can draw correlations between gamer behaviour, 
character actions, and physiological parameters. We are also interested in assessing 
differences if any between genders, socio-cultural and age groups. 

2   Method 

We propose to conduct video game sessions, where players should go through a stage 
of the game. During this playing experience, we will observe simultaneously the 
gamer behaviour, character actions as directed by the gamer and physiological 
parameters, and compare the different correlations between these factors. We believe 
that the observation of galvanic skin conductance and heart rate can provide us an 
overview of the state of arousal of the player, which combined with the behaviour 
adopted, can provide us valuable results on dexterity and experience of the gamer. 
During this process, the fact that we are conducting observations with both male and 
female subjects will allow us to conclude whether there are gender differences or not. 

3   Installation 

For these experiments, we used the GameLAB facility of the Department of Industrial 
Design of the Eindhoven University of Technology. 
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The installation set for the gaming observations includes the following equipment: 

Hardware: 42-inch LCD Display, Microsoft X-Box, sound system with 4 speakers 
and 1 sub-woofer, the Biopac, 3 observing cameras. 
Software: Noldus Observer, Noldus Acknowledge, Microsoft Halo 3. 

 

  

Fig. 1. Our GameLAB installation Fig. 2. The Biopac Module used for 
biofeedback observations 

4   Observations 

Subjects between 20 and 30 both male and female are asked by the test moderator to 
participate in the survey. On the scheduled appointment, they are individually taken to 
the GameLAB, where a previously prepared A4 sheet with the game instructions is 
provided, and they are installed in the facilities and connected to the observation 
system. Subjects carefully read the instructions in order to have an overview on the 
purpose of the task within the game, and they are asked to play a 2 minute trial to 
experience the different instructions. Before starting the moderator fixes sensors on 
the fingers and ear of the test subjects. While this trial period is going on, the test 
moderator checks if the observation system is well connected to the subject, and 
working properly. 

Once basic understanding of the task is achieved, and the observation system is 
checked, subjects initiate a campaign, where they perform as real players. While 
playing, the following parameters are being observed: 

• Physical behaviour (expression, manipulation of remote, body language) 
• Character behaviour (the kind of strategy is adopted within the game) 
• Biofeedback during gaming experience (Heart rate, galvanic skin conductance) 

Using the observation software Noldus Observer allowed us to observe 
simultaneously biofeedback, namely subjects’ heart rate and galvanic skin 
conductance, and the gaming experience itself. Our lab is also equipped with 3 
cameras, with different viewpoints of the player. There was an overall camera view of 
the whole installation with the player in the middle. There was also a camera pointing 
mainly at the gamer face to record facial expression variations. Finally a third camera 
was pointing at the player body to identify body language and game controller 
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manipulations and actions. The software allows a complete synchronisation of the 
different channels of observation. The different observations can therefore be 
overlapped in order to detect patterns of activities and highlight correlations between 
the different parameters we were observing. 

5   Results 

Regarding the game actions, we observed that male subjects have a direct approach to 
dangerous situations within the game, by going straight forward to the action point of 
the game. Female players adopt a defensive and self-protective strategy of their 
character, by approaching the action point of the game with prudence. Players were 
inexperienced with this game, but didn’t have difficulty in finishing the task they 
were required. 

Regarding the physiological observations and the player’s behaviour, the process is 
still ongoing and the results are still partial, depending on further observations in 
order to sustain conclusive observations. 

6   Discussion 

So far, we have observed a clear difference between the male and female players, 
regarding the way they conduct their character actions. Male subjects engage frontally 
in the conflict within the game, whereas female subjects assume a strategic approach. 
Given the fact that the gamers were inexperienced and they showed no substantial 
difficulties in accomplishing the task, we concluded that this game has a good quality 
of design of interaction. Given the gender differences in the observations, we believe 
it would be interesting if such interaction design was adaptive to the gender of the 
players. This could be achieved, for example, by creating both male and female 
characters within the game, in which the role the gamer plays in the game would be 
related with their own gender (and the behaviour particularities that it involves). 
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Abstract. In this paper we report on a novel form of media we call BioMedia. 
We introduce the concept and we explain its features. We then present two 
prototypes we have developed using BioMedia in entertainment. 
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1   Introduction 

BioMedia is a new media form that uses some property of living beings, in particular 
plants, as the medium for communication. Rather than use conventional media, say 
music, to render some information, BioMedia relies on health, shape, pigmentation or 
bioluminescence of living organism. 

We would like to introduce the concept of BioMedia with our implementation of 
two entertaining systems. We focus on plants, in fact houseplants, as they have 
interesting features. Houseplants require continuous attention. Regular watering and 
soil checks are necessary for a houseplant to thrive and be healthy. Houseplants 
trigger empathy from their owner as s/he feel a duty to care for the plant. Plants can 
trigger emotions that go beyond what inanimate possessions can trigger. There are 
anecdotal evidences, when inquiring about ownership of houseplants, of an emotional 
and empathy link between owners and plants. 

Houseplant form part of a house environment atmosphere and have a role in the 
overall perception one has of a room. We believe an entertainment value can be added 
if the plant is the embodiment of some information semantically coupled with users of 
that room.  

BioMedia yield new opportunities for developing a new genre of media. The 
BioMedia form, content, and delivery are different from conventional media. First as 
living organism, houseplants cannot be controlled as accurately as electronic 
actuators. A time delay exists between stimuli and changes of conditions and the 
reaction from the plant. There is also a necessary minimal duration of stimuli for it to 
have an effect on the plant. It is difficult to assess with exactitude these parameters as 
they depend heavily on the individual plant size, light exposure, soil quality etc etc. In 
fact it is as if each plant has it own characteristics. 
                                                           
* Corresponding author. 
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1.1   How Does It Work 

Houseplants grow, change shape and react to various stimuli and to the characteristics 
of the soil they are living on. If taken good care of, houseplants will look healthy and 
beautiful. If neglected houseplants will wilt and eventually die. As such, there is an 
interesting opportunity in controlling the houseplant milieu, as it will be reflected in 
the plant state and appearance. In similar fashion, there is some potentially interesting 
effect in stimulating a houseplant, as it will result in some physical or chemical 
changes in the plant. The Concept of BioMedia originates from these opportunities. 
Described simply, BioMedia is about the control of a milieu or the delivery of certain 
stimuli as they influence some aspect of the plant. 

Figure 1 illustrate the basic principle of BioMedia, a computer system via an 
actuator controls or influence some aspect of the plant milieu such as the moisture 
level, the orientation or the temperature. An alternative is for the computer system to 
influence the plant with particular stimuli, for example a light source. 

 

Fig. 1. Principle of BioMedia based on houseplant 

In general a BioMedia system will display information over a certain amount of 
time as plant have adaptation latency. Depending on the plant and what aspects are 
changed, the adaptation can last anything between hours to months. The plant 
pigmentation change can take many months (3 months) to occur, as we have 
experienced with red cabbage (see next section). As a result there is a need to match 
the speed of change of the houseplant property with the bandwidth and the speed of 
change of the information displayed with the BioMedia system. 

1.2   Relevant Plant Features 

To use the plant as a display, we need to provide a control mechanism for one of it 
features. Several properties of the plant can be used such as health, growth, colour. 
Other properties can be used for our purpose, gravitropism, thermotropism, and 
phototropism. 

By controlling the amount of water provided to a houseplant, one can control its 
rigidity and appearance. Wilting would result if a plant is not sufficiently watered. 
Severe wilting can also be triggered when carefully controlling the watering of the 
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plant. There are some houseplants that are very resilient to water deficit such as cactus 
and other that are highly adaptive to irregular water availability such as the Fatsia 
Japonica. Plant colour can change depending on the soil conditions. Red Cabbage and 
Hydrangeas changes colour according to the soil pH. Other feature of interest 
gravitropism, is the capability plants have to grow in opposite direction to gravity (i.e. 
upwards). If a plant is growing on an inclined ground, it will compensate for the slope 
and still grow vertically (as seen clearly with trees growing on hills). Thermotropism is 
the capability plants have to react to temperature changes or values. A Rhododendron 
for example curl its leaves when the temperature falls below 2oC. Phototropism is the 
way plant will grow towards or away from the light source. Thigmotropism is the 
growth a plant will follow in reaction to a touch or contact. Usually thigmotropism 
occurs when plants will grow along a surface or around a standing element such as a 
tree trunk. Resurrection is the last feature we have looked at. It is the capability plants 
have to dry up and curl in and then blossom and reopen according to water availability 
(a good example of resurrecting plant is is the Rose of Jericho). 

1.3   Implementation in BioMedia 

Although it is possible to couple any plant feature with a BioMedia system, there are 
many limitations that need to be taken into account. The main one being the matching 
between the time duration needed for a plant feature to change and the speed of 
change of the information being displayed. This matching is necessary to ensure a 
strong coupling in the user’s mind between the information and the plant feature.  

We call the time duration for a plant feature change the feature latency, and it can 
range from seconds to years. At the fastest values range are the rapid plant movement, 
such as the Venus flytrap whose lobes snap shut when stimulated by a prey. Another 
 

 

Fig. 2. Range of values for plant feature latencies 
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feature with short latency is Mimosa (Mimosa Pudica L.) sensitivity to touch. The 
mimosa compound leaves fold inward and droop when touched and re-open within 
minutes. At the other end of the range are features such as plant growth and plant 
colour changes (such as the cabbage colour). These features have latency that range 
between months and years (see fig. 2). 

Two plant features have attracted our attention, the plant colour and the plant 
health. We have selected Red Cabbage for plant colour changes and we have selected 
Fatsia Japonica for plant health changes. 

2   Related Work 

There are various projects using the principles of BioMedia. In this section we review 
only a limited number of these, selecting the closest ones to our proposal. Laughing 
Lily is a BioMedia system based on an artificial lily that has a carefully controlled 
blooming (see fig.3). The flower reacts to surrounding sounds. If nobody is talking 
the flower lets it petals droop [1].  

 

Fig. 3. Phototropism as used in the Infotropism project [1] 

 

Fig. 4. Phototropism as used in the Infotropism project [2] 
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Using real houseplants, PlantDisplay is a system where the growth of a plant is 
controlled by the amount of water given (see fig. 4). In the communication 
application, the watering of the plant is dependent on the number of telephone calls 
and emails one exchanges with friends [2].  

With the infortropism project, it is the phototropic behaviour of the plants that is 
exploited to visualise the amount of recyclable rubbish in comparison to regular 
rubbish. Each time one of two rubbish bins is used, a light is activated. This light 
activation will gradually induce some plant growth towards it. So if there is more 
usage of a particular bin, this will result in a growth of plants towards its related light 
source (see fig. 5). There are also mechanical plants in a remote location that mimic 
the real plants [3]. 

 

Fig. 5. Phototropism as used in the Infotropism project [3] 

3   BioMedia Applications 

The general direction that we have adopted was one of using BioMedia as part of a 
lifestyle display. In this scenario, various kind of information could be used. We have 
made a selection out of information pertaining to relationships, health, bad habits, 
money, and work. At the implementation level, we have investigated two applications 
using BioMedia. The first application we have developed with BioMedia is the 
display of a user’s health information. The second application we have investigated is 
the display of lifestyle information. 

In both cases we were interested in using the new media as an entertaining ambient 
system that connect people with houseplants via an empathy link. In general such 
system is made up of some sensors connected with the user, either directly to his/her 
body or indirectly through some personal information, for example a diary. The 
sensors collect some data related to the user. This data is processed into some 
information that is fed to the system and relate to the user lifestyle, health or personal 
habits. The information is then used to control some actuator that has an effect on the 
houseplant environment. These changes on the houseplant environment are reflected 
by some changes in the houseplant properties. These changes should not be to closely 
matching the actuator action; otherwise the control loop is too accurate. We need a 
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loose accuracy as we are designing BioMedia as an entertainment system. As such we 
want to leave some scope for uncertainty and interpretation. An example that should 
work is the change of the soil acidity that has an effect on the houseplant pigmentation.  

4   Health Display 

In the health display we implement a BioMedia system coupling an indication of heart 
health with the colour of a plant, as outlined in fig. 6.  

 

Fig. 6. Health information display system principle 

The Red Cabbage change colour thanks to a natural pigment called anthocyanin. 
This pigment has the property of changing colour according to the plant milieu pH 
from green/blue for acid milieu to red for alkaline milieu. This explains why the plant 
is know as having different colour depending on the countryside region where it is 
growing (see fig. 7). 

 

Fig. 7. Red cabbage with either a green (acid) or red (alkaline) natural pigmentation 

In this system we have coupled the user’s heart health with the cabbage 
pigmentation. If the user’s hearth is healthy the cabbage will be pigmented green and 
if the user’s hearth is not, the cabbage will be pigmented red. This is possible thanks 
to the Red Cabbage pigmentation dependence on soil acidity.  

With our proposed system the user would have access to a non-intrusive display of 
his/her heart health (see fig. 8). The main application would be to warn users of the 
long-term negative effects of a bad heart health. It should be perceived as a 
complement to medical care, whereby it would indicate the need to improve heart 
health, based on a continuous monitoring of some heart parameters.  
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Fig. 8. Health display system with mature cabbage (note the dipping system) 

4.1   Input Data 

We have decided to focus on the heart as an indicator of the health condition of the 
user. Initial idea was to rely on the heart rate (R) of the user. However R is not 
considered reliable enough as an indicator of heart condition. A better indicator is the 
heart rate variability (HRV). It is calculated as the fluctuation of time between heart 
beats. The HRV is the standard deviation of the R to R interval. 

An average heart rate R would be around 60 beats per minute (bpm). This implies 
an HRV of 1.0sec. However the heart is highly adaptive and the HRV of a healthy 
heart would fluctuate between 0.5sec. to 2.0sec. Typically a low HRV has been 
associated with a higher risk of heart problems and a high HRV with a healthy heart. 
Typically a HRV below 7ms would be an indication of a rather unhealthy heart. An 
HRV above 100ms will be corresponding to a healthy heart (note that the HRV values 
do not follow a linear progression). 

To calculate a user HRV we need to record R for a specific duration over a fixed 
period of time. In our case we have measured R of a user at night while sleeping. We 
have taken data samples over a 12 nights period. We discard the first hour of 
recording to give the user the opportunity to fall asleep; we then collect data over a 
two hours period. So we end up with data samples related to two hours over a 12 
nights period. 

Thanks to the control value ranges, we set up a system that waters the Red 
Cabbage with acid water (thus turning the plant green) if the HRV is above 70ms. 
The system will water the Red Cabbage with alkaline water (thus turning the plant red 
if the HRV is below 70ms. 

4.2   System Design 

For the purposes of our system we have created acidic water with a pH 3 using 
Hydrochloric acid (HCl) diluted in pure water. We have also created alkaline water 
with a pH 10 using Sodium Bicarbonate (NaHCO3) diluter in pure water. Both water 
as well as pure water (for the control cabbage) were stored in three 20 liter jerrycans. 
The three jerrycans were located 3mtrs above the cabbages. With such arrangement, 
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water was naturally flowing downwards into tubes. The water flow was adjusted 
thanks to electrical solenoid water valves. The valves are driven by a control board 
connected to a host PC (see fig. 9). 

 

Fig. 9. Health display system (the valves are visible in the back of the installation and the 
dripping system is visible above each pot) 

4.3   Problems with the System 

The major problem we have encountered with this system is inherent to the principle 
of BioMedia. The use of plant as a display device requires some important changes to 
the plant appearance, in this case a significant change in the plant pigmentation which 
is a slow process that takes up to three months to start being effective. We have 
 

 

Fig. 10. Before (top) and after (bottom) watering with acid (left) and alkaline (right) water 
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known that the feature latency of plant pigmentation is anything between one to 
several months. However there was no indication in the literature as to how much of a 
change will be visible. We have encountered the simple problem of the cabbage 
changing colour but not enough (as illustrated in figure 10). With hindsight we have 
realised that the acid and alkaline waters must make their way directly into the plant. 
The dipping display used was water the plant soil. Unfortunately, the plant soil acts as 
a pH buffer and reacts with the water used. A future version of the system will use a 
more direct delivery approach, probably based on an intravenous drip system directly 
connected to the plant main veins. 

5   Lifestyle Display 

It is a system coupling the smoking habits of staff using a smoking room in our 
campus with the health of a plant. We couple the usage of the smoking room with the 
amount of water fed to the plant. Users of the room are explicitly encouraged to 
discontinue smoking and can see the consequences of their actions via its negative 
effect on the plant health. 

In this system we have used a sensor on the door of a smoking room in our campus 
to count the number of smokers who are using the room. The plant is watered in 
inverse relation to how frequently the room is used (see outline in fig. 11). If the room 
is empty the plant is watered, just enough to bring it back to a healthy state. If the 
room is being used the plant is left without water so as to wilt. 

 

Fig. 11. Lifestyle display system principle 

5.1   Input Data 

We use a phidget to collect the data from the door sensor. This is fed to a C++ 
program running on a host PC. Every days, the program predicts the state of the plant 
by calculating the last 10days watering to assess the soil humidity and hence plant 
rigidity. Our program then calculates the number of smokers in the room for the last 
day. This number is used to calculate the desired plant rigidity and thus amount water. 
The amount of water is then used to control the system valve so as to open and close 
accordingly. 
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Fig. 12. Fatsia Japonica pronounced wilting without damage 

5.2   System Design 

Apart from a USB phidget and a host PC our system has a relay that drive an 
electrical valve. The watering system consists of one big plastic bottle, the electrical 
valve and a dipping tap. The water bottle is filled with a pH neutral water and 
positioned at the top of the installation (see fig. 13).  

 

Fig. 13. Lifestyle display as a kiosk in a smoking room 

It is important to implement a good control loop, whereby our system waters the 
plant in a precise enough manner so as to obtain a good effect. To do so we have 
carefully studied two plants and how they wilt and regain rigidity. We have used the 
results of this study to evaluate the exact amount of water to give to the plant and 
what effect this will have (details of this study are beyond the scope of this paper).  
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5.3   Problems with the System 

Surprisingly smokers were not too concerned with the health of the plant. We ran a 
trial by positioning the system in one of the smoking room in our campus, and we 
were expecting some reaction from the smokers. Instead, there has been some 
curiosity followed by indifference. One possible explanation is the denial of one’s 
habit having an effect on the plant; instead believing that it is the others smoking habit 
that are negatively contributing to the plant health. Further investigations are 
obviously necessary to find out the truth. 

6   Conclusion 

Owners of houseplants are normally asked to provide proper light, temperature, water 
supply and a good soil to ensure a thriving and healthy plant. Thanks to BioMedia, 
they would also be asked to care for their health or to adopt a balanced and healthy 
lifestyle. It is obviously a drastic change of purpose for houseplants and an innovative 
development of media. Although we have only developed two prototypes we hope to 
continue this work with further systems and to investigate their usage, effect and 
affect on test subjects. 

Thanks to the two early prototypes, we have determined that it is feasible to 
implement BioMedia systems the way we foresaw it. We also discovered a great 
potential for adaptation of BioMedia as an entertaining way to continuously monitor 
health and lifestyle. We hope to further this work and investigate various possible 
research directions. 

Working on BioMedia has been very interesting as we have introduced in our 
research area things like plants, soil, water and seeds. We have combined electronic 
components and biological elements: A computer, a micro-controller, and a living 
plant. There were a lot of issues related to this interfacing. The digital and analogue 
world of electronic does not mix very well with the biological world of houseplants. 
One is controlled closely and in real-time. It requires explicit instructions to operate. 
The other is loosely controlled, with a latency that could last months. It only require 
various elements (water, soil…) and operates on its own rhythm and pre-programmed 
genetically behaviour. To make the connection between electronics and biology was 
an interesting challenge. In our case it is the flow of water that makes the connection. 
Interesting fact: water the most vital element for life is used to connect an electronic 
system with a biological organism. 
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