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Preface 

The Pacific Rim International Conference on Artificial Intelligence (PRICAI) is one 
of the preeminent international conferences on artificial intelligence (AI). PRICAI 
2008 (http://www.jaist.ac.jp/PRICAI-08/) was the tenth in this series of biennial inter-
national conferences highlighting the most significant contributions to the field of AI. 
The conference was held during December 15–19, 2008, in the beautiful city Hanoi, 
the capital of Vietnam.   

As in previous years this year’s technical program saw very high standards in both 
the submission and paper review process, resulting in an exciting program that reflects 
the great variety and depth of modern AI research. This year’s contributions covered 
all traditional areas of AI, including AI foundations, knowledge representation, 
knowledge acquisition and ontologies, evolutionary computation, etc., as well as vari-
ous exciting and innovative applications of AI to many different areas. There was 
particular emphasis in the areas of machine learning and data mining, intelligent 
agents, language and speech processing, information retrieval and extraction. 

The technical papers in this volume were selected from a record of 234 submissions 
after a rigorous review process. Each submission was reviewed by at least three mem-
bers and one Vice-Chair of the Program Committee. Decisions were reached follow-
ing discussions among the reviewers of each paper, Vice Chairs and Chairs of the 
Program Committee, and finalized in a highly selective process that balanced many 
aspects of a paper, including the significance of the contribution and originality, tech-
nical quality and clarity of contributions, and relevance to the conference. Finally, we 
accepted 49 long papers and 33 regular papers for oral presentation (35%), and 32 
short papers for poster presentation (13.6%) at the conference. In addition, we were 
honored to have one keynote and three invited speeches by leading researchers in the 
field. The PRICAI 2008 program also included four workshops (“Pacific Rim Knowl-
edge Acquisition Workshop,” “Empirical Methods for Asian Language Processing,” 
“Soft Computing for Knowledge Technology”, and “Knowledge, Language, and 
Learning in Bioinformatics”) and three tutorials (“Empirical Methods for Artificial 
Intelligence,” “Agent and Data Mining: The Synergy to Empower Intelligent Informa-
tion Processing Systems,” and “Writing and Presenting Scientific Papers”).  

PRICAI 2008 would not have been possible without the work of many people and 
organizations. We wish to express our gratitude to:  

– The Conference Chairs: Hiroshi Motoda and Bach Hung Khang 
– The PRICAI Steering Committee 
– The keynote and invited speakers: Paul Cohen, Hendrik Blockeel, An-Hai Doan 

and Yuji Matsumoto 
– The Organizing Chairs: Nguyen Ngoc Binh, Pham Hoang Luong, and Luong Chi 

Mai as well as their staff and volunteer students 
– The Workshop Chairs: Duc Nghia Pham and Takashi Washio 
– The Tutorial Chairs: Aditya K. Ghose and Cao Hoang Tru 



 Preface 

 

VI 

– The Industrial Chair: Minh B. Do 
– The Publication Chair: Saori Kawasaki 
– The Registration Chairs: Ngo Cao Son and Saori Kawasaki 
– Web masters: Pham Ngoc Khanh and Tran Dang Hung 
– The team of  Microsoft’s conference management tool for its support 
– Springer for its continuing support in publishing the proceedings 
– The workshop organizers: Debbie Rechards and Byeong Ho Kang; Akira Shi-

mazu, Luong Chi Mai and Manabu Okumura; Hung Son Nguyen and Van Nam 
Huynh; Kenji Satou and Masanori Arita 

– The tutorial presenters: Paul Cohen, Longbin Cao and Chengqi Zhang, and Tu 
Bao Ho 

– The Program Committee members and Vice Chairs: Naoki Abe, Hung Bui, Peter 
Flach, Eibe Frank, Randy Goebel, Achim Hoffmann, James Kwok, Doheon Lee, 
Riichiro Mizoguchi, Wee Keong Ng, Satoshi Tojo, Abdul Sattar, Qiang Yang, 
Chengqi Zhang, and Limsoon Wong 

– The external reviewers 
 

We greatly appreciate the financial support from various sponsors: the Vietnamese 
Academy of Science and Technology (VAST), Ministry of Science and Technology of 
Vietnam (MoST), Hanoi University of Technology (HUT), Vietnam National Univer-
sities, Air Force Office of the Scientific Research/Asian Office of Aerospace Research 
and Development (AFOSR/AOARD).  

Last but not the least we would like to thank all authors of the submitted papers, 
and all conference attendees for their contribution and participation. Without them we 
would not have had this conference. 

 
 

December 2008 
 

Tu-Bao Ho 
Zhi-Hua Zhou 
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Fuzzy Knowledge Discovery from Time Series Data for Events
Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 646

Ehsanollah Gholami and Mohammadreza Matash Borujerdi

Evolution of Migration Behavior with Multi-agent Simulation . . . . . . . . . . 658
Hideki Hashizume, Atsuko Mutoh, Shohei Kato, and Hidenori Itoh

Constraint Relaxation Approach for Over-Constrained Agent
Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 668

Mohd Fadzil Hassan and Dave Robertson

Structure Extraction from Presentation Slide Information . . . . . . . . . . . . . 678
Tessai Hayama, Hidetsugu Nanba, and Susumu Kunifuji

Combining Local and Global Resources for Constructing an
Error-Minimized Opinion Word Dictionary . . . . . . . . . . . . . . . . . . . . . . . . . . 688

Linh Hoang, Jung-Tae Lee, Young-In Song, and Hae-Chang Rim

An Improvement of PAA for Dimensionality Reduction in Large Time
Series Databases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 698

Nguyen Quoc Viet Hung and Duong Tuan Anh

Stability Margin for Linear Systems with Fuzzy Parametric
Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 708

Petr Hušek
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What Shall We Do Next?  
The Challenges of AI Midway through Its First Century 

Paul R. Cohen 

University of Arizona, USA 

Abstract. After half a century of productive work, let us pause to consider what 
to do next. Looking back we see that Turing's Test was a destination without a 
map, a goal without a methodology.  We see three major, gradual retreats from 
AI's original goals−general intelligence, knowledge-based intelligence, and 
problem solving. We see the fragmentation of AI into sub-disciplines and grow-
ing uncertainty about who we are and what we want to accomplish.  Yet I am 
optimistic:  With an informed understanding of our past we can design and run 
large-scale, goal-directed research programs−as other organized sciences do− 
and if we do so with vision and discipline we may yet see Turing's Test passed− 
and our understanding of intelligence dramatically increased − before the end of 
our first century. This is already happening in several areas of AI, as I will illus-
trate in my talk. 
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Exposing the Causal Structure of Processes  
by Learning CP-Logic Programs 

Hendrik Blockeel 

K.U. Leuven, Belgium and Leiden University, the Netherlands 

Abstract. Since the late nineties there has been an increased interested in prob-
abilistic logic learning, an area within AI that combines machine learning with 
logic-based knowledge representation and uncertainty reasoning. Several dif-
ferent formalisms for combining first-order logic with probability reasoning 
have been proposed, and it has been studied how models in these formalisms 
can be automatically learned from data. 

This talk starts with a brief introduction to probabilistic logic learning, after 
which we will focus on a relatively new formalism known as CP-logic. CP-
logic stands for “causal probabilistic logic”. It is a knowledge representation 
formalism that allows us to write down rules that indicate that a certain combi-
nation of conditions may cause certain effects with a particular probability (e.g., 
tossing a coin may cause a result of heads or tails, each with 50% probability). 
Besides the fact that this formalism is interesting for knowledge representation 
in itself, it also offers interesting opportunities from the machine learning point 
of view. Indeed, given the semantics of these CP-logic programs, learning them 
from data amounts to extracting probabilistic causal influences from data.  We 
will discuss recent research on learning CP-logic programs, including: algo-
rithms for learning them; how they relate to graphical models; and applications 
of learning CP-logic programs. 
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Building Structured Web Community Portals  
Via Extraction, Integration, and Mass Collaboration 

An-Hai Doan 

University Wisconsin Madison, USA 

Abstract. The World-Wide Web hosts numerous communities, each focusing 
on a particular topic. As such communities proliferate, so do efforts to build 
community portals. Most current portals are organized according to topic tax-
onomies. Recently, however, there has been a growing effort to build structured 
data portals (e.g., IMDB, Citeseer) that present a unified view of entities and re-
lationships in the community. Such portals can prove extremely valuable in a 
wide range of domains. But how can we build them efficiently? 

In this talk, I will present a new research vision that addresses this question. 
The goal is to develop a system that a small team (or ideally just one person) 
can quickly deploy to build an initial (but already useful) structured portal, then 
leverage the entire community in a mass collaboration fashion to improve and 
expand this portal. As such, the research agenda requires combining and ex-
tending research in information extraction, information integration, and Web 
2.0 technologies, among others. This agenda is actively being pursued in the 
Cimple project, a joint effort between the University of Wisconsin and  
Yahoo Research. In the talk I will describe recent progress in Cimple, portal 
prototypes, lessons learned, and future directions. I will focus in particular  
on how Cimple raises interesting and novel challenges for both AI and  
database research. More information about Cimple can be found at 
www.cs.wisc.edu/~anhai/projects/cimple. 
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Large Scale Corpus Analysis and Recent Applications 

Yuji Matsumoto 

Nara Institute of Science and Technology, Japan 

Abstract. Recent progress of corpus and machine learning-based natural lan-
guage processing methodologies have made it possible to handle large scale 
corpus with a quite high accuracy. The speaker is now involved in a project  
for constructing a large scale contemporary Japanese balanced corpus, aiming 
at constructing automatic annotation tools on various levels of natural lan-
guage analyses. I will first introduce our activities on corpus based natural 
language analyzers for word dependency parsing and anaphora resolution and 
annotated corpus management environment.  Then, I will explain recent natu-
ral language applications such as sentiment/opinion mining and knowledge ex-
traction from a large scale text data like Weblogs. 
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Abstract. ERDF stable model semantics is a recently proposed seman-
tics for ERDF ontologies and a faithful extension of RDFS semantics
on RDF graphs. In this paper, we elaborate on the computability and
complexity issues of the ERDF stable model semantics. We show that de-
cidability under this semantics cannot be achieved, unless ERDF ontolo-
gies of restricted syntax are considered. Therefore, we propose a slightly
modified semantics for ERDF ontologies, called ERDF #n-stable model
semantics. We show that entailment under this semantics is in general de-
cidable and it also extends RDFS entailment. An equivalence statement
between the two semantics and various complexity results are provided.

Keywords: Extended RDF ontologies, Semantic Web, negation, rules,
complexity.

1 Introduction

Rules constitute the next layer over the ontology languages of the Semantic
Web, allowing arbitrary interaction of variables in the head and body of the
rules. Berners-Lee [3] identifies the following fundamental theoretical problems:
negation and contradictions, open-world versus closed-world assumptions, and
rule systems for the Semantic Web. In [1], the Semantic Web language RDFS [8]
is extended to accommodate the two negations of Partial Logic [9], namely weak
negation ∼ (expressing negation-as-failure or non-truth) and strong negation ¬
(expressing explicit negative information or falsity), as well as derivation rules.
The new language is called Extended RDF (ERDF ). In [1], the stable model
semantics of ERDF ontologies is developed, based on Partial Logic, extending
the model-theoretic semantics of RDFS [8].

ERDF enables the combination of closed-world (non-monotonic) and open-
world (monotonic) reasoning, in the same framework, through the presence of
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6 A. Analyti et al.

weak negation (in the body of the rules) and the new metaclasses erdf :TotalClass
and erdf :TotalProperty , respectively. In particular, relating strong and weak
negation at the interpretation level, ERDF distinguishes two categories of prop-
erties and classes. Partial properties are properties p that may have truth-value
gaps, that is p(x, y) is possibly neither true nor false. Total properties are proper-
ties p that satisfy totalness, that is p(x, y) is either true or false. Partial and total
classes c are defined similarly, by replacing p(x, y) by rdf :type(x, c). ERDF also
distinguishes between properties (and classes) that are completely represented
in a knowledge base and those that are not. Clearly, in the case of a completely
represented (closed) property p, entailment of ∼p(x, y) allows to derive ¬p(x, y),
and the underlying completeness assumption has also been called Closed-World
Assumption (CWA) in the AI literature.

Such a completeness assumption for closing a partial property p by default
may be expressed in ERDF by means of the rule ¬p(?x, ?y) ← ∼p(?x, ?y) and
for a partial class c, by means of the rule ¬rdf :type(?x, c) ← ∼rdf :type(?x, c).
These derivation rules are called default closure rules. In the case of a total
property p, default closure rules are not applicable. This is because, some of
the considered interpretations will satisfy p(x, y) and the rest ¬p(x, y)1, pre-
venting the preferential entailment of ∼p(x, y). Thus, on total properties, an
Open-World Assumption (OWA) applies. Similarly to first-order-logic, in order
to infer negated statements about total properties, explicit negative information
has to be supplied, along with ordinary (positive) information.

Intuitively, an ERDF ontology is the combination of (i) an ERDF graph G
containing (implicitly existentially quantified) positive and negative information,
and (ii) an ERDF program P containing derivation rules, with possibly all con-
nectives ∼, ¬, ⊃, ∧, ∨, ∀, ∃ in the body of a rule, and strong negation ¬ in the
head of a rule.

Example 1. We want to select wines for a dinner such that for each adult guest
that (we know that) likes wine, there is on the table exactly one wine that he/she
likes. Further, we want guests who are neither adults nor children to be served
Coca-Cola. Additionally, we want adult guests, for whom we do not know if they
like wine, also to be served Coca-Cola. Assume that in contrast to a child, we can-
not decide if guest is an adult or not. For this drink selection problem, we use the
classes: (i) ex:Guest, whose instances are the persons that will be invited to the
dinner, (ii) ex:Wine, whose instances are wines, (iii) ex:SelectedWine whose in-
stances the wines chosen to be served, (iv) ex:Adult , whose instances are persons,
18 years of age or older, and (v) ex:Child , whose instances are persons, 10 years
of age or younger. Additionally, we use the properties: (i) ex:likes(X, Y ) indicat-
ing that we know that person X likes wine Y , and (ii) ex:serveSoftDrink(X ,Y )
indicating that person X will be served soft drink Y . An ERDF program P that
describes this drink selection problem is the following2,3:
id(?x, ?x) ← true.
rdf :type(?y,SelectedWine) ← rdf :type(?x,Guest), rdf :type(?x,Adult),

1 On total properties p, the Law of Excluded Middle p(x, y)∨¬p(x, y) applies.
2 To improve readability, we ignore the example namespace ex:.
3 Commas “,” in the body of the rules indicate conjunction ∧.
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rdf :type(?y,Wine), likes(?x, ?y),
∀?z (rdf :type(?z , SelectedWine), ∼id(?y , ?z) ⊃ ∼likes(?x , ?z)).

rdf :type(Adult , erdf :TotalClass) ← true.
¬rdf :type(?x , Child) ← ∼rdf :type(?x , Child).
serveSoftDrink(?x , Coca-Cola) ← rdf :type(?x , Guest), ¬rdf :type(?x , Adult),

¬rdf :type(?x , Child).
serveSoftDrink(?x , Coca-Cola) ← rdf :type(?x , Guest), rdf :type(?x , Adult),

∀?y (rdf :type(?y , Wine) ⊃ ∼likes(?x , ?y)).

Consider now the ERDF graph G, containing the factual information: G =
{rdf :type(Carlos, Guest), rdf :type(Gerd, Guest), rdf :type(Anne, Guest), rdf :type

(Riesling, Wine), rdf :type(Retsina, Wine), likes(Gerd, Riesling), likes(Gerd,

Retsina), likes(Carlos, Retsina), rdf :type(Gerd, Adult), rdf :type(Carlos, Adult)}.
Then, O = 〈G,P 〉 is an ERDF ontology. Note that Adult is declared in P as

total class4. Thus, on this class the OWA applies and case-based reasoning on the
truth value of rdf :type(Anne, Adult) is performed. On the other hand, likes(X,
Y ) is a partial property and Child is a partial class. In particular, on Child a
CWA applies, expressed by a default closure rule. �

In [1], it is shown that stable model entailment conservatively extends RDFS
entailment from RDF graphs to ERDF ontologies. Unfortunately, satisfiability
and entailment under the ERDF stable model semantics are in general unde-
cidable. In this work, we further elaborate on the undecidability result of the
ERDF stable model semantics. We show that decidability cannot be achieved
under this semantics, unless ERDF ontologies of restricted syntax are consid-
ered. This is due to the fact that the RDF vocabulary is infinite. Therefore,
to achieve decidability of reasoning in the general case, we propose a modified
semantics, called ERDF #n-stable model semantics (for n ∈ IN). The new se-
mantics also extends RDFS entailment from RDF graphs to ERDF ontologies.
Moreover, if O is a simple ERDF ontology (i.e., the bodies of the rules of O
contain only the logical factors ∼, ¬, ∧) then query answering under the ERDF
#n-stable model semantics (for n ∈ IN) reduces to query answering under the
answer set semantics [7]. An equivalence statement between the ERDF stable
and #n-stable model semantics is provided. Moreover, we provide complexity
results for (i) the ERDF #n-stable model semantics on simple ERDF ontologies
and objective ERDF ontologies (i.e., ERDF ontologies whose rules contain only
the logical factors ¬, ∧) and (ii) the ERDF stable model semantics on objective
ERDF ontologies.

The rest of the paper is organized as follows: Section 2 reviews the stable model
semantics of ERDF ontologies. In Section 3, we propose the #n-stable model se-
mantics of ERDF ontologies that extends RDFS entailment on RDF graphs and
guarantees decidability of reasoning. Additionally, we provide an equivalence
statement between the ERDF #n-stable and stable model semantics. Section 4
provides various complexity results for ERDF #n-stable and stable model seman-
tics. Finally, Section 4 concludes the paper and reviews related work.
4 Of course, this declaration could had been included (equivalently) in G, instead

of P .
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2 Stable Model Semantics of ERDF Ontologies

In this Section, we briefly review the stable model semantics of ERDF ontologies.
Details and examples can be found in [1].

A (Web) vocabulary V is a set of URI references and/or literals (plain or typed).
We denote the set of all URI references by URI, the set of all plain literals by PL,
the set of all typed literals by T L, and the set of all literals by LIT . We consider
a set Var of variable symbols, such that the sets Var , URI, LIT are pairwise
disjoint. In our examples, variable symbols are prefixed by “?”.

Let V be a vocabulary. An ERDF triple over V is an expression of the form
p(s, o) or ¬p(s, o), where s, o ∈ V ∪Var are called subject and object, respectively,
and p ∈ V ∩URI is called property. An ERDF graph G is a set of ERDF triples
over some vocabulary V . We denote the variables appearing in G by Var(G),
and the set of URI references and literals appearing in G by VG.

Let V be a vocabulary. We denote by L(V ) the smallest set that contains
the ERDF triples over V and is closed with respect to the following conditions:
if F,G ∈ L(V ) then {∼F, F∧G, F∨G, F ⊃ G, ∃xF, ∀xF} ⊆ L(V ), where
x ∈ Var . An ERDF formula over V is an element of L(V ). We denote the set
of variables appearing in F by Var(F ), and the set of free variables appearing
in F by FVar(F ). Moreover, we denote the set of URI references and literals
appearing in F by VF .

Intuitively, an ERDF graph G represents an existentially quantified conjunc-
tion of ERDF triples. Specifically, let G = {t1, ..., tm} be an ERDF graph, and
let Var(G) = {x1, ..., xk}. Then, G represents the ERDF formula formula(G) =
∃?x1, ...,∃?xk t1 ∧ ... ∧ tm. Existentially quantified variables in ERDF graphs
are handled by skolemization. Let G be an ERDF graph. The skolemization
function of G is an 1:1 mapping skG : Var(G) → URI, where for each x ∈
Var(G), skG(x) is an artificial URI, denoted by G:x. The skolemization of G,
denoted by sk(G), is the ground ERDF graph derived from G after replacing
each x ∈ Var(G) by skG(x).

An ERDF rule r over a vocabulary V is an expression of the form: Concl(r)←
Cond(r), where Cond(r) ∈ L(V ) ∪ {true} and Concl(r) is an ERDF triple or
false. We denote the set of variables and the set of free variables of r by Var(r)
and FVar(r)5, respectively. An ERDF program P is a set of ERDF rules. We
denote the set of URI references and literals appearing in P by VP .

An ERDF ontology is a pair O = 〈G,P 〉, where G is an ERDF graph and P
is an ERDF program.

A partial interpretation is an extension of a simple interpretation of RDF
semantics [8], where each property is associated not only with a truth extension
but also with a falsity extension.

Definition 1 (Partial interpretation). A partial interpretation I of a vocab-
ulary V consists of:

– A non-empty set of resources ResI , a set of properties PropI , and a set of
literal values LV I ⊆ ResI , which contains V ∩ PL.

5 FVar(r) = FVar(F ) ∪ FVar(G).
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– A vocabulary interpretation mapping: IV : V ∩ URI → ResI ∪ PropI.
– A property-truth extension mapping6: PT I : PropI → P(ResI × ResI).
– A property-falsity extension mapping: PF I : PropI → P(ResI × ResI).
– A mapping ILI : V ∩ T L → ResI .

We define the mapping: I : V → ResI ∪PropI , called denotation, such that: (i)
I(x) = IV (x), ∀x ∈ V ∩ URI, (ii) I(x) = x, ∀ x ∈ V ∩ PL, and (iii) I(x) = ILI(x),
∀ x ∈ V ∩ T L. �

A partial interpretation I of a vocabulary V is coherent iff for all x ∈ PropI ,
PT I(x) ∩ PF I(x) = ∅.

Let I be a partial interpretation of a vocabulary V and let v be a partial
function v : Var → ResI (called valuation). If x ∈ Var , we define [I + v](x) =
v(x). If x ∈ V , we define [I + v](x) = I(x).

Definition 2. (Satisfaction of an ERDF formula w.r.t. a partial in-
terpretation and a valuation) Let F,G be ERDF formulas and let I be
a partial interpretation of a vocabulary V . Additionally, let v be a mapping
v : Var(F )→ ResI .

– If F = p(s, o) then I, v |= F iff p ∈ V ∩ URI, s, o ∈ V ∪Var , I(p) ∈ PropI ,
and 〈[I + v](s), [I + v](o)〉 ∈ PT I(I(p)).

– If F = ¬p(s, o) then I, v |= F iff p ∈ V ∩URI , s, o ∈ V ∪Var , I(p) ∈ PropI ,
and 〈[I + v](s), [I + v](o)〉 ∈ PF I(I(p)).

– If F = ∼G then I, v |= F iff VG ⊆ V and I, v �|= G.
– If F = F1∧F2 then I, v |= F iff I, v |= F1 and I, v |= F2.
– If F = F1∨F2 then I, v |= F iff I, v |= F1 or I, v |= F2.
– If F = F1 ⊃ F2 then I, v |= F iff I, v |= ∼F1∨F2.
– If F = ∃x G then I, v |= F iff there exists mapping u : Var(G) → ResI

such that u(y) = v(y), ∀y ∈ Var(G)− {x}, and I, u |= G.
– If F = ∀x G then I, v |= F iff for all mappings u : Var(G) → ResI such

that u(y) = v(y), ∀y ∈ Var(G)− {x}, it holds I, u |= G. �

Let F be an ERDF formula, let G be an ERDF graph, and let I be a partial
interpretation of a vocabulary V . We define: I |= F iff for each mapping v :
Var(F ) → ResI , it holds that I, v |= F . Additionally, we define: I |= G iff
I |= formula(G).

We assume that for every partial interpretation I, it holds that I |= true and
I �|= false.

The vocabulary of RDF, VRDF , is a set of URI references in the rdf : names-
pace [8]. The vocabulary of RDFS, VRDFS , is a set of URI references in the rdfs :
namespace [8]. The vocabulary of ERDF is defined as VERDF = {erdf :TotalClass ,
erdf :TotalProperty}. Intuitively, instances of the metaclass erdf :TotalClass are
classes c that satisfy totalness, meaning that each resource x belongs either to
the truth or falsity extension of c (i.e., the statement “x is of type c” is either
true or explicitly false). Similarly, instances of the metaclass erdf :TotalProperty
6 The notation P(S), where S is a set, denotes the powerset of S.
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are properties p that satisfy totalness, meaning that each pair of resources 〈x, y〉
belongs either to the truth or falsity extension of p (i.e., the statement “〈x, y〉
satisfies property p” is either true or explicitly false).

Definition 3 (ERDF interpretation). An ERDF interpretation I of a vocab-
ulary V is a coherent, partial interpretation of V ∪VRDF ∪VRDFS ∪VERDF , ex-
tended by the new ontological categories ClsI ⊆ ResI for classes, TClsI ⊆ ClsI

for total classes, and TPropI ⊆ PropI for total properties, as well as the class-
truth extension mapping CT I : ClsI → P(ResI), and the class-falsity extension
mapping CF I : ClsI → P(ResI), such that:

1. x ∈ CT I(y) iff 〈x, y〉 ∈ PT I(I(rdf :type)), and
x ∈ CF I(y) iff 〈x, y〉 ∈ PF I(I(rdf :type)).

2. The ontological categories are defined as follows:
PropI = CT I(I(rdf :Property)) ClsI = CT I(I(rdfs:Class))
ResI = CT I(I(rdfs:Resource)) LV I = CT I(I(rdfs:Literal))
TClsI = CT I(I(erdf :TotalClass)) TPropI = CT I(I(erdf :TotalProperty )).

3. If 〈x, y〉 ∈ PT I(I(rdfs :domain)) and 〈z, w〉 ∈ PT I(x) then z ∈ CT I(y).
4. If 〈x, y〉 ∈ PT I(I(rdfs :range)) and 〈z, w〉 ∈ PT I(x) then w ∈ CT I(y).
5. If x ∈ ClsI then 〈x, I(rdfs :Resource)〉 ∈ PT I(I(rdfs :subClassOf )).
6. If 〈x, y〉 ∈ PT I(I(rdfs :subClassOf )) then

x, y ∈ ClsI , CT I(x) ⊆ CT I(y), and CF I(y) ⊆ CF I(x).
7. PT I(I(rdfs :subClassOf )) is a reflexive and transitive relation on ClsI .
8. If 〈x, y〉 ∈ PT I(I(rdfs :subPropertyOf )) then

x, y ∈ PropI , PT I(x) ⊆ PT I(y), and PF I(y) ⊆ PF I(x).
9. PT I(I(rdfs :subPropertyOf )) is a reflexive and transitive relation on PropI .

10. If x ∈ CT I(I(rdfs :Datatype)) then
〈x, I(rdfs :Literal)〉 ∈ PT I(I(rdfs :subClassOf )).

11. If x ∈ CT I(I(rdfs :ContainerMembershipProperty )) then
〈x, I(rdfs :member)〉 ∈ PT I(I(rdfs :subPropertyOf )).

12. If x ∈ TClsI then CT I(x) ∪ CF I(x) = ResI .
13. If x ∈ TPropI then PT I(x) ∪ PF I(x) = ResI ×ResI .
14. If “s”̂ r̂df :XMLLiteral ∈ V and s is a well-typed XML literal string, then

ILI(“s”̂ r̂df :XMLLiteral ) is the XML value of s, and
ILI(“s”̂ r̂df :XMLLiteral ) ∈ CT I(I(rdf :XMLLiteral )).

15. If “s”̂ r̂df :XMLLiteral ∈ V and s is an ill-typed XML literal string then
ILI(“s”̂ r̂df :XMLLiteral ) ∈ ResI − LV I , and
ILI(“s”̂ r̂df :XMLLiteral ) ∈ CF I(I(rdfs :Literal)).

16. I satisfies the RDF and RDFS axiomatic triples [8], respectively.
17. I satisfies the following triples, called ERDF axiomatic triples:

rdfs :subClassOf (erdf :TotalClass , rdfs :Class).
rdfs :subClassOf (erdf :TotalProperty , rdfs :Class). �

The vocabulary of an ERDF ontology O is defined as VO = Vsk(G)∪VP ∪VRDF ∪
VRDFS ∪VERDF . Additionally, we denote by ResH

O the union of VO and the set
of XML values of the well-typed XML literals in VO minus the well-typed XML
literals.
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Definition 4 (Herbrand interpretation of an ERDF ontology). Let O =
〈G,P 〉 be an ERDF ontology and let I be an ERDF interpretation of VO. We say
that I is a Herbrand interpretation of O iff: (i) ResI = ResH

O , (ii) IV (x) = x, for
all x ∈ VO ∩URI, (iii) ILI(x) = x, if x is a typed literal in VO other than a well-
typed XML literal, and ILI(x) is the XML value of x, if x is a well-typed XML
literal in VO. We denote the set of Herbrand interpretations of O by IH(O). �

Let O = 〈G,P 〉 be an ERDF ontology and let I, J ∈ IH(O). We say that J
extends I, denoted by I ≤ J , iff PropI ⊆ PropJ , and ∀ p ∈ PropI , PT I(p) ⊆
PT J(p) and PF I(p) ⊆ PF J(p).

Let V be a vocabulary and let r be an ERDF rule. We denote by [r]V the
set of rules that result from r if we replace each variable x ∈ FVar(r) by v(x),
for all mappings v : FVar(r) → V . Let P be an ERDF program. We define
[P ]V =

⋃
r∈P [r]V .

Below, we define the stable models of an ERDF ontology, based on the coher-
ent stable models of Partial Logic [9].

Definition 5 (ERDF stable model). Let O = 〈G,P 〉 be an ERDF ontology
and let M ∈ IH(O). We say that M is an (ERDF) stable model of O iff there is a
chain of Herbrand interpretations of O, I0 ≤ ... ≤ Ik+1 such that Ik = Ik+1 = M
and:

1. I0 ∈ minimal({I ∈ IH(O) | I |= sk(G)}).
2. For successor ordinals α with 0 < α ≤ k + 1:

Iα ∈ minimal({I ∈ IH(O) | I ≥ Iα−1 and I |= Concl(r), ∀ r ∈ P[Iα−1,M ]}),
where
P[Iα−1,M ] = {r ∈ [P ]VO | I |= Cond(r), ∀I ∈ IH(O) s.t. Iα−1 ≤ I ≤M}.

The set of stable models of O is denoted by Mst(O). �

Note that I0 is a minimal Herbrand interpretation of O = 〈G,P 〉 that satisfies
sk(G), while Herbrand interpretations I1, ..., Ik+1 correspond to a stratified se-
quence of rule applications, where all applied rules remain applicable throughout
the generation of stable model M .

Let O = 〈G,P 〉 be an ERDF ontology and let F be an ERDF formula or
ERDF graph. We say thatO entails F under the (ERDF) stable model semantics,
denoted by O |=st F , iff for all M ∈Mst(O), M |= F .

Example 2. Consider the ERDF ontology O of Example 1. Then, O has two
stable models M1, M2, where M1 |= ¬rdf :type(Anne, Adult) and M2 |= rdf :type
(Anne, Adult)7. For both M ∈ {M1,M2}, it holds M |= serveSoftDrink(Anne,
Coca-Cola). This is because, if Anne is not an adult then, since she is not a
child, it is decided to drink Coca-Cola. If Anne is an adult then, since it is
not known if she likes wine, it is also decided to drink Coca-Cola. Thus, it
holds O |=st serveSoftDrink(Anne, Coca-Cola). Additionally, for both M ∈ {M1,

7 Note that ex :Adult is a total class and that we do not know if Anne is an adult.
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M2}, it holds M |= rdf :type(Retsina, SelectedWine) ∧ ∼rdf :type(Riesling,
SelectedWine). This is because (i) both Gerd and Carlos like Retsina and (ii)
Carlos likes only Retsina. Thus, it holds O |=st rdf :type(Retsina, SelectedWine)
∧ ∼rdf :type(Riesling, SelectedWine). �

In [1], it is shown that stable model entailment conservatively extends RDFS
entailment from RDF graphs to ERDF ontologies.

Proposition 1. Let G,G′ be RDF graphs such that VG ∩ VERDF = ∅, VG′ ∩
VERDF = ∅, and VG′∩skG(Var(G)) = ∅. It holds: G |=RDFS G′ iff 〈G, ∅〉 |=st G′.

3 Undecidability of ERDF Stable Model Semantics Leads
to #n-Stable Model Semantics

Unfortunately, satisfiability and entailment under the ERDF stable model se-
mantics are in general undecidable [1]. The proof of undecidability exploits a
reduction from the unbounded tiling problem, whose existence of a solution is
known to be undecidable [2]. Note that since each constraint false ← F that
appears in an ERDF ontology O can be replaced by the rule ¬t ← F , where t
is an RDF, RDFS, or ERDF axiomatic triple, the presence of constraints in O
does not affect decidability.

Definition 6 (Simple, Objective ERDF ontology). An ERDF formula F
is called simple if it has the form t1∧...∧tk∧∼tk+1∧...∧∼tm, where each ti, i =
1, ...,m, is an ERDF triple. An ERDF program P is called simple if for all r ∈ P ,
Cond(r) is a simple ERDF formula or true. An ERDF ontology O = 〈G,P 〉 is
called simple, if P is a simple ERDF program. A simple ERDF ontology O
(resp. ERDF program P ) is called objective, if no weak negation appears in O
(resp. P ). �

Reduction in [1] shows that ERDF stable model satisfiability and entailment
remain undecidable, even if (i) O = 〈G,P 〉 is a simple ERDF ontology, (ii) the
terms erdf :TotalClass and erdf :TotalProperty do not appear in O (i.e., (VG ∪
VP ) ∩ VERDF = ∅), and (iii) the entailed formula has the form ∃x̄ F , where F
is a simple ERDF formula and x̄ are the variables appearing in F . Moreover,
we can prove by a reduction from the unbounded tiling problem [2] that even
if O = 〈G,P 〉 is an objective ERDF ontology, entailment of a general ERDF
formula F under the ERDF stable model semantics is still undecidable.

Let O be a general ERDF ontology. The source of undecidability of the ERDF
stable model semantics of O is the fact that VRDF is infinite. Thus, the vocab-
ulary of O is also infinite (note that {rdf : i | i ≥ 1} ⊆ VRDF ⊆ VO). In this
Section, we slightly modify the definition of the ERDF stable model seman-
tics, based on a redefinition of the vocabulary of an ERDF ontology, which now
becomes finite. We call the modified semantics, the ERDF #n-stable model se-
mantics (for n ∈ IN).

In order to define the ERDF #n-stable model semantics, we need to modify
several of the definitions on which the ERDF stable model semantics is based.
Specifically:



On the Computability and Complexity Issues of Extended RDF 13

– We define: V#n
RDF = VRDF − {rdf : i | i > n}.

– An ERDF #n-interpretation is defined exactly as an ERDF interpretation
in Def. 3 except that VRDF is replaced by V#n

RDF and in semantic condition
16, only the RDF and RDFS axiomatic triples that contain URI references
in V#n

RDF are considered.
– Let O = 〈G,P 〉 be an ERDF ontology. We define: V #n

O = VO − {rdf : i | i >
n}, and Res

H#n

O = ResH
O − {rdf : i | i > n}.

– Let O = 〈G,P 〉 be an ERDF ontology. An #n-Herbrand interpretation I of
O is an ERDF #n-interpretation of V #n

O such that: (i) ResI = Res
H#n

O , (ii)
IV (x) = x, for all x ∈ V #n

O ∩ URI, (iii) ILI(x) = x, if x is a typed literal in
V #n

O other than a well-typed XML literal, and ILI(x) is the XML value of x,
if x is a well-typed XML literal in V #n

O . We denote the set of #n-Herbrand
interpretations of O by IH#n(O).

– Let O = 〈G,P 〉 be an ERDF ontology. An (ERDF) #n-stable model of O is
defined as a stable model of O in Def. 5, except that IH(O) is replaced by
IH#n(O) and VO is replaced by V #n

O . The set of #n-stable models of O is
denoted byMst#n(O).

Let O = 〈G,P 〉 be an ERDF ontology and let F be an ERDF formula or ERDF
graph. Let n ∈ IN . We say that O entails F under the (ERDF) #n-stable model
semantics, denoted by O |=st#n F iff for all M ∈Mst#n(O), M |= F .

Let O = 〈G,P 〉 be an ERDF ontology and let F be an ERDF formula. Let
n ∈ IN . The (ERDF) #n-stable answers of F w.r.t. O are defined as follows8:

Ans
st#n

O (F ) =

⎧⎪⎪⎨⎪⎪⎩
“yes” if FVar(F ) = ∅ and ∀M ∈ Mst#n(O) : M |= F
“no” if FVar(F ) = ∅ and ∃M ∈ Mst#n(O) : M |= F

{v : FVar(F ) → V #n
O | ∀M ∈ Mst#n(O) : M |= v(F )}

if FVar(F ) = ∅

Let O = 〈G,P 〉 be an ERDF ontology. We define: (i) nO = 0, if (VG ∪ VP ) ∩
{rdf : i | i ≥ 1} = ∅, and (ii) nO = max({i ∈ IN | rdf : i ∈ VG ∪ VP }), otherwise.

For example, if O is the ERDF ontology of Example 1 then nO = 0.
Proposition 2 below relates stable model entailment and #n-stable model

entailment. First, we provide a definition. Let F be an ERDF formula. We
say that F is an ERDF d-formula iff (i) F is the disjunction of existentially
quantified conjunctions of ERDF triples, and (ii) FVar(F ) = ∅. For example,
let F =(∃?xrdf :type(?x ,Vertex )∧rdf :type(?x ,Red)) ∨(∃?xrdf :type(?x ,Vertex )∧
¬rdf :type(?x ,Blue)). Then, F is an ERDF d-formula. It is easy to see that if G
is an ERDF graph then formula(G) is an ERDF d-formula.

Proposition 2. Let O = 〈G,P 〉 be an objective ERDF ontology and let n ≥
max(nO, 1). Let F d be an ERDF d-formula s.t. max({i ∈ IN | rdf : i ∈ VFd

}) ≤
n. It holds: O |=st F d iff O |=st#n F d.

8 v(F ) results from F after replacing all the free variables x in F by v(x).
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Since V #n
O (for n ∈ IN) is finite, query answering under the ERDF #n-stable

model semantics is decidable. Now, since satisfiability under the ERDF stable
model semantics is in general undecidable, Proposition 2 does not hold in the
case that O = 〈G,P 〉 is a general ERDF ontology. Moreover, Proposition 2 does
not hold in the case that F is a general ERDF formula. For example, consider
the ERDF graph G:

G = {rdf :type(x, c1) | x ∈ {c1, c2, id} ∪ V#0
RDF ∪ VRDF S ∪ VERDF}

Additionally, consider the ERDF program P = {id(?x, ?x) ← true.} and the
ERDF formula F (which is not an ERDF d-formula):

F = ∃?x,∃?y ∼rdf :type(?x, c1) ∧ ∼rdf :type(?y, c1) ∧ ∼id(?x, ?y).

Let O = 〈G,P 〉. It holds, nO = 0. Note that O |=st F , while O �|=st#1 F .
The following proposition is a direct consequence of Propositions 1 and 2,

and shows that #n-stable model entailment also extends RDFS entailment from
RDF graphs to ERDF ontologies.

Proposition 3. Let G,G′ be RDF graphs such that VG ∩ VERDF = ∅, VG′ ∩
VERDF = ∅, and VG′ ∩ skG(Var(G)) = ∅. Let O = 〈G, ∅〉 and n ≥ max(nO, 1).
If max({i ∈ IN | rdf : i ∈ VG′}) ≤ n then: G |=RDFS G′ iff O |=st#n G′.

4 Complexity Results

In this section, we provide complexity results for (i) the ERDF #n-stable model
semantics on simple and objective ERDF ontologies, and (ii) the ERDF stable
model semantics on objective ERDF ontologies. Additionally, for n ∈ IN , we
show that the #n-stable answers of a simple ERDF formula F w.r.t. a simple
ERDF ontology O = 〈G,P 〉 can be computed through Answer Set Programming
[7] on an extended logic program (ELP) Π#n

O (not given here due to space
limitations).

Let Π be an extended logic program (ELP) and let F be a query of the form
L1∧...∧Lk∧ ∼Lk+1∧...∧∼Lm, where Li, i = 1, ...,m, is an ELP literal. We will
denote by AnsAS

Π (F ) the (skeptical) answers of F w.r.t. Π according to answer
set semantics [7].

Proposition 4. Let O = 〈G,P 〉 be a simple ERDF ontology and let F be a
simple ERDF formula. Let n ∈ IN . It exists an ELP Π#n

O generated in polyno-
mial time w.r.t. the size of O and n s.t. Ansst#n

O (F ) = AnsAS
Π#n

O

(F ′), where F ′ is
the query that results after replacing each ERDF triple p(s, o) appearing in F
by the ELP literal Holds(s, p, o).

Based on Proposition 4 and complexity results for answer set semantics (see [5]),
we can state the following Corollary.

Corollary 1. Let O = 〈G,P 〉 be a simple ERDF ontology and let F be an
ERDF formula. Additionally, let v be (i) one of {“yes”, “no”}, if FVar(F ) = ∅,
or (ii) a mapping v : FVar(F )→ V #n

O , if FVar(F ) �= ∅. Let n ∈ IN .
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1. The problem of establishing whether O has an #n-stable model is NP-
complete w.r.t. size of sk(G) ∪ [P ]V #n

O
.

2. The problem of establishing whether v ∈ Ansst#n

O (F ) is co-NP-complete
w.r.t. size of sk(G) ∪ [P ]V #n

O
.

Below, we state complexity results for the #n-stable model semantics of ob-
jective ERDF ontologies. We see that even though no weak negation appears
in the rules of objective ERDF ontologies, complexity of reasoning w.r.t. sim-
ple ERDF ontologies remains the same. This is due to the ERDF metaclasses
erdf :TotalClass and erdf :TotalProperty on the instances of which, the OWA
applies.

Proposition 5. Let O = 〈G,P 〉 be an objective ERDF ontology. Let G′ be
an ERDF graph and let F be an ERDF formula. Additionally, let v be (i) one
of {“yes”, “no”}, if FVar(F ) = ∅, or (ii) a mapping v : FVar(F ) → V #n

O , if
FVar(F ) �= ∅. Let n ∈ IN .

1. The problem of establishing whether O has an #n-stable model is NP-
complete w.r.t. size of sk(G) ∪ [P ]V #n

O
.

2. The problems of establishing whether: (i) O |=st#n G′ and (ii) O |=st#n F
are co-NP-complete w.r.t. size of sk(G) ∪ [P ]V #n

O
.

The hardness part of the above complexity results can be proved by a reduc-
tion from the Graph 3-Colorability problem, which is a classical NP-complete
problem.

Based on Proposition 2 and Proposition 5, it follows:

Corollary 2. Let O = 〈G,P 〉 be an objective ERDF ontology. Let G′ be an
ERDF graph and let F d be an ERDF d-formula s.t. max({i ∈ IN | rdf : i ∈
VX}) ≤ nO, where X ∈ {G′, Fd}.

1. The problem of establishing whether O has a stable model is NP-complete
w.r.t. size of sk(G) ∪ [P ]

V
#nO

O

.

2. The problems of establishing whether: (i) O |=st G′ and (ii) O |=st F d are
co-NP-complete w.r.t. size of sk(G) ∪ [P ]

V
#nO

O

.

Yet, as mentioned in Section 3, satisfiability and entailment of simple (and of
course, general) ERDF ontologies under the ERDF stable model semantics are
undecidable.

5 Conclusions and Related Work

In this paper, we elaborated on the computability and complexity issues of the
stable model semantics of ERDF ontologies. We show that decidability under
this semantics cannot be achieved, unless ERDF ontologies of restricted syntax
are considered. We propose the #n-stable model semantics of ERDF ontologies
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(for n ∈ IN) and show that entailment under this semantics extends RDFS
entailment. Moreover, query answering under the ERDF #n-stable model se-
mantics is decidable. An equivalence statement between the ERDF stable and
#n-stable model semantics, as well as various complexity results are provided.
Future work concerns the implementation of the #n-stable model semantics on
ERDF ontologies, as well as the extension of our complexity results to other
syntax restricted ERDF ontologies and general ERDF ontologies.

Notation 3 (N3) [4] provides a more human readable syntax for RDF and also
extends RDF by adding numerous pre-defined constructs for being able to ex-
press rules conveniently. In particular, N3 contains a built-in (log:notIncludes)
for expressing simple negation-as-failure tests and another built-in
(log:definitiveDocument) for making restricted completeness assumptions.
However, N3 does not provide strong negation and closed-world reasoning is
not fully supported. In [11], RDF graphs are extended with a set of rules R and
R-entailment is defined, extending RDFS entailment. However, in this work,
weak and strong negation are not considered. In [6], RDFS is extended with
rules and/or general axioms, using embeddings in F-Logic [10]. However, such
extensions are not entirely faithful to the model-theoretic semantics of RDF.

References

1. Analyti, A., Antoniou, G., Damásio, C.V., Wagner, G.: Extended RDF as a Se-
mantic Foundation of Rule Markup Languages. Journal of Artificial Intelligence
Research (JAIR) 32, 37–94 (2008)

2. Berger, R.: The Undecidability of the Dominoe Problem. Memoirs of the American
Mathematical Society 66, 1–72 (1966)

3. Berners-Lee, T.: Design Issues - Architectual and Philosophical Points. Personal
notes (1998), http://www.w3.org/DesignIssues

4. Berners-Lee, T., Connolly, D., Kagal, L., Scharf, Y., Hendler, J.: N3Logic: A Logical
Framework For the World Wide Web. Theory and Practice of Logic Programming
(TPLP) 8(3), 249–269 (2008)

5. Dantsin, E., Eiter, T., Gottlob, G., Voronkov, A.: Complexity and expressive power
of logic programming. ACM Computing Surveys 33(3), 374–425 (2001)

6. de Bruijn, J., Heymans, S.: RDF and Logic: Reasoning and Extension. In: 6th
International Workshop on Web Semantics (WebS 2007), co-located with DEXA
2007, pp. 460–464 (2007)

7. Gelfond, M., Lifschitz, V.: Logic programs with Classical Negation. In: 7th Inter-
national Conference on Logic Programming, pp. 579–597 (1990)

8. Hayes, P.: RDF Semantics. W3C Recommendation, February 10 (2004),
http://www.w3.org/TR/2004/REC-rdf-mt-20040210/

9. Herre, H., Jaspars, J., Wagner, G.: Partial Logics with Two Kinds of Negation as a
Foundation of Knowledge-Based Reasoning. In: Gabbay, D.M., Wansing, H. (eds.)
What Is Negation?. Kluwer Academic Publishers, Dordrecht (1999)

10. Kifer, M., Lausen, G., Wu, J.: Logical Foundations of Object-Oriented and Frame-
Based Languages. Journal of the ACM 42(4), 741–843 (1995)

11. ter Horst, H.J.: Combining RDF and Part of OWL with Rules: Semantics, Decid-
ability, Complexity. In: Gil, Y., Motta, E., Benjamins, V.R., Musen, M.A. (eds.)
ISWC 2005, vol. 3729, pp. 668–684. Springer, Heidelberg (2005)

log:notIncludes
log:definitiveDocument
http://www.w3.org/DesignIssues
http://www.w3.org/TR/2004/REC-rdf-mt-20040210/


Toward Formalizing Common-Sense Psychology:
An Analysis of the False-Belief Task

Konstantine Arkoudas and Selmer Bringsjord

Cognitive Science and Computer Science Departments, RPI
arkouk@rpi.edu, brings@rpi.edu

Abstract. Predicting and explaining the behavior of others in terms of
mental states is indispensable for everyday life. It will be equally impor-
tant for artificial agents. We present an inference system for representing
and reasoning about certain types of mental states, and use it to pro-
vide a formal analysis of the false-belief task. The system allows for the
representation of information about events, causation, and perceptual,
doxastic, and epistemic states (vision, belief, and knowledge), incorpo-
rating ideas from the event calculus and multi-agent epistemic logic.
Unlike previous AI formalisms, our focus here is on mechanized proofs
and proof programmability, not on metamathematical results. Reason-
ing is performed via cognitively plausible inference rules, and automation
is achieved by general-purpose inference methods. The system has been
implemented as an interactive theorem prover and is available for exper-
imentation.1

1 Introduction

Predicting and explaining the behavior of other people is indispensable for ev-
eryday life. The ability to ascribe mental states to others and to reason about
such mental states is pervasive and invaluable. All social transactions—from en-
gaging in commerce and negotiating to making jokes and empathizing with other
people’s pain or joy—require at least a rudimentary grasp of common-sense psy-
chology (CSP). Artificial agents without an ability of this sort would be severely
handicapped in their interactions with humans. This could present problems not
only for artificial agents trying to interpret human behavior, but also for artificial
agents trying to interpret the behavior of one another. When a system exhibits
a complex but rational behavior, and detailed knowledge of its internal struc-
ture is not available, the best strategy for predicting and explaining its actions
might be to analyze its behavior in intentional terms, i.e., in terms of mental
states such as beliefs and desires (regardless of whether the system actually has
genuine mental states; we are not interested here in whether artificial agents are

1 The prover, along with code that makes it possible to engineer autonomous synthetic
characters (residing on servers in our lab) that have avatars in Second Life, has also
been used to allow such characters to pass the false-belief task. For demonstrations,
visit www.cogsci.rpi.edu/research/rair/asc rca/SLDemos

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 17–29, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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capable of having bona fide mental states). Mentalistic models are likely to be
particularly apt for agents trying to manipulate the behavior of other agents.

Any computational treatment of CSP will have to integrate action and cog-
nition. Agents must be able to reason about the causes and effects of various
events, whether they are non-intentional physical events or intentional events
brought about by their own agency. More importantly, they must be able to
reason about what others believe or know about such events. To that end, our
system combines and adapts ideas drawn from the event calculus and from multi-
agent epistemic logics. It is based on multi-sorted first-order logic extended with
subsorting, epistemic operators for perception, belief, and knowledge, and mech-
anisms for reasoning about causation and action. Using subsorting, we formally
model agent actions as types of events, which enables us to use the resources of
the event calculus to represent and reason about agent actions. The usual axioms
of the event calculus are encoded as common knowledge, suggesting that people
have an understanding of the basic folk laws of causality (innate or acquired),
and are indeed aware that others have such understanding.

It is important to be clear about what we hope to accomplish through the
present work. In general, any logical system or methodology capable of repre-
senting and reasoning about intentional notions such as knowledge can have at
least three different uses. First, it can serve as a tool for the specification, analy-
sis, and verification of rational agents. Second, in tandem with some appropriate
reasoning mechanism, it can serve as a knowledge representation framework, i.e.,
it can be used by artificial agents to represent their own “mental states”—and
those of other agents—and to deliberate and act in accordance with those states
and their environment. Finally, it can be used to provide formal models of certain
interesting cognitive phenomena. One intended contribution of our present work
is of the third sort, namely, to provide a formal model of false-belief attributions,
and, in particular, a description of the logical competence of an agent capable
of passing a false-belief task. It addresses questions such as the following: What
sort of principles is it plausible to assume that an agent has to deploy in order
to be able to succeed on a false-belief task? What is the depth and complexity
of the required reasoning? Can such reasoning be automated, and if so, how?
These questions have not been taken up in detail in the relevant discussions in
cognitive science and the philosophy of mind, which have been couched in overly
abstract and rather vague terms. Formal computational models such as the one
we present here can help to ground such discussions, to clarify conceptual issues,
and to begin to answer important questions in a concrete setting.

Although the import of such a model is primarily scientific, there can be in-
teresting engineering implications. For instance, if the formalism is sufficiently
expressive and versatile, and the posited computational mechanisms can be au-
tomated with reasonable efficiency, then the system can make contributions to
the first two areas mentioned above. We believe that our system has such po-
tential for two reasons. First, the combination of epistemic constructs such as
common knowledge with the conceptual resources of the event calculus for deal-
ing with causation appears to afford great expressive power, as demonstrated by
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our formalization. A key technical insight behind this combination is the mod-
elling of agent actions as events via subsorting. Second, procedural abstraction
mechanisms appear to hold significant promise for automation; we discuss this
issue later in more detail.

The remainder of this paper is structured as follows. The next section gives
the formal definition of our system. Section 3 represents the false-belief task in
this system, and section 4 presents a model of the reasoning that is required
to succeed in such a task, carried out in a modular fashion by collaborating
methods. Section 5 discusses some related work and concludes.

2 A Calculus for Representing and Reasoning about
Mental States

The syntactic and semantic problems that arise when one tries to use classical
logic to represent and reason about intentional notions are well-known. Syn-
tactically, modelling belief or knowledge relationally is problematic because one
believes or knows arbitrarily complex propositions, whereas the arguments of
relation symbols are terms built from constants, variables, and function sym-
bols. (The objects of belief could be encoded as strings, but such representations
are too low-level for most purposes.) Semantically, the main issue is the refer-
ential opacity (or intensionality) exhibited by propositional-attitude operators.
In intensional contexts one cannot freely substitute one coreferential term for
another. Broadly speaking, there are two ways of addressing these issues. One
is to use a modal logic, with built-in syntactic operators for intentional notions.
The other is to retain classical logic but distinguish between an object-language
and a meta-language, representing intentional discourse at the object level. Each
approach has its advantages and drawbacks. Retaining classical logic has the im-
portant advantage of efficiency, in that (semi-)automated deduction systems for
classical logic, such as resolution provers—which have made impressive strides
over the last decade—can be used for reasoning. This is the option we have cho-
sen in some previous work [3]. One disadvantage of this approach is that when
the object language is first-order (includes quantification), then notions such as
substitutions and alphabetic equivalence must be explicitly encoded. Depend-
ing on the facilities provided by the meta-language, this does not need to be
overly onerous, but it does require extra effort. The modal-logic approach has
the advantage of solving the syntactic and referential-opacity problems directly,
without the need to distinguish an object-language and a meta-language. That
is the approach we have taken in this work.

The specification of the syntax of our system appears in figure 1, which de-
scribes the various sorts of our universe (S), the signatures of certain built-in
function symbols (f), and the abstract syntax of terms (t) and propositions (P ).
The symbol � denotes subsorting. Propositions of the form S(a, P ), B(a,P ), and
K(a, P ) should be understood as saying that agent a sees that P is the case,
believes that P , and knows that P , respectively. Propositions of the form C(P )
assert that P is commonly known. Sort annotations will generally be omitted,
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S ::= Object | Agent | ActionType | Action� Event | Moment | Boolean | Fluent

f ::=

action : Agent× ActionType→ Action

initially : Fluent→ Boolean

holds : Fluent× Moment→ Boolean

happens : Event× Moment→ Boolean

clipped : Moment× Fluent× Moment→ Boolean

initiates : Event× Fluent× Moment→ Boolean

terminates : Event× Fluent× Moment→ Boolean

prior : Moment× Moment→ Boolean

t ::= x : S | c : S | f(t1, . . . , tn)

P ::= t : Boolean | ¬P | P ∧ Q | P ∨ Q | P ⇒Q | P ⇔Q |
∀ x : S . P | ∃ x : S . P | S(a, P ) | K(a, P ) | B(a, P ) | C(P )

Fig. 1. The specification of sorts, function symbols, terms, and propositions

as they are easily deducible from the context. We write P [x �→ t] for the propo-
sition obtained from P by replacing every free occurrence of x by t, assuming
that t is of a sort compatible with the sort of the free occurrences in question,
and taking care to rename P as necessary to avoid variable capture. We use the
infix notation t1 < t2 instead of prior(t1, t2).

We express the following standard axioms of the event calculus as common
knowledge:

[A1] C(∀ f, t . initially(f) ∧ ¬clipped(0, f, t) ⇒ holds(f, t))

[A2] C(∀ e, f, t1, t2. happens(e, t1) ∧ initiates(e, f, t1)∧t1 < t2 ∧ ¬clipped(t1, f, t2) ⇒ holds(f, t2))

[A3] C(∀ t1, f, t2 . clipped(t1, f, t2) ⇔ [∃ e, t . happens(e, t) ∧ t1 < t < t2 ∧ terminates(e, f, t)])

suggesting that people have a (possibly innate) understanding of basic causality
principles, and are indeed aware that everybody has such an understanding.
In addition to [A1]—[A3], we postulate a few more axioms pertaining to what
people know or believe about causality. First, agents know the events that they
intentionally bring about themselves—that is part of what “action” means. In
fact, this is common knowledge. The following axiom expresses this:

[A4] C(∀ a, d, t . happens(action(a, d), t) ⇒K(a, happens(action(a, d), t)))

The next axiom states that it is common knowledge that if an agent a believes
that a certain fluent f holds at t and he does not believe that f has been clipped
between t and t′, then he will also believe that f holds at t′:

[A5] C(∀ a, f, t, t′ . B(a, holds(f, t)) ∧ B(a, t < t′) ∧ ¬B(a, clipped(t, f, t′)) ⇒B(a, holds(f, t′)))

The final axiom states that if a believes that b believes that f holds at t1 and a
believes that nothing has happened between t1 and t2 to change b’s mind, then
a will believe that b will not think that f has been clipped between t1 and t2:

[A6] ∀ a, b, t1, t2, f . [B(a, B(b, holds(f, t1))) ∧B(a,¬∃ e, t . B(b, happens(e, t)) ∧
B(b, t1 < t < t2) ∧ B(b, terminates(e, f, t)))] ⇒B(a,¬B(b, clipped(t1, f, t2)))

This captures a form of closed-world reasoning, for it could well be the case that,
in fact, b has come to believe that something has happened between t and t′ that
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terminated f , and therefore no longer believes that f holds. But if a believes
that there have been no such events, then it is reasonable for a to assume that
b will not believe that f has been clipped.

In addition to the usual introduction and elimination rules for first-order
predicate logic with equality, we will make use of the following inference rules:

[R1]
C(S(a, P ) ⇒K(a, P ))

[R2]
C(K(a, P ) ⇒B(a, P ))

C(P ) [R3]
K(a1, K(a2, K(a3, P )))

K(a, P ) [R4]
P

[R1] says that it is common knowledge that visual perception is a justified source
of knowledge. In other words, it is commonly known that if I see that P , I
know P .2 [R2] says that it is commonly known that knowledge requires belief,
while [R3] captures an essential property of common knowledge. Usually com-
mon knowledge of a proposition P is taken to mean that everybody knows that
P , everybody knows that everybody knows that P , and so on ad infinitum. This
is captured by recursive rules that allow us to “unfold” the common-knowledge
operator arbitrarily many times. However, this viewpoint is quite problematic for
finite knowers of limited cognitive capacity. After three or four levels of nesting,
iterated knowledge claims become unintelligible. Because in the present setting
we are concerned with cognitive plausibility, we refrain from characterizing com-
mon knowledge in the customary strong form, imposing instead limit of three
levels of iteration, as indicated in [R3].3 [R4] is a veracity rule for knowledge.

The following rules can now be readily derived:
C(P ) [DR1]

K(a1, K(a2, P ))
C(P ) [DR2]

K(a, P )

C(P ) [DR3]
P

S(a, P ) [DR4]
K(a, P )

K(a, P ) [DR5]
B(a, P )

We next have the following three rules:
[R5]

C(K(a, P1 ⇒P2) ⇒K(a, P1) ⇒K(a, P2))

[R6]
C(B(a, P1 ⇒P2) ⇒B(a, P1) ⇒B(a, P2))

[R7]
C(C(P1 ⇒P2) ⇒C(P1) ⇒C(P2))

From these we can easily derive the so-called Kripke (“K”) rules for knowledge,
belief, and common knowledge:

K(a, P1 ⇒P2) K(a, P1) [DR6]
K(a, P2)

We likewise have derived rules [DR7] and [DR8] for belief and common knowl-
edge, respectively (omitted here). We also assume that a few straightforward
tautologies are common knowledge, and the self-explanatory [R11]:
2 We currently ignore the issue of perceptual illusions.
3 Although there is not enough space here for a full discussion, we point out that

third-order epistemic and doxastic states (as opposed to n-order for n > 3) are often
held to be at a level of iteration sufficient for general accounts of human thinking,
e.g., see Dennett (1978). This is not to say that fairly realistic scenarios involving
iteration of 4 or even 5 levels cannot be devised, but in the present paper we have
used 3 for the purpose of modeling the false-belief task.
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[R8]
C((∀ x . P ) ⇒P [x �→ t])

[R9]
C([P1 ⇔P2] ⇒¬P2 ⇒¬P1)

[R10]
C([P1 ∧ · · · ∧ Pn ⇒P ] ⇒ [P1 ⇒ · · · ⇒Pn ⇒P ])

B(a, P1) B(a, P2) [R11]
B(a, P1 ∧ P2)

Note that usually it is postulated that every tautology is common knowledge. If
we took that as a principle, the presentation of the system could be somewhat
simplified. However, such a principle (and other “logical omniscience” principles
like it) is wildly implausible, as has often been pointed out. Since we do not
accept such unrestricted principles, we only posit certain specific tautologies
that are intuitively deemed as obvious. While this is not a general solution, it
nevertheless averts the cognitive implausibility of the unrestricted rules, and also
serves to isolate the logical knowledge that we need to attribute to agents for a
specific reasoning problem.

We can now go on to derive several useful rules, a sample of which is shown
below:4

K(a,∀ x . P ) [DR9]
K(a, P [x �→ t])

B(a,∀ x . P ) [DR10]
B(a, P [x �→ t])

C(∀ x . P ) [DR11]
C(P [x �→ t])

B(a1, K(a2, P )) [DR12]
B(a1, B(a2, P ))

K(a1, K(a2, [P1 ∧ · · · ∧ Pn] ⇒P ))
K(a1, K(a2, P1)) · · · K(a1, K(a2, Pn)) [DR17]

K(a1, K(a2, P ))

B(a1, B(a2, [P1 ∧ · · · ∧ Pn] ⇒P ))
B(a1, B(a2, P1)) · · · B(a1, B(a2, Pn)) [DR18]

B(a1, B(a2, P ))

B(a, P1 ∧ P2 ∧ P3 ⇒P4)
B(a, P1) B(a, P2) B(a, P3) [DR19]

B(a, P4)

The system presented in this section has been implemented in the form of a
denotational proof language, as a language similar to the Athena system [2].

3 Encoding the False-Belief Task

False-belief scenarios can be regarded as the drosophila of computational theories
of mind. Experiments with false beliefs were first carried out by Wimmer and
Perner [12]. In a typical scenario, a child (we will call her Alice) witnesses a
character (we will call him Bob) placing an object (say, a cookie) in a certain
location l1, say in a particular kitchen cabinet. Then Bob leaves, and during his
absence someone else (say, Charlie) removes the object from its original location
l1 and puts it in a different location l2 (say, a kitchen drawer). Alice watches all
this transpire, and she is then asked to predict where Bob will look for the object
when he gets back, the right answer, of course, being the original location—the
cabinet. In this section we show how to formalize this scenario in our calculus. In
the next section we will present a formal explanation as to how Alice can come
to acquire the correct belief about Bob’s false belief.
4 Derivation proofs are omitted, but can be obtained (along with the implementation

of the system) by contacting the authors.
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We introduce the sort Location and the following function symbols specifi-
cally for reasoning about the false-belief task:

places : Object× Location→ ActionType

moves : Object× Location× Location→ ActionType

located : Object× Location→ Fluent

Intuitively, action(a, places(o, l)) signifies a’s action of placing object o in lo-
cation l, while action(a,moves(o, l1, l2)) is a’s action of moving object o from
location l1 to location l2. It is common knowledge that placing o in l initiates
the fluent located(o, l):

[D1] C(∀ a, t, o, l . initiates(action(a, places(o, l)), located(o, l), t))

It is likewise known that if an object o is located at l1 at a time t, then the act
of moving o from l1 to l2 results in o being located at l2:

[D2]C(∀ a, t, o, l1, l2. holds(located(o, l1), t)⇒initiates(action(a, moves(o, l1, l2)), located(o, l2), t))

If, in addition, the new location is different from the old one, the move terminates
the fluent located(o, l1):

[D3] C(∀ a, t, o, l1, l2 . holds(located(o, l1), t) ∧ l1 = l2 ⇒
terminates(action(a, moves(o, l1, l2)), located(o, l1), t))

The following axiom captures the constraint that an object cannot be in more
than one place at one time; this is also common knowledge:

[D4] C(∀ o, t, l1, l2 . holds(located(o, l1), t) ∧ holds(located(o, l2), t) ⇒ l1 = l2)

We introduce three time moments that are central to the narrative of the false-
belief task: beginning, departure, and return. The first signifies the time point
when Bob places the cookie in the cabinet, while departure and return mark the
points when he leaves and comes back, respectively. We assume that it’s com-
mon knowledge that these three time points are linearly ordered in the obvious
manner:

[D5] C(beginning < departure < return).

We also introduce two distinct locations, cabinet and drawer :

[D6] C(cabinet = drawer).

Finally, we introduce a domain Cookie as a subsort of Object, and declare a
single element of it, cookie . It is a given premise that, in the beginning, Alice
sees Bob place the cookie in the cabinet:

[D7] S(Alice, happens(action(Bob, places(cookie, cabinet)), beginning)).

4 Modeling the Reasoning Underlying False-Belief Tasks,
and Automating It Via Abstraction

At this point we have enough representational and reasoning machinery in place to
infer the correct conclusion from a couple of obvious premises. However, a mono-
lithic derivation of the conclusion from the premises would be unsatisfactory, as
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it would not give us a story about how such reasoning can be dynamically put to-
gether. Agents must be able to reason about the behavior of other agents efficiently
(humans certainly do so). It is not at all obvious how efficiency can be achieved in
the absence of mechanisms for abstraction, modularity, and reusability.

We can begin to address both issues by pursuing further the idea of derived
inference rules, and by borrowing a page from classic work in cognitive science
and production systems. Suppose that we had a mechanism which enabled the
derivation of not only schematic inference rules, such as the ones that we pre-
sented in section 2, but derived inference rules allowing for arbitrary computation
and search. We could then formulate generic inference rules, capable of being
applied to an unbounded (potentially infinite) number of arbitrarily complex
concrete situations.

Our system has a notion of method that allows for that type of abstraction
and encapsulation. Methods are derived inference rules, not just of the schematic
kind, but incorporating arbitrary computation and search. They are thus more
general than the simple if-then rules of production systems, and more akin to the
knowledge sources (or “demons”) of blackboard systems [8]. They can be viewed
as encapsulating specialized expertise in deriving certain types of conclusions
from certain given information. They can be parameterized over any variables,
e.g., arbitrary agents or time points.

A key role in our system is played by an associative data structure (shared
by all methods) known as the assumption base, which is an efficiently indexed
collection of propositions that represent the collective knowledge state at any
given moment, including perceptual knowledge. The assumption base is capable
of serving as a communication buffer for the various methods. Finally, the control
executive is itself a method, which directs the reasoning process incrementally
by invoking various methods triggered by the contents of the assumption base.

We describe below three general-purpose methods for reasoning in the calculus
we have presented. With these methods, the reasoning for the false-belief task
can be performed in a handful of lines—essentially with one invocation of each
of these methods. We stress that these methods are not ad hoc or hardwired
to false-belief tasks. They are generic, and can be reused in any context that
requires reasoning about other minds and satisfies the relevant preconditions.
In particular, the methods do not contain or require any information specific to
false-belief tasks.

– Method 1: This method, which we call M1, shows that when an agent a1 sees
an agent a2 perform some action-type α at some time point t, a1 knows that
a2 knows that a2 has carried out α at t. M1 is parameterized over a1, a2, α,
and t:

1. The starting premise is that a1 sees a2 perform α at t:

S(a1, happens(action(a2, α), t)) (1)

2. Therefore, a1 knows that the corresponding event has occurred at t:

K(a1, happens(action(a2, α), t)) (2)
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This follows from the preceding premise and [DR4].

3. From [A4] and [DR2] we obtain:

K(a1, ∀ a, α, t . happens(action(a, α), t) ⇒K(a, happens(action(a, α), t))) (3)

4. From (3) and [DR9] we get:

K(a1, happens(action(a2, α), t) ⇒K(a2, happens(action(a2, α), t))) (4)

5. From (4), (2), and [DR6] we get:

K(a1, K(a2, happens(action(a2, α), t))) (5)

– Method 2: The second method, M2, shows that when (1) it is common knowl-
edge that a certain event e initiates a fluent f ; (2) an agent a1 knows that
an agent a2 knows that e has happened at a time t1; (3) it is commonly
known that t1 < t2; and (4) a1 knows that a2 knows that nothing happens
between t1 and t2 to terminate the fluent f ; then a1 knows that a2 knows
that f holds at t2. M2 is parameterized over a1, a2, e, f , t1, and t2. We omit
the definition due to space limitations (it can be found in the source code).

– Method 3: The last method, M3, shows that when (1) it is common knowledge
that t1 is prior to t2; (2) an agent a1 knows that an agent a2 knows that a
fluent f holds at t1; and (3) a1 believes that nothing happened between t1
and t2 that would cause a2 to believe that f no longer holds; then a1 believes
that a2 believes that f holds at t2:

1. The starting premises are:
• P1 : C(t1 < t2); P2 : K(a1, K(a2, holds(f, t1)));

P3 : B(a1,¬∃e, t. B(a2, happens(e, t))∧B(a2, t1 < t < t2)∧B(a2,terminates(e, f, t))).

2. From premise P2, [DR5], and [DR12], we get:

B(a1, B(a2, holds(f, t1))) (6)

3. From [A6], [DR3], and universal specialization we get:

[B(a1, B(a2, holds(f, t1))) ∧ B(a1,¬∃ e, t . B(a2, happens(e, t)) ∧ B(a2, t1 < t < t2) ∧
B(a2, terminates(e, f, t)))] ⇒B(a1,¬B(a2, clipped(t1, f, t2))) (7)

4. By P3, (7), (6), conjunction introduction, and modus ponens, we get:

B(a1,¬B(a2, clipped(t1, f, t2))) (8)

5. From [A5], [DR11], and [DR2] we get:

K(a1, [B(a2, holds(f, t1)) ∧ B(a2, t1 < t2) ∧ ¬B(a2, clipped(t1, f, t2))] ⇒B(a2, f)) (9)

6. From (9) and [DR5] we get:

B(a1, [B(a2, holds(f, t1)) ∧ B(a2, t1 < t2) ∧
¬B(a2, clipped(t1, f, t2))] ⇒B(a2, holds(f, t2)) (10)
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7. From P1, [DR1], [DR5], and [DR12] we get:

B(a1, B(a2, t1 < t2)) (11)

8. From (10), (6), (11), (8), and [DR19] we get:

B(a1, B(a2, holds(f, t2))) (12)

The correct conclusion for the false-belief task, produced by our implementation
in a fraction of a second, is now obtained in the following manner:

1. Method M1 fires, invoked with Alice, Bob, the action type places(cookie ,
cabinet), and time point beginning.

2. Axiom [D1] is repeatedly instantiated (via [DR11]) with Bob, cookie , and
cabinet .

3. Method M2 fires, invoked with Alice, Bob, the action that Bob has placed
the cookie in the cabinet, the fluent that the cookie is located in the cabinet,
and the two time points beginning and departure.

4. Method M3 fires, invoked with Alice, Bob, the fluent that the cookie is
located in the cabinet, and the two time points departure and return.

Therefore, the final conclusion is the following: Alice believes that, upon his
return, Bob believes that the cookie is located in the cabinet.

5 Related Work and Conclusions

We have presented a formal system for representing and reasoning about certain
important types of mental states, and used it to provide a formal analysis of
false-belief tasks. Such tasks have been extensively discussed, particularly in the
debate between theory-theory and simulation [6], but there are few rigorous
models to be found. The only computational treatments of which we are aware
are by Bello and Cassimatis [4] and by Watt [14]. Neither is based on a formal
inference system. Goodman et al. [10] present a rational analysis of false belief
reasoning based on causal Bayesian models.

Technically, our system is a multi-sorted multi-modal first-order logic. There is
a growing recognition of the importance of quantification in epistemic contexts.
Propositional multi-modal logics are just not sufficiently expressive. For instance,
they cannot capture the difference between de dicto and de re knowledge. The
versatility of first-order logic is necessary, alongside constructs such as common
knowledge.

Our approach has been thoroughly proof-theoretic; we have not given a model-
theoretic semantics for our logic. Coming up with an appropriate formal seman-
tics for propositional attitudes is exceedingly difficult, and should not hold back
experimentation with and implementation of various proof systems. The usual
possible-world semantics [9] are mathematically elegant and well-understood,
and they can be a useful tool in certain situations (e.g., in security protocol
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analysis). But they are notoriously implausible from a cognitive viewpoint.5 The
element of justification, for instance, which is central in our intuitive conception
of knowledge, is entirely lacking from the formal semantics of epistemic logic.
Indeed, knowledge, belief, desire, intention, provability, etc., all receive the exact
same formal analysis in possible-world semantics. That is simply not tenable.

At any rate, even in the standard Kripke framework, the question of how
to combine quantification with epistemic constructs (particularly with common
knowledge) is a difficult open problem: There have been no complete recursive
axiomatizations, and indeed such logics are not even recursively enumerable [16].
Some decidable fragments have been investigated, such as the space of monodic
formulas [13], but such restrictions limit expressivity, which in our view is a more
important consideration. Indeed, we see no reason to insist on a computationally
tractable—or even decidable—formalism, or on a complete logic, at the expense
of expressivity. First-order logic is undecidable, but it is routinely used for the
analysis and verification of a wide variety of extensional systems, by deploying
interactive theorem-proving systems. Higher-order logic is both undecidable and
incomplete, but it too is used widely for similar purposes. Things need not
be different when it comes to the representation, analysis, and verification of
rational agents. Our concern here has been to design and implement an expressive
logic that can be readily used for such purposes, and to gain experience with
constructing machine-checkable proofs in that logic, particularly with writing
proof tactics in it.

LORA [17] is a multi-sorted language that extends first-order branching-time
temporal logic with modal constructs for beliefs, desires, and intentions (drawing
on the seminal work of Cohen and Levesque [5], and particularly on the BDI
paradigm that followed it [11]), as well as a dynamic logic for representing and
reasoning about actions. It does not have any constructs for perception or for
common knowledge, and does not allow for the representation of events that are
not actions. Its semantics for the propositional attitudes are standard Kripke
semantics, with the possible worlds being themselves branching time structures.
We are not aware of any implementations of LORA.

CASL (Cognitive Agents Specification Language) [12] is another system which
combines an action theory, defined in terms of the situation calculus, with modal
operators for belief, desire, and intention. Like LORA, CASL does not have
any constructs for perception or for group knowledge (shared, distributed, or
common). Also like LORA, the semantics of all intensional operators in CASL
are given in terms of standard possible worlds. They are, in fact, explicitly defined
in the higher-order logic PVS by quantifying over states. Insofar as both LORA
and CASL base their treatment of intensional operators on Kripke structures,
they inherit all the conceptual difficulties associated with them. An advantage
of CASL from our viewpoint is that it is implemented and allows for mechanized

5 In an apt assessment of the situation, Anderson [1] wrote that epistemic logic “has
been a pretty bleak affair.” Fagin et al. [9] describe various attempts to deal with
some of the problems arising in a possible-worlds setting, none of which has been
widely accepted as satisfactory.
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proofs, given in PVS. However, the natural deduction style of our framework is
more conducive to defining arbitrary proof tactics.

While preliminary experience with our implementation is encouraging, more
work is needed to determine to what extent methods can facilitate reasoning in
such a multi-modal first-order system. One issue related to efficiency is paral-
lelism. The current implementation of our system is single-threaded, and is thus
unable to realize one of the chief advantages of blackboard systems, namely, the
independence of the specialists from one another and the fact that they can run
concurrently. (Of course, even with concurrency, the top control mechanism still
needs to coordinate the writing into the blackboard, and that can be expected
to become a bottleneck in some cases.) We plan to implement a multi-threaded
version of the system in the future.
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Abstract. We present a novel method to obtain high quality skeletons of
binary shapes. The obtained skeletons are connected and one pixel thick.
They do not require any pruning or any other post-processing. The compu-
tation is composed of two major parts. First, a small set of salient contour
points is computed. We use Discrete Curve Evolution, but any other ro-
bust method could be used. Second, particle filters are used to obtain the
skeleton. The main idea is that the particles walk along the skeletal paths
between pairs of the salient points. We provide experimental results that
clearly demonstrate that the proposed method significantly outperforms
other well-known methods for skeleton computation.

Keywords: Skeleton, shape, pruning, skeletal paths, particle filters.

1 Introduction

The skeleton is important for object representation and recognition in different
areas, such as image retrieval and computer graphics, character recognition,
image processing, and the analysis of biomedical images [1]. The skeleton is
an abstraction of objects that at the same time contains both shape features
and topological structures of the original object. Therefore, many researchers
have worked on matching skeleton structures represented by graphs or trees
[2,3,4,5,6]. However, as the skeleton is sensitive to the noise and deformation of
the boundary, which may seriously disturb the topology of the skeleton graph,
these methods cannot work on complex shapes or shapes with obvious noise.

We list now properties of the ideal skeleton mentioned in [7].

(1) it should preserve the topology of the original object
(2) it should be stable under deformations
(3) it should be invariant under Euclidean transformations such as rotations

and translations
(4) the position of the skeleton should be accurate
(5) it should be composed of 1D arcs (i.e., one-pixel wide in digital images)
(6) it should represent significant visual parts of objects

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 30–41, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. (a) skeleton computed by the method in [11], (b) by the proposed method

Properties (4) and (5) mean that the skeleton should contain the centers of
maximal disks, and nothing more than the centers of maximal disks. Property
(6) means that there should be skeleton branches in every significant object part
and that there should be no spurious branches that do not correspond to any
object parts (which are usually due to noise).

Since most of the existing skeleton computation methods are not able to pro-
duce skeletons that satisfy property 6, skeleton pruning is applied. Its goal is to
remove spurious branches. Clearly, a pruned skeleton should still have properties
(1)-(6), which can be will useful for shape matching and recognition [6,8].

Ogniewicz and Kübler [9] presented a few significant measures for pruning com-
plex Voronoi skeletons without disconnecting the skeletons, but it may lead to
topology violation. The method in [10] has difficulty in distinguishing noise from
low frequency shape information on boundaries. The skeleton generated by [11]
cannot guarantee the property of the connectivity, as shown in the experimental
results in Fig. 1(a). The skeleton computed by our method is shown in Fig. 1(b).

The method introduced by Bai et al. [7,12] can obtain excellent skeletons
which contain most of the properties of ideal skeletons, but it cannot guarantee
that the skeleton is one-pixel wide and it need the postprocessing. Compared to
it, our method produces one-pixel thick skeletons without skeleton pruning.

Particle filters estimate the posterior probability density over the state space
of a dynamic system. The key idea of this technique is to represent probability
densities by sets of samples. By sampling in proportion to likelihood, particle
filters focus the computational resources on regions with high likelihood, where
good approximations are most important. Over the last few years, particle filters
have been applied with great success to a variety of state estimation problems
including visual tracking, speech recognition, mobile robot localization, robot
map building, people tracking, and fault detection. Moreover, Adluru et al have
used particle filters in contour grouping [13]. The proposed method is the first
one that utilizes particle filters in computing skeletons.

The proposed method first utilizes the Discrete Curve Evolution (DCE) [14]
to simplify the contour, and to obtain a small set of salient points as vertices of
the simplified polygon, but other approaches which produce stable salient points
could also be used. The basic idea of the DCE is simple. In every evolutional
step of DCE, a pair of consecutive line segments s1, s2 is replaced by a single
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Fig. 2. Hierarchical skeleton of elephant obtained by pruning the input skeleton (left)
with respect to contour segments obtained by the Discrete Curve Evolution (DCE).
The outer (red) polylines show the corresponding DCE simplified contours.

line segment joining the endpoints of s1
⋃
s2. The order of the substitution is

determined by the relevance measure K given by:

K(S1, S2) =
β(S1, S2)l(S1)l(S2)

l(S1)l(S2)
(1)

where line segments s1, s2 are the polygon sides incident to a vertex v, β(s1, s2) is
the turn angle at the common vertex of segments s1, s2, l is the length function
normalized by the total length of a polygonal curve C. The higher value of
K(s1, s2), the larger is the contribution of the arc s1

⋃
s2 to the shape. During

the evolution, we will first remove the arcs with the smallest contribution. In
Fig. 2, we show some results to illustrate that each convex vertex of the DCE
simplified polygon is guaranteed to be a skeleton endpoint.

We benefit from a geometric relation between the skeletal path and the con-
tour, which is a key observation that motivates our approach: the endpoints of
significant skeleton branches coincide with convex salient contour points. We
illustrate the main ideas of the proposed method in Fig. 3. Let a and b be two
salient contour points. They divide the contour into two parts C = C1 ∪ C2
marked with red and blue colors, respectively. The skeleton path p(a, b) from a
to b is composed of centers of maximal disks that are tangent both to C1 and to
C2. We use a particle filter to compute the path p(a, b). The condition that the
maximal disks are tangent to two contour parts makes our skeleton insensitive
to noise and contour deformations. The computation with particle filters assures
that the skeleton paths are connected, vary smoothly, and are one pixel thick.

The final skeleton consists of the skeleton paths between all pairs of salient
points. For a given set of salient contour points, we obtain an excellent skeleton
without any pruning process. We use DCE to generate salient points, since it is
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Fig. 3. In green a single skeleton path p(a, b) from a to b computed by our algorithm.
The salient points a and b divide the contour into two parts C = C1 ∪C2 marked with
red and blue colors, respectively. p(a, b) is composed of centers of maximal disks that
are tangent both to C1 and to C2.

proved in Bai et al. [7], each DCE computed convex salient point is guaranteed
to be a skeleton endpoint.

As in our case the target function is nonlinear, the Dynamic Programming
(DP), which can only solve the linear function, will carry contour noise to the
skeleton. Compared to DP, the particle filter can get rid of the noise and local
solutions. It can allow branching and carrying multiple solutions. Therefore, We
use a particle filter to find the skeleton path between any pair of the salient points
instead of DP. Particle filters are also known as Sequential Monte-Carlo (SMC)
methods, which have the ability to carry multiple hypotheses, and are widely used
to track multiple targets with cluttered background in image sequences. The first
application of particle filters in Computer Vision is in the tracking of object con-
tours (Isard and Blake [15,16]). Tracking of tracking of motion boundaries is used
for motion estimation in [17]. The first application of particle filters to static im-
ages is presented in Pérez et al. [18], where particle filters are applied to perform
inference over a spatial chain of edge pixels rather than over a temporal chain.
An extension of SMC that performs inferences on arbitrarily structured graphical
models has been proposed in [19,20] and applied to an edge linking task in [19].

The rest of the paper is organized as follows: our approach to computing skele-
ton paths is introduced in Section 2. The construction of the whole skeleton is
presented in Section 3. The experimental results are shown in Section 4. Finally,
the conclusion is presented in Section 5.

2 Computing Skeleton Paths with a Particle Filter

Let a and b be two convex, salient contour points. As stated in the introduction,
we use DCE polygon simplification to compute the salient points, since all convex
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vertices of the DCE simplified polygon are guaranteed to be skeleton endpoints.
Our goal is to obtain a skeleton path from a to b. We use xj

1:t to denote a sequence
of skeleton points of particle j at time step t, i.e., xj

1:t = xj
1, ..., x

j
t . Then xj

t is
the current endpoint of the particle j at the step t. Let N(xj

t ) represent the set
of 8-nearest neighbors of all of skeleton points of particle j.

We initialize with n particles, each equal to a, and the initial weights of the
particles are 1/n. At each iteration, we consider eight possible continuations of
particle xj

1:t−1 as the 8-nearest neighbors of xj
t−1. (Here we benefit from the fact

that a digital image is a discrete structure.) We obtain an eight extensions of
particle xk

1:t = {xj
1:t−1, x

k
t } for each of the eight neighbors xk

t ∈ N(xj
t−1). The

index k of particle xk
1:t may be different from j, since particle j has 8 extensions

corresponding to the 8 neighbors N(xj
t−1) of xj

t−1.
Now we derive a particle filter algorithm that is particularly suitable for com-

putation in digital images. Our goal is to estimate the posterior p(x1:t|z1:t)
over all potential skeleton paths in a given shape. Our observations z1:t =
{z1, z2, ..., zt} represent distances to the shape contour (a detailed definition fol-
lows below). Each particle represents a particular skeleton path. We will follow
the framework of a particle filter algorithm called sampling importance resam-
pling (SIR) filter [21], which can be summarized as follows:

1) Prediction by Sampling: The next generation of particles {xk
1:t}k is ob-

tained from the generation {xj
1:t}j−1 by sampling from a proposal distribution

π (defined below).
We use prior boosting in prediction by sampling (Gordon et al., [22]). It allows

us to capture multi-modal likelihood regions in the posterior. In prior boosting
we sample more than one follower for each particle so that different followers
can capture different modes of the proposal. As described above, the fact that
we work in digital images naturally suggests the eight followers be the eight
neighbors of the latest pixel in each particle sequence. Thus, we increase the
number of particles from N to 8N , which is then reduced back to N in the
resampling step (3).

2) Importance Weighting: An importance weight is assigned to each particle
according to the importance sampling principle wk

t = p(xk
1:t|z1:t)

π(xk
1:t|z1:t)

. The weights
account for the fact that the proposal distribution is usually not equal to the
target distribution p(x1:t|z1:t).

3) Resampling: Particles are drawn with replacement proportional to their
importance weights. The weight of each of the eight new particles is defined as:

wk
t =

p(xk
1:t|z1:t)

π(xk
1:t|z1:t)

=
ηp(zt|xk

1:t, z1:t−1)p(xk
t |x

j
t−1)

π(xt|xj
1:t−1, z1:t)

p(xj
1:t−1|z1:t−1)

π(xj
1:t−1|z1:t−1)

(2)

∝
p(zt|xk

t )p(xk
t |x

j
t−1)

π(xt|xj
1:t−1, z1:t)

wj
t−1, (3)

where wj
t−1 is the weight of particle xj

t−1 and η = 1/p(zt|z1:t−1) is a normaliza-
tion factor resulting from Bayes rule that is equal for all particles. Now we make
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an important assumption that the proposal distribution π(xt|xj
1:t−1, z1:t) is uni-

form. This is justified in our context by the fact that each point is a pixel that
has eight neighbors, and continuation to each of the eight neighbors is equally
probable. Therefore, we obtain

wk
t ∝ p(zt|xk

t )p(xk
t |x

j
t−1)w

j
t−1 (4)

The conditional probabilities in equation (3) are defined below based on digital
topology of paths in digital images p(xk

t |x
j
t−1) and on geometric properties of

skeletons p(zt|xk
t ).

The conditional probability of the new particle xk
1:t generated by extending

the jth particle is given by:

p(xk
t |x

j
1:t−1) =

{
1, if xk

t ∈ N(xj
t−1)−N(xj

1:t−1)
0.01, else

(5)

The main contribution of this probability is to avoid visiting the same pixels
again, since we do not want the particle path to go backward, which would create
a loop in the skeleton path or perturb it. Hence we assign very low probability
to the neighbors of xj

t−1 that already belong to the sequence of particle xj
1:t−1.

In order to calculate p(zt|xk
t ) , we recall that the contour is divided into two

parts C1 and C2. Let d1, d2 represent the minimum distance from the point xk
t

to each of the parts., which for a correct skeleton paths both should be equal
to the radius of the maximal disk centered at xk

t . In particular, we should have
d1 = d2. Thus, our observation zt is composed of two distances d1, d2 from
the contour parts C1 and C2. Fig. 4 illustrates our computation of p(zt|xk

t ) .
Consider two different points P1 and P2 as candidates for the skeleton point xk

t .
It is obvious that P1 is more likely to be the center of a maximal disk with respect
to the contour parts C1 and C2 than P2, since D′ = |d′1 − d′2| is smaller than
D = |d1 − d2|.Therefore, we assume that the observation density is a Gaussian
function of the difference d1 − d2:

p(zt|xk
t ) =

1√
2πσ

e
−(d1−d2)2

2σ2 (6)

Fig. 4. Point P1 is more likely to be a skeleton point than point P2
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The outline of the derived particle filter algorithm is as follows:
From the ”old” sample set {(xj

t−1, w
j
t−1) : j = 1, ..., N} at the time step t− 1,

construct a new sample set {(xj
t , w

j
t ) : j = 1, ..., N} for step t.

For j = 1 to N iterate steps (1)-(3):

(1)Prediction by Sampling
For each particle j, we extend it to eight particles by xk

1:t = {xj
1:t−1, x

k
t } ,

where xk
t ∈ N(xj

t−1).

2) Importance Weighting
Compute the weights wk

t = p(zt|xk
t )p(xk

t |x
j
t−1)w

j
t−1 and normalize the weights

so that
∑

k w
k
t = 1.

3) Subsampling
Draw N particles from the current set of 8N particles with probabilities pro-

portional to their weights.
Finally, the particle with the highest weights is selected, which represents a

skeleton path. There are two important differences in comparison to the standard
sampling importance resampling (SIR) filter. First, our prediction by sampling
considers all possible extensions to the eight neighbors , this is why our proposal
distribution is uniform. Second, since our prediction by sampling increases the
number of particles to 8N , we replaced resampling with subsampling in order
to reduce the number of particles to N . We modified the residual resampling to
obtain the residual subsampling.

Fig. 3 shows an example of one skeleton path generated by the above algo-
rithm. The blue and red parts represent the two different parts C1, C2 of the
contour separately, which are divided by the two vertices. The green line is the
skeleton path generated by our algorithm. The skeleton path is in the middle
of the two contour parts, which is the main property of an excellent skeleton.
The skeleton path does not have any redundant branches and it is insensitive
to boundary noise. These properties follow from the fact that the observation
density p(zt|xk

t ) is computed with respect to the contour partitions C1 and C2 in-
duced by two salient points. The conditional probability p(xk

t |x
j
t−1) is responsible

for computing smooth paths that are one pixel thick. The statistical framework
of particle filter assures that the local noise on pixel level does not distort the
skeleton paths.

3 Combining Skeleton Paths to Form a Complete
Skeleton

The skeleton is the combination of skeleton paths between the end nodes. If we
have generated one path of the skeleton, the other paths of the skeleton will
be generated in the similar way. The only difference is that when the generat-
ing skeleton path meets the generated skeleton path, it should stop. This can
preserve the property of the one-pixel wide and keep the connectivity of the
skeleton. For example, the skeleton of the heart in Fig. 5 (a) is the skeleton of
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Fig. 5. The skeleton in (a) is constructed by combining the paths in (b), (c) together

the heart. The skeleton path of Fig. 5 (b) is first generated. Then, instead of
combining the whole skeleton path in Fig. 5 (c), the propose approach will only
take part of the skeleton path of it, which is surrounded by the red rectangle.

4 Experiments

In this section, we evaluate the proposed method in two parts: 1) we show that
the skeleton is stable to noise and deformation and 2) we compare it to other
methods. From all of the results listed below, we can state that the proposed
approach can generate excellent skeletons which satisfy the six properties listed
in Introduction. Besides, according to the comparison experiments, the proposed
method can obtain much better skeletons than many other approaches.

4.1 Test on Noisy Images

The results in Fig. 6 show that the proposed method is insensitive to even sub-
stantial noise in contours. For each shape, there is one image without noise and
one image with substantial noise. The similarity of the obtained skeletons illus-
trates the stability of the proposed method. In particular, there are no branches
generated by the boundary noise, and the skeletons still preserve the topologi-
cal and geometric structure of the objects. Other methods cannot obtain stable
skeletons on noisy images. Most of them will have extra branches or distorted
skeletons. The extraordinary stability of our skeletons in the presence of large
inner-class shape variations is demonstrated in Fig. 7.

Fig. 6. For each shape, there is one image without noise and one image with substantial
noise. The obtained skeletons are very similar.
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Fig. 7. The results on some shapes from the MPEG-7 database [14] illustrate extraor-
dinary stability of our skeletons in the presence of large shape variances. The red lines
illustrate the DCE polygons.

Although the objects differ significantly from each other, the obtained skele-
tons have the same global structure. Moreover, the thin tails of the camels re-
mained in the skeleton, which cannot be achieved by most of the other pruning
methods, since they may shorten or disconnect the skeleton. The final DCE
simplified polygons are also shown overlaid on the shapes with red segments.

4.2 Comparing to to Other Methods

We compare our method to the fixed topology method in [23], which also starts
with a small set of salient points. However, the fixed topology skeleton requires
also that the skeleton junction points are estimated. We do not need to estimate
the junction points. Two example results of [23] are shown in Fig. 8(a),(c). As
can be clearly seen, the obtained skeleton is not positioned accurately in that
many skeleton points are not centers of maximal disks. In contrast, as shown
in Fig. 8(b),(d) all of our skeleton points are the centers of maximal disks,
and therefore they are exactly symmetrical to the shape boundary. In addition,
observe the presence of phantom horizontal skeleton branches in Fig. 8(c). They
do not reflect any real structural information. Due to the stability of DCE, the
proposed method does not introduce any phantom branches.

Fig. 9 shows a comparison of our approach (b) with the method in [9] (a),
which has inaccurate, half-shortened branches that are not related to any obvious
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Fig. 8. Comparison between the fixed topology skeleton in [23] in (a), (c) and our
skeleton in (b), (d). The red lines illustrate the DCE polygons.

Fig. 9. Comparison between pruning result in [7] in (a) and our results in (b)

boundary features. Other experimental results of the proposed method prove
that it is able to completely eliminate all the unimportant branches and still
preserve the main structure. Our method does not suffer from the shortening of

Fig. 10. Comparison between pruning result in [7] in (a) and our results in (b)
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main skeleton branches and it preserves the topology of the skeleton. Moreover,
the obtained skeletons seem to be in accordance with human perception, as it
satisfies the six properties of the skeleton.

The method introduced by Bai et al. [7] can obtain excellent skeletons which
contain most of the properties of ideal skeletons, but it cannot guarantee that
the skeleton is one-pixel wide, which is illustrated in Fig. 10(a). As shown in
Fig. 10(b), our method produces one-pixel wide skeletons.

5 Conclusion

In this paper, we establish a novel framework for skeleton computation that
combines the geometric method of Discrete Curve Evolution with the statistical
method of particle filters. The obtained skeletons do not have redundant skeleton
branches and retain all the necessary visual branches. The experimental results
demonstrate high stability of the obtained skeletons even for objects with ex-
tremely noisy contours, which is the key property required to measure the shape
similarity of objects using their skeletons. Moreover, this method can guarantee
the skeleton is one-pixel wide. In future, we will extend the proposed approach
to generate the skeleton for the shape with holes and 3D shapes, as the particle
filter can deal with the condition that the path between two endpoints are not
unique.
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Abstract. The use of Semantic Web Technologies in E-learning has turned to be
more and more significant in the last years. In this paper, an approach that makes
use of semantic web technologies to support the assessment of open questions
in e-learning courses is described. The knowledge of the course is represented
by means of a domain ontology, which is used to generate semantic annotations
for the assessment items and to extract knowledge from the students’ answers.
This methodology has been applied in different courses and the results are also
reported and discussed.

Keywords: E-Learning, Semantic Web, Ontology.

1 Introduction

In [1], a classification of the levels of intellectual behavior during the learning process is
presented, identifying six levels in the form of a taxonomy: evaluation, synthesis, analy-
sis, application, understanding and knowledge. Different authors agree on the statement
that the higher levels of Bloom taxonomy can only be evaluated through open ques-
tions. These are not difficult to design for teachers, but their assessment is problematic.
If assessment is based on superficial properties of the answer, such as the presence of
important terms, it is easy for students to cheat the evaluator by writing general lines
and non-sense contents with the terms the evaluator is looking for.

For an appropriate assessment process, answers must be carefully read, looking for
precision, clarity and logic. If teachers have to mark a large number of exams, this
becomes an exhausting task. A negative effect of such aspect is that teacher might apply
different assessment criteria to different exams or lose concentration due to tiredom and
boredom. In this sense, providing mechanisms to support teachers in the assessment of
open questions would be beneficial.

The Semantic Web proposes the idea that web contents are defined and linked not
only for visualization but for being used by applications[2]. In works such as [3], the
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Semantic Web is considered a very promising technology to implement E-learning sys-
tems, because it constitutes an environment in which human and software agents can
communicate semantically. The use of ontologies in E-learning is commonly accepted,
and they have been used for different purposes [4,5]. Hence, Semantic Web technolo-
gies may help to provide the aforementioned mechanism for supporting assessment.

In this work, a methodology for evaluating exams in E-Learning settings is presented.
This methodology makes use of semantic web technologies, including aspects such as
ontological or semantic annotation. This methodology provides the E-learning teaching-
learning process with a component able to (semi)automatically evaluate open questions.
The ultimate goal of this component is to allow for measuring academic performance and
being the basis for providing semantic feedback mechanisms.The structure of this paper
is described next. In Section 2, the methodology for evaluating courses in E-Learning
settings is explained. An example is shown in Section 3. The validation in real settings
is presented in Section 4. Finally, some conclusions are put forward in Section 5.

2 The Methodology

The central concept of the approach is the course, which is associated with some teach-
ers and some students. Every single course can have different exams associated, each
being designed by a teacher and comprised of a set of questions. Questions are then
designed and created by a teacher, who associates a set of annotations to the questions.
These annotations constitute the semantic representation of the expected answer for that
question. Moreover, the students answers to those questions also generate a set of se-
mantic annotations. Then, the student mark can be calculated by comparing both sets
of annotations.

The knowledge is represented in this methodology by using ontologies. An ontology
represents a common, shareable and reusable view of a particular application domain,
and they give meaning to information structures that are exchanged by information
systems [6]. An ontology can be seen as a semantic model containing concepts, their
properties, interconceptual relations, and axioms related to the previous elements.

The Ontology Web Language (OWL) (http://www.w3.org/TR/owl-ref/) has been
used to implement such ontologies. OWL is the current recommendation of the W3C
for exchanging semantic content on the web. OWL-DL has been the OWL flavor used
due to its expressivity and complete reasoning. On the one hand, the knowledge of
the courses domain has also been modeled by an ontology, the called OeLE ontol-
ogy (Ontology-based eLearning Evaluation), which is accessible at the project web-
site (http://klt.inf.um.es/~oele). This ontology defines the major entities in our domain:
course, exam, question, annotation, teacher and student. On the other hand, since the
course is the basic entity, the knowledge of the academic courses has to be modeled.
This model would account for the knowledge the students should acquire through the
course. The course ontology is used in the methodology as the knowledge reference
for annotating questions and answers, so providing the context for the marking process.
The construction of such ontology is out of the scope of this work.

The proper methodology embraces the design, processing and assessment of open
questions-based exams or tests. This methodology allows for performing the following
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activities: (1) design of semantically annotated questions; (2) design of exams; (3) stu-
dent answers’ processing; and (4) student answers’ marking. In the following subsections
these steps are described.

2.1 Designing Questions

The methodology makes use of closed and open questions. A closed question is one
with a set of possible answers, among which one is correct. Given that the evaluation
of these questions is straightforward, there is no need for creating semantic annotations
for them. An open question is one with an answer in natural language, so the correction
requires for some processing. In this case, the teacher needs to write and annotate the
question. For instance, given the open question In the design of materials, differentiated
attention must be paid to pedagogical and technical design. What are the aspects to
take into account for each type of design? the OWL representation for this is shown in
Example 1.

Example 1. Partial OWL representation for an open question
<open_question rdf:ID="question_2">

<text_description>
In the design of materials, differentiated attention must be paid to
pedagogical and technical design. What are the aspects to take
into account for each type of design?

</text_description>
<value>10.0</value>
<question_id>2</question_id>
<expected_answer> ....the user interface and the coding system are essential elements of tech-

nical design </expected_answer>
<question_created_by_teacher rdf:resource="#teacher_1"/>

</open_question>

The open question definition is not complete yet, because evaluation-related information
has to be added for further steps. When an open question is created by a teacher, then the
expected response must be annotated with respect to the course ontology. So, each open
question has a set of annotations associated. The types of annotations are: (1) concepts,
which represent the main domain entities (i.e., student); (2) attributes, which represent
properties of concepts (i.e., the login of a student); and (3) relations, which establish
semantic links between two concepts (i.e., a student takes a course). The annotation
properties of a particular ontological category for a question annotation differ from those
associated to an answer annotation. The latter ones are considered further in this paper.

A question annotation is defined by the annotation for the knowledge entity (con-
cept, attribute, relation or value) of the course ontology; and the quantitative score
(1-10) associated to the question. The quantitative value stands for the importance
of the knowledge entity in the context of the individual question. Example 2 shows
the annotation corresponding to the relation coding system is part of the technical
design, whose importance is 4. In this example, the linguistic expression the cod-
ing system is essential element of technical design is associated to the relation cod-
ing_system_part_of_technical_design. This is already an existing relation in the course
ontology, which is referred by &course.
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Example 2. Partial OWL representation of the annotation of a relation identified in the
expected answer
<Question_relation_annotation rdf:ID="Question_relation_annotation_2">

<relation rdf:resource="&course;coding_system_part_of_technical_design">
the coding system is essential element of technical design</relation>

<quantitative_value rdf:datatype="http://www.w3.org/2001/XMLSchema#int">
4

</quantitative_value>
</Question_relation_annotation>

2.2 Designing Exams

Once the questions have been designed, exams can be defined by selecting the questions
to be included in the exam. An exam is comprised of an identifier and a list of questions.
Each question is created by a person, has a value in the context of the exam, and has a
description. The OWL representation of an exam is shown in Example 3.

Example 3. Partial OWL representation of an Exam
<exam rdf:ID="content_design_exam_1">

<questions>
<open_question rdf:ID="question_1">

<question_id>3</question_id>
<question_created_by_teacher

rdf:resource="#DAGOBERTO_CASTELLANOS"/>
<value>30.0</value>
<text_description>

What aspects have to be considered in the design of
contents with New Technologies?

</text_description>
</open_question>

</questions>
<course_exam rdf:resource="#content_design_course"/>

</exam>

2.3 Obtaining Semantic Annotations from Students’ Answers

Once the exam has been built, the students can do it. As a result, an exam answer is
obtained. The exam answer is defined as a set of pairs of questions and answers to such
questions. Each answer is comprised of the natural language text and the set of semantic
annotations for such answer. The answer annotation for the relation drawn from peda-
gogical theme is a component of the pedagogical design is shown in Example 4.

Example 4. Partial OWL annotation of a student answer
<Answer_relation_annotation rdf:ID="Answer_relation_annotation_6">

<relation rdf:resource="&course;theme_component_design">
coding system is part of the technical design

</relation>
<linguistic_expression rdf:datatype="http://www.w3.org/2001/XMLSchema#string">

pedagogical theme is a component of the pedagogical design
</linguistic_expression>

</Answer_relation_annotation>
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Ideally, the answers annotation should be automatically performed, so we have included
an algorithm for automatic detection of ontological elements using NLP Technologies.
This algorithm has three sequential phases based on the work presented [7].

2.4 Marking Students’ Answers

In this section, the method to combine the previous elements for evaluating open
questions is described. Different evaluation policies can be defined by combining
such elements in different ways. Our intention was to define a flexible evaluation
methodology which can be customized in different aspects. Concerning this issue,
OWL provides primitives to define similarity between classes (e.g., owl:differentFrom,
owl:disjointWith, and, owl:equivalentClass), which are helpful for our purpose, as it
will be shown later.

To mark an answer, the following elements are required: (1) the course ontology
in OWL; (2) the expected response to a particular open question; and (3) the stu-
dent response to that open question. The expected response and the student response
are comprised of a set of questions and answers annotations, as described in previous
sections.

Now, both annotations structures can be compared in order to calculate their similar-
ity. This approach compares ontological entities of the same category, that is, concepts-
concepts, relations-relations, and attributes-attributes. In literature, different similarity
measurement approaches can be found (see for instance [8,9]).

In order to design our evaluation functions, different elements from these method-
ologies have been combined. Each individual similarity function has been designed to
return a value in the interval [0,1].

Given our objective of designing a flexible evaluation methodology, the evaluation
functions contain some configuration parameters. One of these parameters is a threshold
that allows for establishing the minimum acceptable similarity value. A threshold value
1 would represent the strictest evaluation so the students’ answer must be identical to the
expected, otherwise they would get no mark for their answer. The lower the threshold
value is, the lower the strictness of the evaluation process is.

Moreover, the methodology allows for taking two policies when the similarity is
greater than the threshold. On the one hand, this part of the answer can completely
be considered correct, so that the student gets all the score associated to the particu-
lar expected knowledge item (non strict policy), or it can get a value proportional to
the similarity (strict policy). Intuitively, the evaluation of a question is the sum of the
evaluation of concepts, attributes and relations. Let us define from this viewpoint the
score obtained by a student for all the concepts, attributes, and relations included in
the student’s answer. Given an expected answer P, a student’s answer E, a threshold S,
and a policy M, the concepts evaluation, written concEval, is calculated as shown in
Equation 1.

concEval(P,E,S,M)=
∑

αi
value(Pi)
totalvalue

(1)

∀i = 1..|P |βi = maxj=1..|E| {concSim(Pi, Ej)}
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∀i = 1..|P |αi =

{
δi, βi � S

0, βi < S

∀i = 1..|P |δi =

{
βi,M = strict

1,M = nonstrict

where value(Pi) is the quantitative value of the concept Pi in the question and to-
tal_value is

∑
value(Pi).

For each concept in P, its similarity with all the concepts in E is calculated and the
highest similarity βiis compared with S. If βi�S, then the student gets marks for this
item. The amount of marks will depend on the strictness of the evaluation process,
defined by M. For relations and attributes, the process is similar. Now, the global eval-
uation function, written globEval, is then defined by Equation 2.

globEval(P,E, S,M) = (2)

concEval(conc(P ), conc(E), S,M) +
relEval(rel(P ), rel(E), S,M) +
attEval(att(P ), att(E), S,M)

Where conc(A), att(A), and rel(A) stand for the sets of concepts, attributes and relations
contained in A. Next, the functions used to calculate the similarity between concepts,
relations and attributes are shown.

2.4.1 Concepts
Provided that the course ontology is used for annotating the expected and the students’
response, the ontological entities to compare belongs to the same ontology.This similar-
ity function, written concSim, takes into account the linguistic similarity, the attributes
and the relations, is defined by Equation 3.

concSim(ci, cj) = cp1 ∗ concProx(ci, cj) + (3)

cp2 ∗ propSim(ci, cj) +
cp3 ∗ eqName(term(ci), term(cj))

where
∑

cpi=1 and 0�cpi �1.
Hence, the conceptual similarity is calculated as the weighted average of the con-

ceptual proximity (concProx), the linguistic similarity between the involved terms (eq-
Name), and how similar the set of properties of each concept are (propSim). Let us
define now these three functions. The conceptual proximity calculates how near the
concepts are placed in the ontology through the ontological structure. Here, nodes stand
for the amount of concepts between ci and cj through the shortest common path, that
is, through the closest common taxonomic parent concept. In case there is no common
parent, the proximity returns 0. The function is defined by Equation 4.



48 D. Castellanos-Nieves et al.

concProx(ci, cj) = (4){
1− distance(ci,cj)

totalNodes (anc(ci) ∪ {ci}) ∩ (anc(cj) ∪ {cj})
0 otherwise

where total_nodes stands for the total amount of concepts in the ontology, and anc(c)
returns the taxonomic parents of the concept c.

In order to calculate linguistic distances, a linguistic distance function (i.e., Ham-
ming, Levenshtein or similar) is applied to get the linguistic similarity between the
terms associated to two concepts. The approach makes use of the Levenshtein distance.

Finally, propSim accounts for the similarity between the sets of properties associ-
ated to the respective concept (see Equation 5). It is calculated by using the similarity
measurement presented in related word (see for instance,[9,10,11,8]).

propSim(ci, cj) =
|common(ci, cj)|

|common(ci, cj)|+ β1 ∗ nonCommon(ci, cj) + β2 ∗ nonCommon(cj , ci)
(5)

The factor common(ci, cj) refers to the amount of properties both concepts share and
nonCommon(ci,cj) is analogous, but considering the set of attributes and relations
which do not appear in both concepts.

2.4.2 Attributes
The similarity between two attributes, written attSim, is calculated by using three fac-
tors: (1) the linguistic similarity; (2) the similarity of the concepts they refer to; and (3)
the similarity of their values sets. These elements are combined in Equation 6.

attSim(ai, aj) = at1 ∗ eqlName(term(ai), term(aj)) + (6)

at2 ∗ valSim(ai, aj) +
at3 ∗ concSim(concept(ai), concept(aj))

where
∑

ati=1 and 0�ati �1.
The first and the third factors have already been described in the concept section. The

second factor, written valSim, calculates the similarity among values sets as defined in
Equation 7.

valSim(ai, aj) =
|values(ai) ∩ values(aj)|
mink=i,j |{values(ak)}| (7)

2.4.3 Relations
The similarity between two relations, written relSim, is calculated by using two factors:
(1) the linguistic similarity between the relations; and (2) the similarity between their
participants. Both factors are combined in Equation 8.
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relSim(ri, rj) = rl1 ∗ eqlName(term(ri), term(rj)) + (8)

rl2 ∗ concSim(ri.concept1, rj .concept1)
∗concSim(ri.concept2, rj.concept2)

where
∑

rli=1 and 0�rli �1 and ri.conceptj stands for the j-th concept associated to
the i-th relation.

3 Example

An example of the marking methodology is shown next. The starting point will be the
annotation sets for the expected answer and the student’s answer:

– Expected answer:
{Concept1(pedagogical design), Attribute1(user interface.simplicity),
Relation1(pedagogical design has component content design ) }

– Student’s answer:
{ Concept2(pedagogical lines), Attribute2(user interface.clarity),
Relation2(pedagogical design has component pedagogical lines ) }

The complete definition of the concepts, attributes and relations can be found in the
course ontology, which is accessible at http://klt.inf.um.es/~oele. The set of param-
eters used for the evaluation are: cp1 =0.5, cp2 =0.4, cp3 =0.1; at1=0.3, at2=0.2,
at3=0.5,rl1=0.3, rl2=0.7, threshold=0.8, and method=non strict.

Hence, the following operations need to be performed. First, the similarity between
concepts, attributes and relations have to be calculated. Table 1 displays the results for
the similarity between the concepts, attributes and relations. For each cell, the results
have already been multiplied by the corresponding parameters, so the value 0.4855 for
ConcProx stands for 0.5*concProx.

The similarity between the concepts, attributes and relations is, respectively, 0.493,
0.5106 and 0.4273. It should be noted that the linguistic similarities have been calcu-
lated between the terms in Spanish. Provided that the threshold is 0.8 and the three

Table 1. Results for the similarity functions for this example

Similarity C1,C2 A1,A2 R1,R2

Concept ConcProx 0.4855
PropSim 0
EqName 0.0071
ConcSim 0.493

Attributes EqName 0.009
ValSim 0.0111

ConcSim 0.4905
AttSim 0.5106

Relations EqName 0.0123
ConcSim 0.415
RelSim 0.4273
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values are lower, the student would get no marks for these knowledge items. Therefore,
the student would get 0 points in this question.

If the threshold was 0.5, then the student would get points for the attribute. If the
value assigned to the expected attribute was, for instance, 30% of the total of the ques-
tion, provided that we are using the non-strict method, the student would get 30% in
this question.

In case the strict method is used, the student would get 15.3%. This is the re-
sult of weighting the value of the question (30%) with the similarity between the at-
tributes(0.5106).

4 Validation in Real Settings

This methodology has been applied in different learning contexts by using the OeLE
platform [12]. This platform aims at supporting the design and evaluation of assess-
ments tests in E-learning courses. It contains a module allowing for the semantic anno-
tation of the contents with respect to the course ontology. These annotations are used
for the evaluation of the students’ answers. The exams are generated and published as
Java Server Pages. The students can use this system to solve and submit the exams.

The validation has been carried out in E-learning and traditional courses. The teach-
ers of the courses built the course ontologies, defined and annotated questions, created
exams, the students made them, and these exams were marked in different ways: man-
ually by the teacher(s), and automatically by applying the methodology.

The annotation of the students’ answers were semiautomatic, since the NLP algo-
rithm used has incremental learning capabilities. The analysis of the experiments was
performed by using ANOVA models with repeated measurements, which allow for
studying the effect of one or more factors when there is at least one intra-subject factor.

4.1 Design and Evaluation of Didactic Media

The first experiment was carried out in the E-Learning course Design and evaluation of
didactic media in the Faculty of Education of the University of Murcia in 2006. Fourteen
students took this course. The exam had four open questions, and the students’ answers
were manually evaluated by two teachers and automatically by the methodology.

Statistically, the mark was the dependent variable. The factor method was defined,
having three levels (manual1, methodology, and manual2). Our hypothesis was the
equality of the average for each level. Univariate analysis methods have been applied
to the method factor, obtaining the same results than with a multivariate analysis. The
Sig. value is greater than 0.05, so the hypothesis cannot be rejected, so it can be said
that the manual method and the methodology produce the same students’ marks.

4.2 Multimedia Systems and Graphical Interaction

The second experiment was done in the context of the subject Multimedia Systems and
Graphical Interaction during the years 2005, 2006 and 2007.

Two common open questions were included in the exams of this subject, and 63 ex-
ams were processed in this experiment, belonging to different years. These questions
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had a different value in the context of the exam, so only the assessment as individ-
ual questions was targeted in this experiment. The answers to the questions were both
manually and automatically evaluated.

A similar statistical approach was used, using ANOVA for the factor method, with
two levels: manual, and methodology. Similar hypotheses were formulated. The ap-
plication of the Mauchly’s Test revealed the following results. The Sig value for the
method factor is 0.475 (>0.05), so the hypothesis cannot be rejected. This means that
both methods obtain similar results.

4.3 Validation Remarks

In summary, the methodology has been applied in two different courses. The first one
is an E-learning course and the methodology was applied one year. The second one is a
traditional course and the methodology has been applied for three years.

The experiments reveal that the marks obtained by the student when the exam is
evaluated by the teachers do not differ from the automatic, so the methodology can
be qualified as useful for supporting assessment processes in educative contexts. The
course ontologies used in these experiments and more details of these validation exper-
iments can be found at the project website.

5 Discussion and Conclusions

Previous works have proposed approaches to the assessment of students from a semantic
perspective. For instance, in [13], a learning and assessment system based on the writ-
ing of course hyperbooks and the comparison of domain ontologies is presented. There,
each group of students can make its own hyperbook from a course ontology and the dif-
ferent hyperbooks and compared and discussed collaboratively. The student’s knowledge
is manually built by the students, whereas our approach attempts to make this process
(semi)automatic. On the other hand, the Atenea platform [14] is also based on natural
language processing and statistical techniques to process students’ answers in natural
language. However, this approach does not make use of Semantic Web technologies.

One of the most important aspects of the approach presented here is the evaluation
function. One of our goals was to design a very flexible function. This has been achieved
by defining the customizable set of parameters: (1) three for calculating the similarity
between concepts; (2) three for the similarity between attributes; (3) two for the similarity
between relations; (4) the threshold; and (5) the evaluation policy. The groups 1, 2, and 3
constitute the internal flexibility of the evaluation function, since they allow the teacher
to grade the importance of conceptual, linguistic or properties-based similarity between
the different entities. The groups 4 and 5 are the severity instruments for teachers.

Regarding the method of weighting each factor, the following should be said. First,
there is no standard nor automatic way to determine the best values for the weights, so an
analysis has been carried out in order to suggest the potentially best range values for the
weights. Most of the functions have a factor which depends on the linguistic similarity.

We consider that the weight for this factor should be low (e.g. 0,1), because it does
not provide information about the particular structure or meaning of the knowledge
entity. However, this weight can differ between different exams for the same course.
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For the rest of parameters, local decisions should be made due to the local nature of
their meaning, combining the context (e.g., cp1 or at3) and the internal structure (e.g.,
cp2 or at2).

In the experiments shown in this paper, the same combination of parameters was
used. In this approach, the lecturer defines the marking strategy, because (s)he can set
the values for the parameters and the threshold. So, the marking process can become
more or less severe. Part of our current work is oriented to learn the parameters for
particular subjects and teachers from past courses so that automatic configurations can
be provided.
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Abstract. Bratman argued that the purpose of intentions are to constrain the
complexity of future decisions. However, the role of intentions in making future
commitments is not well understood. In this paper, we propose a methodology to
understand how an agent’s commitment to its intentions relates to their dynam-
ics. We quantify commitment through a ranking of intentions determined by their
use in making decisions. While previous studies on intention revision hinge on
changing beliefs, the current study investigates how changes in intention struc-
ture motivates further revision. We propose techniques for updating commitment
in light of changed intention structures and in so doing identify new situations in
which intention revision is rational.

Keywords: Agents, Knowledge Representation, Reasoning.

1 Introduction

Intention has been a widely studied property of agent systems[1,2,3,4,5,6] since its con-
nection to successful resource bound practical reasoning was recognized [7]. However,
a full characterization of the relationship between intentions and the commitment made
towards these remains an open question. In this paper we provide an initial step in this
direction by outlining a theory based on the intuition that the commitment an agent has
towards an intention is proportional to the potential cost of dropping it. This cost is de-
rived from the dependencies between intentions that arise as a consequence of decision
making.

Based on this theory of intention we then examine its role in intention revision. In-
tention revision poses two problems: When is it appropriate to reconsider an existing
intention? and, How is the replacement selected? We will concern ourselves only with
the former. An optimal intention reconsideration strategy grounds the agent’s behavior
in its environment while minimizing the reasoning required to do so. If an agent recon-
siders its intentions too infrequently then its behavior can diverge from that required by
the environment. If it reconsiders its intentions too often then its behavior may become
undirected, inefficient and opportunities for action may be missed. The structure of an
agent’s intentions and its commitments to achieve these greatly influence the nature of
a rational policy an agent adopts. By quantifying commitment we allow an agent to rea-
son about its preferences to retain its intentions in circumstances in which it may revise
them.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 54–65, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2 Intention Dynamics

2.1 Adopting Intentions

Example 1. Imagine an office assistant robot whose jobs include fetching coffee, deliv-
ering hard-copies of documents, vacuuming carpets and guiding office guests. One of
these robots is unoccupied when it receives a request for coffee. Since the robot is other-
wise unoccupied it chooses to deliver the coffee. The robot has two means of satisfying
this opportunity: deliver the coffee itself, or cooperate with another robot to do so. The
robot chooses to deliver the coffee itself resulting in a commitment towards this behav-
ior. Subsequently, a request to relocate a document is made of the robot. The robot has
two means of satisfying this request: deliver the document itself, or, request the services
of another agent. Because the robot is already committed to delivering the coffee and
the document requires delivery to a distant area of the building, it cannot compatibly
deliver both the coffee and the document. Therefore, it negotiates with another agent
to jointly handle the task instead. Because the robot’s commitment towards delivering
coffee influenced its decision to request the services of another robot to handle the doc-
ument delivery request, there is a dependency between the two commitments.

Every time an intention plays an active role in a decision an agent should increase its
commitment towards this intention. Should the agent retract this intention at some fu-
ture point, doing so would contribute to the reasons why the agent should reconsider
decisions in which it affected the outcome. For an existing intentional structure to play
an active role in a particular decision it must invalidate one or more of the options
over which the agent is deliberating. However, for each option that is invalidated by
the agent’s current intentions, multiple intentions may invalidate it. Thus, there is a po-
tentially many-to-many relationship between options and the elements of the intention
structure that invalidate them. The agent should, therefore, distribute the cost of such a
decision to each intention in a way that is proportional to its contribution.

Imagine an agent is adopting an intention to satisfy some need. The agent has a
set of options (O) for satisfying this need and the selected option must be compatible
with the behavioral background (I). The agent must check each element o ∈ O for
consistency against all intention structures i ∈ I . Assume that a subset of O is found
to be incompatible with at least one element of the intention structure using its conflict
recognition function1.

O�I = {o ∈ O|∃i.i ∈ I ∧ conflict(o, i) = �} (1)

Because each option may be inconsistent with multiple intentions and each intention
may be inconsistent with multiple options, we require both the sets of options in con-
flict with a given intention, and the intentions in conflict with a given option. For each
element (c ∈ O � I) in the conflict set, the set of intention structures (i ∈ I) that are
incompatible with it is defined as:

I �c = {i ∈ I|conflict(c, i) = �} (2)

1 The conflict function maps an option and an intention to true (�) when they are in conflict,
and to false (⊥) otherwise.
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and conversely, the set:

(O�I)� i = {c ∈ O�I|conflict(c, i) = �} (3)

is the set of conflicted options (c ∈ O � I) that are invalidated by a given element i of
the behavioral background. Assume that an agent selects s from the compatible options
available to it (O − O � I). The agent has |O�I|

|O| of the cost of intending s to distribute
among the intentions involved in the decision, provided there were any. Thus the initial
commitment towards intending s is:

Definition 1

base(s) =

{
if O�I = ∅ cost(s)
else

(
1− |O�I|

|O|
)
× cost(s)

where:

base(s) : is the initial commitment associated with the newly adopted intention s.
O�I : is the set of options where each element is in conflict with at least one element

of the agent’s intentions.
O : is the initial set of options available to satisfy need n.
cost(s) : is the initial cost of adopting s. An example and further discussion are pro-

vided in section Intention Cost (2.3, 59).

The weight of the dependency between each intention ({i ∈ I|conflict(s, i) = �})
involved in the decision to intend s is:

Definition 2

weight(i, s) =
| (O�I)� i| × |O�I|
|O| ×

∑
c∈O�I |I �c|

where:

s : is the option selected to satisfy need n.
weight(i, s) : is the weight assigned to the dependency between intentional structure i

and the option selected s.
| (O�I)� i| : is the number of options (c ∈ O � I) in the conflict set that intentional

background element i is in conflict with.
|O�I| : is the number of options that have been invalidated by an element of the back-

ground.
|O| : is the number of options for achieving s among which the agent is deliberating.
|I �c| : is the number of intentional structures that are in conflict with the option c ∈

O�I .

The weight of the dependency between s and each i ∈ O � I is the proportion of the
cost inherent in the adoption of s attributable to i. This is equivalent to the contribution
of i to the selection of s over the agent’s other options. |O�I|

|O| is the proportion of the
commitment towards s that the agent should distribute among all the options that were
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invalidated by the intentional structure. For each element of the intentional background
i ∈ I that is in conflict with a particular option (c ∈ O � I) there are |I � c| elements to
distribute the commitment between. Thus the total number of intentional structures used
to invalidate all the options in O � I is the sum of the number of intentional structures
involved in invalidating each option in O�I2. This gives us the amount of commitment
to s to distribute to each intentional structure that contributed to the selection of s. How-
ever, each i ∈ I may have contributed to invalidating multiple options in the conflict
set. Thus we need to multiply the above by the number of elements in the conflict set
that a particular intentional structure invalidated | (O�I)� i|.

We justify the initial setting of base(s) as the commitment to the result of the means
selection process by observing that this is the commitment remaining after assigning the
appropriate portions to the elements that played an active role in the decision process.
After invalidating some of the alternatives, for this option to be selected it must be
based on its merits relative to the other remaining valid options. Therefore, the fewer
options that are invalidated by the context in which the decision is made, the more
commitment we make towards the outcome of the decision making process. Conversely,
the more options invalidated by the context the less we attribute to the actual result of the
decision process. This means that in situations in which there are few options remaining,
the initial commitment towards the selected option will be slight. At first glance this
seems unintuitive: there were few options so we should commit strongly to the selection
made since future revisions have a high chance of selecting the same outcome given the
stability of the background intentional structure. However, this analysis fails to consider
the cost of deliberation. Making a selection amongst few options is less costly than
making a selection amongst many. Thus, we attribute commitment proportional to the
cost in making the selection. Furthermore, since there is a high probability that the same
selection will be made provided the stability of the agent’s beliefs and intentions it will
accumulate commitment as a result of this reconsideration (see Definition 3).

When applied to the office robot example we find:

O = {‘deliver coffee’, ‘outsource coffee’},
I = ∅,

O�I = ∅,
s = ‘deliver coffee’,

base(‘deliver coffee’) = cost(‘deliver coffee’)

due to the initially empty set of commitments. However, when selecting a behavior to
handle the request for document delivery we have:

O = {‘deliver document’, ‘outsource document’},

I = {‘deliver coffee’},
O�I = {‘deliver document’},

2 We must use the summation as opposed to |O � I | × |I � c| because each I � c may be of a
different size.
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I � ‘deliver document’ = {‘deliver coffee’}

(O�I)� ‘deliver coffee’ = {‘deliver document’}

s = ‘outsource document’

base(‘outsource document’) =
cost(‘outsource document’)

2

weight(‘deliver coffee’, ‘outsource document’) =
1
2

As can be seen, the agent’s commitment towards delivering coffee is increased as a
consequence of its use in forming the commitment towards outsourcing the delivery of
the document.

2.2 Revised Intention

Example 2. Imagine the robot as described above has been acting in such a way as to
deliver the coffee requested of it. Because it needs to collect the document and deliver
it to the robot with whom it is cooperating, it has decided and committed to getting
the coffee from the coffee machine between its current location and the meeting place
instead of the closer gourmet coffee dispenser in the cafeteria. After making progress
towards the coffee machine the other agent informs the robot that it will not be able to
meet at the agreed time to accept the document due to unexpected circumstances. Con-
sequently the agent reconsiders its intention to get the coffee from the coffee machine
and instead sources the coffee from the cafeteria, committing to meet the robot at a later
time. Because this change in behavior has wasted the agent’s time and energy it now
commits itself more strongly to its new intention to source the coffee from the cafeteria
in order to minimize the chance of further reconsideration and wasted efforts.

Should an agent revise an intention, the commitment the agent adopts towards the re-
placement should be greater than the commitment it had towards the original. This is
because the agent has made a choice to drop the existing intention and accepts all the
costs related in doing so (as the cost should be part of the input to the decision to recon-
sider). This is important in maintaining the stability of the new intention. If it were not
to inherit the commitment from the intention it replaced then it is likely that the new
intention would quickly become a candidate for further revision.

Definition 3

accum(i′) = commit(i) + base(i′)

where:

i′ : is the new intention.
i : is the old intention.
commit(i) : is the total commitment the agent had towards i (see Definition 5).
base(i′) : the base commitment the agent associated with the original intention (see

Definition 1).
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Applying this to the example above we have: before the revision:

base(‘coffee from machine’) =
cost(‘coffee from machine’)

2

base(‘outsource document’) =
cost(‘outsource document’)

2
base(‘deliver coffee’) = cost(‘deliver coffee’)

weight(‘deliver coffee’, ‘outsource document’) =
1
2

weight(‘outsource document’, ‘coffee from machine’) =
1
2

weight(‘deliver coffee’) = accum(‘outsource document’) =

accum(‘coffee from machine’) = 0

and after the revision:

base(‘coffee from cafe’) =
cost(‘coffee from cafe’)

2

base(‘outsource document’) =
cost(‘outsource document’)

2
base(‘deliver coffee’) = cost(‘deliver coffee’)

weight(‘deliver coffee’, ‘outsource document’) =
1
2

weight(‘outsource document’, ‘coffee from cafe’) =
1
2

accum(‘deliver coffee’) = 0

accum(‘outsource document’) = 0

accum(‘coffee from cafe’) =
cost(‘coffee from machine’)

2

2.3 Intention Cost

The theory, presented thus far, is agnostic to the methodology for calculating the cost
of adopting a given intention. To demonstrate the feasibility of such a cost function we
present an example approach below.

When adopting an intention, an agent must make a selection between competing
options. In so doing, an agent discourages the pursuit of any desires that conflict with
the newly intended option (as doing so would require a reconsideration of the agent’s
intentions). It also strengthens any conflicts with desires that it shares with other in-
tentions. Intuitively, the cost of adopting a given intention i is a measure of the desires
that the agent is unable to pursue due to intending i. Multiple intentions may conflict
with a given desire and single intention may conflict with multiple desires. Therefore
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we must distribute the cost of each lost opportunity among the intentions contributing
to its invalidity, including the newly adopted intention.

In order to formalize this we assume that there is a set D of the agent’s desires. These
need not be consistent. For a given intention i, there is a subset of D with which it is
inconsistent3:

D� i = {d ∈ D|consistent(i, d) = ⊥} (4)

Given this set of conflicting desires and the agent’s other intentions, the cost of an
intention i is:

Definition 4

cost(i) =
{

if D� i = ∅ 0
else

∑
d∈D�i

1
|I�d|

where:

cost(i) : is the cost associated with intention i.
I �d : is the set of intentions in conflict with a given desire d.

Let us now apply the above to the example office robot both prior to and after its adop-
tion of a commitment to outsource the delivery of the document. To do so, assume the
agent’s set of desires are:

D =
{

‘guide guest’, ‘vacuum’, ‘deliver coffee’,
‘deliver document’

}
and its conflict function is:

‘guide guest’ ‘vacuum’ ‘deliver coffee’ ‘deliver document’ ‘outsource document’

‘guide guest’ ⊥ ⊥ � � ⊥
‘vacuum’ ⊥ ⊥ ⊥ ⊥ ⊥
‘deliver coffee’ � ⊥ ⊥ � ⊥
‘deliver document’ � ⊥ � ⊥ �
‘outsource document’ ⊥ ⊥ ⊥ � ⊥

This results in the following prior to adopting a commitment to outsource the document
delivery:

D� ‘deliver coffee’ = {‘guide guest’, ‘transport document’}

I � ‘guide guest’ = {‘deliver coffee’}
I � ‘transport document’ = {‘deliver coffee’}

and thus:
cost(‘deliver coffee’) = 2

and further to the following after the commitment to outsource the document delivery:

D� ‘deliver coffee’ = {‘guide guest’, ‘transport document’}
3 Consistent(i, d) is a function that maps an intention and a desire to true (�) if they are simul-

taneously adoptable, and false (⊥) otherwise.
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I � ‘guide guest’ = {‘deliver coffee’}

I � ‘transport document’ = {‘deliver coffee’, ‘outsource document’}

and thus:

cost(‘deliver coffee’) = 1
1
2

and:
D� ‘outsource document’ = {‘transport document’}

I � ‘transport document’ = {‘deliver coffee’, ‘outsource document’}

and thus:

cost(‘outsource’) =
1
2

2.4 Relative Commitment

Intentions are related by their use in decision making. When an agent makes a decision
towards the adoption of a new intention, the outcome of such a decision is dependent on
the agent’s existing intentions. This dependency arises due to the consistency required
of intentions. An agent with inconsistent intentions is likely to act in a way that prevents
the achievement of its ends. The dependencies between intentions are not all equivalent.
Some intentions may play a stronger role in invalidating the options available in a given
decision than others. This strength is reflected in the weights associated with each de-
pendency. The commitment an agent places in a given intention is heavily reliant on
the weight of its dependencies and the commitment the agent places in the dependent
intentions. We formalize this as follows:

Definition 5

commit(i) =

(∑
i′∈I

commit(i′)× weight(i, i′)

)
+ accum(i) + base(i)

where:

i : is the intention in question.
i′ : is an intentional structure dependent on i.
weight(i, i′) : is a function that returns the weight of the dependency between inten-

tions i and i′ (see Definition 2).
accum(i) : is any commitment the agent has accumulated and attributed directly to

intention i (see Definition 3).
base(i) : is the initial cost associated in adopting the intention (see Definition 1).

Notice that we utilize the definition of cost in the calculation of total commitment.
That is because as an agent behaves this cost changes also. Should a dependency be
broken for any reason the commitment the agent has towards the involved intention is
automatically adjusted accordingly.
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Applying the above to the office robot example we have:

commit(‘deliver coffee’) =
commit(‘outsource document’) + cost(‘deliver coffee’)

2

commit(‘outsource document’) =
commit(‘coffee from cafe’) + cost(‘outsource document’)

2

commit(‘coffee from cafe’) =
cost(‘coffee from machine’) + cost(‘coffee from cafe’)

2

3 Triggering Intention Reconsideration

In the preceding section a methodology for capturing the commitment an agent has to-
wards its evolving intentions was proposed. One of the primary uses for such a method-
ology is in the specification of when it is rational for an agent to reconsider these in-
tentions in light of changing commitments. This takes the form of a revision function
that given an intention and the agent’s current intentions maps to true (�) if the agent
should reconsider the input intention and false (⊥) otherwise.

3.1 Changed Dependencies Reconsideration

The simplest policy is to reconsider an intention when any of its dependencies change.

Definition 6

revise(i, I) =
{
� if ∃i′.weight(i′, i) > 0 ∧ I ∩ i′ = ∅
⊥ otherwise

where:

I : is the agent’s current set of intentions.
i : is the intention we are deciding whether to reconsider or not.
i′ : is an intention that was used in the decision to adopt i but is no longer held. (i.e.

there is a weight between i′ and i but i′ is no longer in I).

If we apply this to the office robot scenario at the point at which the agent has com-
mitted to outsource the document delivery request the effect of the agent dropping the
commitment to deliver coffee on the commitment towards outsourcing the delivery of
the document is:

revise(‘outsource document’, {‘outsource document’}) = �

that the agent will reconsider its commitment towards outsourcing the document. Con-
versely, the effect on dropping the intention towards outsourcing the document delivery:

revise(‘deliver coffee’, {‘deliver coffee’}) = ⊥

is to not reconsider its intention towards the delivery of coffee.
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3.2 Dependent Non-reconsideration

Although changes in the dependencies of an intention(i) motivate reconsideration, the
intentions dependent on i provide justification for the non-reconsideration of i. This is
because the dependents of i require its stability. If the agent reconsiders i, this further
motivates the agent to reconsider all dependent intentions. Thus an agent should take
the potential cost of such a reconsideration into account when deciding to reconsider.
One simple policy an agent could adopt could be to not reconsider any intention which
has dependents:

Definition 7

revise(i, I) =
{
� if ∀i′.i′ ∈ I ∧weight(i, i′) ≤ 0
⊥ otherwise

where:

I : is the agent’s current set of intentions.
i : is the intention we are deciding whether to reconsider or not.
weight(i, i′) ≤ 0 : indicates that there is no dependency between i and i′.

Applying this to the office robot scenario at the same point as above, the effect of the
agent dropping the commitment to deliver coffee on the commitment towards outsourc-
ing the delivery of the document is:

revise(‘outsource document’, {‘outsource document’}) = �

that the agent will reconsider its commitment towards outsourcing the document. Sim-
ilarly, the effect on dropping the intention towards outsourcing the document delivery:

revise(‘deliver coffee’, {‘deliver coffee’}) = �

is for the agent to reconsider its intention towards delivering coffee. This is because
neither commitment has any dependencies at this point. However, if we apply the above
prior to dropping either mentioned commitment:

revise (‘outsource document’, {‘deliver coffee’, ‘outsource document’}) = �

revise (‘deliver coffee’, {‘deliver coffee’, ‘outsource document’}) = ⊥
the agent will reconsider its intentions towards outsourcing the document but not to-
wards the delivery of coffee.

3.3 Proportional Dependent Non-reconsideration

Alternatively, an agent should only reconsider an intention provided that doing so will
not result in more dependent intentions than a predefined limit being reconsidered:

Definition 8

revise(i, I) =

{
� if

|{i′∈I|weight(i,i′)>0∧revise(i′,{I−i})=�}|
|{i′′∈I|weight(i,i′′)>0}| < p

⊥ otherwise
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where:

I : is the agent’s current set of intentions.
i : is the intention we are deciding whether to reconsider or not.
p : the proportion of intentions that the agent is willing to potentially reconsider should

it reconsider and drop the intention over which it is deliberating.

We illustrate this through the use of the office robot example:

revise(‘outsource document’, {‘outsource document’}) = �

revise (‘deliver coffee’, {‘deliver coffee’, ‘outsource document’}) = ⊥
Clearly an agent should balance the required stability of its intentions against the op-
portunities arising due to its changing intentions.

4 Discussion

An analysis of whether an agent should reconsider its current intentions in light of the
need to adopt a conflicting intention was presented in [8,9]. The rationality behind such
reconsideration was evaluated in terms of whether it results in a change to the agent’s
intentions. In addition, [10] argues that adapting or adopting existing intentions for the
achievement of multiple goals is required for the efficient use of an agent’s intentional
background. It was noted, however, that doing so is not a panacea and should only be
used to promote the known side-effects of plan execution to intention.

[11] investigated the question of when to reconsider an intention in the context of
simple planning agents in the tile-world setting. Two reconsideration policies were ex-
amined: reconsideration after executing a set number of plan steps and as triggered by
changing beliefs about the environment. [12] continued this empirical investigation on
intention reconsideration policies. Two further approaches were considered: discrete
deliberation scheduling and partially observable Markov decision processes (POMDP).
Discrete deliberation scheduling treats the process of intention reconsideration as an ac-
tion that the agent may schedule. POMDPs on the other hand are a learning mechanism
that provided a probability distribution over the agent’s beliefs can generate an optimal
reconsideration policy.

Our approach differs significantly from those outlined above. The agents investigated
above were planning agents that generate, adapt and adopt a single complete plan for
the achievement of their intentions. We consider agents that adopt multiple independent,
though consistent, intentions. Consequently the intention structure we consider is richer
and facilitates additional relationships between intentions. We use the dynamics of these
relationships to identify new intention reconsideration policies.

Another aspect unique to our approach is the explicit modeling of the commitments
an agent makes towards its intentions. Typically commitment is an emergent property of
the intention revision policy of the agent. This makes reasoning about the commitment
an agent places in an intention impossible. Although we have explicit representation, we
do not have a concrete interpretation of the commitment values other than in specifying
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a preference ordering over the intentions. Without such semantics we cannot reason
about compound commitments using the component commitments.

In order to focus on the role of the decision dependencies between intentions it was
necessary to disregard some aspects that are crucial for a practical theory of intention
and commitment. These aspects include priorities between intentions, resource usage,
means-end reasoning, intention overloading and the effects of intentions. These topics
remain the focus of future work.

5 Conclusion

This paper provides an initial investigation into intention, the commitment agents make
towards their intentions and the uses to which intentions may be put in decision making.
A cruicial element of this investigation was how the dynamics of intentions affects the
commitment an agent places in its intentions and how this commitment in turn affects
the dynamics of an intention. Through a series of examples the intuitions and formali-
ties of our approach were illustrated. Given this as a background a number of intention
reconsideration strategies were proposed. These were then applied to the running exam-
ples to demonstrate their feasibility. Finally a brief comparison of this approach and the
state of the art in intention reconsideration was presented, noting the unique properties
and advantages our proposal provides.
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Abstract. Intelligent tutoring systems (ITSs) acquire rich data about
students behavior during learning; data mining techniques can help to de-
scribe, interpret and predict student behavior, and to evaluate progress in
relation to learning outcomes. This paper surveys a variety of data min-
ing techniques for analyzing how students interact with ITSs, including
methods for handling hidden state variables, and for testing hypotheses.
To illustrate these methods we draw on data from two ITSs for math in-
struction. Educational datasets provide new challenges to the data min-
ing community, including inducing action patterns, designing distance
metrics, and inferring unobservable states associated with learning.

1 Introduction

Teachers, school administrators and parents have always wanted to know how
their students are doing in the classroom. Recently, interest in tracking student
learning has grown dramatically due to increased emphasis on accountability in
educational settings. For example, in the United States, educators are in urgent
need of accessible and meaningful information about how students are learning,
in order to meet annual progress report requirements resulting from the 2002 No
Child Left Behind act [1]. Schools face significant pressure to improve learning
outcomes, yet improvement depends on the ability to identify in the short-term
those student behaviors that are likely to be unproductive in the long term.

Intelligent tutoring systems (ITSs) potentially address the problem of assess-
ing and tracking students and the problem of improving learning outcomes. It is
possible to record keystroke-by-keystroke information as students use ITSs, and
to process it quickly to provide teachers up-to-the-minute assessments of their
students’ performance, rather than waiting for weekly tests or annual end-of-
year assessments [6]. ITSs have been shown to provide effective instruction, with
some results showing improvement of 20-25% on pre- and post-test measures
[2, 3]. Yet at the same time, there has been growing concern about the tendency
of students to use such systems ineffectively. Indeed, students may actively avoid
effort by adopting behavioral strategies that allow them to avoid learning. For
example, a student may deliberately enter incorrect answers to elicit hints and,
eventually, the correct answer from the ITS [4]. Thus, although ITS instruction is
beneficial, its effectiveness might be increased if maladaptive student behaviors
could be identified.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 66–77, 2008.
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Thus, data mining techiques are essential to both assessing students’ perfor-
mance and enhancing the effectiveness of their efforts with ITSs. Only recently
have researchers have begun to examine ITS data in detail [5]. This paper sur-
veys several techniques we developed to model the behaviors of students using
two mathematics ITSs. One can look at ITS data on several scales, from charac-
teristics of individual problems (Sec. 2) to sequences of problems for individual
students (Sec. 3) to samples of entire tutoring sessions for groups of students
(Secs. 4,5). At each scale one can both extract descriptive information (e.g., the
average time required to solve a problem or the distribution of the number of
problems in a tutoring session), and estimate the structure and parameters of
models (e.g., Markov models of actions or long-run patterns of attention during
tutoring sessions). One also can cluster students based on parameters of models
(Sec. 4.1) and test hypotheses about groups of students (Sec. 6). This paper is
primarily concerned with models of student behavior that can be used to im-
prove the experiences students have with tutoring systems. Thus, we model the
amount of time students are willing to spend on problems and how it changes
over the course of a session, and we model unobservable factors such as engage-
ment, using hidden variable models (Sec. 4.1).

The techniques in this paper were developed to analyze data from two math-
ematics ITSs: Wayang Outpost is an ITS for high school math; the dataset
includes two samples of students (MA and CA). The MA dataset was weighted
with a larger number of low achieving students, whereas the CA sample included
a full range of student achievement levels. The second ITS, AnimalWatch, is for
middle school math. Demonstration versions of these tutoring systems may be
viewed at http://k12.usc.edu.

The basic pattern of interactions with both the Wayang and AnimalWatch
systems is this: The ITS selects a problem that it thinks will advance the stu-
dents learning. The student solves the problem and enters the answer, or selects
an answer from a multiple-choice menu. The ITS uses the answer to update its
model of the students competence. If the answer is wrong, the ITS presents hints
sequentially until the student gets the answer correct. The data include charac-
teristics of problems (e.g., expected and empirical difficulty, and the topics and
skills they exercise), characteristics of hints (e.g., whether they are multimedia
or text hints), and characteristics of the students performance (e.g., the number
of hints they require and the time they devote to each).

2 Actions and Classifiers

The smallest scale at which data mining has a role is that of the individual
problem-solving interactions, of which the most interesting involve wrong an-
swers and hints. Because ITSs provide customized instruction to students, every
interaction is literally unique. Said differently, the number of combinations of
student attributes, versions of the ITS, problem topics, orders of presentation,
selected hints, and latencies or student responses, is so large that some abstrac-
tion is necessary if we are to find useful regularities in data. Consequently, we
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build classifiers of individual actions taken by students on single problems. These
actions are different for Wayang Outpost and AnimalWatch, and thus required
different pattern classifiers.

We stress that the classifiers we are about to discuss were designed by us, not
learned from data. The automatic induction of classifiers for problems and hints
is an open challenge for data mining, as discussed in Section 6, below. Because
the classification of actions is so fundamental to all the analyses in the rest of
this paper, we deal with it at some length.

Wayang Outpost, our high school math ITS, presented problems that included
a figure, table or other graphic, the question or equation to be solved, and five
answer options. The student received feedback (correct, incorrect) by clicking
on an answer option. The student could also click on a “hint” icon to view an
ordered series of audio and animation hints. The student could choose an answer
at any point, or continue to view hints until the solution was displayed. Wayang
Outpost thus required the student to request help.

The problems presented by the middle school math tutor, AnimalWatch, each
included a text introduction with information necessary to solve the problem, the
problem question or equation, an illustration, table or graphic, and an answer
box. AnimalWatch followed a “help-forcing” model in that incorrect answers
triggered help. Hints were ordered: Hint 1 provided text feedback (correct, in-
correct); Hint 2 offered an “operation” text hint (e.g., “Are you sure you are
subtracting?”); Hint 3 offered a multimedia interactive hint that could include
multiple steps (e.g., dragging one-bars into tens-units on the screen to compose
the additive quantity).

We defined action patterns that might be associated with effective and in-
effective learning behaviors. They are patterns (as opposed to atomic actions)
because they include latency information and are rough interpretations of the
students intentions. For example, for Wayang Outpost, a student who chooses
multiple incorrect answers before the correct answer might be trying to correct
his or her own errors, but might also be simply guessing. We use the time be-
tween clicks on the answers to distinguish these interpretations, e.g., inter-click
intervals of less than 5 seconds signal guessing. Similarly, if the latency between
presenting a problem and the students first answer is less than ten seconds, the
student may be guessing. These latencies were based on average times for the
highest-performing students.

We defined five patterns associated with the high school math ITS: Guessing,
Learning by using multimedia help, Solving problem independently and accu-
rately, Solving problem independently but with errors, and Skipping problem.
We defined a larger number of action patterns — nine in all — for the middle
school ITS to differentiate the number of hints received by the student.

3 Student Behavior within Problems

We asked the following question of AnimalWatch data: For every problem that
required at least one hint, what fraction of the total time required to solve the
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Fig. 1. Median and mean proportion of problem solving time in hint sequences for
three versions of AnimalWatch ITS

problem was spent attending to each hint? The results are shown in Figure 1. The
horizontal axis shows the proportion of the total time required to solve a problem.
The vertical axis is organized by two variables: Hint number has six levels, for
1, 2, 3, 4, 5, > 5 hints, respectively. Group is either Heuristic, denoting a version
of AnimalWatch that provided up to two textual hints and then multimedia
help on all subsequent hints; ML, denoting a version that followed the same hint
schedule but “pushed” problems of increasing difficulty more aggressively than
Heuristic; or Text, which provided no help at all besides the textual feedback
that an answer was right or wrong.

The left and right lines in Figure 1 represent mean and median proportions
of problem-solving time, respectively. Some aspects of Figure 1 were anticipated
but some were surprising. We expected the proportion of time on the third hint
to be high because this is where multimedia help is provided for the first time.
We had no such expectation for the Text group because they do not receive
multimedia help. We were surprised that the ML group spent so little time on
the multimedia hints, in contrast to the Heuristic group. In fact, they spent
most time on the first hint (which was “wrong, try again”) and roughly the
same amount of time as the Heuristic group on the second (“did you use the
appropriate operator”), but then, unlike the Heuristic group, they spent even
less time attending to the third hint. Thus, the detailed analysis of patterns
in students’ hint usage revealed that trying to accelerate the pace of students’
learning had the unintended effect of reducing their attention to hints.

3.1 Rule Mining for Action Pattern Sequences

Each student’s data record included an ordered sequence of action patterns (as
discussed in Sec. 2) representing her or his behavior on the math problems over
the course of the tutoring session. Each action pattern was coded as a letter,
and the sequence of problems solved by a student could be coded as a sequence
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of letters such as [AAECBD]. Can we find predictive rules in these sequences?
For example, if a student has guessed on two problems in a row, can we infer
anything about what the student will do on the current problem? Predictive
rules will have the form An−j . . . An → An+1, where the left hand side is a
subsequence of actions and the right hand side is the one we wish to predict.
Can we find rules of this form, and if so, what is the best value of j? If we view
the generation of action patterns as a Markov process then j is the order of the
Markov chain. Or, j might be allowed to vary, as described below.

First, a word about estimating the accuracy of predictions: In the case of
Wayang Outpost, students can exhibit one of five action patterns on a math
problem. However, these patterns are not equally likely so the default accuracy
of predictions is not 1/5. We define the default accuracy to be the probability of
the majority class action pattern because, lacking any other information, one’s
best guess is that the student’s next action will be the majority class action. This
turns out to be action 2, guess/abuse help. With 2028 instances in the combined
corpus of MA and CA students, this is the most common of 7316 actions. Thus,
the default accuracy is (2028 / 7316) = .277. This is the accuracy level we have
to beat with any predictor.

3.2 Accuracy of Prediction Rules

We developed a rule-mining algorithm to find rules of the form An−j . . . An →
An+1. This algorithm, called Very Predictive Ngrams (VPN) finds rules with dif-
ferent values of j (unlike a Markov chain predictor of fixed order) so as to maxi-
mize predictiveness for a given number of rules [7]. The rules found by VPN pre-
dict the action that maximizes the conditional probability Pr(An+1|An−j . . . An).
The algorithm searches iteratively for K such rules. At each iteration the algo-
rithm greedily adds the rule that will most reduce the errors in predictions. Let
An−j−1, An−j . . . An → An+1 be a child of the parent rule An−j . . . An → An+1.
The VPN algorithm is greedy in the sense that it will not necessary find the child,
even if it has better prediction accuracy than the parent, if it first finds another
rule with better prediction accuracy than the parent. Nevertheless, VPN finds rel-
atively small sets of rules that have prediction accuracies comparable to exhaus-
tive sets of all possible rules of a given length (i.e., to Markov chain predictions of
fixed order j).

The performance of VPN on Wayang Outpost action pattern sequences is
shown in Figure 2. The horizontal axis is K, the number of ngrams found by
VPN. The curve that drops from left to right is the error rate associated with
each corpus of K rules. The curve that rises from left to right is the average
length of a rule in the corpus (i.e., the average value of j ).

VPN immediately finds five rules of length 1. With each, the error rate drops,
going from roughly 85% to roughly 55%. After that, the error rate decreases
very slowly, almost imperceptibly, while the average rule length increases. For
these data, it is hard to get much better accuracy than is provided by a Markov
chain predictor of order one. (For comparison purposes, an exhaustive corpus of
554 rules had an error rate of 0.506, while VPNs 50 rules have an error rate of
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Fig. 2. Ngrams for Wayang Outpost action pattern sequences

0.516.) The lesson for designers of ITSs seems to be that the action pattern on
the next problem depends to a very great extent on the previous pattern and
not much on earlier patterns.

4 Session-Scale Patterns

At the scale of short subsequences of action patterns, the behavior of students
appears to be nearly Markov, but at larger scales, useful patterns emerge. We
will focus on changes in the amount of time students spend on problems and
hints over the course of a session with the AnimalWatch ITS.

The algorithm for finding these larger-scale patterns is simply to track the
proportions of mutually exclusive and exhaustive attributes of problems over
time for each student, and then average these proportions over all students within
a group.

To illustrate, consider the time students spend on problems. Although this
is a continuous variable, it can be binned into mutually exclusive and exhaus-
tive ranges. Each problem falls into one bin, and we can track the proportions
of all problems that fall into each bin over all tutoring sessions. The results,
smoothed with a simple exponential smoother, are shown in Figure 3. The three
trajectories correspond to spending less than 15 seconds on a problem, spending
15-35 seconds, and spending more than 35 seconds. The probability of each of
these is plotted on the vertical axis. The horizontal axis represents the number
of problems the student has seen.

Note that the mean probability (over all students sessions) of spending more
than 35 seconds on a problem falls sharply as the number of problems increases,
just as the average probability of spending fewer than 15 seconds increases.
Interestingly, the average probability of spending 15-35 seconds on a problem
remains roughly constant throughout sessions.

The amount of time that a student spends on a problem is to a large extent
under the student’s control. Thus, Figure 3 suggests that students are increas-
ingly willing to rush through problems. Conversely, they are less willing to spend
a long time working on a problem as a session wears on. However, they are will-
ing to spend 15-35 seconds working on a problem, irrespective of the number of
problems they have already seen. This kind of information is valuable for the
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Fig. 3. Time in problem across problems Fig. 4. Action patterns across problems

designers of ITSs, and for teachers who integrate technology-based instruction
into the classroom.

A similar analysis can be done for action patterns. Figure 4 shows five series,
one for each of the five action patterns observed in interactions with the Wayang
Outpost ITS. Each point on a line represents the probability of observing the
action pattern associated with the line, on the nth problem.

Note that Pr(A1), which is action pattern “skip problem”, is quite low and
remains fairly constant across the session. Pr(A2), which is “guess/abuse help”,
starts low and increases steadily through the sequences, while Pr(A4), “solve
with help”, and Pr(A5), “solve without help”, start high and decline. An enig-
matic pattern is A3, which is attempting but failing to solve the problem, and
not using multimedia help.

These results for Wayang Outpost (Fig. 4) echo those for AnimalWatch
(Fig. 3). The interpretation of both results is that students are less willing to
work on problems as the tutoring session goes on. Under this interpretation it
would seem students are less and less engaged or motivated as the session goes
on. Is there a way to model students’ engagement, even though it is not directly
observable? Little is known about how students’ engagement evolves over time,
or whether there are consistent trends that might be exploited in the design of
more effective pedagogical models.

4.1 Unobservable States

A challenge for data mining is to infer unobservable factors that might explain
patterns in students data. Students do not always perform in the most optimal
manner, but we do not yet have ways to estimate the intentional states that in-
fluence their actions. Engagement has been suggested as a possible mechanism,
referring to transient processes such as fluctuations in the learners attention,
willingness to engage in effortful cognition, and emotions associated with suc-
cessful and unsuccessful problem solving. These processes are not observable, but
they might be inferred by models with hidden states, such as Hidden Markov
Models (HMMs).

We fit HMMs to sequences of action patterns for students who worked with
the Wayang Outpost high school math ITS, with three hidden states representing
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Fig. 5. Estimated engagement with the high school math ITS over problems

levels of engagement: low, average and high [8]. We tested the HMMs in several
ways summarized here. First, we used the Viterbi parse of each students HMM
to predict his or her next action pattern and compared the accuracy of these
predictions with a) an order one markov chain fit to the student’s action sequence
and b) an order one Markov chain fit to the entire group of students (CA or MA).
Prediction accuracies for students’ individual HMMs were 10%-15% higher than
using the student’s own Markov chain and compared very well with the Markov
chain fit to the entire group.

We can also track probabilities of engagement levels in exactly the same way
as probabilities of action patterns, above. First, for each student, we produce a
Viterbi parse of engagement levels. This is the sequence of transitions through
engagement states that makes the observed sequence of action patterns most
likely. Then, having inferred what a students engagement levels were likely to
be over time, we get time series of proportions of engagement levels. Figure 5
shows engagement levels across problems for students who worked with the high
school math ITS. It shows that students tend to start out the sessions in high
engagement states, meaning that their action choices and latencies suggest that
they are attending and concentrating. The probability of high engagement starts
to decline around the 10th math problem, and continues to decline throughout
the rest of the session. This decline is paralleled by a corresponding increase in
the low engagement state.

5 Learning Outcomes

We have explored opportunities for mining structure at several scales, from in-
dividual problem solving actions to long-term changes in unobservable factors
such as engagement. Now we ask a different though related question: How can
we tell whether an ITS works well? One answer is to look at outcome variables
such as scores on a test after a tutoring session. However, outcome variables tell
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us little about what students do during tutoring sessions that might explain the
outcomes.

By “explain” we mean that an experimental group exhibits a particular be-
havior associated with a high learning outcome whereas a control group does
not exhibit this behavior and has a lower learning outcome. Thus, explanation
requires us to compare behaviors across groups in a statistically valid way [10].
Here is one such method for comparing two groups:

1. Derive one or more functions θ(σi, σj) to compare students sequences of
actions. Typically this function returns a real number.

2. Let Ci = n1(ni − 1)/2 be the number of pairwise comparisons between
students within group Gi which contains ni students. Define Cj in the same
way.

3. Let Ci∪j = ((ni +nj)2− (ni +nj))/2 be the number of pairwise comparisons
between students across groups.

4. Let δ(i) =
∑

a,b∈Gi
θ(a, b) be the sum of all pairwise comparisons within Gi.

Define δ(j) in the same way.
5. Let ∆(i, j) = (δ(i)+δ(j))/(Ci+Cj)

δ(i∪j)/C(i∪j) .
6. If groups Gi and Gj are not different then one would expect ∆(i, j) = 1.0 .

If ∆(i, j) �= 1.0 , then we will wish to test whether it is significantly so. For
this, we use a randomization procedure:

7. Randomization: Throw all the sequences in Gi and Gj into a single bucket
Gi+j . Draw ni sequences at random from Gi+j and call them G∗

i . Call the
remaining nj sequences G∗

j . Repeat steps 1-5 to get a single value of ∆(i, j)∗.
Repeat this process to get a few hundred values of ∆(i, j)∗. The distribution
of ∆(i, j)∗ serves as a sampling distribution under the null hypothesis that
groupsGi andGj are not different. We compare∆(i, j) to this distribution to
get a p value, a probability of incorrectly rejecting the null hypothesis when
it is true. (See [11] for details on randomization and bootstrap hypothesis
testing.)

This procedure generalizes to multiple groups in the obvious way: If there are
no differences between the groups then the average comparison among elements
in each group will equal the average comparison among elements of the union of
all the groups.

5.1 Comparing Sequences for Text and Heuristic Students

We used the preceding method to compare progress for students who worked with
either the Text or Heuristic version of the AnimalWatch ITS (Text provided only
feedback about answer accuracy; Heuristic provided multimedia help). We looked
at each student after 0, 10, 20, ..., 90 problems and recorded how many problems
on each of nine mathematics topics the student solved. Students sequences were
compared with the following function:

θ(σi, σj) =
∑

t=0,10,20...

√ ∑
i=1,2,...,9

(mi,a −mi,b)
2



Temporal Data Mining for Educational Applications 75

Fig. 6. Problem classes mastered to criterion for two versions of the AnimalWatch ITS

That is, for two students, a and b, we look at the number of problems, m,
of each class i = 1, 2, ..., 9 solved by each student, and square the differences.
In other words, we treat a students sequence as a trajectory through a nine-
dimensional space, where each dimension is a problem class and each location in
the space is given by a nine-vector of the number of problems of each class
solved at that point. Then we compare sequences by the sum of Euclidean
distances between corresponding points (i.e., points with equal values of t) in
nine-space.

The test statistic was rejected only twice in 1000 randomization trials, so we
can reject the null hypothesis that progress through the nine-topic problem space
is the same for students in the Text and Heuristic conditions, with p = .002, a
highly significant result.

It is one thing to test whether student in different experimental groups are
different, another to visualize how they are different. This is not easily done when
progress is in a nine-dimensional space. However, we can track the number of
problem classes a student has mastered to some level at each point in a session.
We chose a 50% criterion level, meaning that at a given point in a sequence, a
student must have mastered 50% of the problems within a class to be given credit
for mastery of that class at that point. We divided the students sequences into
subsequences of size 10 and calculated mastery, as defined, for each subsequence.
Then we averaged the results over students, shown in Figure 6.

The vertical axis is the mean number of problem classes mastered at the
50% level, the horizontal axis is actually ten points, one for each subsequence
of ten problems, and so represents 100 problems. The higher of the two lines
corresponds to the Heuristic condition, the lower to Text. One sees that on
average, a student in the Heuristic condition masters roughly five topics to the
criterion level of 50% in the first 100 problems, whereas students in the Text
condition master only 3.5 topics to this level in the same number of attempts.
These curves also can be compared with our randomization procedure, and are
significantly different.
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6 Challenges for Educational Data Mining

We have shown that ITS data has structure at several scales, from micro-
sequences of hints, to short sequences of actions, to long-term patterns over
sessions and even between sessions. We have demonstrated the utility (in terms
of prediction accuracy) of models with hidden state. We introduced a method to
derive p values for statistical comparisons of groups of sequences. Some of our
analyses were done algorithmically, others the old-fashioned way, with statistics
packages. Thus, the first challenge we would like to issue to the data mining
community is to develop algorithms to find some of the regularities we found by
hand.

Of these, the most important are what we call action patterns. They are
important because they are the elements on which all subsequent analyses are
based. Recall, we defined five action patterns for Wayang Outpost (Sec. 2).
To define these, we used information about problem difficulty, the distribution
of latencies, the best-performing students, and the latencies and correctness of
responses on particular problems. A fine challenge for data mining is to exploit
these and other kinds of information about problems to induce action patterns
automatically.

Another challenge is to invent new distance measures for comparing sequences.
The generalized Euclidean distance in the previous section is adequate but it
does not acknowledge that every problem instance has structure, which includes
latencies, the sequences of hints, levels of engagement, the problem topic, the
number of problems a student has seen, and so on. It is one thing to compare the
raw counts of each of nine kinds of problems with Euclidean distance, another
to compare highly-structured records as just described.

A third challenge is to develop more sophisticated ways to induce intentional
states such as engagement. Our HMMs induced something we called engagement,
and we were happy to see engagement profiles for students cluster nicely and
comparably across student populations. Yet we have no independent verification
that the hidden states in our HMMs actually correspond to intentional states.
This experimental work needs to be done and the HMM models (or other hidden-
state models) need to be refined.

The value of data mining for educational applications is enormous. National
standards pertain to end results — performance — and provide no information
about the process of learning. Teachers cannot easily individualize instruction
because they do not have fine-grained analyses of how their students learn. Re-
port cards are crude assessments and arrive too late to help. Whether one applies
data mining techniques to the rich information available from ITSs or to other
information gathered in classrooms, there is great potential for data mining to
improve the quality of educational experiences.
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Dual Properties of the Relative Belief of
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Abstract. In this paper we prove that a recent Bayesian approximation
of belief functions, the relative belief of singletons, meets a number of
properties with respect to Dempster’s rule of combination which mirrors
those satisfied by the relative plausibility of singletons. In particular, its
operator commutes with Dempster’s sum of plausibility functions, while
perfectly representing a plausibility function when combined through
Dempster’s rule. This suggests a classification of all Bayesian approxi-
mations into two families according to the operator they relate to.

1 Introduction: A New Bayesian Approximation

The theory of evidence (ToE) [1] extends classical probability theory through
the notion of belief function (b.f.), a mathematical entity which independently
assigns probability values to sets of possibilities rather than single events. A
belief function b : 2Θ → [0, 1] on a finite set (“frame”) Θ has the form b(A) =∑

B⊆A mb(B) where mb : 2Θ → [0, 1], is called “basic probability assignment”
(b.p.a.), and meets normalization

∑
A⊆Θ mb(A) = 1 and positivity mb(A) ≥ 0

∀A ⊆ Θ axioms. Events associated with non-zero basic probabilities are called
“focal elements”. A b.p.a. can be uniquely recovered from a belief function
through Moebius inversion:

mb(A) =
∑
B⊆A

(−1)|A−B|b(B). (1)

As probability measures or Bayesian belief functions are just a special class
of b.f.s (for which m(A) = 0 when |A| > 1), the relation between beliefs and
probabilities plays a major role in the theory of evidence [2,3,4,5,6]. Tessem [7],
for instance, incorporated only the highest-valued focal elements in his mklx

approximation. In Smets’ “Transferable Belief Model” [8] beliefs are represented
at credal level (as convex sets of probabilities), while decisions are made by
resorting to a Bayesian belief function called pignistic transformation [9]. More
recently, two new Bayesian approximations of b.f.s have been derived from purely
geometric considerations [10] in the context of the geometric approach to the
ToE.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 78–90, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Another classical approximation is based on the plausibility function (pl.f.)
plb : 2Θ → [0, 1], where

plb(A) .= 1− b(Ac) =
∑

B∩A =∅
mb(B)

represent of the evidence not against a proposition A. Voorbraak [11] proposed
the so-called relative plausibility of singletons (rel.plaus.) p̃lb as the unique proba-
bility that, given a belief function b with plausibility plb, assigns to each singleton
x ∈ Θ its normalized plausibility:

p̃lb(x) =
plb(x)∑

y∈Θ plb(y)
. (2)

He proved that p̃lb is a perfect representative of b when combined with other
probabilities p through Dempster’s rule ⊕ [12]: p̃lb ⊕ p = b ⊕ p. Its properties
have been later discussed by Cobb and Shenoy [13].

Another Bayesian approximation based on normalizing the belief (instead of
plausibility) values of singletons has been recently introduced [14]:

b̃(x) .=
b(x)∑

y∈Θ b(y)
=

mb(x)∑
y∈Θ mb(y)

. (3)

(3) is called relative belief of singletons b̃ (rel.bel.). Clearly b̃ exists iff b assigns
some mass to singletons: ∑

x∈Θ

mb(x) �= 0. (4)

The different semantics and limitations of the relative belief of singletons have
been studied by F. Cuzzolin [14]. In particular, rel.bel. provides a conservative
estimate of the evidence supporting each singleton x ∈ Θ, and can indeed be
seen as the relative plausibility of a plausibility function.

1.1 Aim of the Paper

On our side, in this paper we focus on the behavior of the relative belief of
singletons with respect to evidence combination in the form of Dempster’s com-
bination rule. We prove that rel.bel. meets a number of properties with respect
to Dempster’s rule of combination which mirrors those satisfied by the rela-
tive plausibility of singletons (2). In particular: 1. its operator commutes with
Dempster’s sum of plausibility functions, and 2. rel.bel. perfectly represents a
plausibility function when combined through Dempster’s rule.

These results together with those holding for the relative plausibility suggest
a clear subdivision of all Bayesian approximations in two families, related to
Dempster’s sum and affine combination respectively.

After briefly recalling the different semantics of the relative belief of singletons
we summarize the properties of rel.plaus. with respect to Dempster’s rule, whose



80 F. Cuzzolin

dual we are going to prove here for b̃. To this purpose we introduce the notion
of ”pseudo belief functions”, i.e. b.f.s which admit negative b.p.a.s, as the basic
tool we need in the course of this work.

We prove that the relative belief operator commutes with respect to Demp-
ster’s combination of plausibility functions, and enjoys idempotence properties
similar to those met by the relative plausibility. Analogously, convergence results
for rel.bel. can also be proven. In the last Section we prove that the relative be-
lief of singletons perfectly represents the corresponding plausibility function plb
when combined with any probability through (extended) Dempster’s rule.

2 Semantics of the Relative Belief of Singletons

2.1 A Conservative Estimate

A first insight on the meaning of b̃ comes from the original semantics of belief
functions as constraints on the actual allocation of mass of an underlying un-
known probability distribution. A focal element A with mass mb(A) indicates
that this mass can “float” around in A and be distributed arbitrarily between
the elements of A. In this framework p̃lb (2) can be interpreted as follows:

– for each singleton x ∈ Θ the most optimistic hypothesis in which the mass
of all A ⊇ {x} focuses on x is considered, yielding {plb(x), x ∈ Θ};

– this assumption, however, is contradictory as it is supposed to hold for all
singletons (many of which belong to the same higher-size events);

– nevertheless, the obtained values are normalized to yield a Bayesian belief
function.

p̃lb is associated with the less conservative (but incoherent) scenario in which all
the mass that can be assigned to a singleton is actually assigned to it.

The relative belief of singletons (3) has in turn the following interpretation in
terms of mass assignments:

– for each singleton x ∈ Θ the most pessimistic hypothesis in which only
the mass of {x} itself actually focuses on x is considered, yielding {b(x) =
mb(x), x ∈ Θ};

– this assumption is also contradictory, as the mass of all higher-size events is
not assigned to any singletons;

– the obtained values are again normalized.

Dually, b̃ reflects the most conservative (but still not coherent) choice of assigning
to x only the mass that the b.f. b (seen as a constraint) assures it belong to x,
in perfect analogy to the case of rel.plaus.

One can argue that the existence of rel.bel. is subject to quite a strong condition
(4). However it can be proven that the case in which b̃ does not exist is indeed
pathological, as it excludes a great deal of belief and probability measures [14].
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2.2 Convergence under Quasi-bayesianity

A different angle on the utility of b̃ comes from a discussion of what classes of
b.f.s are “suitable” to be approximated by means of (3). As it only makes use of
the masses of singletons, working with b̃ requires storing n values to represent
a belief function. As a consequence, the computational cost of combining new
evidence through Dempster’s rule or disjunctive combination [15] is reduced to
O(n) as only the mass of singletons has to be calculated.

When the actual values of b̃(x) are close to those provided by, for instance,
pignistic function or rel.plaus. is then more convenient to resort to the relative
belief transformation.

Let us call quasi-Bayesian b.f.s the belief functions b for which the mass
assigned to singletons is very close to one:

kmb

.=
∑
x∈Θ

mb(x)→ 1.

Proposition 1. For quasi-Bayesian b.f.s all Bayesian approximations converge:

lim
kmb

→1
BetP [b] = lim

kmb
→1

p̃lb = lim
kmb

→1
b̃.

For quasi-Bayesian b.f.s the relative belief works as a low-cost proxy for the other
Bayesian approximations.

3 Relative Plausibility and Dempster’s Rule

Rel.bel. and rel.plaus. are then strictly related. In this paper we prove indeed
that b̃ and p̃lb share also an intimate relationship with Dempster’s evidence
combination rule ⊕, as they meet a set of dual properties with respect to ⊕.

Definition 1. The orthogonal sum or Dempster’s sum of two belief functions
b1, b2 on the same frame Θ is a new belief function b1 ⊕ b2 on Θ with b.p.a.

mb1⊕b2(A) =
∑

B∩C=A mb1(B) mb2(C)∑
B∩C =∅mb1(B) mb2(C)

(5)

where mbi denotes the b.p.a. associated with bi.

We denote with k(b1, b2) the denominator of Equation (5).
Cobb and Shenoy [13] proved that the relative plausibility function p̃lb com-

mutes with respect to Dempster’s rule. More precisely, they proved that the
relative plausibility of singletons meets the following properties1 which relates
to Dempster’s combination rule.

1 Original statements from [13] have been reformulated according to the notation of
this paper.
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Proposition 2. 1. if b = b1 ⊕ · · · ⊕ bm then p̃lb = p̃lb1 ⊕ · · · ⊕ p̃lbm
. In other

words, Dempster’s sum and the relative plausibility operator

p̃l : B → P
b �→ p̃l[b] = p̃lb

(6)

commute.
2. if mb is idempotent with respect to Dempster’s rule, i.e. mb⊕mb = mb, then

p̃lb is idempotent with respect to ⊕.
3. let us define the limit of a belief function b as

b∞ .= lim
n→∞ bn

.= lim
n→∞ b⊕ · · · ⊕ b (n times); (7)

if ∃x ∈ Θ such that plb(x) > plb(y) ∀y �= x, y ∈ Θ, then p̃lb∞(x) = 1,
p̃lb∞(y) = 0 ∀y �= x.

4. if ∃A ⊆ Θ (|A| = k) s.t. plb(x) = plb(y) ∀x, y ∈ A, plb(x) > plb(z) ∀x ∈
A, z ∈ Ac, then p̃lb∞(x) = p̃lb∞(y) = 1/k ∀x, y ∈ A, p̃lb∞(z) = 0 ∀z ∈ Ac.

On his side, Voorbraak has shown [11] that the relative plausibility function
perfectly represents a belief function when combined with a probability.

Proposition 3. The relative plausibility of singletons p̃lb is a perfect represen-
tative of b in the probability space when combined through Dempster’s rule, i.e.

b⊕ p = p̃lb ⊕ p, ∀p ∈ P .

4 Pseudo Belief Functions

The study of the properties of b̃ requires first to extend the set of objects we
work on from that of b.f.s to the more general class of “pseudo belief func-
tions”. Namely, the b.p.a. mb associated with a b.f. b meets the positivity axiom:
mb(A) ≥ 0 ∀A ⊆ Θ. If we relax this condition we get functions ς of the form

ς(A) =
∑
B⊆A

mς(B).

or sum function [16] whose Moebius inverse (1) mς : 2Θ \ ∅ → R may assume
negative values: mς(B) �≥ 0 ∀B ⊆ Θ. Sum functions meeting the normalization
axiom

∑
∅�A⊆Θ mς(A) = 1, or pseudo belief functions (p.b.f.s) [17], are then

natural extensions of belief functions.

4.1 Plausibilities as Pseudo Belief Functions

Plausibility functions are p.b.f.s, as they meet the normalization constraint
plb(Θ) = 1 for all b. Their Moebius inverse [18]

µb(A) .=
∑
B⊆A

(−1)|A\B|plb(B) = (−1)|A|+1
∑
B⊇A

mb(B) (8)
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when A �= ∅, µb(∅) = 0 is called basic plausibility assignment (b.pl.a.).
Each pl.f. is an affine combination of basis belief functions

bA
.= b ∈ B s.t. mb(A) = 1, mb(B) = 0 ∀B �= A (9)

with coefficients given by its b.pl.a. [18]:

plb =
∑
A⊆Θ

µb(A)bA. (10)

4.2 Dempster’s Sum of Pseudo Belief Functions

The orthogonal sum can be naturally extended to pseudo b.f.s by applying (5) to
the Moebius inverses mς1 , mς2 of a pair of p.b.f.s. As Cuzzolin has proven [19].

Proposition 4. Dempster’s rule defined as in Equation (5) when applied to a
pair of pseudo belief functions ς1, ς2 yields again a pseudo belief function.

We denote the orthogonal sum of two p.b.f.s ς1, ς2 by ς1 ⊕ ς2.

5 Dual Results for Relative Belief Operator

5.1 The Relative Belief Operator

As pl.f.s are pseudo b.f.s, Dempster’s rule can then be formally applied to pl.f.s
too. We can then prove a dual commutativity result for relative beliefs, once
introduced (in full analogy to what done for the other Bayesian approximations)
the relative belief operator

b̃ : PL → P
plb �→ b̃[plb]

where

b̃[plb](x) .=
mb(x)∑

y∈Θ mb(y)
∀x ∈ Θ (11)

is defined as usual for b.f.s b such that
∑

x mb(x) �= 0.
As a matter of fact, since b and plb are in 1-1 correspondence, we could

indifferently define two operators mapping respectively a belief function b onto
its relative belief, or the unique plausibility function plb associated with b onto
b̃. We chose to consider the operator in this second form as this is instrumental
to prove the following theorem, the dual of point 1. in Proposition 2.

5.2 Commutativity

A useful property of µb is that [14].

Lemma 1. mb(x) =
∑

A⊇{x} µb(A).
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Theorem 1. The relative belief operator commutes with respect to Dempster’s
combination of plausibility functions, namely

b̃[pl1 ⊕ pl2] = b̃[pl1]⊕ b̃[pl2].

Theorem 1 implies that
b̃[(plb)n] = (b̃[plb])n. (12)

5.3 Idempotence

Another consequence of Theorem 1 is an idempotence property which is the dual
of point 2. of Proposition 2.

Theorem 2. If plb is idempotent with respect to Dempster’s rule, i.e. plb⊕plb =
plb, then b̃[plb] is itself idempotent: b̃[plb]⊕ b̃[plb] = b̃[plb].

Proof. By Theorem 1 b̃[plb]⊕ b̃[plb] = b̃[plb⊕ plb], and if plb⊕ plb = plb the thesis
immediately follows. ��

5.4 Convergence

The dual statements of the convergence results of Proposition 2 can be proven
in a similar fashion.

Theorem 3. If ∃x ∈ Θ such that b(x) > b(y) ∀y �= x, y ∈ Θ then

b̃[pl∞b ](x) = 1, b̃[pl∞b ](y) = 0 ∀y �= x.

A similar proof can be provided for the following generalization of Theorem 3.

Theorem 4. if ∃A ⊆ Θ (|A| = k) s.t. b(x) = b(y) ∀x, y ∈ A, b(x) > b(z)
∀x ∈ A, z ∈ Ac then

b̃[pl∞b ](x) = b̃[pl∞b ](y) = 1/k ∀x, y ∈ A, b̃[pl∞b ](z) = 0 ∀z ∈ Ac.

5.5 Example

Let us consider the belief function b on the frame of size four Θ = {x, y, z, w}
defined by the following basic probability assignment:

mb({x, y}) = 0.4, mb({y, z}) = 0.4, mb(w) = 0.2. (13)

The corresponding b.pl.a. is by (8)

µb(x) = 0.4, µb(y) = 0.8, µb(z) = 0.4,
µb(w) = 0.2, µb({x, y}) = −0.4, µb({y, z}) = −0.4. (14)

To check the validity of Theorems 1 and 3 let us then compute the series (b̃[plb])n

and b̃[(plb)n]. By applying Dempster’s rule to the b.pl.a. (14) (pl2b = plb ⊕ plb)
we get a new b.pl.a. µ2

b with (see Figure 1)

µ2
b(x) = 4/7, µ2

b(y) = 8/7, µ2
b(z) = 4/7,

µ2
b(w) = −1/7, µ2

b({x, y}) = −4/7, µ2
b({y, z}) = −4/7.
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{y,z}

{x,y}

{w}

{z}

{y}

{x}

{x} {y} {z} {w} {x,y}{y,z}

{x}

{x}

{x}

{y}

{y}

{y} {y}

{y}

{y} {y}

{z}

{z}

{z}

{w}

{x,y}

{y,z}

Fig. 1. Intersection of focal elements in Dempster’s combination of the b.pl.a. (14)
with itself. Non-zero mass events for each addendum µ1 = µ2 = µb correspond to
rows/columns of the table, each entry of the table hosting the related intersection.

To compute the corresponding relative belief b̃[pl2b ] we first need to get the plau-
sibility values

pl2b({x, y, z}) = µ2
b(x) + µ2

b(y) + µ2
b(z) + µ2

b({x, y}) + µ2
b({y, z}) = 8/7,

pl2b({x, y, w}) = pl2b ({x, z, w}) = pl2b ({y, z, w}) = 1

which imply by Definition plb(A) .= 1− b(Ac)

b2(w) = −1/7, b2(z) = 0, b2(y) = 0, b2(x) = 0

i.e. b̃[pl2b ] = [0, 0, 0, 1]′.
Theorem 1 is confirmed as by (13) (being {w} the only singleton with non-zero

mass) b̃ = [0, 0, 0, 1]′ so that b̃⊕ b̃ = [0, 0, 0, 1]′ and b̃[.] commutes with plb⊕.
By combining pl2b with plb one more time we get the b.pl.a.

µ3
b(x) = µ3

b(z) = 16/31, µ3
b(y) = 32/31,

µ3
b(w) = −1/31, µ3

b({x, y}) = µ3
b({y, z}) = −16/31

which corresponds to

pl3b({x, y, z}) = 32/31, pl3b({x, y, w}) = 1,
pl3b({x, z, w}) = 1, pl3b({y, z, w}) = 1

i.e.
b3(w) = −1/31, b3(z) = 0, b3(y) = 0, b3(x) = 0

and b̃[pl3b ] = [0, 0, 0, 1]′ which again is equal to b̃⊕ b̃⊕ b̃ as Theorem 1 guarantees.
Clearly the series of the basic plausibilities (µb)n converges to

µn
b (x)→ 1/2+, µ3

b(y)→ 1+, µ3
b(z)→ 1/2+,

µ3
b(w)→ 0−, µ3

b({x, y})→ −1/2−, µ3
b({y, z})→ −1/2−

associated with the following plausibility values
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limn→∞ plnb ({x, y, z}) = 1+, plnb ({x, y, w}) = 1,
plnb ({x, z, w}) = 1, plnb ({y, z, w}) = 1 ∀n ≥ 1

which correspond to limn→∞ bn(w) = 0−, bn(z) = bn(y) = bn(x) = 0 ∀n ≥ 1, so
that

limn→∞ b̃[pl∞b ](w) = limn→∞
bn(w)
bn(w) = 1

limn→∞ b̃[pl∞b ](x) = limn→∞ b̃[pl∞b ](y) =
limn→∞ b̃[pl∞b ](z) = limn→∞ 0

bn(w) = limn→∞ 0 = 0

in agreement with Theorem 3.

5.6 Combination of Plausibilities Versus Combination of Beliefs

It is crucial to notice that Theorem 1 (and by consequence Theorem 3) are about
combination of plausibility functions (as pseudo b.f.s) and not combinations of
belief functions. Hence, it is not true in general that b̃∞ = (b̃)∞ or for that
matters that commutativity holds. If we go back to the above example, it is
straightforward to see that the combination b⊕ b of b with itself has b.p.a.

mb⊕b({x, y}) =
mb({x, y})mb({x, y})

k(b, b)
=

0.16
0.68

= 0.235,

mb⊕b({y, z}) =
mb({y, z})mb({y, z})

k(b, b)
=

0.16
0.68

= 0.235,

mb⊕b(w) =
mb(w)mb(w)

k(b, b)
=

0.04
0.68

= 0.058, mb⊕b(y)

=
mb({x, y})mb({y, z}) +mb({y, z})mb({x, y})

k(b, b)
=

0.32
0.68

= 0.47

which obviously yields

b̃⊕ b =
[
0,

0.47
0.528

, 0,
0.058
0.528

]′
�= b̃⊕ b̃ = [0, 0, 0, 1]′.

The basic reason for this is that the plausibility function of a sum of two belief
functions is not the sum of the associated plausibilities:

[plb1 ⊕ plb2 ] �= plb1⊕b2 .

6 Representation Theorem for Relative Beliefs

A dual of the representation theorem (Proposition 3) for relative beliefs can also
be proven, once we recall a result on Dempster’s sum of affine combinations [19].

Proposition 5. The orthogonal sum b ⊕
∑

i αibi,
∑

i αi = 1 of a b.f. b with
any2 affine combination of b.f.s can be written as b ⊕

∑
i αibi =

∑
i γi(b ⊕ bi),

where
2 In fact the collection {bi} is required to include at least a b.f. which is combinable

with b, [19].
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γi =
αik(b, bi)∑
j αjk(b, bj)

(15)

and k(b, bi) is the normalization factor of the combination between b and bi.

Theorem 5. The relative belief of singletons b̃ represents perfectly the corre-
sponding plausibility function plb when combined with any probability through
(extended) Dempster’s rule:

b̃ ⊕ p = plb ⊕ p

for each Bayesian belief function p ∈ P.

Theorem 5 can be obtained by replacing b with plb, and p̃lb by b̃ in Proposition 3.
It is natural to suppose other properties of upper probabilities could in the
future be found by analogous transformations of known propositions on lower
probabilities, as a useful mathematical characterization of the relation between
them.

7 Conclusions: Two Families of Bayesian Approximations

In this paper we studied the properties of the relative belief of singletons as
a novel Bayesian approximation of a belief function, and discussed its inter-
pretations and applicability. We proved that relative belief and plausibility of
singletons form a distinct family of Bayesian approximations related to Demp-
ster’s rule, as they both commute with ⊕, and meet dual representation and
idempotence properties. On one side, this suggests a new mathematical form of
the duality which exists between upper and lower probabilities that can be used
to prove new results. On the other side, once we recall that [10]

Proposition 6. Both pignistic function BetP [b] and orthogonal projection π[b]
commute with respect to affine combination:

π
[∑

i

αibi

]
=

∑
i

αiπ[bi], BetP
[∑

i

αibi

]
=

∑
i

αiBetP [bi],
∑

i

αi = 1.

the present results bring about a subdivision of all Bayesian approximations in
two families, related to Dempster’s sum and affine combination respectively.
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Appendix

Proof of Theorem 1

The basic plausibility assignment of pl1 ⊕ pl2 is, according to (5),

µpl1⊕pl2(A) =
1

k(pl1, pl2)

∑
X∩Y =A

µ1(X)µ2(Y )

so that the corresponding relative belief of singletons b̃[pl1 ⊕ pl2](x) (11) is pro-
portional to

mpl1⊕pl2(x) =
∑

A⊇{x}
µpl1⊕pl2(A) =

∑
A⊇{x}

∑
X∩Y =A µ1(X)µ2(Y )

k(pl1, pl2)

=

∑
X∩Y ⊇{x} µ1(X)µ2(Y )

k(pl1, pl2)

(16)

where mpl1⊕pl2(x) denotes the b.p.a. of the (pseudo) b.f. corresponding to the
pl.f. pl1 ⊕ pl2. As

∑
X⊇{x} µb(X) = mb(x) by Lemma 1,

b̃[pl1](x) ∝ m1(x) =
∑

X⊇{x}
µ1(X), b̃[pl2](x) ∝ m2(x) =

∑
X⊇{x}

µ2(X)

so that their Dempster’s combination is

(b̃[pl1]⊕ b̃[pl2])(x) ∝
( ∑

X⊇{x}
µ1(X)

)( ∑
Y ⊇{x}

µ2(Y )
)

=
∑

X∩Y ⊇{x}
µ1(X)µ2(Y )

and by normalizing we get (16).

Proof of Theorem 3

Taking the limit on both sides of Equation (12) we get

b̃[pl∞b ] = (b̃[plb])∞. (17)

Let us now focus on the quantity on the right hand side: (b̃[plb])∞ = limn→∞
(b̃[plb])n. Since (b̃[plb])n(x) = K(b(x))n (where K is a constant independent on
x) and x is the unique most believed state, it follows that

(b̃[plb])∞(x) = 1, (b̃[plb])∞(y) = 0 ∀y �= x. (18)

Hence by (17) b̃[pl∞b ](x) = 1, and b̃[pl∞b ](y) = 0 ∀y �= x.
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Proof of Theorem 5

Once expressed a plausibility function in terms of its basic plausibility assign-
ment (10) we can apply the commutativity property (Proposition 5), obtaining

plb ⊕ p =
∑
A⊆Θ

ν(A)p⊕ bA (19)

where

ν(A) =
µb(A)k(p, bA)∑

B⊆Θ µb(B)k(p, bB)
, p⊕ bA =

∑
x∈A p(x)bx
k(p, bA)

with k(p, bA) =
∑

x∈A p(x). Once replaced these expressions in (19) we get

plb ⊕ p=

∑
A⊆Θ

µb(A)
( ∑

x∈A

p(x)bx
)

∑
B⊆Θ

µb(B)
( ∑

y∈B

p(y)
) =

∑
x∈Θ

p(x)
( ∑

A⊇{x}
µb(A)

)
bx∑

y∈Θ

p(y)
( ∑

B⊇{y}
µb(B)

) =

∑
x∈Θ

p(x)mb(x)bx∑
y∈Θ

p(y)mb(y)

again by Lemma 1. But this is exactly b̃⊕p, as a direct application of Dempster’s
rule (5) shows.
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Abstract. In this paper we introduce indeed two alternative formula-
tions of the theory of evidence by proving that both plausibility and
commonality functions share the same combinatorial structure of sum
function of belief functions, and computing their Moebius inverses called
basic plausibility and commonality assignments. The equivalence of the
associated formulations of the ToE is mirrored by the geometric congru-
ence of the related simplices. Applications to the probabilistic approxi-
mation problem are briefly presented.

1 Introduction

The theory of evidence (ToE) is one of the most popular uncertainty theory
[1,2], even though it has been recently subjected to criticism [3]. Subjective
probability is there represented by belief function (b.f.) rather than a Bayesian
mass distribution, assigning probability values to sets of possibilities rather than
single events. Variants or continuous extensions of the ToE in terms of hints [4]
or allocations of probability [5] have since been proposed.

From a combinatorial point of view, in their finite incarnation, b.f.s are sum
functions, i.e. functions on the power set 2Θ = {A ⊆ Θ} of a finite domain
Θ b(A) =

∑
B⊆A mb(B) induced by a basic probability assignment (b.p.a.)

mb : 2Θ → [0, 1] which is combinatorially the Moebius inverse [6] of b. The
same evidence associated with a b.f. is carried by the related plausibility (pl.f.)
plb(A) = 1−b(Ac) and commonality Qb(A) =

∑
B⊇A mb(B) (comm.f.) functions,

which lack though a similar coherent mathematical characterization.
In this paper we introduce indeed two alternative formulations of the theory

of evidence by proving that both pl.f.s and comm.f.s share the same combina-
torial structure of sum function, and computing their Moebius inverses which is
natural to call basic plausibility and commonality assignments. We achieve this
by resorting to a recent geometric approach to the theory of evidence [7] in which
belief functions are represented by points of a Cartesian space. Besides giving
the overall mathematical structure of the theory of evidence a more elegant sym-
metry, the notions of b.pl.a.s and b.comm.a.s turn out to be useful when solving
problems like finding probabilistic approximations [8,9,10] of belief functions, or
computing the canonical decomposition of support functions. Moreover, as they

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 91–102, 2008.
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are discovered through geometric methods, basic plausibility and commonality
assignments inherit the same simplicial geometry as that of b.f.s.

The novel contributions of this paper are then the proofs that:

– commonality functions have a Moebius inverse that we call basic common-
ality assignment (Theorem 1), the study of its properties and geometries
(Theorems 2 and 3);

– the equivalence of the alternative formulations of the ToE is geometrically
mirrored by the congruence of the corresponding simplices (Theorem 4);

To support the usefulness of these alternative formulations, some applications of
basic plausibility assignments to the approximation problem are discussed. We
first recall the basic notions of the ToE and its geometric approach.

2 Belief, Plausibility, and Commonality Functions

Even though belief functions can be given several alternative but equivalent def-
initions in terms of multi-valued mappings, random sets [11,12], inner measures
[13], in Shafer’s formulation [1] a central role is played by the notion of ”basic
probability assignment”. A basic probability assignment (b.p.a.) over a finite set
(frame of discernment [1]) Θ is a function m : 2Θ → [0, 1] on its power set
2Θ = {A ⊂ Θ} such that m(∅) = 0,

∑
A⊆Θ m(A) = 1, m(A) ≥ 0 ∀A ⊂ Θ.

Subsets of Θ associated with non-zero values of m are called focal elements.
The belief function (b.f.) b : 2Θ → [0, 1] associated with a b.p.a. mb is

b(A) =
∑
B⊆A

mb(B). (1)

A finite probability or Bayesian belief function is a special b.f. assigning non-zero
masses only to singletons : mb(A) = 0, |A| > 1.

Functions of the form (1) on a partially ordered set are called sum functions
[6]. A belief function b is then the sum function associated with a basic proba-
bility assignment mb on the partially ordered set (2Θ,⊆).

Conversely, the unique basic probability assignment mb associated with a
given belief function b can be recovered by means of the Moebius inversion
formula

mb(A) =
∑
B⊆A

(−1)|A−B|b(B). (2)

A sum function can be seen as the discrete counterpart of the indefinite integral
in calculus, and Moebius inversion as the discrete counterpart of the derivative.

A dual mathematical representation of the evidence encoded by a belief func-
tion b is the plausibility function (pl.f.) plb : 2Θ → [0, 1], A �→ plb(A), where

plb(A) .= 1− b(Ac) = 1−
∑

B⊆Ac

mb(B) =
∑

B∩A =∅
mb(B)

expresses the amount of evidence not against A.
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Θ 

x 
y z 

m = 1/3 

m = 2/3 

A = {x,y} 

Fig. 1. The belief function of the example has two focal elements, {x} and Θ

A third mathematical model of the evidence carried by a b.f. is represented
by the commonality function (comm.f.) Qb : 2Θ → [0, 1], A �→ Qb(A), where the
commonality number Qb(A) can be interpreted as the amount of mass which can
move freely through the entire event A,

Qb(A) .=
∑
B⊇A

mb(B). (3)

Example. Let us consider a b.f. b on a frame of size 3, Θ = {x, y, z} with b.p.a.
(see Figure 1) mb(x) = 1/3, mb(Θ) = 2/3. The belief values of b on all possible
events of Θ are (Eq. 1): b(x) = mb(x) = 1/3, b(y) = b(z) = 0, b(Θ) = mb(x) +
mb(Θ) = 1, b({x, y}) = mb(x) = 1/3, b({x, z}) = mb(x) = 1/3, b({y, z}) =
0. To appreciate the difference between belief, plausibility, and commonality
let us consider in particular the event A = {x, y}. Its belief value b({x, y}) =∑

A⊆{x,y}mb(A) = mb(x) = 1/3 represents the amount of evidence which surely
support {x, y} as it counts all the events which imply {x, y} On the other side,
plb({x, y}) = 1 − b({x, y}c) = 1 − b(z) = 1 measures the evidence not surely
against it, as it counts all the events which no not imply its complement {x, y}c.
Finally, the commonality number Qb({x, y}) =

∑
A⊇{x,y}mb(A) = mb(Θ) = 2/3

tells us which is the amount of evidence which can (possibly) equally support each
of the outcomes in {x, y} (i.e. x and y), as the evidence represented by events
A ⊇ {x, y} can focus on both elements.

3 Two Alternative Formulations of the ToE

As plausibility and commonality functions are both equivalent representations of
the evidence carried by a belief function, it is natural to guess that they should
share the form of sum function on the power set 2Θ.

We can indeed use results and tools provided by the geometric interpretation
of the ToE to develop alternative models of uncertainty which are parallel to
the standard formulation of the ToE. Evidence is there represented by cumulat-
ing basic probabilities on intervals of events {B ⊆ A} (yielding a belief value
b(A) =

∑
B⊆A m(B)). Equivalently we can represent pieces of evidence as basic

plausibility (commonality) assignments on the power set, and compute the re-
lated plausibility (commonality) set function by adding basic assignments over
intervals. Let us first recall the geometry of belief measures.
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Belief space. A b.f. b : 2Θ → [0, 1] on a frame of discernment Θ is completely
specified by its N − 2 belief values {b(A), ∅ � A � Θ}, N .= 2|Θ| (since b(∅) = 0,
b(Θ) = 1 always). It can then be represented as a point of RN−2 like

b =
∑

∅�A�Θ

b(A)vA

where {vA : ∅ � A ⊆ Θ} is a reference frame in RN−2. The set of points B of
RN−1 which correspond to a b.f. is called ”belief space” [7], i.e. the simplex

B = Cl(bA, ∅ � A ⊆ Θ),

where bA is the unique belief function assigning all the mass to a single subset A
of Θ (A-th dogmatic belief function), and Cl denotes the convex closure operator:
Cl(b1, ..., bk) = {b ∈ B : b = α1b1 + · · ·+ αkbk,

∑
i αi = 1, αi ≥ 0 ∀i}. The faces

of a simplex Cl(b1, ..., bk) are all possible simplices generated by a subset of its
vertices. Each b.f. b ∈ B can be written as a convex sum as follows:

b =
∑

∅�A⊆Θ

mb(A)bA. (4)

A b.p.a. (the Moebius inverse of a belief function) is then the set of simplicial
coordinates of b in B: The simplicial form of B is the geometric counterpart of
the nature of b.f.s as sum functions. The set P of all Bayesian b.f.s is the simplex
formed by all dogmatic b.f.s associated with singletons: P = Cl(b{x}, x ∈ Θ).

Binary case. Consider as an example a frame of discernment with just two
elements Θ2 = {x, y}. Each b.f. b : 2Θ2 → [0, 1] is completely determined by its
belief values b(x), b(y) (since b(∅) = 0, b(Θ) = 1 for all b). This means that we
can represent b as the vector

b(x)vx + b(x)vy = [b(x), b(y)]′ = [mb(x),mb(y)]′ ∈ R2. (5)

where vx = [1, 0]′ is the versor of the x axis, and vy = [0, 1]′ that of the y
axis. Since mb(x) ≥ 0, mb(y) ≥ 0, and mb(x) + mb(y) ≤ 1 the set B2 of all the
possible belief functions on Θ2 is the triangle in the Cartesian plane of Figure 2,
whose vertices are the vacuous belief function bΘ = [0, 0]′ with mbΘ(Θ) = 1, the
Bayesian b.f. bx = [1, 0]′ with mbx(x) = 1, and the Bayesian b.f. by = [0, 1]′ with
mby(y) = 1. Bayesian b.f.s on Θ2 obey the constraint mb(x) + mb(y) = 1 and
form then the points of the segment P2 joining bx = [1, 0]′ and by = [0, 1]′.
In the binary case each b.f. b decomposes according to Equation (4) as

b = mb(x)bx +mb(y)by.

Change of reference frame. In the case of a general domain Θ, the dogmatic
belief functions {bA : ∅ � A � Θ} form a set of independent vectors in RN−2, so
that the collections {vA} and {bA} represent two distinct coordinate frames in
B. We can then compute the transformation linking them [14].

Lemma 1. The two coordinate frames {vA : ∅ � A � Θ} and {bA : ∅ � A � Θ}
are linked by the relation vA =

∑
B⊇A(−1)|B\A|bB.
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b =[0,0]'Θ

pl =[1,1]'
Θ

b =[0,1]'=ply y

b =[1,0]'=pl
x x

b

plb

B

PL

P

m (x)

m (y)

1−m (x)
P[b]

1−m (y)

b

b

b ba(b,pl )b

Fig. 2. The belief space B for a binary frame is a triangle in R2 whose vertices are the
dogmatic b.f.s focused on {x}, {y} and Θ, bx, by , bΘ respectively. The probability region
is the segment P = Cl(bx, by). Belief and plausibility functions lie on opposite loca-
tions with respect to P . The line a(b, plb) joining them intersect P in the intersection
probability p[b] (Section 5).

3.1 Basic Plausibility Assignment

The geometry of belief measures can be exploited to prove the structure of
sum function of both plausibility and commonality functions, establishing this
way two equivalent formulations of the ToE in terms of basic plausibilities and
commonalities. To get there we need to compute the Moebius inverse of pl.f.s
and comm.f.s respectively.

Plausibility space. Plausibility functions are indeed also completely specified
by their N − 2 plausibility values {plb(A), ∅ � A � Θ} and can then be repre-
sented in the same reference frames as before as

plb =
∑

∅�A�Θ

plb(A)vA ∈ RN−2. (6)

It can be proved that [14]

Proposition 1. The region PL of RN−2 whose points correspond to admissible
pl.f.s is a simplex PL = Cl(plA, ∅ � A ⊆ Θ) whose vertices are given by plA =
−

∑
∅�B⊆A(−1)|B|bB, and represent the plausibility functions associated with all

dogmatic belief functions bA: plA = plbA .

Figure 2 shows the geometry of belief and plausibility spaces for a binary frame
Θ2 = {x, y}, where pl.f.s are also vectors of R2: plb = [plb(x) = 1−mb(y), plb(y) =
1 −mb(x)]′. The two simplices B = Cl(bΘ = 0, bx, by), PL = Cl(plΘ = 1, plx =
bx, ply = by) are symmetric with respect to the segment of all probability
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measures P and congruent, so that they can be moved onto each other by means
of a rigid transformation.

Plausibility assignment. We can use Lemma 1 to compute the Moebius inverse
of a pl.f., by putting (6) in the same form as Equation (4). We get that plb =∑

∅�A⊆Θ µb(A)bA, where

µb(A) .=
∑
B⊆A

(−1)|A−B|plb(B). (7)

It is natural to call the function µb : 2Θ → R defined by expression (7) basic
plausibility assignment (b.pl.a.). By comparing (7) with the Moebius formula for
b.f.s (2) it is easy to recognize the Moebius equation for plausibilities: hence

plb(A) =
∑
B⊆A

µb(B). (8)

PL.F.s are then sum functions on 2Θ of the form (8), whose Moebius inverse is
the b.pl.a. (7). Basic probabilities and plausibilities are obviously related.

Proposition 2. µb(A) = (−1)|A|+1 ∑
C⊇A mb(C) for A �= ∅, µb(∅) = 0.

As b.p.a.s do, basic plausibility assignments meet the normalization constraint.
In other words, pl.f.s are normalized sum functions [6].

However, µb(A) is not always positive on all events A ⊆ Θ.

Example. Let us consider as an example a b.f. b on the binary frame Θ2 = {x, y}
with b.p.a. mb(x) = 1

3 , mb(Θ) = 2
3 . The corresponding pl. vector is

plb = [plb(x), plb(y)]′ = [1− b({x}c), 1− b({y}c)]′ = [1, 2/3]′.

Using Equation (7) we can compute its b.pl.a. as

µb(x) = (−1)|x|+1
∑
C⊇x

mb(C) = (−1)2(mb(x) +mb(Θ)) = 1,

µb(y) = (−1)|y|+1
∑
C⊇y

mb(C) = (−1)2mb(Θ) = 2/3,

µb(Θ) = (−1)|Θ|+1
∑
C⊇Θ

mb(C) = (−1)mb(Θ = −2/3 < 0

confirming that b.pl.a. meet the normalization but not the positivity constraint.

3.2 Basic Commonality Assignment

It is straightforward to prove that commonality functions are also sum functions
and possess some interesting similarities with pl.f.s. They present though some
peculiarities we need to take care of. We know that b.f.s and pl.f.s are such that

b(∅) = plb(∅) = 0, b(Θ) = plb(Θ) = 1;
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in other words, both b and plb can be represented by vectors with N − 2 coordi-
nates as we have previously seen. On the other side

Qb(∅) =
∑
A⊇∅

mb(A) =
∑
A⊆Θ

mb(A) = 1, Qb(Θ) =
∑
A⊇Θ

mb(A) = mb(Θ)

so that Qb needs N coordinates to be represented (even though the dimension
of Q is still N − 2). A comm.f. corresponds then to a vector of RN = R2|Θ|

Qb =
∑

∅⊆A⊆Θ

Qb(A)vA

where {vA : ∅ ⊆ A ⊆ Θ} is an extended reference frame in RN (A = Θ, ∅ this
time included).

Commonality assignment. We can as before express Qb as a sum function by
computing its Moebius inverse. We can use Lemma 1 to change the coordinate
base and get the coordinates of Qb with respect to the base {bA, ∅ ⊆ A ⊆ Θ}:

Qb =
∑

∅⊆A⊆Θ

Qb(A)
( ∑

B⊇A

bB(−1)|B\A|)
=

∑
∅⊆B⊆Θ

bB
( ∑

A⊆B

(−1)|B\A|Qb(A)
)

=
∑

∅⊆B⊆Θ

qb(B)bB

i.e. Qb is a sum function with Moebius inverse qb : 2Θ → [0, 1], B �→ qb(B) with

qb(B) =
∑

∅⊆A⊆B

(−1)|B\A|Qb(A)

which we can call basic commonality assignment (b.comm.a.).
qb has an interesting interpretation in terms of belief values.

Theorem 1. qb(B) = (−1)|B|b(Bc).

Proof

qb(B) =
∑

∅⊆A⊆B

(−1)|B\A|( ∑
C⊇A

mb(C)
)

=
∑

∅�A⊆B

(−1)|B\A|( ∑
C⊇A

mb(C)
)
+

+(−1)|B|−|∅| ∑
C⊇∅

mb(C) =
∑

B∩C =∅
mb(C)

( ∑
∅�A⊆B∩C

(−1)|B\A|) + (−1)|B|.

But now, since B \A = B \ C +B ∩C \A, we have that∑
∅�A⊆B∩C

(−1)|B\A| = (−1)|B\C| ∑
∅�A⊆B∩C

(−1)|B∩C|−|A|

= (−1)|B\C|[(1− 1)|B∩C| − (−1)|B∩C|−|∅|] = (−1)|B|+1

so that the b.comm.a. qb(B) can be expressed as

qb(B) = (−1)|B|+1
∑

B∩C =∅
mb(C) + (−1)|B| = (−1)|B|(1 −

∑
B∩C =∅

mb(C)) = (9)

= (−1)|B|(1− plb(B)) i.e. we have as desired. Note that qb(∅) = (−1)|∅|b(∅) = 1.
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Properties of basic commonality assignments. Basic commonality assign-
ments are not normalized, as∑

∅⊆B⊆Θ

qb(B) = Qb(Θ) = mb(Θ).

In other words, whereas belief functions are normalized sum functions (n.s.f.)
with non-negative Moebius inverse, and plausibility functions are normalized
sum functions, commonality functions are unnormalized sum functions.

Going back to the above example, the b.comm.a. associated withmb(x) = 1/3,
mb(Θ) = 2/3 is (by Equation (9))

qb(∅) = (−1)|∅|b(Θ) = 1, qb(x) = (−1)|x|b(y) = −mb(y) = 0,
qb(y) = (−1)|y|b(x) = −mb(x) = −1/3, qb(Θ) = (−1)|Θ|b(∅) = 0

so that
∑

∅⊆B⊆Θ qb(B) = 2/3 = mb(Θ) = Qb(Θ).

Commonality space. Analogously to the case of belief and plausibility func-
tions, we can use here the notion of basic commonality assignment (Theorem
1) to recover the shape of the space Q ⊂ RN of all commonality functions, or
”commonality space”.

Theorem 2. The commonality space Q is a simplex

Q = Cl(QA, ∅ � A ⊆ Θ)

whose vertices are
QA

.=
∑

∅⊆B⊆Ac

(−1)|B|bB. (10)

Proof

Qb =
∑

∅⊆B⊆Θ

(−1)|B|bB
( ∑
∅⊆A⊆Bc

mb(A)
)

=
∑

∅⊆A⊆Θ

mb(A)
( ∑
∅⊆B⊆Ac

(−1)|B|bB
)

=
∑

∅⊆A⊆Θ

mb(A)QA

with QA given by Equation (10). �

Theorem 3. QA is the commonality function associated with the dogmatic belief
function bA, i.e.

QbA =
∑

∅⊆B⊆Θ

qbA(B)bB.

Proof. Indeed qbA(B) = (−1)|B| ifBc ⊇ A i.e.B ⊆ Ac, while qbA(B) = 0 otherwise,
so that QbA =

∑
∅⊆B⊆Ac(−1)|B|bB = QA and the two quantities coincide. ��

Binary case. In the binary case Q2 needs N − 1 = 3 coordinates to be repre-
sented. We have indeed Qb(∅) = 1, Qb(x) =

∑
A⊇{x}mb(A) = plb(x), Qb(y) =∑

A⊇{y}mb(A) = plb(y), and Qb(Θ) = mb(Θ).
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Θ

x

y

Q (Θ)

Q (x)

Q (y)

Q  = [1 1 1]'

Q  = [1 0 0 ]'

Q  = [0 1 0]'
Q

b

b

b

Fig. 3. Commonality space in the binary case

If we neglect the coordinate Qb(∅) which is constant ∀b, the commonality
space Q2 can then be drawn as in Figure 3. The vertices of Q2 are, according to
Equation (10) and using all N coordinates, QΘ = b∅ = [1111]′,

Qx =
∑

∅⊆B⊆{y}
(−1)|B|bB = b∅ − by = [1111]′ − [0011]′ = [1100]′ = Qbx

Qy =
∑

∅⊆B⊆{x}
(−1)|B|bB = b∅ − bx = [1111]′ − [0101]′ = [1010]′ = Qby .

4 Congruence of Equivalent Models

The equivalence of the three models based on basic probability, plausibility, and
commonality assignments as descriptions of uncertainty geometrically translates
as congruence of the associated simplices.

We saw that for binary frames, B and PL are congruent, i.e. they can be
superposed by means of a rigid transformation. This is indeed a general property.

Lemma 2. The corresponding 1-dimensional sides Cl(bA, bB) and Cl(plA, plB)
of belief and plausibility spaces are congruent, namely

‖plB − plA‖p = ‖bA − bB‖p

where ‖‖p denotes the classical norm ‖v‖p .=
√∑N

i=1 |vi|p, for all p = 1, 2, ...,+∞.

Proof. This a direct consequence of the definition of plausibility function. Let
us denote with C,D two generic subsets of Θ. As plA(C)=1 − bA(Cc) we have
bA(Cc) = 1− plA(C), which implies

bA(Cc)− bB(Cc) = 1− plA(C)− 1 + plB(C) = plB(C) − plA(C).
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This in turn means that∑
C⊂Θ

|plB(C)− plA(C)|p =
∑
C⊂Θ

|bA(Cc)− bB(Cc)|p =
∑

D⊂Θ

|bA(D)− bB(D)|p ∀p.

A straightforward implication is then that

Theorem 4. B and PL are congruent.

as their corresponding 1-dimensional faces have the same length. This is due to
the generalization of a well-known Euclid’s theorem stating that triangles with
sides of the same length are congruent.2

The situation is a bit more complicated for plausibility and commonality
spaces, but we can still prove that Q and PL are congruent in the case of
unnormalized belief functions [15].

5 Applications of Basic Plausibility Assignments

Besides being a natural complement to the mathematical apparatus of the theory
of evidence, these alternative models of the ToE and the related basic assign-
ments can actually be useful in the solution of practical problems. This is true
when dealing with plausibility functions as we can recur to their equivalent ba-
sic assignments and operate on them. In particular, it becomes necessary when
we need to apply combination rules for the aggregation of evidence to those
plausibility functions.

Relative belief of singletons. The problem of approximating a given belief
function with a probability, for instance, has been studied by many researchers
[8,9,16]. The “relative plausibility of singletons”

p̃lb(x) =
plb(x)∑

y∈Θ plb(y)
,

in particular, is an interesting candidate as it can be proven that it commutes
with Dempster’s combination⊕ [2,16] and it perfectly represents a belief function
when combined with a probability: p̃lb ⊕ p = b⊕ p for all p ∈ P .

Definition 1. The Dempster’s sum of two belief functions b1, b2 on the same
frame Θ is a new belief function b1 ⊕ b2 on Θ with b.p.a.

mb1⊕b2(A) =
∑

B∩C=A mb1(B) mb2(C)∑
B∩C =∅mb1(B) mb2(C)

(11)

where mbi denotes the b.p.a. associated with bi.

2 Note that this holds for simplices but not for polytopes in general, think of a square
and a rhombus with sides of length 1.



Alternative Formulations of the Theory of Evidence 101

However, as belief and plausibilities are dual representations of the same evi-
dence, a dual probability can be defined as the relative belief of singletons

b̃(x) .=
b(x)∑

y∈Θ b(y)
. (12)

We can prove that b̃ meets a set of dual properties with respect to ⊕, which are
the dual of those of p̃lb [9,16]. These dual properties involve the Dempster’s sum
of plausibility functions (instead of belief functions).

This should not surprise at this point. We have proven in Section 3.1 that
plausibility functions are themselves sum functions, which admit a Moebius in-
verse: the basic plausibility assignment. But then nothing prevents from applying
Equation (11) to the b.pl.a.s of a pair of plausibility functions, instead of belief
functions. We can then easily prove that

Proposition 3. The relative belief of singletons b̃ represents perfectly the cor-
responding plausibility function plb when combined with any probability through
(extended) Dempster’s rule: b̃⊕ p = plb ⊕ p ∀p ∈ P.

Intersection probability. From a different point of view, each belief function
determines an “interval probability”, i.e. a set of probability measures p : Θ →
[0, 1] on the same domain Θ which meet a lower bound associated with the
belief values on all outcomes x ∈ Θ, and an upper bound determined by the
corresponding plausibility values:

(b, plb)
.=
{
b(x) ≤ p(x) ≤ plb(x), ∀x ∈ Θ

}
. (13)

Now, there are clearly many ways of selecting one of those measures as represen-
tative of the above interval probability. However, as each interval [b(x), plb(x)]
has the same weight in the interval probability, there is no reason for the different
singletons x to be treated differently.

Mathematically this translates into seeking the unique probability p[b]
such that

p[b](x) = b(x) + α(plb(x)− b(x)), α ∈ [0, 1].

This function has been called intersection probability [17], as it is geometrically
located on the segment joining a pair of belief-plausibility functions. The sit-
uation is clearly visible in the binary case of Figure 2, where the line a(b, plb)
joining such a pair is drawn: p[b] lies at the intersection of this line with the
region P of all probability functions.

Again, as linear combination of a b.f. and a pl.f., its analysis requires the
Moebius inversion of plb [17].

6 Conclusions

In this paper we introduced two alternative formulations of the theory of evidence
by proving that both pl.f.s and comm.f.s share with belief functions the combina-
torial structure of sum function, and computing their Moebius inverses which we
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calledbasic plausibility and commonality assignments. Fromacombinatorialpoint
of view, b.f.s, pl.f.s and comm.f.s form a hierarchy of sum functions whose Moebius
inverse meets both normalization and positivity axiom (b.p.a.), only the normal-
ization constraint (b.pl.a.), andnone of them (b.comm.a.) respectively.The related
spaces possess a similar convex geometry. Their congruence is the geometric reflec-
tion of the equivalence of those alternative formulations, which can be successfully
applied to problems like the probabilistic approximation of a belief function.
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Abstract. One classic problem in air traffic management (ATM) has
been the problem of detection and resolution of conflicts between air-
craft. Traditionally, a conflict between two aircraft is detected when-
ever the two protective cylinders surrounding the aircraft intersect. In
Trajectory-based Air Traffic Management, a baseline for the next gener-
ation of air traffic management system, we suggest that these protective
cylinders be deformable volumes induced by variations in weather in-
formation such as wind speed and directions subjected to uncertainties
of future states of trajectory controls. Using contact constraints on de-
forming parametric surfaces of these protective volumes, a constrained
minimization algorithm is proposed to compute collision between two
deformable bodies, and a differential optimization scheme is proposed
to resolve detected conflicts. Given the covariance matrix representing
the state of aircraft trajectory and its control and objective functions,
we consider the problem of maximizing the variance explained by a par-
ticular linear combination of the input variables where the coefficients
in this combination are required to be non-negative, and the number
of non-zero coefficients is constrained (e.g. state of trajectory and esti-
mated time of arrival over one change point). Using convex relaxation
and re-weighted l1 technique, we reduce the problem to solving some
semi-definite programming ones, and reinforce the non-negative princi-
pal components that satisfy the sparsity constraints. Numerical results
show that the method presented in this paper is efficient and reliable
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1 Introduction

Principal component analysis (PCA) is a popular technique used to reduce multi-
dimensional data sets to lower dimensions for analysis with applications through-
out science and engineering, see [14]. This reduction is achieved by transforming
to a new set of variables, the principal components, which are uncorrelated and
ordered so that the first few retain most of the variation present in all of the
original variables. PCA was first introduced by Pearson in [19], and developed
independently by Hotelling in [9]. It can be performed via a singular value de-
composition of the data matrix.

However, PCA has drawbacks since the principal components are usually lin-
ear combinations of all variables and the loadings are typically non-zero. This
makes it often difficult to be applied in many applications where the principal
components would be convenient if these components contained very few non-
zero loadings. Besides the application to trajectory-based air traffic management
[7], some other applications are financial asset trading strategies in which fewer
non-zero loadings imply fewer transaction costs and gene expression data analy-
sis where the sparsity is necessary for finding focalized local patterns hidden in
the data, see [2].

Hence, it is desirable to study sparse principal components explaining most
of the variance present in the data. To achieve this, it is necessary to sacrifice
some of the explained variance and the orthogonality of the principal compo-
nents. There are some approach to sparse PCA. Rotation techniques in [12] can
be consider the first approach. In [22], the author studied simple principal com-
ponents by restricting the loadings to take values from a small set of allowable
integers such as 0, 1 and -1. Simple thresholding techniques [4] was an ad hoc
way to deal with the problem, where the loadings with small absolute value are
thresholded to zero. SCoTLASS [13] and SLRA [24,25] were introduced to get
modified principal components with possible zero loadings. ESPCA [17] used
discrete spectral formulation based on variational eigenvalue bounds and an ef-
fective greedy strategy to give provably optimal solutions via branch-and-bound
search. For very large problems, SPCA [26] was proposed via a regression type
optimization problem and DSPCA [6] via relaxing a hard cardinality constraint
with a convex approximation.

But sparsity is still not enough for some applications where the nonnegativ-
ity property of the loadings are required. In particular, non-negative loadings
increase efficiency of risk reduction in large portfolios, see [10], and is required
due to the robustness of biological systems in [2]. Using matrix factorization
approach, NSPCA in [23] studied PCA with both nonnegativity and sparsity
properties. This method depends on two parameters - the first one is a balanc-
ing parameter between reconstruction and orthogonality and the second controls
the amount of additional sparsity required. However, there is no algorithm de-
signed for finding the suitable parameters.

By directly incorporating a sparsity criterion in the PCA problem formulation
as in [6], we propose a direct approach improving the sparsity of the non-negative
principal components - also called NSPCA. Then the problem is relaxed to be a
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semi-definite program (SDP), which can be solved efficiently in polynomial time
via interior-point methods [20,21]. We want to add a post-processing technique,
since the outputs of all available approaches do not satisfied sparsity constraint -
i.e. if we hope to find a principal component with less than k non-zero entries, the
output often contains more than k non-zero entries. Re-weighted l1 minimiza-
tion [3,5] is recent technique to enhancing sparsity output of the combinatorial
optimization:

min ‖x‖l0 subject to y = Φx,

where ‖x‖l0 = | {i : xi �= 0} |. Replacing the linear equation constraints in the
above combinatorial optimization by linear matrix inequality constraints, we get
an approach to make the output of our NSPCA satisfying the sparsity constraint.
To our best knowledge, this is the first paper using re-weighted l1 minimization
technique with linear matrix inequality constraints.

This paper is organized as follows. The next section is the main results, where
we presents our NSPCA method by applying relaxing technique and re-weighted
l1 minimization technique. Section 3 is devoted to compare NSPCA with with
existing methods on both artificial data and real-life data.

Notation. In this paper, we denote the set of symmetric matrices of size n
by Sn, the vector of ones by 1, the cardinality (number of non-zero elements)
of a vector x by Card(x), and the number of non-zero coefficients in a matrix
X by Card(X). For X ∈ Sn, the notation X ! 0 means that X is positive
semi-definite, and ‖x‖2 is the 2-Euclide norm for x ∈ Cn.

2 Main Results

In this section, we derive an SDP relaxation for the problem of maximizing the
variance explained by a non-negative vector while constraining its cardinality
via re-weighted l1 technique. Then, we apply the problem to decompose a data
matrix into non-negative sparse factors.

2.1 Semi-definite Relaxation

Let A ∈ Sn be a covariance matrix, i.e. A ! 0, and k be an integer with
1 ≤ k ≤ n. We consider the problem of maximizing the variance of a non-
negative vector x ∈ Rn while constraining its cardinality:

maximize xTAx,

subject to ‖x‖2 = 1,
Card(x) ≤ k, (1)
x ≥ 0.

Let X = xxT ! 0, the convex maximization objective xTAx and the non-
convex constraint ‖x‖2 = 1 are transformed into a linear objective and a linear
constraint since Tr(AX) = xTAx and Tr(X) = ‖x‖2; moreover, Card(X) =
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Card(x)2. Hence, the lifting procedure for semi-definite relaxation, see
[1,6,15,16], gives a equivalent problem of (1) as follows:

maximize Tr(AX),
subject to Tr(X) = 1,

Card(X) ≤ k2, (2)
X ≥ 0,
X ! 0, rank(X) = 1.

Problem (1) is still non-convex. Hence, using classic technique to replace
the non-convex cardinality constraint Card(X) ≤ k2 with the weaker con-
vex l1 norm constraint 1TX1 ≤ k, see for example [3,8], and drop constraint
rank(X) = 1, we get a relaxation of (2) as follows:

maximize Tr(AX),
subject to Tr(X) = 1,

1TX1 ≤ k, (3)
X ≥ 0,
X ! 0.

It is important to remark that dropping constraint rank(X) = 1 is truncation
technique as in [1,15]. This means, we will solve the semi-definite problem (3) to
get solution X , and an approximation solution of (1) is the non-negative parts
of the dominant eigenvector of X .

2.2 Cardinality Constraint Refinement

Let x∗ be the approximation solution of (1). It is clear that x∗ does not satisfying
cardinality constraint Card(x) ≤ k in general. Hence, we consider the following
cardinality constraint refinement problem:

minimize Card(x),
subject to ‖x‖2 = 1,

xTAx ≥ c∗, (4)
x ≥ 0,

where c∗ := xT
∗ Ax∗.

By the same arguments as in the last subsection and setting, X = xxT ! 0,
we can relax the problem (4) as follows:

minimize Card(X),
subject to Tr(X) = 1,

Tr(AX) ≥ c∗, (5)
X ≥ 0,
X ! 0.
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Using the re-weighted l1 minimization which is recent technique to enhancing
sparsity, see [5], we consider the following relaxation of the problem (5):

minimize TrWTX,

subject to Tr(X) = 1,
Tr(AX) ≥ c∗, (6)
X ≥ 0,
X ! 0,

where W > 0 is positive weight matrix. We use a simple iterative algorithm that
alternates between estimating X and redefining the weights, see [5]:

1. Set the iteration count m to zero and w
(0)
ij = 1, i, j = 1, ..., n.

2. Solve the weighted l1 minimization problem (5) to get the solution X(m).
3. Update the weights: for each i, j = 1, ..., n,

w
(m+1)
ij =

1

X
(m)
ij + ε

(7)

4. Terminate when Card(x(m)) ≤ k or m attains a specified maximum number
of iterations mmax, where x(m) is the dominant eigenvector of X(m). Otherwise,
increment m and go to step 2.

The SDP (3) and (6) can be solved efficiently using interior-point solvers such
as SEDUMI [20] or SDPT3 [21]. And we should set a threshold for expected
non-zero-valued component Xij of the solution of the problems (3) and (6).
Moreover, the parameter ε > 0 in (7) should be chosen as ε = threshold to
provide stability and to ensure that a zero-valued component in Xij does not
strictly prohibit a non-zero estimate at the next step.

2.3 Sparse Decomposition

Let A ∈ Sn be a covariance matrix, we obtain a non-negative sparse PCA de-
composition with target sparsity k as the following algorithm:

repeat
1. Solve the SDP (3) and (6) to get solution X .
2. Let x be is the dominant eigenvector with non-negative largest entry of X .

Add max {x, 0} to the solution set of non-negative sparse PCA decomposition.
3. Update A := A− (xTAx)xxT .

until max {|Aij | : i, j = 1, 2, ..., n} < threshold or the number of principle com-
ponents attains a specified maximum number.

It is remarkable that the specified maximum number used to terminate the
above algorithms should be rank(A). Since, in PCA, the number of principle
components is at most rank(A), see for example [14].
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3 Numerical Experiments

In this section, we compare the effectiveness of the proposed approach (NSPCA)
with the other approaches mentioned in the introduction. First, we perform the
test on an artificial data for all approaches - PCA, simple thresholding, SCoT-
LASS, SPCA, DSPCA, except for NSPCA in [23] since this approach depends
on two parameters and there is no algorithm for finding the suitable parameters
while the result for this data is also not available. Next, we consider a well-known
real data set - Pit Props data, and restrict on the recent qualified approaches:
SPCA, DSPCA and NSPCA in [23].

3.1 Artificial Data

To compare the result with that of existing algorithms, we consider the simu-
lation example proposed by [26]. In this example, three hidden factors are first
created

V1 ∼ N(0, 290), V2 ∼ N(0, 300), V3 = 0.3V1 + 0.925V2 + ε, ε ∼ N(0, 1),

where V1, V2 and ε are independent. Then 10 observed variables are generated
as the follows

Xi = V1 + ε1i , ε1i ∼ N(0, 1), i = 1, 2, 3, 4,
Xi = V2 + ε2i , ε2i ∼ N(0, 1), i = 5, 6, 7, 8,
Xi = V3 + ε3i , ε3i ∼ N(0, 1), i = 9, 10,
εj

i are independent, j = 1, 2, 3, i = 1, ..., 10.

To avoid the simulation randomness, the exact covariance matrix which is an
infinity amount of data generated from the above model is used to compute
principal components using the different approaches. The variance of the three
underlying factors is nearly the same (290, 300 and 283.8, respectively). Since the
first two are associated with four variables while the last one is associated with
only two variables, V1 and V2 are almost equally important, and they are both
significantly more important than V3. In [26], the first two principal components
explain 99.6% of the total variance. Hence, we shall choose the sparsity constraint
is k = 4 when using only the variables X1, X2, X3, and X4 to recover the factor
V1, and only X5, X6, X7, and X8 for the second sparse principal component to
recover V2. In Table 1, we denote the simple thresholding method by ’ST’, all the
other methods - SPCA, DSPCA, SCoTLASS, and NSPCA - by ’Other’, and the
first and second principal components by PC1 and PC2 respectively. The results
show that SPCA algorithms explains less variance than PCA as in Table 1, since
the number of number of non-zero entries is constrained in SPCA. Similarly,
NSPCA explains less variance than SPCA. However, in Table 1, NSPCA explains
the same variance as SPCA, DSPCA, SCoTLASS and performs better than the
simple thresholding method. The results here do not only illustrate the efficiency



Non-negative Sparse Principal Component Analysis 109

Table 1. The first two principal components with k=4

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
Explained
variance

PCA, PC1 .12 .12 .12 .12 -.39 -.39 -.39 -.39 -.40 -.40 60.0%
PCA, PC2 -.48 -.48 -.48 -.48 -.14 -.14 -.14 -.14 .01 .01 39.6%
ST, PC1 0 0 0 0 0 0 -.5 -.5 -.5 -.5 38.8%
ST, PC2 -.5 -.5 -.5 -.5 0 0 0 0 0 0 38.6%

Other, PC1 0 0 0 0 .5 .5 .5 .5 0 0 40.9%
Other, PC2 .5 .5 .5 .5 0 0 0 0 0 0 39.5%

Table 2. The first two principal components with k=5

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
Explained
variance

DSPCA, PC1 0 0 0 0 .49 .49 .49 .49 .14 .14 50.2%
DSPCA, PC2 -.49 -.49 -.49 -.49 0 0 0 0 .14 .14 41.9%
NSPCA, PC1 0 0 0 0 .47 .47 .47 .47 0 .38 49.7%
NSPCA, PC2 .5 .5 .5 .5 0 0 0 0 0 0 39.5%

of SPCA methods but also show that the nonnegativity of the output does not
rely on having non-negative input matrices to the process thereby permitting
zero-mean covariance matrices to be fed into the process of NSPCA just as being
done with PCA or SPCA.

Table 2 shows the output of DSPCA and NSPCA when sparsity constraint is
k = 5, the sparsity constraint refinement process in NSPCA is performed with
noise level being 10−2. And there are two reasons for why NSPCA explains less
variance than SPCA. The first is limitation to non-negative entries of the princi-
pal vectors in NSPCA, and the second is that sparsity constraint is forced to be
hold - not as in SPCA. Even though, we hope to get principal components with
atmost 5 non-zero entries, DSPCA gives the result with 6 non-zero entries with
92.1% explained variance. NSPCA not only explains nearly the same variance
- 89.2% - but also satisfies the sparsity constraint when the first principal com-
ponent has 5 non-zero entries after 27 sparsity constraint refinement iteration
and the second principal component has 4 non-zero entries without any sparsity
constraint refinement iteration.

3.2 Pit Props Data

The pit props data (consisting of 180 observations and 13 measured variables)
was introduced in [11] and is another benchmark example used to test SPCA. All
simple thresholding [4], SCoTLASS [13], SPCA [26], ESPCA [17], and DSPCA
[6] have been tested on this data set. As reported in [26], SPCA performs better
than SCoTLASS in the sense that it identifies principal components with 7, 4,
4, 1, 1, and 1 non-zero loadings respectively - while explaining nearly the same
variance as SCoTLASS, the result SPCA of is much sparser; and better than
simple thresholding in the sense that it explains more variance. As reported in
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Table 3. The first six principal components of DSPCA with sparsity constraint 5, 2,
2, 1, 1, and 1

Variable PC1 PC2 PC3 PC4 PC5 PC6

topdiam -0.56 0 0 0 0 0
length -0.58 0 0 0 0 0
moist 0 0.71 0 0 0 0
testsg 0 0.71 0 0 0 0
ovensg 0 0 0 -1 0 0
ringtop 0 0 -0.79 0 0 0
ringbut -0.26 0 -0.61 0 0 0
bowmax -0.1 0 0 0 0 0
bowdist -0.37 0 0 0 0 0
whorls -0.36 0 0 0 0 0
clear 0 0 0 0 1 0
knots 0 0 0 0 0 1
diaknot 0 0 0.01 0 0 0
Number of non-zero loadings 6 2 3 1 1 1
Explained variance 26.6 14.48 13.15 7.69 7.69 7.69

Table 4. The first six principal components of NSPCA with sparsity constraint 5, 2,
2, 1, 1, and 1

Variable PC1 PC2 PC3 PC4 PC5 PC6

topdiam 0.48 0 0 0 0 0
length 0.50 0 0 0 0 0
moist 0 0.71 0 0 0 0
testsg 0 0.71 0 0 0 0
ovensg 0 0 0 0 0 0
ringtop 0 0 0.81 0 0 0
ringbut 0.40 0 0.58 0 0 0
bowmax 0 0 0 1.00 0 0
bowdist 0.42 0 0 0 0 0
whorls 0.43 0 0 0 0 0
clear 0 0 0 0 1.00 0
knots 0 0 0 0 0 1.00
diaknot 0 0 0 0 0 0
Number of refinement iteration 64 0 1115 0 0 0
Explained variance 26.2 14.48 12.20 7.69 7.69 7.69

[6], DSPCA performs better than SPCA in the sense that it identifies principal
components with 6, 2, 3, 1, 1, and 1 non-zero loadings (with respect to sparsity
constraint 5, 2, 2, 1, 1, and 1) as in Table 3 while also explaining nearly the same
variance.

Here, we want to compare the results of NSPCA - using the same sparsity
constraint (5, 2, 2, 1, 1, and 1) - with those of DSPCA and ESPCA. The re-
sults are given in Table 4 with noise level being 10−2. While explaining 75.95%
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Table 5. The first six principal components of NSPCA with sparsity constraint 4, 2,
2, 1, 1, and 1

Variable PC1 PC2 PC3 PC4 PC5 PC6

topdiam 0.54 0 0 0 0 0
length 0.55 0 0 0 0 0
moist 0 0.71 0 0 0 0
testsg 0 0.71 0 0 0 0
ovensg 0 0 0 0 0 0
ringtop 0 0 0.71 0 0 0
ringbut 0 0 0.71 0 0 0
bowmax 0 0 0 1.00 0 0
bowdist 0.46 0 0 0 0 0
whorls 0.43 0 0 0 0 0
clear 0 0 0 0 1.00 0
knots 0 0 0 0 0 1.00
diaknot 0 0 0 0 0 0
Number of refinement iteration 595 0 0 0 0 0
Explained variance 22.59 14.48 13.95 7.69 7.69 7.69

Table 6. The first six principal components of NSPCA with sparsity constraint 5, 2,
3, 1, 1, and 1

Variable PC1 PC2 PC3 PC4 PC5 PC6

topdiam 0.48 0 0 0 0 0
length 0.50 0 0 0 0 0
moist 0 0.71 0 0 0 0
testsg 0 0.71 0 0 0 0
ovensg 0 0 0.47 0 0 0
ringtop 0 0 0.71 0 0 0
ringbut 0.40 0 0.52 0 0 0
bowmax 0 0 0 1.00 0 0
bowdist 0.42 0 0 0 0 0
whorls 0.43 0 0 0 0 0
clear 0 0 0 0 1.00 0
knots 0 0 0 0 0 1.00
diaknot 0 0 0 0 0 0
Number of refinement iteration 64 0 912 0 0 0
Explained variance 26.20 14.48 14.19 7.69 7.69 7.69

variance - nearly the same as DSPCA (77.3%) and ESPCA (75.9%)- the results of
NSPCA satisfies both the sparsity constraint and nonnegativity constraint. How-
ever, we can see that there is an overlap between the first principal component
and the third principal component on entry ”ringbut”. Hence, it is reasonable to
think about a better sparsity constraint as 4, 2, 2, 1, 1, and 1. The outputs for
this case are shown in Table 5, where they also explain a large amount of the vari-
ance as 74.09%. Finally, with the less sparsity results (5, 2, 3, 1, 1, and 1) than
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Fig. 1. Cumulative cardinality and percentage of total variance explained versus num-
ber of principal components, for SPCA, DSPCA, NSPCA in [23] and NSPCA with
sparsity constraint (4, 2, 2, 1, 1, and 1) and (5, 2, 3, 1, 1, and 1) respectively on the
pit props data

DSPCA , the results of NSPCA in Table 6 explain more variance than DSPCA
(77.95% compared with 77.3%). Figure 1 shows the cumulative number of non-
zero loadings and the cumulative explained variance. In this figure, we can ob-
serve that NSPCA with sparsity constraint (5, 2, 3, 1, 1, and 1) explains more
variance than SPCA, DSPCA, and NSPCA in [23] while having the smallest
cumulative cardinality.

4 Conclusions and Perspectives

The application specific solution will be discussed elsewhere since we want to
keep our method general for other multi-dimensional constrained optimizations.
In this paper, we attempted to present the Non-negative Sparse PCA method
(NSPCA) to find the non-negative principal components not only explaining
most of the variance present in the data but also satisfying sparsity constraints
through the solving of semi-definite problems. The numerical results show that
zero-mean covariance matrices can be fed into the process of NSPCA just as
being done with PCA or SPCA and re-weighted l1 minimization technique with
linear matrix equality constraints is a useful tool to satisfying sparsity constraint.
Hence, we do believe that this re-weighted l1 minimization technique can be
applied to others sparse PCA methods as well as other semi-definite problems
containing sparsity constraint.

The drawback of NSPCA is that the SDP problems involved in (3) and (6)
contain more than O(n2) constraints, which make the memory requirements
of Newton’s method prohibitive for very large-scale problems. This should be
the subject of a future investigation by using smoothing technique, which has
recently shown to be reducing memory requirements in solving large-scale SDP
problems, see [6,18]. Finally, finding an efficient re-weighted function in (7) is
also one of our priorities.
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Abstract. Sentence compression is a task of generating a grammatical
short sentence from an original sentence, retaining the most important
information. The existing methods of removing the constituents in the
parse tree of an original sentence cannot deal with recursive structures
which appear in the parse tree. This paper proposes a method to remove
such structure and generate a grammatical short sentence. Compression
experiments have shown the method to provide an ability to sentence
compression comparable to the existing methods and generate good com-
pressed sentences for sentences including recursive structures, which the
previous methods failed to compress.

Keywords: sentence compression, text summarization, phrase structure,
recursive structure, maximum entropy method.

1 Introduction

Sentence compression is a task of summarizing a single sentence. It is useful
for automatic text summarization and other applications such as generating
subtitles or reducing messages for mobile devices.

Several sentence compression algorithms have been proposed so far. These
algorithms produce a summary of a single sentence, which is called compression.
Compression should satisfy the following conditions:

– It should be grammatical.
– It should retain the most important information of the original sentence.

In previous works, the problem of sentence compression have been simplified
to removing redundant words or phrases from the original sentence. To gener-
ate a compression, the algorithms utilize syntactic information, such as phrase
structure, dependency structure, part-of-speech and so on. Most of the algo-
rithms only remove some redundant words or phrases, then the compression is
a subsequence of the original sentence.

Knight and Marcu have proposed a probabilistic method of removing redun-
dant constituents from the parse tree of the original sentence[2]. The probabilities
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of removing constituents are estimated from a compression parallel corpus con-
sisting of the pairs of original sentences and the corresponding compressions.
Turner and Charniak have proposed an alternative method to approximate such
probabilities without compression parallel corpora to overcome the lack of com-
pression corpora[7]. Unno et al. have proposed a method of using maximum en-
tropy method[1] so that more various features are dealt with, while Knight and
Marcu have used only simple PCFG[8]. Vandeghinste and Pan have proposed
a method of combining a probabilistic approach like above and a rule-based
approach to avoid generating ungrammatical sentences[9].

These methods have only one operation of removing a constituent from a parse
tree. However, the operation is not enough to compress any kind of sentences.
The parse trees of some compressions have quite different structure from those
of the original sentences so that it is impossible to obtain the compressed version
of parse trees by removing constituents.

To solve the problem, this paper proposes an operation of transforming parse
trees for sentence compression. We focus on recursive structures, which fre-
quently appear in parse trees and represent adjuncts, coordinations, embedded
sentences and so on. The operation removes recursive structures from the parse
tree while preserving its grammaticality. Our method models sentence compres-
sion as a process of removing constituents and recursive structures from the
parse tree of an original sentence. The model is probabilistic and learned from
a compression parallel corpus. Our method can compress sentences including
recursive structures.

Experimental results have shown that our method is comparable with the ex-
isting methods and that removing recursive structure from parse trees is effective
for compressing certain sentences.

The organization of this paper is as follows: We review the previous methods
of removing constituents in section 2. Section 3 describes our method which
deal with recursive structures in parse trees for sentence compression. Section 4
presents some experimental evaluation of our method compared to the previous
methods. Section 5 concludes this paper and presents future works.

2 Sentence Compression by Removing Constituents

In previous works, given an input sentence l, a compression s is formed by
removing words from l. No rearranging words or no adding new words take place.
The 2|l| compression candidates exist and the problem of sentence compression
can be formalized as determining which candidate is the best compression.

Knight and Marcu[2] tackled this problem by presenting a noisy channel
model. The method finds the compression s which maximizes the conditional
probability P (s|l). The model P (s|l) is decomposed into two models: the source
model P (s) and the channel model P (l|s). That is, the compression s′ is defined
as follows:

s′ = argmax
s

P (s|l) = argmax
s

P (s)P (l|s)
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Fig. 1. Parse tree of sentence (1)

Fig. 2. Parse tree of sentence (2) created from (1) by Knight and Marcu’s method

The source model P (s) evaluates the gramaticality of s. The channel model
P (l|s) determines which parts in l are redundant.
P (s) and P (l|s) are calculated based on the parse tree. As an example, let us

consider the following original sentence (1) and its compression (2):

(1) Like facelift, much of ATM’s screen performance depends on the un-
derlying application.

(2) Much of ATM’s performance depends on the underlying
application.

The original sentence (1) is parsed into a tree shown in Fig. 1. The parse tree
of compression (2) is created by removing some constituents from the original
tree, that is, removing nodes “PP2”, “COMMA6” and “NN16”. These nodes
respectively correspond to word sequences “Like facelift”, “,” and “screen” which
do not appear in compression (2). In this case, the probability P (s) is high
because the parse tree of (2) is grammatical.
P (l|s) is learned from a compression parallel corpus consisting of pairs of

sentences and compressions. A parse tree is assigned to every sentence and
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Fig. 3. Mismatch between parse trees of original sentence and compression

every compression. The method finds the correspondence between the nodes
in the original parse tree and the compressed one in top-down fashion, and
identifies the constituents removed from the original parse tree. For example,
there exists a correspondence between the parse trees shown in Fig. 1 and
Fig. 2, and nodes PP2, COMMA6 and NN16 are identified with removed
constituents.

As the following example shows, however, there is certain cases where the
method cannot find the correspondence between original and compressed parse
trees. (see Fig. 3).

(3) The user can then abort the transmission, he said .
(4) The user can then abort the transmission.

In this example, the method first finds the correspondence between “S −−>

NP VP” in the compressed parse tree and “S −−> S COMMA NP VP” in
the original parse tree. In the next stage, the method finds no correspondence
because the child “PRP” of NP in the original parse tree does not match the
children “DT” and “NN” in the compressed parse tree.

On the contrary, Unno et al.[8] have proposed a method for finding correspon-
dences between both parse trees in a bottom-up fashion. The method parses only
original sentences and extracts compressed parse trees from the original parse
trees as in Fig. 4. Even though finding the correspondence always succeeds, the
compressed parse trees become sometimes ungrammatical. Unno et al. directly
estimate probabilities of removing constituents and do not evaluate the gram-
maticality of the compression.

As an example, let us consider a sentence (5) and its compression (6).

(5) It is likely that a Macintosh version will be available soon.
(6) A Macintosh version will be available.
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Fig. 4. Matching parse trees of original sentence and compression

The parse tree of (5) is shown in Fig.5. To obtain the compression, the method
should remove nodes NP2, AUX5, JJ7, IN9 and ADVP21. Since the
removal operations are assumed to be independent, it is difficult to compress such
sentence. The same can be said for a sentence (7) and its compression (8).

(7) The CAKE in CAKEware is an acronym which stands for computer-
assisted knowledge engineering.

(8) The CAKE in CAKEware stands for computer-assisted knowledge
engineering.

Fig. 5. Parse tree difficult to compress by previous methods
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Fig. 6. Removing recursive structure for sentence compression

3 Method of Removing Recursive Structures

This section describes our algorithm for sentence compression. We introduce
a new operation: removing recursive structures from parse trees. At first, we
describes the basic idea of our approach.

As an example, let us consider the parse tree shown in Fig. 5. The parse tree
has a recursive structure in which node S1 includes node S10. If we replace S1
with S10, we obtain a parse tree (see Fig. 6). The parse tree is grammatical be-
cause S10 plays the same syntactic role as S1. Our method introduces such oper-
ation. This operation can capture the dependence among removed constituents.
For example, the operation captures the dependence between NP2, AUX5, JJ7

and IN9 removals, because they are removed by one operation.
In order to confirm the validity of this method, we investigated how often such

operation occurs in human compression. It occurs 579 times in compressing 943
sentences which are included in the compression parallel corpus used in Knight
and Marcu[2]. 110 operations out of 579 are particularly difficult to emulate
for previous methods because there are some other nodes on the path from the
ancestor node to the descendant node with the same syntactic category and the
multiple nodes have a dependence.

Although the problem still remains whether important information of the
original sentence is retained or not, it can be solved by training probabilities of
removal operations from a compression parallel corpus.

3.1 Elementary Unit

This section gives some definitions for explanations of our method.
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Fig. 7. Recursive node and non-recursive node

Definition 1 (Recursive Node). Let T be a parse tree, η be a node in T and
X be the label of η. We call η recursive if there exists a node η′ satisfying the
following conditions:

1. η′ is a descendant of η.
2. The label of η′ is X.

We call η non-recursive if η is not recursive.

For example, there are three recursive nodes, S1, VP4 and VP15 in Fig. 7. The
node η′ which is the nearest to η is called foot. The path from η to η′ is called
minimal recursive path (MRP). We say that the root of the MRP is η. An MRP
corresponds to a recursive structure in a parse tree. Fig. 8 shows the MRP whose
root is S1.

3.2 Removing Elementary Units from Parse Tree

Our proposed algorithm removes constituents and MRPs from the parse tree of
an input sentence to generate the compression. We use two types of operations:

removeConst operations remove a non-recursive node η and all descendants
of η from parse tree.

removeMRP operations remove a recursive node η and all descendants of η,
and replace the position of η with the foot of η

By applying these operations to the parse tree of the input sentence, we can
obtain the compressed version of it. However, we need to choose the operations
to generate a compression which is grammatically correct and preserves the
important information of the original sentence. For this purpose, our method
learns the process of applying operations from a compression parallel corpus.
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Fig. 8. Minimal recursive path

The compression parallel corpus consists of pairs of original sentences and
their compressions. Our method first assigns the parse tree only to original sen-
tences. For each pair of original parse tree and its compression, we determine
which operations are applied to the parse tree. Next, we count the frequency of
applying operations and estimate the probabilities.

Our method determines which operations are applied as follows: For each node
in the parse tree, the operation is applied, if it does not remove any words in
the compression. The operations are applied in a top-down fashion.

As an example, let us consider the input sentence (5) and its compression (6).
Fig. 9 shows the parse tree of (5). For each terminal node, it is marked with bold
line if it exists in the compression (6).

At first, the procedure tries to apply removeMRP since the root S1 is re-
cursive. Because the word sequence “It is likely that”, which is removed by the
operation, do not overlap the compression, so this operation is applied to S1.
Note that nodes NP2, PRP3, · · ·, IN9 are removed by the operation to S1. Next
S10 is non-recursive. Applying removeConst, all words in the original tree are
removed. Because some of these words exist in compression (6), this operation is
not applied. For each node from NP11 to NN14, removeConst operation is not
applied for the same reason. VP15 is recursive. The removeMRP operation is
not applied for this node because this operation deletes the word “will”, which
appears in the compression (6). For each node from MD16 to JJ20, which are
non-recursive, the removeConst operations are not applied. ADVP21 is non-
recursive. The removeConst operation is applied, since its descendant, “soon”,
does not exist in the compression (6).

As the above, applying each corresponding operation to S1 and ADVP21,
we obtain the parse tree of (6). This tree (shown in Fig. 10) is grammatical as
opposed to the one generated by the previous method.
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Fig. 9. Parse tree of sentence (5)

After determining, for each node, whether the operation is applied or not, we
estimate its probability by maximum entropy method using the features:

a. the removal operation type (removeConst or removeMRP)
b. the current node label
c. the parent node label
d. the daughter node labels
e. the left sibling node labels and which siblings are removedionly if the

operation type is removeConstj
f. the node labels on MRP
g. the daughter node labels of nodes on MRP
h. the foot node label

3.3 Probabilistic Sentence Compression Model

This section describes how to calculate the compression probability by using
removal probabilities.

We define the probability of compressing a long sentence l to a short sentence
s as the probability of generating the compressed version of the parse tree from
the parse tree of l by removal operations. The probability is calculated by the
product of the removing probabilities, that is,

P (s|l) =
∏
η∈N

P (aη|η, l)

where N is the set of nodes remaining in the parse tree of s or to which operations
are applied. N does not have any node which is removed by applying a removal
operation to an ancestor. aη is 1 if an operation is applied to η and 0 if not.
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Fig. 10. Parse tree of sentence (6) by our method

For example, the probability of the compressing sentence (5) to the sen-
tence (6) is P (1|S1) P (0|NP11) P (0|DT12) P (0|NN13) P (0|NN14) P (0|VP15)
P (0|MD16) P (0|VP17) P (0|AUX18) P (0|ADJP19) P (0|JJ20) P (1|RB21).
For simplicity, we abbreviate l.

3.4 Computing Scores

Using the model described in the previous section, we compute the compression
score for every compression candidate s.

Score(s) = length(s)α · logP (s|l)

This score is proposed by Unno et al. and the compression model P (s|l) is
replaced with ours. α is a length parameter which controls the average length
of outputs. Our method formalize the sentence compression problem as finding
the compression which maximizes the score.

4 Experiments

To evaluate our algorithm, we conducted experiments. We use the compres-
sion parallel corpus used in Knight and Marcu[2]. This corpus consists of sen-
tence pairs extracted from the Ziff-Davis corpus, which includes news articles on
computer products. 32 sentence pairs in this corpus are used for evaluation in
Knight and Marcu’s experiment. We also use these sentences as a test set. Our
model is trained on 943 sentences pairs, where each word in a compression corre-
sponds to only one word in the original sentence, in the rest of the compression
corpus.

4.1 Comparison with Original Results

At first, we compared our model with noisy-channel model in Knight and
Marcu[2]. We evaluated both methods using four measures, compression rate,
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Table 1. Comparison with Knight and Marcu

Method compression F-measure bigram F-measure BLEU
Knight and Marcu 70.4% 71.9% 58.5% 48.9%
Our method 50.7% 68.4% 58.5% 52.8%
Human 53.3%

Table 2. Examples of compressions

Original The user can then abort the transmission, he said.
Human The user can then abort the transmission.
Knight The user can abort the transmission said.
Unno The user can then abort the transmission.
Our method The user can then abort the transmission.
Original It is likely that both companies will work on integrating multimedia

with database technologies.
Human Both companies will work on integrating multimedia with database

technologies.
Knight It is likely that both companies will work on integrating.
Unno It is will work on integrating multimedia with database technologies.
Our method Both companies will work on integrating multimedia with database

technologies.
Original A file or application ”alias” similar in effect to the MS-DOS path

statement provides a visible icon in folders where an aliased application
does not actually reside.

Human A file or application alias provides a visible icon in folders where an
aliased application does not actually reside.

Knight A similar in effect to MS-DOS statement provides a visible icon in
folders where an aliased application does reside.

Unno A file or application statement provides a visible icon in folders where
an aliased application does not actually reside.

Our method A file or application ”alias” similar in effect to the MS-DOS path
statement provides a visible icon in folders.

word F-measure, word bigram F-measure and BLEU score[6]. These measures ex-
cept compression rate represent the similarity between sentences and we evaluate
a compression with the degree of similarity to human compression. The BLEU
score is a measure for machine translation quality. We used from unigram to 4-
gram precisions for the BLEU score as in Unno et al.[8]. The value of the length
parameter α for our method is determined by using 50 sentence pairs randomly
extracted from training set. In this experiment, α = −0.43.

The results are shown in Table 1. Our method achieved comparable accuracy
with Knight and Marcu’s method.
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4.2 Examples of Compressions

Table 2 shows three sentences with compressions by human, the previous meth-
ods and our method. These sentences are used in the literature [8]. The first
sentence is accurately compressed by a bottom-up method of Unno et al. while
Knight and Marcu failed. Our method has also generated a correct compression.
The second sentence has some recursive structures in its parse tree and both
previous methods can not correctly compress it. Removing one of the recursive
structures, Our method generated proper compression. Although all of the com-
pressions generated for the third sentence are different from the one generated
by human, our method seems to be superior to the others from the viewpoints
of grammaticality and meaning.

5 Conclusion

We proposed a probabilistic method for sentence compression to remove recur-
sive structures in the parse trees of original sentences. While recursive structures
frequently appear in the parse tree, the previous methods do not deal with such
the structure. Our method accurately compress such sentences applying a re-
moval operation of the recursive structure. The experimental results show that
our model has comparable power for sentence compression with other methods,
and correctly compresses certain sentences which those methods cannot deal
with. Evaluating our method only using three measures in this paper, we will
evaluate our method by human judgments in terms of grammaticality and re-
tention of important information.

Acknowledgements. The authors would like to thank Prof. Kevin Knight and
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results. This research was partially supported by the Grant-in-Aid for Scientific
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Abstract. We introduce an Automatic Theorem Prover (ATP) of a dual
tableau system for a relational logic for order of magnitude qualitative
reasoning, which allows us to deal with relations such as negligibility,
non-closeness and distance. Dual tableau systems are validity checkers
that can serve as a tool for verification of a variety of tasks in order of
magnitude reasoning, such as the use of qualitative sum of some classes of
numbers. In the design of our ATP, we have introduced some heuristics,
such as the so called phantom variables, which improve the efficiency of
the selection of variables used un the proof.

1 Introduction

Qualitative reasoning (QR) is the area of AI which provides an intermediate level
between discrete and continuous models in order to develop representations for
continuous aspects of the world, such as space, time, and quantity, without
the kind of precise quantitative information needed by conventional analysis
techniques [20].

A form of QR is to manage numerical data in terms of orders of magnitude,
that is, to stratify values according to some notion of scale [7, 14, 16, 19]. Two
approaches to order of magnitude reasoning have been identified in [20]: absolute
order of magnitude, which is represented by a partition of the real line R where
each element of R belongs to a qualitative class and relative order of magnitude,
introducing a family of binary order of magnitude relations which establish dif-
ferent comparison relations in R (e.g., comparability, negligibility, and closeness).
In general, both models need to be combined to capture the relevant information.

The introduction of the logic formalism in QR tries to solve the problem about
the soundness of the reasoning supported by the formalism and to give some
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answers about the efficiency of using that. Several logics have been developed in
different contexts, e.g., spatial and temporal reasoning [1,17,21]. In particular,
logics dealing with order of magnitude reasoning have been developed in [3,4,5]
by combining the absolute and relative approaches, that is, by defining different
qualitative relations using the intervals provided by a specific absolute order of
magnitude model.

In this paper, we focus our attention on the multimodal propositional logic
L(OM)NCD (from now on, OM for short) presented in [3], which introduces a
sound and complete axiom system to deal with relations such as negligibility,
non-closeness and distance.

We introduce an ATP for a relational proof system in the style of dual tableaux
for the relational logic associated with OM, given in [10]. This system can be used
as a tool for verification of a variety of tasks in order of magnitude reasoning,
such as the use of qualitative sum of some classes of numbers. We emphasize,
that the interaction between the theoretical study and the implementation of the
ATP has contributed in a new style of proving the formulas by using deduction
natural.

Our relational system, is based on the Rasiowa-Sikorski system for the first-
order logic [18] extended to the classical relational logic originated in [15], follow-
ing the ideas presented in [11]. Another approach to relational logics for order
of magnitude reasoning has been given in [6].

An implementation of the proof system for the classical relational logic is
described in [8]. In [9] an implementation of translation procedures from non-
classical logics to relational logic is presented. Moreover, in [2], there is an im-
plementation of the system presented in [6].

The paper is organized as follows: In Section 2, we give a short presentation of
the syntax, semantics, and the axiomatization of the logic OM, for more details
see [3]. In Section 3, we give a survey of the relational logic appropriate for OM
and its dual tableau system, presented in [10]. In Section 4, we show the details
about the ATP with some examples and, finally, in Section 5, some conclusions
and prospects future work are commented.

2 The Multimodal Logic OM

In this section, we summarize the logic OM introduced in [3]. We consider a
strict linearly ordered set (S, <)1 divided into seven equivalence classes using
five landmarks chosen depending on the context [20]. The cases with a different
number of classes could be treated similarly.

The system corresponds to the following schematic representation, where ci ∈
R, being i ∈ {1, 2, 3, 4, 5} such that cj < cj+1, for all j ∈ {1, 2, 3, 4}:

1 For practical purposes, this set could be the real line.
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The labels correspond, respectively, to the qualitative classes “negative large”,
“negativemedium”,“negative small”, “zero”,“positivesmall”,“positivemedium”,
and “positive large”.

The concepts of order of magnitude, non-closeness, distance and negligibility
we consider in this paper introduce the ‘relative part’ of the approach, which
builds directly on the ‘absolute part’ just presented.

First of all, we define the relation
−→
dα to give the intuitive meaning of a constant

distance, called α. Let (S, <) be a strict linearly ordered set which contains the
constants ci, for i ∈ {1, 2, 3, 4, 5} as defined above. Given n ∈ N, we define

−→
dα as

a relation on S such that, for every x, y, z, x′, y′ ∈ S the following hold:

(i) If x
−→
dα y, then x < y (ii) cj

−→
dα cj+1, for j ∈ {1, 2, 3, 4}

(iii) If x
−→
dα y and x

−→
dα z, then y = z (iv) If x

−→
dαy, x′

−→
dα y

′ and x< x′ then y< y′

In the definition above, we assume for simplicity that every two consecutive
constants are at the same distance, called α. This choice arises from the idea
of taking α as the basic pattern for measuring. It could be easily generalized
by assuming that the distance between two consecutive constants should be a
multiple of α.

Now we define the remaining relations on S. For every x, y ∈ S we define:
xomy if and only if x, y ∈ Eq, where Eq denotes a qualitative class, that is, an
element in the set {nl, nm, ns,c0, ps, pm, pl}. Analogously, we define: xomy
whenever x, y do not belong to the same class. The relations of non-closeness−→
nc and distance −→d , are defined as follows:

x
−→
nc y if and only if either xomy and x < y

or there exists z ∈ S such that z < y and x
−→
dαz

x
−→
d y if and only if there exist z, z′ ∈ S such that z < z′ < y and x

−→
dα

2z.

Notice that
−→
dα

2 =
−→
dα ◦

−→
dα, being ◦ the usual composition of relations.

If we assume that S is a set of real numbers, the intuitive interpretation of
non-closeness relation is that x is non-close to y if, and only if, either x and
y have not the same order of magnitude, or y is obtained from x by adding a
medium or large number. On the other hand, x is distant from y if and only if
y is obtained from x by adding large number.

In order to define the negligibility relation, note that it seems to be reasonable
that if x �= c3 is neglibible with respect to y, then x is distant to y.

Now, we can give the following definition for all x, y ∈ S: x is negligible with
respect to y (denoted by x

−→
Ny) if and only if either of the following holds:

(i) x = c3 (ii) x ∈ ns ∪ ps and, either y−→d c2 or c4
−→
d y.

Note that item (i) above corresponds to the intuitive idea that zero is negligible
with respect to any real number and item (ii) corresponds to the intuitive idea
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that a sufficiently small number is negligible with respect to any sufficiently large
number, independently of the sign of these numbers. This definition ensures that
if x �= c3 and x

−→
Ny, then either y−→d x or x−→d y.

The relations of non-closeness, distance and negligibility can defined in terms
of <,

−→
dα, their inverses, and the constants ci, for i ∈ {1, 2, 3, 4, 5}, for this reason,

we only consider in our logic, connectives associated to these relations.
The syntax and semantics of OM are defined as usual in modal logics. We

consider modal connectives
−→� ,�−→

dα
and

←−� ,�←−
dα

associated to the accessibility

relations <,
−→
dα and their inverses, respectively. The intuitive meaning of the con-

stants ci is that ci is true only in the constant ci. The sound and complete axiom
system of OM consists of all tautologies of classical propositional logic together
with the following axiom schemata, being i ∈ {1, . . . , 5} and j ∈ {1, . . . , 4}:

K1
−→�(A → B) → (

−→�A → −→�B) K2 A → −→�←−♦ A K3
−→�A → −→�−→�A

K4
(−→�(A ∨ B) ∧ −→�(

−→�A ∨ B) ∧ −→�(A ∨ −→�B)
) → (

−→�A ∨ −→�B)
C1

←−♦ ci ∨ ci ∨ −→♦ ci C2 ci → (
←−�¬ci ∧

−→�¬ci) d1
−→�A → �−→

dα
A d2 ♦−→

dα
A → �−→

dα
A

d3 (♦−→
dα

A ∧−→♦ ♦−→
dα

B) → −→♦ (A ∧ −→♦ B) d4 cj → ♦−→
dα

cj+1

d5 �−→
dα

(A → B) → (�−→
dα

A → �−→
dα

B) d6 A → �−→
dα

♦←−
dα

A

The corresponding mirror images of K1–K4 and d1–d6 are also considered as
axioms. We also consider the rules of inference as usual in modal logic.

3 Relational Formalization of OM

This section summarizes the more important concepts about relational logics
needed to obtain the relational formalization of our logic, for more details,
see [10, 11, 15].

The language of the logic RLOM appropriate for expressing OM-formulas con-
sists of the following pairwise disjoint sets of symbols:

OV = {x, y, z, . . . } - a countably infinite set of object variables;
OC = {ci : i ∈ {1, . . . , 5}} - the set of object constants;
RV = {P,Q, . . . } - a countably infinite set of binary relational variables;
RC = {1, 1′, <, dα} ∪ {Ψi : i ∈ {1, . . . , 5}} - the set of relational constants 2;
OP = {−,∪,∩, ; ,−1} - the set of relational operation symbols.

The set of relational terms RT is the smallest set of expressions including the
set RV ∪ RC of atomic terms and closed with respect to the operation symbols
from OP. The set of RLOM-formulas (or, simply formulas if it is clear from the
context), consists of expressions of the form xPy where x, y ∈ OS = OV ∪ OC
and P ∈ RT.

The semantics of RLOM can be given as usual in relational logic, by using the
previous definitions of our accessibility relations and constants. The respective
2 1 and 1′ represent, respectively, the universal and equality relations.
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semantics of OM and RLOM give us the concepts of OM-validity and RLOM-
validity. Now, we define a translation function in order to have a relationship
between these concepts. The translation of OM-formulas into relational terms
starts with a one-to-one assignment of relational variables to the propositional
variables, called τ ′. Then the translation τ of OM-formulas is defined inductively
as follows, being ; and − the composition and opposite of relations, respectively:

τ(p) = τ ′(p); 1, for every propositional variable p.
τ(ci) = Ψi; 1, for every i ∈ {1, . . . , 5}

τ extends to all compound OM-formulas as follows 3:

τ(¬ϕ) = −τ(ϕ) τ(ϕ ∨ ψ) = τ(ϕ) ∪ τ(ψ) τ(ϕ ∧ ψ) = τ(ϕ) ∩ τ(ψ)
τ(ϕ→ ψ) = −τ(ϕ) ∪ t(ψ) τ(

−→�ϕ) = −(<;−τ(ϕ)) τ(�−→
dα
ϕ) = −(dα;−τ(ϕ))

The following theorem shows the semantical relationship between OM and RLOM:

Theorem 1. For every OM-formula ϕ and for all object variables x and y, ϕ
is OM-valid iff xτ(ϕ)y is RLOM-valid.

Dual tableau systems are determined by axiomatic sets of formulas and rules
which apply to finite sets of formulas. The axiomatic sets take the place of
axioms. There are two groups of rules: the decomposition rules which reflect
definitions of the standard relational operations and the specific rules which
reflect the properties of the specific relations assumed in RLOM-models. The
rules are of the form Φ

Φ1 | ... |Φn
, where Φ1, . . . , Φn are finite non-empty sets

of formulas, n ≥ 1, and Φ is a finite (possibly empty) set of formulas. Φ is
called the premise of the rule, and Φ1, . . . , Φn are called its conclusions. A rule
is said to be applicable to a set X of formulas whenever Φ ⊆ X . As a re-
sult of an application of a rule to a set X , we obtain the sets (X \ Φ) ∪ Φi,
i = 1, . . . , n.

We say that an object variable in a rule is new whenever it appears in a
conclusion of the rule and does not appear in its premise.

Decomposition rules of RLOM-dual tableau have the following forms, for all
object symbols x, y ∈ OS and for all relational terms P,Q ∈ RT, where z is any
object symbol and w is a new object variable:

(∪)
x(P ∪ Q)y
xPy, xQy

(−∪)
x−(P ∪ Q)y

x−Py | x−Qy
(∩)

x(P ∩ Q)y
xPy | xQy

(−∩)
x−(P ∩ Q)y
x−Py, x−Qy

(−)
x−−Py

xPy
(−1)

xP−1y

yPx
(−−1)

x−P−1y

y−Px

(; )
x(P ; Q)y

xPz, x(P ; Q)y | zQy, x(P ; Q)y
z (−; )

x−(P ; Q)y
x−Pw, w−Qy

3 The translation of the inverse formulas is trivial.
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Specific rules of RLOM-dual tableau have the following forms, for all object sym-
bols x, y ∈ OS, for every atomic relational term R, and for every i ∈ {1, . . . , 5},
where z, v are any object symbols:

(1′1)
xRy

xPz, xPy | y1′z, xPy
(1′2)

xRy

x1′z, xPy | zPy, xPy

(Irref<)
x < x

(Tran<)
x < y

x < y, x < z|x < y, z < y

(Ci1)
xΨiy | x−Ψiy

(Ci2)
xΨiy

xΨiy, x1′ci

(Ci3)
x−Ψiy

x−Ψiy, x−1′ci

(D1)
x < y

xdαy, x < y
(D2)

x1′y
zdαx, x1′y|zdαy, x1′y

(D3)
x < y

zdαx, x < y|vdαy, x < y|z < v, x < y

A finite set of RLOM-formulas is said to be an RLOM-axiomatic set whenever it
includes either of the following subsets, for any x, y ∈ OS, R ∈ RT, i ∈ {1, . . . , 4}:

(Ax1) {x1′x}, (Ax2) {x1y}, (Ax3) {xRy, x−Ry}, (Ax4) {cidαci+1}, (Ax5) {x < y, y < x, x1′y}.

An RLOM-proof tree for a formula xPy is a tree with the following properties:

– xPy is at the root of this tree;
– each node except the root is obtained by an application of an RLOM-rule to

its predecessor node;
– a node does not have successors whenever it is an RLOM-axiomatic set.

Due to the forms of the rules for atomic formulas, if a node of an RLOM-proof
tree contains an RLOM-formula xPy or x−Py, for some atomic P , then all of its
successors contain this formula as well.

A branch of an RLOM-proof tree is said to be closed whenever it contains a
node with an RLOM-axiomatic set of formulas. A closed tree is an RLOM-proof
tree such that all of its branches are closed. A formula xPy is RLOM-provable
whenever there is a closed proof tree for xPy, which is then referred to as an
RLOM-proof of xPy.

The following main result ensures the correspondence between OM-validity
and RLOM-provability.

Theorem 2 (Soundness and Completeness). Let ϕ be an OM-formula.
Then for all object variables x and y, ϕ is OM-valid iff xτ(ϕ)y is RLOM-provable.

4 The ATP

We show in broad strokes the implementation realized in Prolog 4 of an ATP
for obtained an automatic Rasiowa-Sikorski proof system associated to the rela-
tional translation RLOM of the multimodal logic of qualitative order of magnitude
reasoning OM.
4 See http://www.matap.uma.es/˜ emilio/omr.zip, for a revision of the ATP.
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We have represented the formula xmRiyn as the Prolog fact: rel([1], Ri, xm, yn).
Node [1] denotes the root of the proof tree that the Prolog tool develops when
it applies the rules of the RLOM.

Example 1. The union of expressions xRy∪x−(
−→
dα;−(a; 1))y is translated to the

following facts in Prolog:
rel([1],r,x,y).
rel([1],opposite(comp(dalpha,opposite(comp(a,universal)))),x,y).

Prolog knows the leaf in which it must apply any rule, because the Prolog predi-
cate leaves([[1, . . . , 1], . . . , [1, . . . , k]]) stores the leaves that the tool must close.
Prolog will try to satisfy the relations in the leaf nodes. If the tool can close all
the leaves in the tree, then formula is true.

The rules in RLOM have the following general form:
Φ

Φ1| . . . |Φn
whereΦ1, . . . , Φn

are non-empty set of formula and Φ is a finite (possibly finite) set of formula.
Let X a set of formulas, and if Φ ⊆ X then, as said before, the system

transform Φ in X \ Φ ∪ Φi, i = 1 . . . , n. That’s to say , if X is represented in
the leaf [i1, i2, . . . , ik], the system divides the the leaf in n new leaves, labeled as
[i1, i2, . . . , ik, ik+1], . . . [i1, i2, . . . , ik, ik+n] and copies (X \ Φ) ∪ Φ1 to the node
[i1, i2, . . . , ik, ik+1], and copies X \ Φ ∪ Φ2 to the node [i1, i2, . . . , ik, ik+2] (see
Figure 1).

(Before) [1]

[. . . ]

[i1,i2,. . . ,ik]

X

. . .

. . .

[1]

[. . . ]

[i1,i2,. . . ,ik]

[i1,i2,. . . ,ik,ik+1]

X \ Φ ∪ Φ1

[i1,i2,. . . ,ik,ik+2]

X \ Φ ∪ Φ2

. . .

. . .

. . .

(After)

Fig. 1. Division of a leaf of the tree

We have translated the rules for RLOM to clauses in Prolog. For example, for the
union rule (∪):

uni(Leaf):-

rel(Leaf,uni(R,S),X,Y),

new_rule_deduced([rel(Leaf,R,X,Y),rel(Leaf,S,X,Y)]),

\+rule_used(Leaf,uni,[rel(uni(R,S),X,Y)]),

write_rule(’Union’, [rel(Leaf,uni(R,S),X,Y)],

[rel(Leaf,R,X,Y), rel(Leaf,S,X,Y)]),

add_list_of_relations([rel(Leaf,R,X,Y),rel(Leaf,S,X,Y)]).
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Any rule of RLOM in Prolog checks the preconditions x(R ∪ S)y in which the
rule is applicable. If the rule fulfils these conditions, we control if the relations
deduced by the rule are new (new rule deduced predicate) and the rule has
not previously applied (rule used predicate), then we write the rule in the
display and store the rule applied. Finally, we apply the rule, that normally
adds some facts to the adequate leaf.

The (D2) rule divides the node labeled Leaf in two new leaves and copy all
formulas of Leaf to the two new ones, by using the predicate divideInLeaves.
The predicate copyToLeaves adds zdαx to the first leaf and adds zdαy to the
second leaf.

d2(Leaf):-

rel(Leaf,equal,X,Y),

\+rule_used(Leaf,d2,[rel(equal,X,Y)]),

any_variable(’d2 (equal) ’,Leaf,[rel(Leaf,equal,X,Y)],Z),!,

divideInLeaves(Leaf,2),

copyToLeaves(Leaf,1,[[rel(Leaf,dalpha,Z,X)]

,[rel(Leaf,dalpha,Z,Y)]],[],ListNewLeaves),

remove_leaf_after_divide(Leaf),

write_and_rule(’d2 (equal) ’, [ rel(equal,X,Z)],

[[ rel(Leaf,dalpha,Z,X)],[rel(Leaf,dalpha,Z,Y)]]

,ListNewLeaves),!.

Now, we show the engine of the ATP. The main predicate in the inference engine
is run engine that examine the first leaf of the tree that the proof system needs
to check and tries to apply the rules to the relations that contains this leaf. The
engine tries first to apply the rules that no divide the leaves and then the rules
that divide the leaves.

new_run_engine:-

leaves([FirstLeaf|Leaves]),

new_apply_rules_in_leaf(FirstLeaf),

new_run_engine,!.

new_run_engine:-

write(’ OK. There are no Leaves in the proof tree. ’),

write(’ VALID. ’),!.

new_apply_rules_in_leaf(FirstLeaf):-

new_one_rule_no_divide(FirstLeaf),!.

new_apply_rules_in_leaf(FirstLeaf):-

new_one_rule_divide(FirstLeaf),!.

new_one_rule_no_divide(FirstLeaf):-

uni(FirstLeaf)-> axiomatic_set;

notinter(FirstLeaf)-> axiomatic_set;

...

new_one_rule_divide(FirstLeaf):-

notuni(FirstLeaf)-> axiomatic_set;

d2(FirstLeaf)-> axiomatic_set;

...
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While the tree has opened leaves, new run engine is recursively called. If all
leaves are closed in the proof system, then system informs to the user that the
proof is finished and it is possible to trace (used rules predicate) what rules
have been used in the proof process. The engine of the ATP use the mechanism
of pattern machine of Prolog to detect if exists, in a leaf of the tree, an axiomatic
set, then deletes the corresponding leaf and informs to the user.

axiomatic_set:-

rel(NumLeaf,equal,X,X),

nl,

remove_leaf(NumLeaf,[rel(NumLeaf,equal,X,X)]),!.

.....

In this point, we introduce an important idea which improves the efficiency
of our system. Some rules of the logic need to introduce any object symbol,
that is, either a constant or any of the previously used variables. The ATP
delays the substitution by any of the possible object symbols and introduces
a phantom variable. The system replaces the phantom variable by any of the
possible objects, only when obtains an axiomatic set with this substitution and
then it closes the tree.

We emphasize that this mechanism avoids the process of selecting a possible
variable and checking the validity of the formula in this leaf with this variable. In
that case, it would be necessary to expand the leaf in a enormous sub-tree and,
if the formula could not be proved, to return to the previous leaf by selecting
another variable. The process would be repeated for all possible variables.

The phantom variables prune the search tree in a efficient way. The instan-
tiation of the phantom variable is delayed until the ATP is able to obtain an
axiomatic set. In this moment, the unification of the correct variable is done in
the tree and some sub-trees are closed.

In the following example, we outline how the ATP works and emphasize the
use of the phantom variables for detecting axiomatic sets in an automatic way.

Example 2. In this example, we execute the ATP to prove the axiom d2 of the
system OM. We represent it as follows:

rel([1],opp(comp(dalpha, comp(p, universal))),x,y).
rel([1],opp(comp(dalpha, opp(comp(p, universal)))), x, y).

This example is satisfied by the ATP with the Prolog predicate:

?tad(′axioms \ axiomd2.pl′,′ logaxiomd2.txt′).

The following report in logaxiomd2.txt file is returned:

------>Input file: axioms\axiomd2.pl

leaves([[1]]).

--->Opposite composition Rule

[rel([1],opp(comp(dalpha,comp(p,universal))),x,y)]

_______________________________________________________________________

[rel([1],opp(dalpha),x,z),rel([1],opp(comp(p,universal)),z,y)]

...
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[rel([1],comp(p,universal),t,y)]

_________________________________________________________________________

rel([1,1],p,t,t1) | rel([1,2],universal,t1,y)

Found axiomatic set. Leaf: [1,2]

- Axiomatic set: [rel([1,2],universal,t1,y)]

- Deleted relations in Leaf: [1,2]

...

[rel([1,1,1,1,1,1,2,2],opp(p),z,u)]

_________________________________________________________________________

rel([1,1,1,1,1,1,2,2,1],equal,z,t8) | rel([1,1,1,1,1,1,2,2,2],opp(p),t8,u)

Substitute in all relations variable phantom:t8 by t

Substitute in all relations variable phantom:t1 by u

Found axiomatic set. Leaf: [1,1,1,1,1,1,2,2,2]

- Axiomatic set: [rel([1,1,1,1,1,1,2,2,2],opp(p),t8,u),

rel([1,1,1,1,1,1,2,2,2],p,t,t1)]

- Deleted relations in Leaf: [1,1,1,1,1,1,2,2,2]

....

[rel([1,1,1,1,1,1,2,2,1],equal,z,t)]

_________________________________________________________________________

rel([1,1,1,1,1,1,2,2,1,1],dalpha,t9,z)|rel([1,1,1,1,1,1,2,2,1,2],dalpha,t9,t)

Substitute in all relations variable phantom:t9 by x

Found axiomatic set. Leaf: [1,1,1,1,1,1,2,2,1,2]

- Axiomatic set: [rel([1,1,1,1,1,1,2,2,1,2],opp(dalpha),x,t),

rel([1,1,1,1,1,1,2,2,1,2],dalpha,t9,t)]

- Deleted relations in Leaf: [1,1,1,1,1,1,2,2,1,2]

Found axiomatic set. Leaf: [1,1,1,1,1,1,2,2,1,1]

- Axiomatic set: [rel([1,1,1,1,1,1,2,2,1,1],opp(dalpha),x,z),

rel([1,1,1,1,1,1,2,2,1,1],dalpha,x,z)]

- Deleted relations in Leaf: [1,1,1,1,1,1,2,2,1,1]

OK. There are no Leaves in the proof tree. VALID.

Notice that the substitution of the phantom variable t1 has been delayed until
the appearance of variable t8, because in this moment, the leaf can be closed by
replacing t1 and t8 by u and t, respectively. In this case, the last two leaves of
the tree are closed with this unification process.

Finally, we remark that the system has some abduction mechanism. It is
capable to give explanations about what rules have been used to prove a set
of relations. We have the predicate used rules that store knowledge about the
reasoning process of the inference engine. We give below a trace in inverse order
of the proof process:

used_rules([1,1,1,1,1,1,2,2,1],d2,[rel(equal,z,t)]).

used_rules([1,1,1,1,1,1,2,2],equality2,[rel(opp(p),z,u)]).

...

used_rules([1],notcomp,[rel(opp(comp(dalpha,comp(p,universal))),x,y)]).
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5 Conclusions and Future Work

In this paper, we have implemented an ATP for the relational proof system in
the style of dual tableaux for the relational logic associated with the multimodal
propositional logic for order of magnitude qualitative reasoning OM. This system
can be used as a tool for verification of a variety of tasks in order of magnitude
reasoning, such as the use of qualitative sum of some classes of numbers.

Nowadays, we are working in a more intelligent engine for the ATP and im-
plementing a mechanism that selects what is the better rule by analyzing the
relations and the variables in the tree. Also, we are improving the use of phantom
variables to obtain an ATP more efficient.

The ATP works with depth-first search, at the moment. We are going to
programme a more intelligent engine for the ATP, that combines the depth-first
search with breadth-first search, depending on the analysis of the knowledge
obtained from the formulas.

The goal for the future is to generalize this implementation for different logics
(not only for order of magnitude reasoning). The idea is to develop an ATP
more general that receives as input the description of the logic: constants, rules,
constraints, etc. and renders the translation in a relational system. Moreover,
the ATP will be allowed to prove the validity of any set of formulas of this logic.

Other future works are related to the study of decidability of this logic and,
in the case of positive answer, to obtain decision procedures, by using some of
the ideas presented in this paper. Last, but not least, it is planned to extend our
ATP, in order to be used for model checking and verification of entailment.
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10. Golińska-Pilarek, J., Muñoz-Velasco, E.: Relational approach for a logic for order
of magnitude qualitative reasoning with negligibility, non-closeness and distance.
Technical Report (2008)
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20. Travé-Massuyès, L., Ironi, L., Dague, P.: Mathematical Foundations of Qualitative
Reasoning. AI Magazine, American Asociation for Artificial Intelligence, 91–106
(2003)

21. Wolter, F., Zakharyaschev, M.: Qualitative spatio-temporal representation and rea-
soning: a computational perspective. In: Lakemeyer, G., Nebel, B. (eds.) Explor-
ing Artificial Intelligence in the New Millenium. Morgan Kaufmann, San Francisco
(2002)

http://www.logic.stfx.ca/reldt/
http://www.di.univaq.it/TARSKI/transIt/


A Heuristic Data Reduction Approach for
Associative Classification Rule Hiding

Juggapong Natwichai1, Xingzhi Sun2, and Xue Li3

1 Computer Engineering Department, Faculty of Engineering
Chiang Mai University, Chiang Mai, Thailand

juggapong@eng.cmu.ac.th
2 IBM Research Laboratory

Beijing, China
sunxingz@cn.ibm.com

3 School of Information Technology and Electrical Engineering
The University of Queensland, Brisbane, Australia

xueli@itee.uq.edu.au

Abstract. When data are to be shared between business partners, there
could be some sensitive patterns which should not be disclosed to the
other parties. On the other hand, the “quality” of the data must also
be preserved. This creates an interesting question: how can we maintain
the shared data that are guaranteed to have the quality, and the certain
types of sensitive patterns be removed or “hidden”? In this paper, we
address such the problem of sensitive classification rule hiding by using
data reduction approach, i.e. removing the whole selected tuples in the
given dataset. We focus on a specific type of classification rules, i.e.
associative classification rules. In our context, a sensitive rule is hidden
when its support falls below a minimal support threshold. Meanwhile,
the impact on the data quality of the dataset is represented in term of a
number of false-dropped rules, and a number of ghost rules. We present
a few observations on the data quality with regard to the data reduction
processes. From the observations, we can represent the impact by each
reduction precisely without any re-applying the classification algorithm.
Subsequently, we propose a heuristic algorithm to hide the sensitive rules
based on the observations. Experimental results are presented to show
the effectiveness and the efficiency of the proposed algorithm.

1 Introduction

Data mining can provide powerful tools for extracting useful patterns, or knowl-
edge, from given data. However, the data may contain sensitive private infor-
mation of individuals. This situation has raised privacy concerns to data mining
research community. Moreover, as data sharing between cooperating organiza-
tions becomes a common business practice in order to utilize the collected data,
the problem seems to be even escalated. To prevent the disclosure of the sensi-
tive data, the techniques such as data transformation to conform k-anonymity
standard [1] and their variants can be applied. Besides the privacy concern for
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sensitive data, there exists another form of threat, i.e. the disclosure of sensitive
patterns discoverable from the shared data.

In [2], the authors present a motivating example which sensitive patterns can
damage the reputation of the individuals in the data. In this example, suppose
that a dataset is shared publicly. A rule “(PostCode = 5409) ∧ (Age = 18
to 25) ∧ (Gender = Male) → HepBStatus = Yes” is discovered from the
dataset, suppose that the postcode 5409 referred to an indigenous community or
the national parliament. This rule may be considered an offense to the population
in the area and should be removed or “hidden” before the dataset is shared.

In data sharing scenario, in order to hide sensitive patterns, the given dataset
needs to be modified so that the sensitive pattern becomes uninteresting against
the pre-specified “interestingness” thresholds. On the other hand, the “quality”
of the shared data must also be preserved as much as possible, i.e. data modi-
fication algorithms should also maintain the characteristics of the given dataset
required by the sharing purpose. Apparently, failing to preserve data quality
means that the data sharing is useless.

Typically, the existing data modification algorithms [3,4,5,6] apply data per-
turbation approach, i.e. changing some data values in a given dataset from an
original value to another value. Although such the approach could hide sensi-
tive patterns and possibly maintain data quality, it has the following drawbacks.
First, some of the data values in the perturbed dataset are not “original” val-
ues. Further, there is no method to distinguish the real data and the modified
data within a perturbed dataset. This drawback could reduce the creditability of
modified datasets. Finally, the perturbation may modify some tuples and cause
some uninteresting patterns to become interesting.

In this paper, we address the problem of sensitive pattern hiding by data
reduction approach, i.e. removing the whole selected tuples from the dataset.
Comparing with the data perturbation approach, all data values in a modified
data set are original. So, this approach produces credible data sets in detail level.
Also, if some uninteresting patterns become interesting by a data reduction, it
is always the case that for these patterns, at least one of their interestingness
measures have reached the threshold at the first place, but some tuples may block
the patterns from being interesting against the other interestingness measure(s).
This is different from the perturbation approach which this situation may be
created artificially.

The pattern type addressed in this paper is associative classification rules [7].
For the hidden condition of sensitive rules, a sensitive rule is hidden successfully
if its support is fallen below the pre-specified support threshold. Because the
support of a rule is its statistical interestingness, so, a rule is worth consider-
ation if its support is higher than the minimum threshold. Meanwhile, the im-
pact on data quality is represented in term of a number of false-dropped rules,
and a number of ghost rules which are well-known quality definitions. False-
dropped rules are non-sensitive rules which their support fall below minimal
support threshold, or their confidence fall below minimal confidence threshold
by data modification unintentionally. Ghost rules are falsely generated by data
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modification. To maintain data quality, data modification algorithms must keep
the two numbers as low as possible.

As sensitive pattern hiding problem is proven to be NP-hard problem in [8],
heuristic algorithms are usually proposed to address the problem. Typically, after
a heuristic algorithm is applied to a dataset, we will obtain a modified dataset
which is free from sensitive patterns. Subsequently, the quality of the dataset
will be evaluated by re-applying the classification algorithm. In this paper, we
present a few observations on the data quality with regard to the data reduction
processes. From the observations, we can represent the impact on the data quality
by each reduction precisely without any re-applying the classification algorithm.
Subsequently, we propose a heuristic algorithm to hide the sensitive rules based
on the observations. As we can avoid re-applying the classification algorithm,
it means our algorithm can use the proposed heuristic with low computational
cost. Moreover, unlike the other algorithms which have output as only modified
datasets, our algorithm outputs both modified datasets and rules on the datasets.
Therefore, we can also skip a final re-applying to evaluate the solution.

The organization of this paper is as follows. The problem is defined Section 2.
Section 3 presents the observations on the data quality with regard to the data
reduction processes. A proposed algorithm to hide sensitive rule based on the
observations is presented in Section 4, and its experimental result is reported in
Section 5. Finally, we conclude our work in Section 6.

2 Problem Definition

In this section, firstly, we introduce the basic notation required for our consid-
eration: Dataset and Classification.

Definition 1 (Dataset). Let a dataset D be a collection of tuples defined on
a schema A, D = {d1, d2, . . . , dn}. For each attribute Aj ∈ A, its domain is
denoted as dom(Aj) ⊆ N , where N is the set of natural number. For each
di ∈ D, di(A) = (di(A1), di(A2), . . . , di(Ak)), denoted as (di

1, d
i
2, . . . , d

i
k). Note

here that tuples in a table is not necessary to be unique.
Let C be a set of class labels, such that C = {c1, c2, . . . , co}, each cm ∈ C is a

natural number. The class label of a tuple di is denoted as di.Class.
The label is just an identifier of a class. A class which is labelled as cm defines a

subset of tuples which is described by data assigned to the class. The classification
problem is to establish a mapping from D to C.

Please note that we are defining the general dataset for the traditional associative
classification problem. In the dataset, we allow duplication (i.e. two data entries
are identical in terms of tuple and class label) and conflict (i.e. two data entries
can have the same tuple information but with different class label).

Definition 2 (Classification). A literal p is a pair, consisting of an attribute
Aj and a value v in dom(Aj). A tuple di will satisfy the literal p(Aj , v) iff
di

j = v.
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For all l ∈ L, rl :
∧
p → cm, where p is the literal, and cm is a class label.

The left hand side (LHS) of the rule rl is the conjunction of the literals, denoted
as rl.LHS. The right hand side (RHS) is a class label of the rule rl, denoted as
rl.RHS.

A tuple di satisfies the classification rule rl iff it satisfies all literals in
rl.LHS, and has a class label cm as rl.RHS.

A tuple di which satisfies the classification rule rl is called supporting tu-
ple of rl. The support of the rule rl, denoted as Sup(rl), is the ratio between
the number of supporting tuples of rl and the total number of tuples. The con-
fidence of rule rl, denoted as Conf(rl), is the ratio between Sup(rl) and the
total number of tuples which satisfy all literals in LHS of rl. Given a dataset
D, a set of class labels C, a minimal support threshold minsup, and a minimal
confidence threshold minconf , a set of classification rules R = {r1, r2, . . . , rq}
can be derived.

Typically, a number of classification rules which satisfy minimal support and
confidence values can be large [7]. The set of rules should be pruned by removing
some “redundant” rules before being applied in the classification for the target
dataset. So, in the context of sensitive rule hiding problem, we should deal with
only unpruned rules. In this paper, rule hiding and data quality are addressed
on the concept of “general rules” as follows.

Definition 3 (General Rule). Given a dataset D, a set of classification rules
R satisfying minimal support minsup, and minimal confidence minconf . A clas-
sification rule rl ∈ R is a general rule if there does not exist a classification rule
r′l ∈ R which rl.RHS = r′l.RHS and rl.LHS ⊃ r′l.LHS.

Before we discuss further, we present here an example dataset. It will be used
through this paper. Suppose we are dealing with the 3-attributes dataset, and
two classes as shown in Table 1a).

With the minimal support and minimal confidence set at 2 and 90% respectively,
we can derive a set of general rules from the example data set by an associative
classification algorithm as shown in Table 1b). We can see that non-general rules
are not listed, for example, a rule (A2 = 0) ∧ (A3 = 0) → 1 which has support 2
and 100 % confidence is not listed because a rule r1, (A3 = 0)→ 1 is more general.

Table 1. An example dataset and its set of rules

a)

Tuple ID A1 A2 A3 C

1 1 0 1 0
2 1 1 1 0
3 1 0 1 0
4 0 1 1 1
5 0 0 0 1
6 0 1 1 1
7 1 1 0 1
8 1 0 0 1
9 0 1 0 1
10 1 1 0 1

b)

Rule No. Content Support Confidence
1. (A3 = 0) → 1 5 100%
2. (A1 = 0) → 1 4 100%
3. (A1 = 1) ∧ (A3 = 1) → 0 3 100%
4. (A2 = 0) ∧ (A3 = 1) → 0 2 100%
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Subsequently, we define the “hidden” condition for a sensitive rule as follows.

Definition 4 (Hidden Rule). Given a dataset D with a set of class labels C,
let R be the set of general classification rules from D satisfying a minimal support
threshold minsup, and a minimal confidence threshold minconf . Let Rs ⊂ R be
a set of sensitive classification rules. A sensitive rule rs is hidden if its support
in D′, the modified dataset, less than minsup.

The impact on data quality is represented in terms of a number of false-dropped
rules and a number of ghost rules in the modified data set. They are defined as
follows.

Definition 5 (False-dropped Rules). A false-dropped rule is a non-sensitive
general rule in R−Rs in the original data set D which can not be derived from the
modified data set D′ by using minimal support minsup and minimal confidence
minconf . The number of false-dropped rules, from hiding the sensitive rule rs

by removing of di, is denoted as fd(s, i).

Definition 6 (Ghost Rules). A ghost rule is a rule which can not be derived
from the original dataset D by using minimal support minsup and minimal con-
fidence minconf , but can be derived from the modified data set D′. The number
of ghost rules when the tuple di is removed in order to hide the rule rs is denoted
as gh(s, i).

Remember that in the associative classification problem, we only consider the
most general interesting classification rules as the mining result. This will lead to
some additional circumstances in which false-dropped rules and ghost rules can
be generated during the hiding process. First, the false-dropped rules can also
be caused by the confidence increase of the previously uninteresting rules. For
example, suppose that r0 is an uninteresting rule, and during the hiding process,
it becomes interesting due to the increase of its confidence (that is, r0 is a ghost
rule). If r0 is more general than some interesting non-sensitive rules, these less
general rules should be removed from the result set and therefore, become the
false-dropped rules. Similarly, if a non-sensitive rule r1 becomes uninteresting
due to the decrease of its confidence (i.e. r1 is a false-dropped rule), some rules
which are less general than r1 but with the support and confidence above the
thresholds could appear in the result set because they are now the most general
interesting rules. According to our definition, these rules are ghost rules.

From the above definitions, we formalize sensitive associative classification
rule hiding problem by data reduction approach as follows.

Problem 1. Given a data set D with set of class labels C, let R be the set of
associative classification rules from D and for any rule r ∈ R, Sup(r) > minsup
and Conf(r) > minconf , where minsup and minconf are two given thresholds.
In addition, let Rs ⊂ R be a set of sensitive classification rules. The problem is
to transform D into D′ by removing some tuples from D such that 1) any rule
rs ∈ Rs is invalid in D′ in terms of the threshold minsup and 2) the impact, i.e.
the summation of the number of false-dropped rules and the number of ghost
rules, of removal is minimum.
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Note here that the impact is defined as the summation for simplicity. It could
be adjusted according to the application. For example, in medical domain, ghost
rules could lead to the wrong treatment [9], so it should be weighted as the
higher impact on data quality, then data modification algorithms will prefer to
generate false-dropped rules.

3 Impact on Data Quality

In this section, we present our observations of the impact on data quality with
regard to the data reduction processes. Subsequently, we propose a heuristic
algorithm based on them in the next section.

In this paper, we propose to use a geometric model to help improving illus-
tration of the impact. Note that the geometric model is only applied to facilitate
our discussion. Essentially our proposal on hiding the classification rules is not
necessary to be presented based the geometric model. However, applying the
geometric model can help to explain some key concepts and observations better.

First, from our running example in Table 1, since we have three attributes, so
we can represent the dataset in three dimensional geometric model as shown in
Figure 1a). Each tuple is represented as a point. The number of tuples with the
same attribute values, or duplicate tuples, is represented by the number label.
For example at the coordinate (1, 0, 1) which is the duplication of d1 and d3, it
has label “2 : d1, d3”. For the rules, in our running example, we can represent
rules by points, lines, or faces for the rules with three, two, and one literal
respectively. From the rules in Table 1b), we can represent them as shown in
Figure 1b).

3.1 False-Dropped Rules

We begin with the discussion of false-dropped rules. When we remove a sup-
porting tuple, for the non-sensitive rules which are supported by the tuple, both
their support and confidence are decreased. If the support or confidence value

Fig. 1. The geometric model
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of any non-sensitive rule is less than the threshold, the rule can not be derived
in the modified data set and becomes a false-dropped rule.

Example 1. Suppose that a data owner wants to hide sensitive rule r3 : (A1 = 1)∧
(A3 = 1) → 0 in the running example, which has supporting tuples {d1, d2, d3}.
If tuple d1 (or d3) is selected, we can see from the model in Figure 1b) that the
selected tuple also supports non-sensitive rule r4(A2 = 0)∧ (A3 = 1)→ 0. More-
over, the support of r4 is exactly equal to the minimal support threshold. After
the tuple is removed, rule r4 is lost. So, the number of false-dropped rules from
removal of d1 (or d3) to hide rule r3, fd(3, 1), is 1.

Observation 1. Let di be a tuple to be removed. In addition, Let R FD be
the set of false-dropped rules caused by the removal of di. For any rule rl ∈
R FD, it must satisfy the following conditions: 1) rl ∈ R − Rs, 2) di is a
supporting tuple of rl, i.e. di ∈ Dl, and 3) sup(rl) = minsup or (sup(rl)− 1) <
minconf ∗ (sup(rl.LHS) − 1). The number of false-dropped rules by removing
di, fd(s, i) = |R FD|.

3.2 Ghost Rules

For the impact in term of ghost rules, it can be considered opposite to the impact
of false-dropped rules. In a dataset, there may exist some rules whose support is
greater than minsup, but confidence below minconf . When a supporting tuple
of a sensitive rule rl is removed, it may increase confidence of this type of rules
if the tuple satisfies the LHS of the rules, but the rules have different class
label. If the increasing confidence of a rule can satisfy the minimal confidence
threshold, the rule will become a ghost rule.

Example 2. Suppose that the data owner wants to hide a sensitive rule r1:(A3 =
0) → 1 in the running example, its supporting tuples which we can remove are
{d5, d7, d8, d9, d10}. If tuple d8 is removed, we can see from the model in Figure
1b) that d8 satisfies their all literals of rules (A2 = 0) → 0, (A1 = 1) → 0,
and (A1 = 1) ∧ (A2 = 0) → 0, but have different class. However, they are
not derived in the first place because the confidence values of these rules are
less than minimal confidence threshold. Considering the dataset, d8 removal will
cause the confidences of the rule (A1 = 1) ∧ (A2 = 0) → 0 to increase and
satisfy the minimal confidence threshold. After the removal, such the ghost rule
(A1 = 1) ∧ (A2 = 0)→ 0 is generated. The number of ghost rules from removal
of d8 to hide the rule r1, gh(1, 8), is 1.

Observation 2. To find all ghost rules, we need to maintain all rules whose
support is greater than minsup (regardless of their confidence). Let such the set
of rules be denoted as RC. Note that RC is not the set of general rules, however,
we can derive the general rules from Rc. Given a tuple to be removed di for hiding
a sensitive rule rs, let R GHC be the set of ghost rules caused by the removal
of di. For any rule rl ∈ R GHC , it must satisfy the following conditions: 1)
rl ∈ Rc, 2) di satisfies all the literals in rl.lhs and rl.RHS �= rs.RHS, and 3)
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sup(rl) <= minconf ∗sup(rl.LHS) and sup(rl) > minconf ∗(sup(rl.LHS)−1).
The number of ghost rules by removal di, gh(s, i) = |R GH |, where R GH is the
set of general rules derived from R GHC .

4 Algorithm

In this section, we present a heuristic algorithm to solve the problem of associa-
tive classification rule hiding which applies the intuitive observations from the
previous section. In order to select a tuple to be removed to hide a sensitive rule,
the algorithm will select to remove the tuple which generates minimal impact
potentially.

Input:
D (a dataset), minsup (a support threshold), and minconf (a confidence threshold)
R: the set of associative classification rules in D (satisfying minsup and minconf)
Rs: the set of sensitive classification rules, Rs ⊂ R
Output:
D′: the output dataset, from which Rs can not be derived
R′: the set of associative classification rules in D′

Method:
1 for each rs ∈ Rs ordered by the numbers of the literals of the rules in Rs ascendingly do
2 R = R − {rs}.
3 Find Ds.
4 for(i = 0; i < Sup(rs) − minsup + 1; i + +) do
5 Initialize minimum impact.
6 for each di ∈ Ds do
7 Find R FD.
8 Determine fd(s, i).
9 Find R GH .

10 Determine gh(s, i).
11 Determine impact, Impact(s, i) = fd(s, i) + gh(s, i).
12 if Impact(s, i) < MinImpact
13 Mark di as the tuple to be removed,
14 keep R FD and R GH .
15 select to remove a tuple di with minimum Impact(s, i).
16 if fd(s, i) = 0
17 delete false-dropped rules from R.
18 if gh(s, i) = 0
19 add ghost rules to R.
20 Update dataset D.
21 Output D′ = D, R′ = R.

Fig. 2. The proposed heuristic algorithm

Figure 2 shows the pseudo code of the proposed algorithm. For any sensitive
rule rs, we first find the set Ds of tuples that support rs. The key step is to
select (Sup(rs)−minsup+ 1) tuples with minimal impact. To do this, for each
iteration of removal, we evaluate the impact for every tuple in current Ds. That
is, for each tuple, we compute the set of false-dropped rule R FD and the set of
ghost rule R GH based on the observations given in Section 3. Once the tuple
with minimal impact is determined, we remove the tuple from Ds, update the
current interesting classification rules based on R FD and R GH , and update
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the dataset. The worst case time complexity of this algorithm is O(qs × qc ×
n3) where n is the number of the tuples in D, qs is the number of sensitive
classification rules, and qc is the number of rules whose support is greater than
the minsup.

Typically, when a set of sensitive patterns is given, sensitive pattern-hiding
algorithms will consider hiding the rules on a one-by-one basis. In this paper we
apply a proven heuristic presented in [5] to generate a sequence of sensitive rules
to be hidden, i.e. rank the sensitive rules by the number of their literals ascend-
ingly. Additionally, we improve the efficiency of the supporting tuple retrieval
by applying an inverted file index as implemented in [3].

5 Experimental Results

In this section, we evaluate the effectiveness and efficiency of the proposed al-
gorithm. The experiments are conducted on an 3 GHz Intel Pentium 4 with
1024 megabytes main memory running Microsoft Window XP. We compare the
proposed algorithm with an algorithm which generates optimal solutions (mini-
mum impact) by exploring the whole search space to hide sensitive rules. Both
the proposed algorithm and the optimal algorithm are implemented by using
JDK 5.0 based on Weka Data Mining Software.

The experiment is performed on three real-life datasets from UCI repository,
i.e. mushroom, credit screening, and voting datasets. All datasets are trans-
formed into binary datasets. Tuples with missing values are removed. The fea-
tures of the datasets used in experiments are summarized in Table 2. The rule
summary under given parameter settings on minimal support and minimal con-
fidence are also presented. Note that the supports listed in the table is the ratio
of support values to the total number of tuples.

5.1 Effectiveness Evaluation

Firstly, we investigate the effectiveness of the proposed heuristic algorithm, i.e.
the data quality of modified datasets by two factors: numbers of sensitive rules
to be hidden (|Rs|), and support range of sensitive rules (the range of sup(rs)).
When we consider the effect of |Rs|, the range of sup(rs) will be fixed. In the same
way, we fix |Rs|, when we consider the effect of sup(rs). In each experiment, for
five times, we randomly select sensitive rules according to a specified setting of
|Rs| and sup(rs). Then, for each random selection, we apply both algorithms to
hide the selected sensitive rules. Finally, we report the five-time-average impact

Table 2. Features of datasets

Dataset #Tuples #Attributes minsup minconf #General #All Support Average
Rules Rules Range #Literals

Voting 232 15 0.4 0.5 14 71 0.40-0.51 1.55
Credit 653 16 0.15 0.5 12 52 0.16-0.44 3.44

Screening
Mushroom 5644 22 0.1 0.4 9 66 0.1-0.33 4.67
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Table 3. Impact on data quality

a) In term of |Rs| b) In term of sup(rs)
Heuristic Optimal

Dataset |Rs| Algorithm Algorithm
FD GH FD GH

Voting 1 1.2 0.0 1.0 0.0
2 1.6 0.0 1.4 0.0
3 2.0 0.0 2.0 0.0
4 1.2 0.0 1.2 0.0
5 0.4 0.0 0.4 0.0

Credit 1 0.4 1.4 0.4 1.0
Screening 2 0.6 1.4 0.6 1.2

3 1.0 2.0 0.8 2.0
4 1.2 1.0 1.0 1.0
5 0.0 1.0 0.0 1.0

Mushroom 1 1.6 0.0 1.6 0.0
2 2.0 0.0 1.8 0.0
3 1.4 0.0 1.4 0.0
4 1.0 0.0 1.0 0.0
5 0.4 0.0 0.4 0.0

Heuristic Optimal
Dataset sup(rs) Algorithm Algorithm

FD GH FD GH
Voting 0.40-0.41 0.2 0.0 0.2 0.0

0.42-0.43 1.6 0.0 1.4 0.0
0.44-0.45 1.8 0.0 1.6 0.0
0.46-0.47 3.0 0.0 2.6 0.0
0.48-0.50 3.2 0.0 2.8 0.0

Credit 0.20-0.24 0.2 0.2 0.2 0.2
Screening 0.25-0.29 1.0 1.0 0.8 0.8

0.30-0.34 1.2 1.2 1.0 1.2
0.35-0.39 1.6 1.6 1.2 1.4
0.40-0.45 2.0 2.2 1.8 1.6

Mushroom 0.10-0.14 0.0 0.0 0.0 0.0
0.15-0.19 1.0 0.0 1.0 0.0
0.20-0.24 2.0 0.0 1.6 0.0
0.25-0.29 2.2 0.0 2.0 0.0
0.30-0.34 2.2 0.0 2.2 0.0

on data quality, i.e., the average number of false-dropped rules and ghost rules
for the given setting.

Table 3a) shows the effect of |Rs| to the data quality. Numbers of false-dropped
rules and Numbers of ghost rules are denoted here as “FD” and “GH” respec-
tively. The fixed ranges of sup(rs) are 0.42-0.44, 0.18-0.25, and 0.18-0.27 for
voting, credit screening, and mushroom datasets respectively.

From Table 3a) it can be seen that both algorithms perform very well. We
can see that the optimal algorithm can perform only slightly better than our
proposed heuristic algorithm, although it explores the whole search space. We
also observe that when the number of sensitive rules is increased, the number of
false-dropped rules is also increase for some period, then, it starts to drop. The
reason is because the numbers of derivable general rules in different datasets
are the certain constant numbers (14, 12, 9 for voting, credit screening, and
mushroom respectively). Therefore, the more general rules to be hidden, the
less number of non-sensitive rules will be false-dropped. We also observe that
there is no ghost rule generated from voting and mushroom dataset. For voting
dataset, the reason is because the high minimal support range is used (0.42-0.44),
when we hide sensitive rules, many more tuples will be removed. This means the
potential ghost rules are removed. While mushroom dataset is very sparse, so,
it is hard to find a new ghost rule when data reduction approach is used.

In Table 3b), the effect of sup(rs) to the data quality is shown. The numbers
|Rs| are fixed at 2 for all datasets. From the result, we can see that the impact on
data quality increases when we increase sup(rs) in both algorithms, though, it is
still considered relatively low. Since we fix the number of sensitive rules at 2, from
the results when we hide the rules with highest ranges of support, the heuristic
still can preserve the majority of the non-sensitive general rules, i.e. the average
numbers of preserved non-sensitive rules are 10.0 out of 12, 8.8 out of 10, and 5.5
out of 7 rules for voting, credit screening, and mushroom data sets respectively.
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Fig. 3. Efficiency Evaluation

5.2 Efficiency Evaluation

In this section, the efficiency of the proposed algorithm, i.e. the execution time is
considered. We investigate the efficiency in term of |Rs|, sup(rs), and the size of
input datasets (|D|). In this experiment, only the results on mushroom dataset
is presented due to the space limitations. When the effect of |Rs| is considered,
we fix the range of sup(rs) at 0.20-0.25. And, we fix |Rs| at 2, when we consider
the effect of sup(rs). To evaluate the efficiency in term of |D|, we fix |Rs| and
sup(rs) at 2 and 0.20-0.25 respectively.

From Figure 3a) and 3b), we can see that our proposed heuristic algorithm
uses much less execution time compared with the optimal algorithm. This is
because the optimal algorithm must explore the whole search space to find the
solutions. From Figure 3b), the execution time of the optimal algorithm increases
almost exponentially when the support of sensitive rules increases. If we consider
the efficiency of both algorithms along with the effectiveness, we can see that
our proposed algorithm can perform almost as effective as the optimal algorithm,
but uses much less time. In Figure 3c), we can see that the execution time of
our proposed algorithm is very small comparatively when the number of tuples
in the dataset increases.

6 Conclusions

To summarize, in this paper, we address the problem of hiding sensitive asso-
ciative classification rules by data reduction approach. The focus of the problem
is on minimizing the impact on the data quality, which is modelled in terms of
the number of false-dropped rules and ghost rules. Based on our observations,
we can determine the impact on data quality precisely without any re-applying
the classification algorithm. Accordingly, an algorithm is proposed to hide the
sensitive rules. The experimental results show that the proposed algorithm is
effective, i.e. it can preserve data quality very well compared with the optimal
algorithm. Additionally, the proposed algorithm is also efficient. In our future
work, we will target on addressing the problem where the given datasets have
the attributes with richer domains, e.g. categorical or continuous attributes.
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Abstract. This paper studies the characteristics of interaction among
genetic evolution, individual learning and social learning using an evo-
lutionary computation system with NK fitness landscape, both under
static and dynamic environments. We show conditions for effective so-
cial learning: at least 1.5 times lighter cost of social learning than that of
individual learning, beneficial teaching action, low epistasis and dynamic
environment.

Keywords: Evolutionary computation, Genetic evolution, Individual
learning, Social learning, NK fitness landscape.

1 Introduction

Biologically inspired computation algorithms, such as neural networks mimick-
ing the brains and genetic algorithm simply implementing genetic evolution,
are often utilized in many adaptive and intelligent systems, optimization and
system designing. Recently, adaptive algorithms using interaction between evo-
lution and learning have been studied [1,2,3,4]. In this paper, we also study such
adaptive algorithm, especially we pay attention to the interaction among genetic
evolution, individual and social learnings.

Learning is classified into individual and social. The former is change of indi-
vidual characters through individual experiences, such as enhancement of mus-
cles through exercises and gain of knowledge and skills by trial and error. The
latter is transmission of knowledge and skills through direct and indirect in-
teractions between individuals. The social learning is mediated by imitation or
teaching. While the individual learning is often seen in many organisms, the
social learning is found in only some animals with sociality.

The representative of such social animals is some primates including humans.
We claims that the ability of social learning is one of the key features enabling
the humans to adapt to various environments. Thanks to this ability, the humans
can discovers new knowledge accumulatively and utilize the knowledge of prede-
cessors [5]. Such knowledge accumulated forms “culture”. The ability of social
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learning works effectively when the ability of individual learning is adequately
combined with it. The both abilities had evolved through genetic evolutionary
processes. That is, the humans had acquired the characters realizing fruitful cul-
tures and the culture itself is thought to have been evolved through interaction
among genetic evolution, individual learning and social learning. We may be able
to utilize such adaptive strategy for intelligent systems and optimization.

In this paper, we study the characteristic of evolutionary algorithm in which
genetic evolution, individual learning and social learning interact with each
other. Especially, we focus on conditions that enable effective social learning.
Social learning is useful, as we have said, but not ubiquitous in biological species.
This may be because that obtaining the ability of social learning is difficult. This
fact lead us a prediction that the condition realizing the social learning is stern.

We adopt NK fitness landscape [6] as a model of environment for individuals
to fit. The NK landscape models originally fitness function taking the inter-
action among genes, called epistasis, into consideration. Many combinatorial
optimization problems can be reduced to the NK landscape. Actually, the NP-
completeness had been proven [7]. This model has also been used as important
test beds for search and optimisation techniques, especially, evolutionary com-
putation algorithms. We investigate the characteristic of the present algorithm
under static and dynamic environments, in the latter, the NK fitness landscape
changes with generations.

This paper is structured as follows. We introduce the model to incorporate
genetic evolution, individual and social learnings in section 2. The simulation
results in static and dynamic NK landscapes are described in section 3. We
discuss the results in section 4 from the viewpoint of the difficulty of social
learning. The paper is concluded by section 5 to deliver conditions favorable to
the social learning.

2 Model

We model a population of agents which are engaged in genetic evolution, in-
dividual learning and social learning on a NK fitness landscape The structure
of the model is schematically shown in Fig. 1. One generation consists of three
phases, the individual learning, the social learning and the genetic evolution
(reproduction), in turn.

2.1 Structure of Agent

Each agent has three types of genetic elements: a genotype G which is a bit string
with length N , the maximum time of individual learning operations, ILMAX =
0 ∼ LMAX , and the social learning factor, SLFactor = {t, s, i}. The genotype
determines the agent’s innate fitness, denoted by Fgt, on the predefined NK
fitness landscape. This string has a circular structure with a head in order for all
genes to have the same number of neighbors. The capacity of learning operations
is limited by LMAX , given as a common parameter to all agents. The capacity
is apportioned to the individual and social learning operations, ILMAX and
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Fig. 1. The structure of the model, consisting of three phases corresponding to the
three adaptive algorithms

SLMAX (LMAX = ILMAX + SLMAX). Each agent is doomed to be a teacher,
a student or none of each genetically at the social learning phase. This role is
represented by SLFactor = {t, s, i}, respectively.

Each agent has the other characters that change through learning: a phenotype
P , which is the same as the genotype G at the moment of birth, counters for
the individual learning, social learning and teaching operations, IL, SL and
TL, respectively. The SL and TL are, respectively, used only by student agents
having the student factor, SLFactor = s, and by teacher agents having the
teacher factor, SLFactor = t.

The initial population is generated by the following procedure.

1. Generate agents having the same genotype which is randomly determined.
The number of agents is Num.

2. Flip the genotype of each agent with a provability 1/N per each bit.
3. Determine ILMAX between 0 and LMAX and SLFactor from {t, s, i} using

uniform random numbers.

2.2 Individual Learning

The individual learning of each agent proceeds as the following process:

1. Copy genotype G of the agent to a phenotype bit string P and set the
individual learning counter IL to 0.

2. If any one bit flip of P does not increase the NK fitness of P , FNK(P ), go
to the 4th procedure; otherwise, make a bit string P ′ in which one random
bit of P is flipped.

3. When IL < ILMAX and FNK(P ′) > FNK(P ), copy P ′ to P , increment IL
and go to the 1st procedure; otherwise go to the 4th procedure.

4. Stop the individual learning phase of the agent and set the fitness after
individual learning to Findi = FNK(P ).
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2.3 Social Learning

In the social learning phase, the teacher agents transmit their phenotypes, that
is, the learning results, to the student agents. At first, all teachers are ranked
according to their fitness after individual learning, Findi(P t), and their teaching
counters TL are set to 0. The following two procedures are repeated for all the
student agents.

1. Each student agent selects one teacher agent using the rank selection, that is,
in terms of the probability proportional to the teacher ranking. If the teacher
has higher fitness after individual learning than the student, Findi(P t) >
Findi(P s), then the teacher is adopted, otherwise the student does not learn
socially, Fsocial = Findi(P s).

2. Set the social learning counter SL of the student agent to 0. The student
compares each bit of its phenotype P s with the teacher’s P t. If the bit
has different value, the student copies the teacher’s bit and increments its
social learning counter, SL. At the same time, the teacher increments its
teaching counter, TL. When SL = SLMAX or P s = P t during this copy
process, the student stops copying and sets its fitness after social learning
to Fsocial = FNK(P s). Note that the teacher’s phenotype may be partially
copied to the student’s due to the limitation of SLMAX .

2.4 Fitness and NK Landscape

By means of the learned results, the lifetime fitness of the agent is calculated by

Flt = Fb − Clt , (1)

Fb =

{
Findi for SLFactor = t or i ,
Fsocial for SLFactor = s ,

(2)

Clt = Cindi · IL+ Cstudent · SL+ Cteacher · TL , (3)

where Cindi, Cstudent and Cteacher are the costs of the individual learning, social
learning and teaching, respectively, given as parameters common to all agents.

The environment is modeled by Kauffman’s NK fitness landscape [6]. An NK
fitness landscape is specified by the length of genotype, N , and the strength of
epistatic interactions among genes, K. The parameter K controls the ruggedness
of the fitness landscape. Larger K brings the more number of local optima.

A landscape is defined by the N number of tables with 2K+1 uniform random
numbers between 0.0 and 1.0. An example table is shown in Fig. 2. The i-th
table determines the fitness of the i-th gene, fNK(i), by making correspondence
between the K+1 bits patterns to the random numbers. The NK fitness of a geno-
type G is the average of the fitness of all genes, FNK(G) = (1/N)

∑N
i=1 fNK(i).

The same method and the same tables are used to calculate the fitness of
phenotype.
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0.312937

0.298101

0.591872

2K+1

K+1 Fitness

Genotype 
(bit string)

Neighbor of 
the i-th gene 

i-th gene

NK Fitness table
for the i-th gene

N

K+1

fNK(i)

Fitness of 
the i-th gene

Fig. 2. An example of the NK fitness table for K = 2

2.5 Reproduction

The next generation consisting the same number of agents is produced through
crossover and mutation.

At first, two parental agents are selected using rank selection according to
the lifetime fitness, Flt. Two genotypes from those of the parental agents are
made with one-point crossover. Note that we use the genotypes of the parental
agents, not their phenotypes, to prevent the inheritance of acquired characters.
One of the new genotypes is randomly adopted as the genotype of an offspring
agent. This agent inherits the maximum time of individual learning, ILMAX , and
the social learning factor, SLFactor, from one of the parental agents randomly
determined.

Mutation of the genotypic structure consists of bit flips of the genotype, in-
crement/decrement of ILMAX , and change of SLFactor with the mutation rate
µ. If the result of mutation on ILMAX exceeds the maximum value, LMAX , or
the minimum, 0, the increment/decrement operation is canceled. The result of
mutation on SLFactor may coincide with that before mutation, since one value
from {t, s, i} is adopted with equal probabilities.

3 Simulation Results

We conducted computational experiments under static and dynamic environ-
ments. In static environment, the NK fitness landscape is fixed at initially de-
fined. In dynamic environment, the landscape changes with generations. We
investigated from the viewpoint that under which conditions the social learning
is effectively used or is superior to the individual learning.

The fixed parameters used in the experiments are, the number of agents,
Num = 100, the length of genotype/phenotype bit strings, N = 20, the total
capacity of learning operations, LMAX = 5. All graphs shows the average data
of 10 runs, unless specially indicated.
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3.1 Static Environment

We show the dynamics of various fitness achievement rates averaged over all
agents in Fig. 3. The achievement rate is the ratio of the fitness value to the
optimal value in the landscape, indicated by bars on F ’s. The parameter setting
is the following: the individual learning cost Cindi = 0.01, the social learning
cost, Cstudent = 0.001, the teaching cost, Cteacher = −0.001, the mutation rate,
µ = 0.02, the epistasis, K = 2. We use a moderate value of the mutation rate
smaller than the error threshold (µ = 1/N = 0.05), since some information
should be passed over generations to estimate the effect of three evolutionary
algorithms. Until around the 20th generation, the individual learning has much
larger effectiveness than the social learning. After this generation, fitness raised
by the social learning is larger than by the individual learning.

Figure 4 represents the dynamics of the average learning operations. While
the individual learning is used at the initial stage, it comes to be unused. The
acquired results through the individual learning seems to be genetically assimi-
lated, since the individual learning is costly when Cindi = 0.01. Actually, as seen
in Fig. 3, the innate fitness catches up with that after individual learning until
the 55th generation. In contrast, the social learning operations less decreases
relatively than the individual learning, as the social learning cost is ten times
smaller than the individual learning cost. The value of IL and SL at the stable
point depends on the parameter settings as shown in the following paragraphs.

The individual and social learning operations vary with the individual and
social learning costs as shown in Fig. 5. This graph uses the average values of IL
and SL at the 20th generations. Rightfully, the social learning is used than the
individual learning at the region of larger individual learning cost and smaller
social learning cost. The cross section of the IL and SL planes forms roughly a
straight line, Cindi ≈ 1.5Csocial+0.0055. This implies that both types of learning

 0.9

 0.92

 0.94

 0.96

 0.98

 1

 0  10  20  30  40  50  60  70  80  90  100

fit
ne

ss
 a

ch
ie

ve
m

en
t r

at
e

generation

Fsocial

Flt

Findi

Fgt

Fig. 3. The transition of fitness achievement rate averaged over all agents with gen-
erations in a static environment. The solid line is the achievement rate of the innate
fitness F̄gt, the chain line is that after individual learning, F̄indi, the dashed line is that
after social learning, F̄social, and the broken line is of the lifetime fitness achievement
rate, F̄lt.



158 T. Hashimoto and K. Warashina

 1

 2

 3

 4

 0  10  20  30  40  50  60  70  80  90  100

le
ar

ni
ng

 o
pe

ra
tio

ns

generation

IL

ILMAX

SL

Fig. 4. The transition of the times of learning operations with generations in a static
environment. The solid line is the times of individual learning, IL, and the dashed
line is the maximum times of individual learning, ILMAX . These are averaged over all
agents. The chain line is the times of social learning, SL, averaged over all the student
agents at each generation.

 0.002

 0.01

 0.02

 0.001

 0.005

 0.01

Csocial

 0

 1

 2

 3

learning 
operations

Cindi

IL
SL

Fig. 5. The times of individual (IL) and social (SL) learning operations v.s. the in-
dividual (Cindi) and social (Csocial) learning costs. The plane with solid and dashed
lines represent IL and SL, respectively.

are used comparably when the cost of individual learning exceeds 1.5 times than
that of social learning under the present parameter setting. We confirmed that if
the individual learning cost is larger than 0.02, ILMAX comes to nearly 0. This
means that the individual learning is avoided under such large cost.

We investigated how the other important parameters, epistasis K and mu-
tation rate µ, affect the learning operations. The times of learning operations
changes with the both parameters as shown in Fig. 6. The individual and social
learning costs are Cindi = 0.01, and Csocial = 0.001. Larger K and µ, as overall
effect, increase IL and decrease SL. The IL plane is roughly symmetrical with
respect to the diagonal line of K − µ space. This implies that the epistasis and
the mutation affect similarly the individual learning. As for the social learning,
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Fig. 6. The times of individual (IL) and social (SL) learning operations v.s. the
epistasis (K) and the mutation rate (µ). The plane with solid and dashed lines represent
IL and SL, respectively.

their effects are different. The change of SL with µ is smaller than that with K.
SL takes the highest at 0.02 � µ � 0.04 in small K region.

The IL and SL planes are nearly flat at IL = 4 ∼ 4.4 and at SL = 0, re-
spectively, in the region K � 4 and µ � 0.05 (coincide with the error threshold).
In such rugged (complex) fitness landscape and unstable genetic circumstance,
the agents use most of their learning capacity for the individual learning and the
social learning does not work. Actually, we confirmed that, in such region, the
difference between the innate fitness and the fitness after individual learning,
Findi−Fgt, is larger than in the region of smaller K and µ, and the fitness after
social learning Fsocial virtually the same as Findi. These two planes cross at the
small K and µ. The cross section is approximately described by µ ·K ≈ 0.04.

In the above results, we used a negative teaching cost (Cteacher = −0.001).
Namely, teaching behavior is not costly but beneficial, which is favorable for
social learning. When the teaching cost is set at positive value, the social learn-
ing is very unstable (Fig. 7). The teacher only momentary lives, since selective
pressure affects to exclude the teacher factors. The social learning operations
sharply rises and falls stochastically.

3.2 Dynamic Environment

While organisms adapt genetically to stable environments, learnable organisms
can adapt to changing environments. For changes with an intermediate time
scale, cultural evolution through social learning may work well. In this section,
we study how our hybrid evolutionary algorithm works in dynamic environments,
since good adaptive algorithm for dynamic environment has not been invented
so much. We are interested in the division of roles corresponding to time scales.

The way to change the environment is to remake one NK fitness table corre-
sponding to one bit randomly selected. This models environmental change that
affect the fitness of one gene. The fittest gene varies by this change, therefore the
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ing, SL, averaged over all the student agents at each generation. This graph show the
result of one typical run.

surrounding genes also indirectly affected, if K > 0. In our experiments, the en-
vironment changes every 5 generations. The parameter values are, Cindi = 0.01,
Csocial = 0.001 and Cteacher = −0.001 and K = 2, which are the same as the
case in the static environment shown in Fig. 3 and 4.

In contrast to the static environment (Fig. 3), the innate fitness Fgt stays, as
shown in Fig. 8, at lower value and does not increase substantially after the 25th
generation. The rapid environmental changes brings this result, since the rapid
change make genetic assimilation of learning result impossible. On the other
hand, the social learning promotes the average fitness relatively than in the case
of static environment.

Figure 9 compares the average times of individual and social learning op-
erations in the static and dynamic environments. The social learning remains
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until later generations at around 2.0 operations per each student agent when the
environment is dynamic, while it decreases in the static environment with gen-
erations. The individual learning decays in the both environmental conditions.

4 Discussion

In our model, although one operation in both the individual and social learnings
are one bit flip, the individual learning operation outnumbers that of social
learning under the same cost level. In order to make the social learning superior,
there must be cost difference of 1.5 times at least and the teaching must not be
cost but benefit.

These severe conditions are brought by the several constraints for social learn-
ing in the present model. The individual learning always precedes the social
learning. Unless the individual learning rises the fitness of some individuals, the
only way for the social learning to improve the fitness of population is to prop-
agate the innate superiority. Low diversity in the population prevents the social
learning, since it is difficult for students to find good teacher. Further, the stu-
dents cannot always copy the whole phenotypes of the teachers, since the times of
social learning operation is limited by SLMAX(= LMAX − ILMAX). In epistatic
landscapes, incomplete copy of teacher phenotype often degrades the students’
fitness, no matter how high the teacher’s fitness is. Namely, the diversity in the
population is indispensable but large diversity becomes harmful for the social
learning to be effective. Such difficulties of social learning is not limited to our
present model but essential feature of social leaning.

The social learning operations is the highest at the range of mutation rate
0.02 � µ � 0.04 in the low epistasis region. As we mentioned, on the one hand,
the mutation rate must not be too small in order to supply diversity for effectual
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social learning. On the other hand, too high mutation rate makes the genetic
assimilation impossible. Actually, in the region of high mutation rate, the innate
fitness, Fgt, hardly grows with generations, despite that individual learning rises
the fitness, Findi. Therefore, the maximum times of individual learning ILMAX

stays nearly at LMAX . Namely, the learning capacity is devoted mostly to the
individual learning, and the agents cannot reserve the capacity for social learning,
even though the teacher and student agents exist.

We show that the learning capacity is used only for the individual learning
also in strong epistasis K � 4. Mayley suggests that individual learning does
not work well when epistasis is too strong [2]. Based on Mayley’s suggestion,
how the individual learning works under strong epistasis in our model should be
studied in more detail.

We indicate that in a dynamic environment the social learning is used contin-
ually than the individual learning and can contribute to rise the fitness, while
the times and the effectiveness of individual learning are the same as in the case
of static environment. However, the experiments and analysis of the dynamic
environment are considerably insufficient, although the observation shown in
section 3.2 is typical in that setting. We need intensive investigation about the
phenomena concerning the way of environmental change, the degree of epistasis
and costs.

5 Conclusion

We study a new type of evolutionary computation in which three adaptive algo-
rithms, genetic evolution, individual learning and social learning, interact with
each other. In this model, the three adaptive algorithms interact as follows. A
population of individuals search higher fitness in a rugged landscape as hill-
climbing using the individual learning. Then, the results of the learning are
transmitted to the population from teachers to students using the social learning.
Finally, the results of individual and social learnings are genetically assimilated
due to the selective pressure posed by learning costs.

We investigated the conditions which favor the social learning. The conditions
are qualitatively as follows: The individual learning cost is larger than the social
learning cost. Teaching is beneficial for teachers. Mutation rate is low. Epistasis
is low (The fitness landscape is not so complex). Environmental change occurs.
In the present model, the individual learning cost should be at least 1.5 times
than the social one; the mutation rate should be less than 0.04 per each gene;
more than 3 genes should not interact.

As we discussed, the social learning in the present model has many constraints.
The social learning is really so constrained that it is hard to establish biologi-
cally. Therefore, it is difficult to study the essential interaction of social learning
with genetic evolution and individual learning. One of the most missing points
concerning the social learning in our model is generation overlapping which is im-
portant to realize accumulative knowledge creation and transmission, We show
only phenomenological findings in this paper. Although some conditions are
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reasonable and some are discussed, we should pursue the understandable mech-
anism and causal relationship between the model and the conditions in order to
understand the interaction among the three adaptive algorithms and to utilize
their interaction. In order to discuss our algorithm from the view point of com-
putational complexity, it would be interesting to analyze the time of evaluations
required to verify if some changes on genotypes and phenotypes improve the
fitness of agents or not.
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Abstract. Policy gradient methods are very useful approaches in reinforcement
learning. In our policy gradient approach to behavior learning of agents, we define
an agent’s decision problem at each time step as a problem of minimizing an
objective function. In this paper, we give an objective function that consists of
two types of parameters representing environmental dynamics and state-value
functions. We derive separate learning rules for the two types of parameters so
that the two sets of parameters can be learned independently. Separating these two
types of parameters will make it possible to reuse state-value functions for agents
in other different environmental dynamics, even if the dynamics is stochastic.
Our simulation experiments on learning hunter-agent policies in pursuit problems
show the effectiveness of our method.

1 Introduction

Environmental dynamics is usually represented by state-transition probabilities in rein-
forcement learning. However, it is not always necessary to know or learn environmental
dynamics in advance when an agent learns its policy using reinforcement learning. For
example, in Q-learning [1], which is a representative type of reinforcement learning,
this information is included in action-value functions Q(s, a) (s ∈ S, a ∈ A) and
learned together with behavior knowledge for solving a task given to an agent. There-
fore, both dynamics around an agent and knowledge for solving the task are learned si-
multaneously in action-value functions by Q-learning. The optimal policy for an agent
is calculated by a greedy search of the action-value functions. This situation pertains
even in TD-learning [1], where state-value functions V (s) (s ∈ S)depend on environ-
mental dynamics as Q(s, a) in Q-learning.

Then what defines the environmental dynamics of an agent? There are at least two
types of factors that affect environmental dynamics. The first is the behavior charac-
teristics of each agent, such as the moving characteristics of a real mobile robot. The
second is environmental conditions like a muddy field or a strong wind. As an example,
let us consider a pursuit problem in which robot agents pursue and catch a prey robot.
In such a problem, it may happen that a real robot has its own moving characteristics
and the floor is very slippery. Then state transitions of the environment around learn-
ing agents are stochastic. If we change a hunter robot to another robot having different
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moving characteristics or conduct a pursuit experiment in another room with a different
type of floor material, we can no longer use the state-value functions obtained by pre-
vious learning experiments. If environmental dynamics and behavior knowledge were
separated in an agent policy, it would be possible for either of them to be reused in
other pursuit experiments where the dynamics or the task is changed. Fortunately, the
former knowledge, i.e., the moving characteristics of a real robot, can be measured in
advance or observed in a learning process. Of course, it can be learned together with
the latter knowledge in our learning framework described in the next sections. Behavior
knowledge independent of environmental dynamics can be learned by simulation where
only robot agents with standard deterministic moving characteristics are used. If both
types of knowledge were obtained and used as initial values of parameters in an agent
policy, this would greatly help to reduce iteration times in learning experiments with
real robots in the real world.

2 Policy Gradient and Learning Rule

2.1 Reinforcement Learning Based on Policy Gradient

Policy gradient methods originate from the REINFORCE algorithm of Williams [2]. In
the REINFORCE algorithm, an agent policy includes parameters. The parameters are
updated using policy gradient vectors to increase the expectation of rewards given to
an agent. REINFORCE was extended to POMDPs (Partially Observable Markov De-
cision Processes) by Kimura [3]. In these methods, an agent policy is learned directly
without calculating state-value function V (s) or action-value function Q(s, a). Con-
sequently, there was a large discrepancy between value-based reinforcement learning
algorithms and the primitive policy gradient methods. However, methods where pol-
icy gradient vectors are represented and calculated by action-value functions have been
proposed assuming MDPs (Markov Decision Processes) [4][5]. We showed that the
REINFORCE algorithm can be applied without requiring Markov properties on state
transitions, rewards [6] and policies. Moreover, we derived the learning rule proposed
in Ref.[4] and Ref.[5] from the learning rule of REINFORCE using statistical proper-
ties of characteristics eligibilities [7], and we showed that a policy gradient method can
be applied to learning in multi-agent systems as pursuit problems [8]. We approximated
the policy function controlling all agents by the product of policy functions of each
agent [9]. Therefore, the primitive policy gradient method, REINFORCE by Williams,
has been extended to learning agents in POMDPs, MDPs, non-MDPs, and multi-agent
systems.

2.2 Objective Function and Policy

We use a Boltzmann-type stochastic policy. An objective function is used as energy
in a Boltzmann distribution function. The objective function E(a; s) evaluates action
a of an agent in environmental state s, and it includes parameters. The parameters are
learned to maximize the expectation of the reward given to an agent. In our previous
paper, we applied a policy gradient method with a Boltzmann-type stochastic policy to
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pursuit problems [8], where some deterministic environmental dynamics is given and
all state-transition probabilities take the value of one or zero. This paper deals with
stochastic environmental dynamics to verify whether the policy gradient method can be
applied under environments that have stochastic dynamics.

We define policy π(a; s, {θ}) as

π(a; s, {θ}) ≡ e−E(a;s,{θ})/T∑
b∈A e−E(b;s,{θ})/T

, (1)

where E(a; s, {θ}) is an objective function that evaluates action a of an agent in state
s. When an agent was in a deterministic environment, a two-dimensional table,

E(a; s, {θ}) = −θ(s, a) (2)

was used in our previous work on pursuit problems [8]. We propose a new type of
objective function for stochastic dynamics in Section 3.

2.3 Learning Rule

In this paper, we consider only episodic learning. An episode consists of {a(t)} and
{s(t)}, which are time-series data on actions and states that an agent actually took and
occupied in the episode. Let θ be a parameter in objective function E(a; s, {θ}). The
gradient vector of the expectation of reward r given in an episode can be written as [8]

∂E[r]
∂θ

= E

[
r

L−1∑
t=0

eθ(t)

]
, (3)

where L is time length of an episode from start to goal and eθ(t) is characteristic eligi-
bility [2] defined by

eθ(t) =
∂

∂θ
lnπ(a(t); s(t), {θ}). (4)

If an agent policy is given by Boltzmann-type action selection in Eq. (1) [8],

eθ(t) = − 1
T

[
∂E(a(t); s(t), {θ})

∂θ
−

〈
∂E

∂θ

〉
π

]
. (5)

Operation 〈. . .〉π means taking an expectation weighted by the probability density func-
tion π(a; s, {θ}) in Eq. (1).

We use the following learning rule according to the property of the gradient vector
in Eq. (3) [7][8],

∆θ = ε · r ·
L−1∑
t=0

eθ(t). (6)

ε (> 0) is a learning ratio and parameter θ is updated at the end of each episode by
Eq. (6). eθ(t) means amount of eligibility that parameter θ should be reinforced by
reward r.
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3 Separation of Environmental Dynamics and State Values in
Policy

3.1 Objective Function in Stochastic Environments

For stochastic environments, we propose objective function E(a; s, {θ(s)}) defined by

E(a; s, {θ(s)}) ≡ −
∑
s′

ω(s, s′; a)θ(s′) (7)

where parameter θ(s) is task-dependent knowledge that evaluates state s and parameter
ω(s, s′; a) represents a transition probability from state s to state s′ when an agent takes
action a. An agent does not always know the accurate state-transition probabilities given
by the agent environments in advance of learning. If an agent has the exact information
or can learn it by observation in the process of learning an agent policy, the agent can
use the information as ω(s, s′; a) in Eq. (7) appropriately to select its action at each
moment.

Objective function E(a; s, {θ(s)}) in Eq. (7) means that action a of an agent in state
s should be evaluated by state value θ(s′) of state s′ to which an agent is moved from
state s by action a. Parameters ω(s, s′; a) represent stochastic properties of the agent
environments. Then state value θ(s′) weighted by ω(s, s′; a) will give better evaluation
of action a when state transition is caused stochastically.

3.2 Characteristic Eligibilities and Learning Rules

If Eq. (7) is substituted into Eq. (5), we obtain

eθ(s′)(t) =
1
T

[ω(s(t), s′; a(t))− 〈ω(s(t), s′; a(t))〉π] (8)

and

eω(s,s′;a)(t) =
1
T

[
δa,a(t) − π(a; s(t))

]
θ(s′)δs,s(t), (9)

where function δs,s′ takes 1 if s = s′ else 0. Substituting eligibilities in Eq. (8) and Eq.
(9) into Eq. (6) derives easily the following learning rules for stochastic environments:

∆θ(s′) =
εθ · r
T

L−1∑
t=0

[ω(s(t), s′; a(t))− 〈ω(s(t), s′; a(t))〉π] (10)

∆ω(s, s′; a) =
εω · r
T

L−1∑
t=0

[
δa,a(t) − π(a; s(t))

]
θ(s′)δs,s(t), (11)

where εθ and εω are learning ratios that take a small positive value.
According to Eq. (10), state-value parameter θ(s′) of state s′ to which an agent can

be moved from state s(t) by action a(t) is updated in proportion to the deviation of
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ω(s(t), s′; a(t)) from its expectation value. State s(t) and action a(t) are a state of
environments and an agent action. They appear at time t in an episode. Note that the
expectation value 〈ω(s(t), s′; a(t))〉π does not depend on action a(t) at time t, since it
is defined by

〈ω(s(t), s′; a(t))〉π ≡
∑

a

ω(s(t), s′; a)π(a : s(t)). (12)

Parameter ω(s, s′; a), which corresponds to the transition probability P a
s,s′ , is updated

by calculating the right-hand side of Eq. (11). Eq. (11) updates ω(s(t), s′; a(t)), which
represents a probability of transition from state s(t) to state s′ by action a(t). s(t) and
a(t) are a state and an action that an agent takes at time t. Parameter ω(s(t), s′; a) is
increased by Eq. (11) when a = a(t) in proportion to state-value parameter θ(s′), be-
cause what is inside of the brackets [ ] in Eq. (11) does not take any negative value.
On the other hand, ω(s(t), s′; a) for action a that is not a(t) is decreased so that the
transition from state s(t) to state s′ caused by action a is suppressed, because what is
inside of the brackets, i.e., −π(a; s(t)), takes a negative value. The degree of increas-
ing/decreasing is reinforced in Eq. (10)/Eq. (11) by reward r given to an agent at the
end of each episode.

Vector (E[∆θ], E[∆ω]), whose elements are expected amounts of change given by
Eq. (10) and Eq. (11), is directed to the gradient vector (∇θE[r],∇ωE[r]), because the
inner product of the two vectors is non-negative, i.e.,

(E[∆θ], E[∆ω]) · (∇θE[r],∇ωE[r])T

=
∑
s′

εθ

[
∂E[r]
∂θ(s′)

]2

+
∑

s,s′,a

[
∂E[r]

∂ω(s, s′; a)

]2

≥ 0. (13)

Eq. (13) indicates that update vector (∆θ,∆ω) given by the learning rules in Eq. (10)
and Eq. (11) moves in a direction where expectation reward E[r] is increased on aver-
age, but not at every step.

4 Advantage of Separation of Dynamics and State-Values in Policy

Let us consider a pursuit problem using real mobile robots as an example. Fig. 1 shows
a schematic diagram of the separation of environmental dynamics and behavior knowl-
edge in a pursuit problem. As mentioned in Introduction, there are two types of fac-
tors that affect environmental dynamics in this example. The first one is the behavior
characteristics of each hunter robot. The second one is environmental conditions such
as the surface condition of the floor on which the hunter robots run to pursue a prey
robot. In all cases, we must deal with the stochastic dynamics of environments. Stochas-
tic dynamics is usually expressed as state-transition probability P a

s,s′ in reinforcement
learning. We represent the stochastic dynamics by parameter ω(s, s′; a) in agent policy
π(a; s) through objective function E(a; s) in Eq. (7). The environmental dynamics of a
real robot is different from that of other robots. However, it can be measured in advance.
As a matter of course, it can be learned by the learning rule in Eq. (11); however, this
costs much computation time.
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Fig. 1. Schematic diagram on the separation of environmental dynamics and behavior knowledge
in a pursuit problem

In pursuit simulation with deterministic environmental dynamics, proper agent pol-
icy, which includes state-value parameters θ(s′), can be learned by a policy gradient
method described in Section 2 [8]. These are suitable for use as initial values of θ(s)
in objective function Eq. (7), regardless of the environmental dynamics of each hunter
robot. If we measured environmental dynamics in advance and obtained state-value pa-
rameters by simulation with standard deterministic dynamics, and used both types of
prior knowledge as initial values of parameters in agent policies, we could considerably
reduce iteration times in learning experiments with real robots.

5 Simulation

5.1 Pursuit Problem with Stochastic Dynamics

We conducted experiments to verify whether dynamics parameters and state-value pa-
rameters in an agent policy can be learned by the learning rules in Eq. (10) and Eq. (11).
Our previous work dealt with simulation experiments for pursuit problems with deter-
ministic environmental dynamics [8]. Here, we changed the dynamics to a stochastic
one and applied our method proposed in Section 3 to simulation experiments of pursuit
problems.

Let us consider a 2D grid world. It has a torus structure and consists of 7 by 7 squares.
There are two hunter agents and a prey agent. Hunters pursue the prey until all hunters
are adjacent to the square that the prey occupies. Only one agent can occupy the same
square at one time. Agents move in a given order. The prey agent moves at random and
does not learn anything. An episode ends if hunters catch the prey. The initial positions
of hunters and prey are given randomly at the start of every episode. At each time
step in an episode, a hunter takes and selects an action among five actions, which are
”stop” and moves from the current square that it occupies to one of the four adjacent
squares.

An agent’s dynamics is stochastic. The agent’s next position is determined by state
transition probabilities P a

s,s′ . In the experiments of this section, we do not use real
robots but realize stochastic dynamics of hunter agents in pursuit simulation by P a

s,s′ .
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5.2 Experimental Conditions

The goal of the pursuit problems described in the previous section is to catch a prey
as soon as possible. To solve these problems by reinforcement learning, we give hunter
agents reward r as r = 1/L2 at the end of each episode. L is the length of an episode.

As described in the next sections, we conducted learning experiments when the en-
vironmental dynamics was deterministic (Section 5.3) and stochastic (Section 5.4). In
each learning experiment, we updated parameters ω(s, s′; a) and θ(s′) one hundred
thousand times and repeated each experiment ten times. Initial values of parameters
ω(s, s′; a) are set to 0.2 and those of θ(s′) are selected at random from [0, 0.1] in each
experiment. Temperature parameter T is set to 0.2. Learning ratios εθ(s′) and εω(s,s′;a)
are set to 0.1 and 0.01, respectively. After each learning experiment, we conducted an
evaluation experiment for ω(s, s′; a) and θ(s′), where T is set to 0.01 and pursuit sim-
ulation is repeated for ten thousand episodes.

5.3 Experiment with Deterministic Dynamics

In Expt. 1, we assumed that hunter agents could move to any adjacent square where they
intended to move. State transition probabilities P a

s,s′ take 1 or 0. We learned the values
of θ(s′) when ω(s, s′; a) was set to P a

s,s′ . The average episode length observed in the
last episode of ten learning experiments was 5.6. We also conducted an experiment to
evaluate θ(s′) obtained by learning. In the evaluation experiment, we set T=0.01 to sim-
ulate a greedy selection of action and repeated pursuit simulation ten thousand times.
A greedy policy with correct value functions gives the optimal policy in value-based
reinforcement learning algorithms such as TD-learning and Q-learning. The average
episode length obtained in the evaluation experiment was 5.3. This is equal to the value
obtained in our previous work, where Q-learning was applied to the same problems [8].

5.4 Experiment with Stochastic Dynamics

In this section, we assume stochastic environmental dynamics in which a hunter agent
is moved with probability p in the direction that is 90 degrees right to the direction in
which the agent intends to move: An agent’s moving course is stochastically diverted
90 degrees to the right with probability p. Then state transition probabilities P a

s,s′ take
one of the values of 0, p or 1−p. Under this stochastic environment, we conducted four
types of experiments, Expt. 2.1 to Expt. 2.4.

In Expt. 2.1 and Expt. 2.2, we learn θ(s′) of hunter agents when ω(s, s′; a) is set to
P a

s,s′ . Initial values of θ(s′) are selected at random from [0, 1] in Expt. 2.1. In Expt. 2.2,
one set of state-value parameters {θ(s′)|s′ ∈ S} is selected at random from ten sets of
{θ(s′)|s′ ∈ S} obtained when deterministic dynamics is assumed in Expt. 1. The set
of state-values is used as initial values of θ(s′) in Expt. 2.2. Expt. 2.3 learns ω(s, s′; a)
with θ(s′) fixed to the set of state-values. Expt. 2.4 learns both θ(s′) and ω(s, s′; a)
simultaneously. In Expt. 2.4, we updated θ(s′) and ω(s, s′; a) five hundred thousand
times in each learning experiment and used deterministic dynamics for initial values of
ω(s, s′; a) to accelerate the learning.
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Fig. 2. Learning curves observed in Expt. 2.1 and Expt. 2.2

5.5 Experimental Results

Changes in episode length L averaged over 5000 episodes are shown in Fig. 2. Figures
2a and 2b are the learning curves obtained in Expt. 2.1 and Expt. 2.2, respectively. In
Fig. 2, learning curves are averaged over ten trials for each experiment. The minimum
and maximum among the ten trials are also depicted by error bars in Fig. 2.

Fig. 2a suggests that state values θ(s′) in Eq. (7) can be learned by a policy gradi-
ent method described in Section 3 if correct dynamics P a

s,s′ is given to ω(s, s′; a) in
Eq. (7). From Fig. 2b, we can conclude that state values θ(s′) obtained by learning
under environments with deterministic dynamics can be used as initial values of θ(s′)
even when environmental dynamics is stochastic. This reuse as initial values reduces
much computation time in learning.

The mean square averages between ω(s, s′; a) (i.e., the average of ten sets of ω(s, s′

; a)) obtained in Expt. 2.3 and the actual stochastic dynamics P a
s,s′ are shown in

Table 1 for different values of p. The table also lists the average length of the last episode
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Table 1. Episode length and mean square average between ω(s, s′; a) obtained in Expt. 2.3 and
the actual stochastic dynamics P a

s,s′

p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5
Mean square difference

between ω and P 0.023 0.019 0.017 0.021 0.025
Length of the
last episode

at learning stage 8.8 11.3 15.1 19.9 26.4
Average length over

10,000 episodes in the
evaluation experiments

(T = 0.01) 6.7 8.7 11.4 15.6 19.7

Fig. 3. Learning curves observed in Expt. 2.4

observed in ten learning experiments and the average length over ten thousand episodes
in ten evaluation experiments (T = 0.01) for each value of p. Results of average length
in the evaluation experiments suggest that an agent dynamics represented by ω(s, s′; a)
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Table 2. Episode length and mean square averages between ω(s, s′; a) and P a
s,s′ observed in

Expt. 2.4

p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5
Mean square difference

between ω and P 0.022 0.013 0.011 0.009 0.012
Length of the
last episode

at learning stage 8.7 11.3 14.6 19.5 23.9
Average length over

10,000 episodes in the
evaluation experiments

(T = 0.01) 5.9 7.1 9.4 11.5 13.1

in Eq. (7) can be learned if state-value parameters θ(s′) are given properly in Eq. (7).
However, all episode lengths obtained are larger than those in Expt. 2.2, where θ(s′)
are learned with correct dynamicsω(s, s′; a). It seems that learning stochastic dynamics
ω(s, s′; a) is more difficult than learning behavior knowledge θ(s′) in the pursuit prob-
lems considered in this paper. Episode length seems to be affected by errors in agent
dynamics more strongly than by errors in behavior knowledge.

Learning curves observed in Expt. 2.4 are shown in Fig. 3. The mean square aver-
ages between ω(s, s′; a) and P a

s,s′ , the average length of the last episode in ten learn-
ing experiments, and the average length over ten thousand episodes in ten evaluation
experiments(T = 0.01) are listed in Table 2 for each value of p. Fig. 3 suggests
that simultaneous learning of ω(s, s′; a) and P a

s,s′ takes more computation time than
learning only one of them. However, the results of evaluation experiments shown in
Table 2 indicate that simultaneous learning of all parameters in Eq. (7) can be obtained
by a policy gradient method described in Section 3 if initial values of ω(s, s′; a) are
selected properly. In all experiments, episode length L becomes larger as probability p
becomes larger from 0.1 to 0.5. This means that the task of pursuing a prey becomes
more difficult as the environmental dynamics becomes more stochastic.

6 Conclusion

In this paper, we proposed a separation of parameters representing environmental dy-
namics and parameters representing state-value functions. Both types of parameters are
included in an objective function, which is used as the policy function of an agent at
each time step in policy gradient methods. We also derived learning rules for the pa-
rameters. Such a separation makes it possible to reuse state-value parameters for agents
in different environmental dynamics. Conversely, the dynamics parameters of an agent
can be reused in different tasks. Moreover, if we measured the environmental dynam-
ics for each agent in advance and obtained state-values by simulation with standard
deterministic dynamics, and used both values as initial parameter values in an agent’s
objective function, we could considerably reduce iteration times in learning both types
of parameters, even when the dynamics is stochastic.
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We considered pursuit problems where two hunter agents pursue a prey agent that
moves at random in a 7 by 7 grid world. Our experiments show that the dynamics
parameters and state-value parameters in each agent policy function can be learned
even if agents cannot move deterministically but are diverted 90 degrees to the right
stochastically. In the future, we will try our method using real mobile robots for pursuit
problems in a real-world environment.
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Abstract. Sentiment classification is used to identify whether the opinion ex-
pressed in a document is positive or negative. In this paper, we present an 
evaluation modeling approach to document-level sentiment classification. The 
motivation of this work stems from the observation that the global document 
classification can benefit greatly by learning how a topical term is evaluated in 
its local sentence context. Two sentence-level sentiment evaluation models, 
namely positive and negative models, are constructed for each topical term. 
When analyzing a document, the evaluation models generate divergence to sup-
port sentence classification that in turn can be used to decide on the whole 
document classification collectively. When evaluated on a public available 
movie review corpus, the experimental results are comparable with the ones 
published. This is quite encouraging to us and motivates us to further investi-
gate how to develop more effective evaluation models in the future. 

Keywords: Sentiment Classification; Evaluation Model; Topical Term; Maxi-
mum Spanning Tree. 

1   Introduction 

Sentiment classification is a recently rapidly growing sub-discipline of text classifica-
tion concerned with the opinion expressed in a text rather than its topic. Document-
level sentiment classification is targeted to classify a document according to the  
positive or negative polarity of its opinion. Automatically labeling documents such as 
product reviews or movie reviews with their sentiment polarities can be useful enough 
in many business intelligent systems and recommending systems.  

Conventional topic-oriented classification models normally represent a document 
as a set of words in which topic sensitive words are important. In contrast, polarity 
words, such as “excellent” and “worst”, are considered essential to sentiment-oriented 
classification. However, we argue that sentiment structures in sentence context are 
more expressive than individual polarity words. Take the following sentence selected 
from a movie review as an example. 

It is evidence that the film is satisfying all audience. 
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Clearly, the key polarity word “satisfy” in the context of “film” is a strong clue to 
indicate its positive opinion orientation towards the subject matter, i.e. to praise the 
film. Now let us look at another example. 

The film never satisfies any audience beyond its visuals. 

Although “satisfy” is a positive perspective in the first example, the negation word 
“never” in the second example, however, transforms it into a negative one. This implies 
that the same polarity word may deliver different perspectives when it appears in differ-
ent contexts. The polarity transformation issue has been traditionally addressed by defin-
ing negation rules [5]. Unfortunately, rules are not always robust in NLP applications.  

In our consideration, more helpful evidence should come from a broader, associ-
ated and structured context, such as “never satisfy any audience”, that can be repre-
sented by two pairs, i.e. <never, satisfy> and <satisfy, audience>. Notice that when 
the object of “satisfy” (i.e. “audience”) is replaced with “carper”, the polarity of 
“never satisfy any carper” becomes positive. Such a polarity transformation could not 
be achieved by rules alone, but the pair <satisfy, carper> might provide the necessary 
information. In order to better capture sentiment structures, we propose to develop 
evaluation models of topical terms. 

In our definition, “topical terms” are those entities or aspects of entities in a par-
ticular domain, such as “film” and “actor”. They can be extracted according to do-
main termhood and can be used to approximately characterize the document topics. A 
sentence containing at least one topical term is called a “subjective sentence” in this 
paper. It is supposed to express some opinion to the topical term. The sentiment struc-
ture of a topical term in a subjective sentence can then be represented by some kind of 
structures within a specified context surrounding the topical term, such as the maxi-
mum spanning tree (MST for short) where the root node is the topical term. When 
mining the polarity of a sentence, the generation probabilities of its MST structures 
regarding to the positive or negative polarities are used for classification. In this con-
nection, we need to train two so-called evaluation models for each topical term in 
order to support probability calculation. The evaluation models manage to capture the 
habitual use of a language within the context of a topical term.  

The rest of this paper is organized as follows. Section 2 briefly reviews related 
work. Section 3 introduces the proposed evaluation models and Section 4 presents the 
model parameter estimations and the smoothing techniques. Section 5 conducts 
evaluations. Finally, Section 6 concludes the paper. 

2   Related Work 

As one of the opinion mining tasks, sentiment classification has attracted tremendous 
research attention for its broad applications in many domains such as movie reviews 
and customer feedback reviews.  

A large body of research focuses on identifying semantic orientation of individual 
words or phrases by employing linguistic heuristics [5][13]. Usually, a measure of the 
strength of the sentiment polarity is developed to determine how strongly a word or 
phrase is positive or negative. For example, Turney and Littman [14] determine se-
mantic orientation by phrase Pointwise Mutual Information (PMI) based on  
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pre-defined seed words, such as “excellent” and “poor”. Kennedy [5] uses negations 
and intensifiers to adjust the semantic polarity of a particular word. 

When machine learning approaches become predominant in many text classifica-
tion tasks, they are also applied to recognize sentiment polarity. By comparing differ-
ent learning algorithms, Pang et al [9] conclude that SVM in general obtain better 
results with unigram features. Later on, Pang and Lee [10] further advance their pre-
vious study by training a sentence subjectivity classifier and then determining docu-
ment sentiment polarity relying on the identified subjective sentences. In the work of 
[1], Bayesian belief networks are used to represent a Markov Blanket, i.e. a directed 
acyclic graph on which each vertex represents a word and the edge corresponds to the 
parent/child relationship between the words. Very recently, the mutual influence of 
document-level and sentence-level sentiment polarities are stressed by [7]. They in-
vestigate a joint sentiment classification framework which incorporates the classifica-
tions at both sentence and document levels. As a matter of fact, numerous research 
articles focusing on document classification have utilized sentence analysis. This 
implies that the sentence information is advantageous to document classification. 

On the other side, efforts of mining opinions from sentences have been made on 
the task of extracting the templates <who feels how about which aspect of what prod-
uct> from unstructured text data. For example, In contrast to sentiment classification, 
opinion extraction aims to produce discrete information and requires an in-depth 
analysis of opinion [4][11][15]. 

3   Evaluation Models for Document Sentiment Classification 

We introduce an evaluation modeling approach to document sentiment classification 
in this section. The evaluation models are developed to capture and evaluate the links 
among a topical term and its context words from both the positive and the negative 
perspectives. The motivations of this approach are two fold. First, the context helps to 
determine the sentiment structure of a topical term. Second, the generation probabili-
ties of a certain sentiment structure in “positive” and “negative” evaluation models 
are likely to be substantially different. When analyzing a document, the evaluation 
models generate divergence that supports sentence classification that in turn can be 
used collectively to decide on the whole document classification.  

3.1   A General Probability Framework for Sentence Sentiment Classification 

The sentiment structure “Str” of a topical term t in a subjective sentence “s” can be 
formulated by any general probabilistic framework. In this paper, we choose the fol-
lowing log-ratio decision function f to determine the polarity of sentence s. 
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where s is further described by a tuple of t and Str of t, i.e., s = (t, Str). POS indicates 
the positive and NEG the negative. In (1), it is not necessary for t to have its own 
polarity. Therefore the probability Pr(POS|t) equals to Pr(NEG|t). Both of them can 
be ignored from the function. The probabilistic framework illustrated in (1) allows the 
generation probabilities of Str to be used for the sentiment classification of s.  

It should be noted that Str here is a general representation of the sentiment struc-
ture. Referring back to the examples in Section 1, the sentiment structure Str of the 
context “never satisfy any audience” can be <never, satisfy> and <satisfy, audience>, 
though the ideal structure might be a higher order “<never, <satisfy, audience>>”. 
The higher order structure is able to capture more accurate information for classifica-
tion, but it also suffers from more severe data sparseness problem.  

3.2   Maximum Spanning Tree (MST) Based Sentiment Structure 

As just mentioned, the sentiment structure Str can be represented by any suitable 
formal structure. In this paper, we exploit the Maximum Spanning Tree (MST) struc-
ture to discover the links among t and its context words. For the MST choice, we have 
the following assumptions: 

(1) It is hard to decide which words in the context of t ought to be included or ex-
cluded from the sentiment structure. So all the words in the context are taken into 
consideration. Based on this model, a word will link to at least one other word, 
and unconnected words are not allowed. 

(2) Calculating all the links between the words is unnecessary because useful links 
are concealed in a redundant link set. On the other hand, calculating the redun-
dant links is time-consuming. So only the significant links are preserved. 

Obviously, the tree style of MST can cover all the words and has the least number of 
links [12]. Therefore, when the links between the nodes form a clique, we simply 
prune the weakest one in the clique to guarantee a tree. The partial MST of the sen-
tence “It is evidence that the film is satisfying all audience” is illustrated in Figure 1. 
The topical term “film” is the root node in this MST.  

 
 

 

Fig. 1. The Partial MST of the instance 

In constructing the MST structure, the weight of the link between a pair (<satisfy, 
audience> for example) is measured by the PMI [14], e.g. 

It is evidence 
that the film is 
satisfying all 
audience. 

film 

satisfy evidence 

audience 
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where Pr(satisfy), Pr(audience) and Pr(satisfy, audience) are obtained from a back-
ground corpus (including both subjective and non-subjective sentences) by using 
Maximum Likelihood Estimation. For a sentence with n words, its MST must have n-
1 links because of the acyclic aspect of a tree. The n-1 links with the highest weights 
can link all the n words and build the MST of the sentence.  

We assume that the MST generation probability of the sentence in the positive 
evaluation model is Pr(MST|POS, t), and the generation probability in the negative 
evaluation model is Pr(MST|NEG, t). If Pr(MST|POS, t) is larger than Pr(MST|NEG, 
t), the sentence is determined as positive, and vice versa.  

It should be noted that a sentence may contain more than one topical term or to say 
a sentence may create more than one (t, Str) tuple. For any t of concern, the other 
terms are all deemed as the ordinary words. Each (t, Str) from the same sentence has 
its own generation probability, and the largest one decides the sentence polarity, i.e. 

                          ),|Pr(max)Pr( tYStrs
st∈

=                                             (3) 

where Y indicates the tag of POS or NEG.  

3.3   Generation Probability of MST 

A general MST structure is illustrated in Figure 2. 
 

 
 
 
 
 
 
 
 

Fig. 2. The general structure of a sentence MST 

In Figure 2, the topical term t is the root of the MST, w1-w8 are the context words. 
The reason for choosing t as the root is in accordance with the thought that we use the 
sentence context to evaluate the opinion (implicit or explicit in w1-w8) instead of the 
topical term t. Yet the term t is the trigger of this evaluation and therefore we start 
from it to calculate the generation probability of a MST. In the tree structure, each 
non-leaf word node can link to more than one word node, while the leaf nodes have 
only one node to link to. To calculate the MST, we split the whole MST into various 
individual sub-trees. A sub-tree is the one which only comprises a local parent and its 
directly-linked children. 
 

t

w1 w2 w3

w4 w5 w6 w7 w8
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Fig. 3. A sub-tree instance from the MST 

Figure 3 above illustrates a sub-tree instance from the MST. Taking it as an  
example, we explain how the sub-tree generation probability given t and Y can be  
calculated by (4).  
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where Y=NEG or Y=POS) (4) calculates the generation probability of the parent node 
w1 in one sub-tree. If we assume the independence of sub-trees, we will have the gen-
eration probability of the whole MST in (5). 
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where W indicates the bag-of-word of s, and the pair <wi,wj> indicates a link between 
wi and wj in the MST of s. Because the topical term t is the given condition, Pr(t|Y,t) 
equals to 1 , and can be discarded. 

The polarity of the sentence based on (5) can then be determined by  
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Finally, (6) represents the summation of two terms, suggesting that the calculation of 
generation probability can be split into two parts. Obviously, the first part is a unigram 
model and the second part is a link model. We use fU and fL to refer to the decision 
functions based on unigrams and links, respectively. If a MST is more likely generated 
by positive than by negative polarity, it has a higher chance to provide the positive 
perspective rather than the negative one, and vice versa. Such a combined form is close 
to the one in [8]. But their combined model for topic detection is just pieced together 
artificially, while ours is deducted from a general probability framework.  

3.4   Document Sentiment Classification  

This study focuses on the sentiment classification of a document by comparing the 
generation probabilities of a collection of MSTs generated from the subjective sen-
tences (indicated by Cs*) in the document. The difference is derived from the positive 

w1 

w4 w5 
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evaluation models (SP) and the negative evaluation models (SN) 1 . The log-ratio  
decision function is defined in (7).  
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(7) assumes the independence of the subjective sentences in the document d. Take a 
sentence sq

* in the document d for example. The symbols tq, MSTq and Wq indicate the 
term contained in sq

*, the corresponding MST structure and the word bag of sq
*. Using 

the logarithm rule, (7) can be rewritten into (8). 
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By taking the combined form, it is convenient for us to compute each individual part 
in (8) one by one. Also the combined form allows us to balance the contributions of 
the components. As a result, the decision function can be converted to (9) by linear 
interpolation. We investigate the contribution of each part and the coefficient θ  in 
Section 5. 
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Notice that the neutral cases are not considered in this study. 

4   Model Parameter Estimation 

When identifying the opinion polarity of a review, two kinds of parameters, Pr(w|Y,t) 
and Pr(wj|wi,Y,t), in the evaluation models need to be estimated. Let all the subjective 
sentences in training data consist of the training collection TY

s*, i.e.  

                       ( ) }|{* YsPolaritysT s
Y == ∗∗                                          (10) 

We assume the polarity of each training subjective sentence is directly inherited from 
the training document that contains it. This makes it easy to compile training sen-
tences since we do not need to annotate a large number of subjective sentences manu-
ally and thus avoid a time-consuming effort. However, we are aware that a document 
with positive perspective may contain sentences that convey a negative point of view, 
and vice versa. This issue will be addressed in our future work. 

We use the maximum likelihood estimate (MLE) to estimate the parameters 
Pr(w|Y,t) in the unigram models and the parameters Pr(wj|wi,Y,t) in the link models. 
In addition, we choose the Kneser-Ney algorithm to smooth Pr(wj|wi,Y,t).  

                                                           
1 SP is the set of positive evaluation models of all topical terms, and SN has the corresponding 

meaning. 
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4.1   MLE for ),|Pr( tYw  and ),,|Pr( tYww ij
  

It has been concluded in [9] that unigrams are credible in sentiment classification. 
Therefore, we employ the MLE to estimate the unigram models but put more efforts 
on the link models with additional consideration on the smoothing issue. That is,  
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c(w|Y,t) is the number of times that the word w occurs in TY
s* (Y=POS or NEG). 

c(*|Y,t) is the total number of the words (indicated by “*”) in TY
s*. w and t appear in 

the same sentence, as well as * and t. 
Likewise, the MLE is applied to estimate the parameters of the link models. 
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4.2   Kneser-Ney Smoothing for Link Model 

Kneser and Ney [6] introduce an extension of absolute discounting smoothing by 
combining the lower-order distribution with the higher-order distribution. Chen and 
Goodman [3] then advance the Kneser-Ney’s algorithm by selecting the lower-order 
distribution. They demonstrate that Kneser-Ney smoothing performs best when com-
pared with other commonly-used smoothing techniques, by testing on different condi-
tions. We apply Chen’s revised Kneser-Ney algorithm here. 

For the link models, we define the smoothed distribution PKN to be the following 
modified form of Kneser-Ney smoothing. 
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where D is the fixed discount from observed links [3]. The notations N1+ and “•” are 
meant to evoke the number of words that have one or more counts, and a free variable 
that is summed over. Specifically,  
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5   Experiments and Discussion 

The evaluation models are tested on the corpus of “movie review” provided by [10]. 
This corpus contains 1000 positive and 1000 negative reviews2. In all the experi-
ments, only the stemmed words that occur more than twice in the 2000 reviews are 
considered. Stop words are excluded3. The remaining stemmed words constitute the 
vocabulary of the models. 

                                                           
2 http://www.cs.cornell.edu/people/pabo/movie-review-data/ 
3 There are 294 words in our stop-word list. 
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5.1   Experiments on Topical Term Extraction 

In this study, the topical terms are semi-automatically extracted from the movie cor-
pus (M) by comparing M with a non-movie review background corpus (B), and then 
selecting the top-ranked terms as the topical terms manually. 

Intuitively, the topical terms ought to be domain relevant and rarely appear in other 
domains. We investigate the Inverse Word Frequencies (IWF), defined in [2] as our 
filter (i.e. the logarithm part in (15)). Given a candidate w, assume its frequency in the 
movie review corpus is freM(w) and its frequency in the background corpus is freB(w). 
The termhood of w is defined by (15). 

( ) ( ) ( )⎟⎟⎠
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N
wfrewTermhood
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M log                                 (15) 

where N is the size of the background corpus. Human selection is intervened after 
termhood calculation. At last, we refer the top 30 terms ranked by termhood as the 
topical terms (see Appendix). Although a variety of methods have been proposed to 
select the most significant terms, the focus of this work is to examine the effect of the 
evaluations. 

Table 1 below shows the examples of the links directly associating the terms 
“film”, “plot” and “movie” with the words “good”, “great” and “bad”. The values in 
the table denote the probabilities of these links in either the positive or the negative 
models, which are true in accordance to our general understanding. 

Table 1. Probabilities of Example Links 

 film plot movie 
 good great bad good great bad good great bad 

Positive 0.056 0.020 0.004 0.029 0.016 0.003 0.061 0.018 0.012 
Negative 0.048 0.012 0.019 0.011 0.007 0.019 0.057 0.012 0.044 

5.2   Experiments on Sentiment Classification 

Three sets of experiments are conducted to evaluate and discuss the proposed ap-
proach. The first set of experiments compares five different models by setting θ = 0.7 
and selecting the first 10 topical terms to guide the link extraction process. The sec-
ond set of experiments changes the value of the interpolation parameter θ in the com-
bined model to examine how the link models contribute to the combined models. 
Finally, the last set of experiments checks if the number of the topical terms is a key 
feature. The performance is evaluated according to the average accuracy by 10-fold 
cross validation.  

The second column in Table 2 presents the results of the five models. They are the 
unigram model (i.e. fU_MLE), the link model estimated by MLE only (i.e. fL_MLE), the 
smoothed link model (i.e. fL_KN), the non-smoothed combined model (i.e. 
fU_MLE+fL_MLE) and the smoothed combined model (i.e. fU_MLE+fL_KN). The next two 
columns are the percentages of the changes over the unigram model and the link 
model estimated by MLE only, respectively. 
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It shows that the smoothed combined model performs the best and achieves a sig-
nificant improvement of 5.5% when compared with the unigram model. That is to 
say, the improvement by integrating the links is promising. In addition, the smoothed 
link models outperform the non-smoothed link models, either combined with the 
unigram model or not. The link models alone clearly perform the worst. This is un-
derstandable. The insufficient link data hurt their performance. That is why currently 
the unigram model is a more important component in the combined models. Overall, 
the results are encouraging to us. The accuracy of the smoothed combined model is 
comparable with the published results which are around 0.86 on this data set and by 
10-fold cross validation too [10]. However, there is still much room for improvement.  

Table 2. Average Accuracy of Five Models 

Models Avg. Acc. Change (%) Change (%) 
fU_MLE 0.820 -- +13.1 
fL_MLE 0.725 -11.6 -- 
fL_KN 0.755 -7.3 +4.1 

fU_MLE+ fL_MLE 0.840 +2.5 +15.9 
fL_MLE+ fL_KN 0.865 +5.5 +19.3 

Figure 4 plots the average accuracy of a series of comparative experiments by tun-
ing the value of the parameter θ  from 0.1 to 0.9 with the step of 0.1. These experi-
ments are conducted for all the five models presented in Table 2. At most θ value 
points, the smoothed combined model stands above the non-smoothed combined 
model. Once again, it acknowledges the benefit from the use of Kneser-Ney smooth-
ing. Besides, it is easy to conclude from Figure 4 that the links make an incontestable 
contribution to the overall performance of the combined models for most value points.  
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When θ  equals to 0.7, it achieves the best result for (fU_MLE+fL_KN). We can also ex-
ploit the EM algorithm to estimate the value of theta. 

To see whether more terms can provide more informative links, we conduct an-
other set of experiments by choosing the number of topical terms from 2 to 30. These 
experiments are conducted with the smoothed combined model and the parameter θ  
is set to 0.7. The results in Table 3 suggest that 10 is a good choice. It is not necessary 
to use a larger term set on the current data set, because more terms would bring more 
“noise” into the model. We believe that the selection of the topical terms is essential 
to link models because of the sparse training data.   

Table 3. Average Accuracies by Choosing Different Number of Topical Terms 

# of 
Terms 

2 4 6 8 10 12 15 20 25 30 

Avg. 
Acc. 

0.815 0.830 0.830 0.845 0.865 0.840 0.845 0.835 0.820 0.830 

6   Conclusion 

In this paper, we present a novel evaluation modeling approach to sentiment  
classification.  

(1) We assume that a topical term and its context can helps to determine the sentence 
polarity; 

(2) We investigate the ability of capturing sentiment structures by constructing 
MSTs; 

(3) We create sentiment evaluation models by learning from the selected topical 
terms and their specified contexts; 

(4) We also discuss how to refine the evaluation models through the Kneser-Ney 
smoothing technique.  

The experiments on a public available movie review corpus show that the proposed 
approach to sentiment classification is reasonably good. The results are comparable 
with the existing published results on the same corpus. In particular, the improvement 
from the evaluation models is encouraging. It shows that the proposed approach is 
able to learn the positive and negative contextual knowledge effectively in a super-
vised manner.  

This study may suggest a direction to develop more effective evaluation models for 
sentiment classification. It drives us to further study how to define and make use of 
the link information appropriately and effectively.  

It should be noting that our goal is not to show that our approach can perform 
much better than the classical machine learning method, but to investigate the role of 
evaluation models in document-level sentiment classification. In the future, we plan to 
improve the evaluation model based method by exploring the hierarchical link mod-
els, and integrating conceptual features into the models. 
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Appendix: 30 Selected Topical Terms 

“film”, “movie”, “character”, “scene”, “time”, “story”, “play”, “plot”, “show”, 
“performance”, “star”, “actor”, “director”, “action”, “role”, “audience”, “comedy”, 
“fact”, “cast”, “script”, “act”, “part”, “screen”, “picture”, “hollywood”, “feature”, 
“series”, “writer”, “dialog”, and “box” 
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Abstract. Identifying comparative sentences in natural language is an
important step for extracting comparative relations. To our knowledge,
there is no research on identifying Chinese comparative sentences auto-
matically. This paper first defines the problem of Chinese comparative
sentence identification, and then proposes to use several classifiers to
classify a Chinese sentence into either “comparative” or not. Various
linguistic and statistical features have been explored, such as keywords
and sequential patterns. Experimental results demonstrate the good ef-
fectiveness of the sequential patterns, i.e. the classifiers with sequential
patterns can significantly outperform the traditional term-based classi-
fier. We also empirically investigate the important factors that affect
classification performance.

Keywords: Chinese comparative sentence identification, comparative
mining, text classification, sequential pattern.

1 Introduction

Extracting comparative relations between objects can lead to many applications.
For example, we can tell consumers about the differences between similar prod-
ucts; give managers similar cases for reference; help people know each other
better by finding their common interests, etc.

Comparative relation mining is a new task in the NLP and IR fields, and a
few researches have been done on this task. Jindal and Liu proposed methods to
identify comparative sentences in English corpus[1], and then extract elements
of comparisons[2]. Zhai et al. researched on mining similarities and differences
among multiple text sets with a cross-collection mixture model[3]. Sun et al.[4]
and Luo et al.[5] compared two objects by using each object as a query to a
search engine and then matching the results. Feldman et al. studied extracting
comparison between products from forum discussions[6].

So far, the research on Chinese comparative sentences focuses only on lin-
guistic issues, including the definition and boundary[7,8], the typical forms[9],
the semantic[10], the evolution, and the comparative analysis between Chinese
and foreign languages, or between Mandarin and dialects[11]. To the best of our
knowledge, there is no research on automatically identifying Chinese compara-
tive relations yet.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 187–198, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In this paper, we try to use data mining technologies to identify Chinese
comparative sentences automatically. We first analyze Chinese comparative sen-
tences, clarify some ambiguous sentence forms, and define the task of Chinese
comparative sentence identification. We then use several classifiers to classify
a Chinese sentence into either “Comparative” or not, by using linguistic and
statistic features, including keywords and POS tags, as well as sequence pat-
terns mined from corpus. We also investigate some factors that can affect the
pattern mining and classification performances, including the sequence generat-
ing strategy and the maximal pattern length. Our experimental results show that
the keyword-based classifiers can obtain high precision but low recall, while the
pattern-based classifiers can improve the recall and F-measure, though losing a
little precision. In addition, the pattern-based SVM classifier reaches it top per-
formance when using short patterns mined from sequence dataset generated by
sub-sentences. Overall, our approach can identify Chinese comparative sentence
effectively.

The rest of this paper is organized as follows: The next section discuss the
problem of Chinese comparative sentence identification. Section 3 presents the
proposed methods. Section 4 gives the evaluations and Section 5 concludes this
paper and talks about some future works.

2 Problem Definition

2.1 Chinese Comparative Sentence

Comparative sentences exist in almost all languages. Lerner defined compara-
tive as “universal quantifiers over degrees”[12], while Stassen proposed that “a
construction in a natural language counts as a comparative construction” “if
that construction has the semantic function of assigning a graded position (i.e.
non-identical) on a predicative scale to two (possibly complex) objects”[13]. Chi-
nese linguists have been researching in comparison since the Chinese grammar
system was founded in 1898[7]. Generally speaking, most scholars have achieved
agreement on its semantic concepts, but argue on the coverage and boundary.

In concept, a Chinese comparative sentence (or CCS for short) is a sentence
that assigns positions on a scale to two or more objects. The scale presents some
property, state, or affair of these objects. The positions can be similar or different,
while the difference can be either gradable (greater / less) or non-gradable. By
these different relations, the category of CCSs can be further partitioned into
several subcategories. The taxonomic hierarchies are shown in Table 1.

A typical CCS contains four basic elements, including the comparee (i.e. what
is compared), the standard (i.e. to what the comparee is compared), the param-
eter (i.e. the scale on which the comparee and standard are measured), and the
result (i.e. the predicate that describes the positions of comparee and standard).
For example:

Example 1. . (China has a larger population than US.)
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Table 1. Hierarchies of Chinese Comparative Sentences

Subcategory Sample

Equative
Same (I am as tall as him)

Similar (My height is similar to his)

Differential
Gradable

Greater (I am tall than him)
Less (I am shorter than him)

Non-Gradable (My height is different from his)

In this sentence, “ ”(China) is the comparee; “ ” (US) is the standard;
the parameter is “ ” (population); and the result is “ ” (larger). Note
that some CCSs may omit one or more elements, if they are clear in the context.

According to the definition, some sentences can be easily identified as com-
parative, such as “X Y R” (X is more R than Y ) , “X / Y R” (X is /
[is not] as R as Y ), “X Y R” (X is same R as Y ), where X and Y are two
objects, and R is an adjective. Che also collected some common forms in [14].
However, there are still quite a few ambiguous sentences, which we try to clarify
as follows:

– Sentences having form as “ . . . . . .” (the more. . . , the more. . . ) or
“ . . .” (more and more. . . ) are NOT comparative, because it is hard
to ensure the comparees and standards.

– Sentences like “ . . . / . . .” (even. . . ) are NOT comparative. Actually,
they are minor permises of a kind of a syllogisms whose conslusions have
meanings of similarity. For example:

Example 2. (Even children understand this reason.)

Given the major premise “Adults understand reasons better than children”, the
author of Example 2 means that all adults ought to understand this reason too.
However, the comparison relies on other knowledge, but is not expressed directly
by the sentence, thus we do not consider this sentence as comparative.

– Sentences like “X R” (X is a bit R) are NOT comparative. The semantic
of word “ ” is ambiguous. It can mean “a bit”, which is absolute, and can
also mean “middle of degree”, which is related to some standards. However,
the standards are usually uncertain.

– A sentence is NOT comparative, if its chunk is not comparative. For example,
the sentence “ ” (We succeed at last) is not comparative,
because its chunk is “ ” (We succeed), and the comparative
component “ ” (at last) is only used as a modifier.

– Sentences like “ , ” (rather than) ARE comparative, for they
do propose that something is better than the other thing.

– Contrast sentences ARE comparative. Contrast sentences usually have two
sub-sentences, each of which describes an object. For example:
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Example 3. (This desk is new, but that one is old.)

The predicates of the two sub-sentences can be synonyms, antonyms, or positive
and negative forms. Although contrast sentences have particular forms, they
describe similarities or differences between objects, which satisfies our definition.

2.2 The Identification Task

The task of CCS identification aims to determine

1. whether a specific Chinese sentence in the text is comparative or not, and
2. if so, which subcategory it belongs to.

Formally, for the set of sentences S and the set of categories C, the task is to find
a function f : S → C that can assign a class label for each sentence. When per-
forming task a, the label set C is {Non-comparative, Comparative}; and when
performing task b, it can be {Non-comparative, equivalent, gradable differen-
tial, non-gradable differential}, or even {Non-comparative, exactly same, similar,
greater, less, non-gradable differential}, etc. In this paper, we focus on the first
sub-task, i.e. distinguishing comparative sentences from non-comparative ones,
leaving task the second sub-task for further study.

3 Proposed Approach

The CCS identification problem defined in the previous section can be formalized
as a classification problem. We apply three widely-used classifiers to this task,
including SVM, Näıve Bayes and Decision Tree classifier. Given these classifiers,
which features are used to represent the sentences is the key issue of identifica-
tion. Linguistic researches show that many CCSs contain some particular words
or satisfy some grammar forms, indicating that keywords and structural patterns
can be used as features.

3.1 Identification through Term-Based Features

In Chinese, several kinds of words can indicate comparative sentences:

– Relative adverbs, such as “ ”(more), “ ” (most), “ ” (top), are widely
used in comparisons. Their function is similar to comparative suffix “-er” or
superlative suffix “-est” in English.

– Pivots, which introduce the standards of comparisons in grammaticalized
CCSs, are important marks of comparative structures. For example, the word
“ ” (than) is a pivot in “ 10cm” (I am taller than him by 10cm),
and so is “ ” (as) in “ ” (The dust on the ground is as
thick as a coin).

– some verbs and adjectives, such as “ ” (exceed), “ ” (same), “
” (more or less), etc, are also signs of comparisons.
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An important fact is that many indicative words are not very strong evidences,
because they have other meanings and are also used in non-comparative sen-
tences. Fortunately, their meanings and functions are usually interrelated with
POS tags in particular sentence. For example, when used as conjunction, the
word “ ” means “and” and is not a indication. However, when used as preposi-
tion, it means “as” and is a widely used pivot. So we combine the spelling with
the POS tag of each word as a monolithic term feature. Note that there are no
comparative or superlative form of adjectives and adverbs in Chinese, so we can
not identify CCSs through POS tags alone.

In order obtain the list of indicative terms, we collected some keywords from
the patterns given by Che[14] and a corpus we have labeled, as well as other
words provided through our knowledge. We represent each sentence by a binary
vector of these term features, then train the classifiers and finally classify a
sentence into either “Comparative” or “Non-Comparative”. We also tried use
all possible word/POS pairs in the vocabulary and tag set as features, expecting
the classifiers could learn which terms are important indications.

3.2 Identification through Sequential-Based Features

Though some CCSs contain keywords which rarely appear in non-comparative
sentences, however, some CCSs share similar vocabulary with non-comparative
ones. Thus it is rather difficult to distinguish them through term-based features.

As mentioned in previous sections, there are some common forms or patterns
in many CCSs. If we can extract these patterns, we can determine a sentence’s
category according to which patterns it matches. Since we want to distinguish
CCSs from non-comparative sentences, we must find the characteristic patterns
of each class. By assigning a class label to each sequence, the Class Sequential
Rule mining task[1] aims to find patterns having high correlation with each class.

Sequence and Class Sequential Rule
Formally, let I = {i1, i2, · · · , in} be a set of items. An itemset X is a non-
empty set of items. A sequence s is an ordered list of itemsets, denoted as
< a1a2 · · ·ar >, where ai is an itemset, also called an element of sequence.
The length of a sequence is the number of items in the sequence. A sequence
s1 = < a1a2 · · · ar > contains of another sequence s2 = < b1b2 · · · bm >, if there
exist integers 1 ≤ j1 < j2 < . . . < jm ≤ r, such that b1 ⊆ aj1 , b2 ⊆ aj2 , . . . ,
bm ⊆ ajm .

In class sequential rule mining problem, the input data D is a set of pairs,
D = {(s1, y1), (s2, y2), . . . , (sn, yn)}, where si is a sequence, and yi is the class
label. A Class Sequential Rule (CSR) is an implication s → y, where s is a
sequential pattern, y is a class label.

A data instance (si, yi) is said to cover the CSR if si contains s. A data instance
(si, yi) is said to satisfy the CSR if si contains s and yi = y. The support of the
rule is the fraction of total instances in D that satisfies the rule. The confidence
of the rule is the proportion of instances in D that covers the rule also satisfies
the rule. Note that the confidence is a measurement of correlation between a
pattern and the class.
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Given a labeled sequence data set D, a minimum support threshold and a
minimum confidence threshold, the CSR mining algorithms find all CSRs that
satisfy these constraints. Any traditional sequential pattern mining algorithms
such as GSP and PrefixSpan can be easily modified to mining CSR, just counting
support instances of each class separately and dropping any rules whose confi-
dence is lower than the threshold. The first component of each minded rule, i.e.
the sequential pattern, is collected for further identification procedures.

Mining Indicative Patterns from Text
In order to apply CSR mining algorithm to the sentences corpus, we first trans-
form the corpus into a set of sequences. The simplest strategy is to change each
word identity of a sentence into an element of the corresponding sequence. How-
ever, this approach will lead to a very sparse dataset in which the sequences
share few elements in common. We use Jindal’s strategy, in which the spelling
and POS tag of a keyword are integrated as one item, while only the POS tags
of other words are used[1]. We also tried another strategy that all words and
their POS tags are used as two items of elements; however, it does not perform
well according to our experimental study.

The length of the sequence is another important factor. When the unit is too
short, few meaningful features will be involved; however, when it is too long,
redundant elements will bring interference. Jindal used a window of 7 words to
generate sequences[1]. However, the comparative sentences in Chinese are not as
compact as those in English. For example:

Example 4. /n /n /p /t 65/m nm/q /n /n 64/m /q
/n /d /a ◦(The kernel is exactly same as current 65 nm Turion64

X2 processor.)

This sentence has a long standard ( 65nm 64 , current 65nm
Turion64 X2 processor), which leads to a large gap between keywords “ ”(as)
and “ ” (same). As contrast, the similar phrase “same as” in English has no
gap between the two words, and the phrase “as . . . as” has only one word in the
gap. This difference makes it rather difficult to find a proper window radius for
Chinese comparative sentences.

According to our observations, most grammaticalized comparative structures,
or their main compositions, occur in a sub-sentence. So we transform each sub-
sentence into a sequence. Though this approach has negative effect on contrast
sentences, it is effective in the mass, because most of common CCSs are gram-
maticalized.

After generating the sequence dataset, we apply a modified PrefixSpan algo-
rithm to extract the rules, gather the pattern of each rule, and then obtain a
pattern set P .

Classification on Patterns
After the pattern set P is extracted, each sequence is matched against every
pattern in P . The matching result is a binary value that indicates whether
the sequence contains the pattern or not. All these results form a vector as the
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representation for the sequence. Formally, given pattern set P = {p1, p2, . . . , pm},
a sequence s is represented as < f1, f2, . . . , fm >, where

fi =
{

1 if s contains pi

0 otherwise , 1 ≤ i ≤ m . (1)

The classifiers are trained on these feature vectors, and then applied to classify
the sequences generated from test set of sentences.

When a sentence generates only one sequence, the class of sentence is exactly
same as the predicated label of sequence. When a sentence generates more than
one sequence, two integration strategies can be applied. The first one is to inte-
grate matching results of all sequences into one feature vector to represents the
sentence. However, it does not perform well in our experimental study. As we
know, we judge a sentence as comparative if it contains a comparative structure
or component. So, we use the second approach to classify the sentence as follows,

C(sent) =
{

’Comparative’ if∃seq(seq ∈ S ∧C(seq) = ’Comparative’)
’Non-Comparative’ otherwise .

(2)
where S is the set of sequences generated by the sentence.

4 Experimental Results

4.1 Dataset

For the novelty of the CCS identification task, there is no public benchmark
dataset yet. Thus, we collected some notebook reviews from ZOL product forum1

and then manually labeled each sentence in the reviews. The overview of dataset
is shown in Table 2.

Table 2. Dataset Overview

Non-Comparative Comparative

Number 1297 458

We use 5-fold cross validation since the dataset is not very large, and report
the average precision, recall as well as F-measure for evaluation.

4.2 Identification Results

In this experiment, we compare the performances of three classifiers using dif-
ferent features. We use SVMlight with the linear kernel2, the Näıve Bayes of
Multi-variate Bernoulli Model, and the C4.5 decision tree toolkit implemented

1 http://group.zol.com.cn
2 http://svmlight.joachims.org/
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Table 3. Results of Different Approaches

Precision Recall F-measure

Baseline 96.7%/- 64.2%/- 0.772/-
SVM/WP 98.7%/+2.1% 64.7%/+0.7% 0.781/+1.2%
NB/WP 78.6%-18.7% 40.7%/-36.6% 0.535/-31.5%
C4.5/WP 92.5%/-4.3% 73.4%/+14.3% 0.817/+5.8%

SVM/KWP 95.7%/-1.0% 69.9%/+8.9% 0.806/+4.4%
NB/KWP 94.7%/-2.1% 72.8%+13.4% 0.822/+6.5%
C4.5/KWP 95.8%/-0.1% 71.3%+11.1% 0.815/+5.6%

SVM/CSR 91.4%/-5.5% 79.6%/+23.9% 0.850/+10.1%
NB/CSR 92.3%/-4.6% 71.5%/+11.3% 0.804/+4.1%
C4.5/CSR 90.5%/-6.4% 79.0%/+23.1% 0.843/+9.2%

by J. R. Quinlan3. The features include words plus their POS tags (denoted as
WP), manual selected keywords plus their POS tags (denoted as KWP) and
patterns obtained by Class Sequential Rule mining (denoted as CSR). The sup-
port threshold used in CSR mining is 10% of the minimum frequency of items
occurred in the rule, and confidence threshold is 0.65. The baseline system is
traditional word-based SVM classifier. The performances are shown in Table 3.
Each cell reports corresponding performance value and the improvement against
baseline.

Generally speaking, all the precision values are quite good, while the recall
values are low. When using manually selected term-based features (i.e. KWP),
the term-based classifiers improved the recall value. The results show the de-
cision tree classifier is influenced little by this feature selection (C4.5/WP vs.
C4.5/KWP). However, the Näıve Bayes classifier suffers great damage from re-
dundant terms (NB/WP vs. NB/KWP), which is also mentioned in other text
classification tasks[15]. The SVM and decision tree using sequential patterns
as features obtain much higher recall and F-measure than the other systems,
though losing a little precision (SVM/CSR and C4.5/CSR). The Näıve Bayes
classifier seems not benefit from these pattern features as much as KWP.

4.3 Effects of Sequence Generating Strategies

As discussed in previous section, sequence generating strategies will affect pat-
tern extraction and final classification. In this experiment, we compare 3 dif-
ferent strategies. The first one is to change the whole sentence into a sequence
(denoted as WS); the second one is to change words around a keyword into a
sequence (denoted as Cn, where n is the radius of window); and the last one is to
transform each sub-sentence into a sequences (denoted as SS). For each strategy,
patterns are extracted from the generated sequence dataset and a SVM classifier
are training and applied using these pattern features. We choose SVM because
3 http://www.rulequest.com/Personal/
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Fig. 1. Evaluation of Different Sequence Generating Strategies

its performance is better than other classifier as shown in previous section. The
performances of SVM classifiers are shown in Fig. 1.

According to the results, the window strategy is better than WS strategy.
The best radius is 5, which is bigger than that Jindal used in English (3 actu-
ally). Meanwhile, the sub-sentence strategy outperforms both WS and window
strategies, though the disparity is not quite large.

4.4 Effects of Patterns’ Length

We already know that sequences’ length can affect classification performance.
An interesting question is whether the length of patterns has any influence? Or
how long is enough for a pattern to indicate a comparative structure?

In this experiment, we compare the performances of SVM classifier using
patterns of different length. Given a maximal length, any patterns longer than
it are excluded from the pattern set, and not considered by the classifier. The
results are shown in Fig. 2.

When the maximal length is 1, the pattern mining procedure actually degen-
erates to a kind of keywords selection, and the classifier gets highest precision
but lowest recall. The classifier performs best at the maximal pattern length of
2 or 3. F-measure decreases while pattern length grows higher because the recall

Fig. 2. Effective of Constraint on Patterns’ Maximum Length
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Fig. 3. Avg. Quantity of CSRs vs. Maximum Length

value drops fast. Though the difference of performance is not quite significant,
the quantity of rules explodes when pattern length increases, which is shown in
figure 3. So, limiting maximal pattern length to 2 or 3 is a good choice.

4.5 Case Study

Case 1. (Comparative) (Peo-
plewhousenotebook toplaygames arenot asmanyas thosewhouse themtowork.)

Term-based classifiers predicate it as non-comparative, because the indicative
word “ ” (are not as) is quite common in non-comparative sentences. Pattern-
based classifier identified it correctly, according to these patterns:

1. */u /d (Non-Comparative)
2. */v /d (Non-Comparative)
3. */n /d (Non-Comparative)
4. /d (Non-Comparative)

5. /d */a (Comparative)

6. /d */v (Non-Comparative)

7. /d */n (Non-Comparative)

In fact, the decisive pattern is 5, which is a simplified form of linguistic pattern
“ Y R”, where X is the comparee, Y is the standard, and R is the result.

Case 2. (Comparative) “ ” (The value in
“attribute” is bigger than that of the picture cut down.)

The linguistic pattern of this sentence is “X R Y ”. Again, term-based SVMs
give a wrong label because “ ” (than) is also common in non-comparative cor-
pus. Pattern-based SVM works correctly, according to following patterns:

1. */a /p (Comparative)
2. */v /p (Non-Comparative)

3. /p */a (Non-Comparative)
4. /p */n (Non-Comparative)

We can see pattern 1 is similar to the linguistic pattern.

Case 3. (Non-comparative) (This duo-
core solution is favorable for improving system performance.)

Pattern-based SVM makes a mistake on this sentence. Its evidences are
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1. */m /p (Non-Comparative)
2. */r /p (Non-Comparative)
3. */a /p (Comparative)

4. */v /p (Non-Comparative)
5. /p */v (Non-Comparative)
6. /p */n (Non-Comparative)

This sentence do satisfy pattern “X R Y ”, however, the adjective “ ” (fa-
vorable) is not used to describe properties of objects, so it does not mean com-
parison. Other examples include “ ” (convenient to), “ ” (be resting in),
etc. A possible solution is put these adjectives into the set of keywords, but it
is rather difficult to collect all of them. This problem needs more study in the
future.

5 Conclusions

This paper defines the task of Chinese comparative sentences identification, and
proposed an approach to use classifiers to classify a Chinese sentence into either
“comparative” or not. Various linguistic and statistical features have been ex-
plored, including keywords and sequential patterns. The experiment shows the
effectiveness of our approach. More specific, term-based SVM and decision tree
classifier as well as all pattern-based classifiers defeat the baseline system based
on bag-of-words model; and pattern-based SVM outperform the others in recall
and F-measure, though losing a little precision. Two important factors that af-
fect pattern-based SVM, including sequence generating strategy and maximal
length of patterns, are also been studied. When using short patterns mined from
sequence dataset generated with sub-sentence strategy, the pattern-based SVM
classifier perform best.

Meanwhile, all classifiers are far away from perfect. Chinese have much more
features, including collocations, semantic constraints, etc. How to enhance the
precision and recall by adding new features to the classifier needs more study.
In addition, the pattern extraction can also be improved. For example, we may
decrease interferes of complex attributes by extracting the trunks of sentences. A
large dataset of Chinese comparative sentences is also needed to be constructed.
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Abstract. Genetic programming and inductive synthesis of functional
programs are two major approaches to inductive functional program-
ming. Recently, in addition to them, some researchers pursue efficient
exhaustive program generation algorithms, partly for the purpose of
providing a comparator and knowing how essential the ideas such as
heuristics adopted by those major approaches are, partly expecting that
approaches that exhaustively generate programs with the given type and
pick up those which satisfy the given specification may do the task well.
In exhaustive program generation, since the number of programs expo-
nentially increases as the program size increases, the key to success is how
to restrain the exponential bloat by suppressing semantically equivalent
but syntactically different programs. In this paper we propose an algo-
rithm applying random testing of program equivalences (or Monte-Carlo
search for functional differences) to the search results of iterative deepen-
ing, by which we can totally remove redundancies caused by semantically
equivalent programs. Our experimental results show that applying our
algorithm to subexpressions during program generation remarkably re-
duces the computational costs when applied to rich primitive sets.

1 Introduction

Inductive functional programming is a machine learning field of generation of
functional programs by generalization from ambiguous specifications such as
input-output examples or constraints over programs. Due to the ambiguity in
the way to generalize the specification, in inductive program synthesis it is often
the case that the generated programs do not meet the user’s intention.

Human programmers usually take the following steps:

invent the algorithm→ check it by browsing→ test it

among which inductive synthesis replaces the algorithm invention part and helps
the testing part.

There exist two approaches to inductive functional programming: the generate-
and-test approach such as genetic programming (GP) (e.g. [1],[2]) that first gen-
erates programs and then tests if they satisfy the specification, and the analytical

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 199–210, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



200 S. Katayama

approach that is to some extent based on analysis of the I/O examples, such as
the two step methods that first generate a non-recursive program implementing
the computational traces from I/O examples and then fold it into a recursive pro-
gram. (e.g. [3]) Recently, in the analytical approach an algorithm that extends the
classical Summers’ method is proposed, that searches the hypothesis space nar-
rowed by the template that is obtained by generating the least general generaliza-
tions of the input set and the output set [4], replacing the two step methods for its
efficiency.

Inductive functional programming by GP can be applied to various problem
frameworks. On the other hand, because GP algorithms usually search rather
a big hypothesis space, without human labor they tend to consume more com-
putation time. The recent Summers-like method synthesizes programs quickly,
though they are limited to synthesis from I/O examples that satisfies some
conditions.

We have been working on efficient implementation of exhaustive program
generation for given types.[5][6][7] Our main interest is to tell the baseline per-
formance of non-heuristic search, and hopefully provide a new, usable method
within the generate-and-test framework. Although our algorithm described in
those papers successfully generates small programs without any prior knowledge
except the type information, it have been having the following problems:

– it lacks in formalization, although it should efficiently generate infinite num-
ber of proofs based on Herbelin’s LJT with regard to Curry-Howard isomor-
phism, i.e., correspondence between proofs and programs;

– it generates lots of mathematically equivalent functions implemented in dif-
ferent ways, most of which are actually identity or constant functions, and
which cause inefficiency and human unreadability of the results.

This research continues our policy, and proposes an algorithm that completely
removes the redundancy caused by semantically equivalent programs. Instead of
removing functions that are theoretically known to be equivalent as suggested
in [7], from the generated lazy infinite stream our proposed algorithm completely
removes the redundancy caused by semantically equivalent programs, by com-
bining Monte-Carlo search with iterative deepening. By extending the literature
on random testing[8], our algorithm can be applied polymorphically — it can
be applied to any function, provided that its parameter values can be generated
randomly1 and that an equivalence relation can explicitly be defined between its
return values.

Experimental results show that our algorithm effectively restrain exponential
bloat when applied to a rich primitive set. This means that our algorithm is
useful in practical cases where we want to generate expressions consisted of
standard library functions rather than reinventing well-known toy functions from
scratch.

1 Note that [8] shows even higher-order functions can be generated randomly.
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2 Exhaustive Program Generation

In this section we review our systematic search algorithm with regard to auto-
matic theorem proving.

Curry-Howard isomorphism is the observation that logic formulas and their
proofs have the same structure as types and functions. For example, just in the
same way as deriving a proof for B from proofs for A→ B and A, we can obtain
the value fx of type B from a function f of type A→ B and a value x of type A,
where A→ B denotes the function type taking A as the argument and returning
B. Also, just in the same way as deriving a proof for A→ B from a proof of B
under the assumption of A, we can obtain a function λx.E of type A → B by
constructing a value E of type B using a variable x of type A as its argument.
So far we explained the isomorphism between the propositional logic and simply
typed lambda calculus, but there are also isomorphisms between richer logic and
lambda calculus.

Under Curry-Howard isomorphism, an automated theorem prover corresponds
to an algorithm generating a functional program of the given type. Taking ad-
vantage of this fact, some theorem provers such as Coq and Agda have the
aspect of deductive programming systems that generate a function satisfying
the specification given as a type, though it is hard to totally automate deductive
programming under such an expressive type system and they depend on human
guidance to some extent.

On the other hand, our systematic exhaustive search algorithm corresponds
to generating infinite number of proofs as an infinite stream, under second-order
intuitionistic propositional logic, and picking up those which satisfy the given
specification. Extending automatic provers to generate infinite number of proofs
instead of only one does not dramatically change the algorithm a lot, except that

– in order to consider combinations of infinite possibilities, we have to inter-
leave them somehow or other, using e.g. Spivey’s monad for breadth-first
search[9] or monad for depth-bound search[10];

– in order to generate all the proofs, even if A ↔ B we may not replace A
with B, because there can be many proofs for B → A, which means G4ip[11],
a.k.a. Dyckhoff’s LJT [12], cannot be applied, at least straightforwardly;

– the algorithm must be as efficient as possible, using e.g. memoization, though
we do not exhaust here all of those that were used.

Our algorithm uses the inference rules of the cut-free LJT with the implication
and universal quantification in the Curry style, which is behind the systematic
exhaustive search algorithm. More exactly, we prohibit higher-rank polymor-
phism and use unification for efficiency reasons.

An inductive data type can be made available by providing its constructors
and its induction function as assumptions at the left hand side of the turnstile.
For example, generating programs of type ∀a.[[a]] → a corresponds to proving
the following sequent:

[] :: ∀a.[a], (:) :: ∀a.a → [a] → [a], foldr :: ∀ab.b → (a → b → b) → [a] → b ; � ∀a.[[a]]
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where [X ] denotes the type for lists of X ’s.
One drawback of this approach is that the induction function foldr introduces

an existential type when instantiating the type variable a using the ∀L rule,
which makes the algorithm inefficient. For this reason or other, [7] prohibited
functional types appearing within container types, as in [a → b] or (a → b, c),
but still suffers from vast search space.

In this paper, we regard lists in the same light as their isomorphic types
∀b.(a→ b→ b)→ b→ b, and use the following rule:

Γ, xs :: [A];� op :: A → B → B Γ, xs :: [A];� x :: B
foldr

Γ, xs :: [A];� foldr op x xs :: B

The point is that the type A can be obtained by pattern matching, and thus
does not introduce a new existential type.

The same idea applies to other inductive types. We do not deal with coinduc-
tive types in this paper.

3 Thinning Up a Stream of Program Sets

3.1 Monte-Carlo Filtration of Program Sets

We use Monte-Carlo search to see if two functions are different, by searching for a
point where their values are different. More specifically, we define an equivalence
relation based on a random point set as in Definition 1.

Definition 1 (Equivalence by a random point set). For a random point
set r = {r1..rn}, we define

f ∼r g ⇔ f ∼{r1..rn} g
def⇔ ∀i ∈ {1..n}.f(ri) = g(ri) .

For any point set r, ∼r becomes an equivalence relation. Moreover, ∼{r1..rn} is
a refinement of ∼{r1..rn−1}, i.e. f ∼{r1..rn} g ⇒ f ∼{r1..rn−1} g. If the random
sequence r is exhaustive, e.g., if r is uniform and its domain set is countable,
∼{r1..r∞} should equal to the intentional equality. (Note that any set of valid
programs or Turing machines is always countable.)

Our algorithm uses a lazy infinite stream to correctly yield a complete set of
representatives in the limit. The rough idea is:

– by random testing we can often prove the differences between functions, but
can never prove the equivalences;

– therefore, we just abandon functions that may be equivalent to other func-
tions, except one representative, i.e., we obtain (for each depth bound) a
complete set of equivalence class representatives by the equivalence based
on some random number/function set;

– because we use iterative deepening for generating programs, by using differ-
ent set of random numbers at each depth limit, “innocent” functions that are
unfortunately abandoned but are in fact different from others will eventu-
ally be recovered at some depth, provided that we use an exhaustive random
number generator.
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Table 1. Example of how filtration after program generation works

This is an example of obtaining the representatives for each depth bound [{f1}, {f1}, {f1, f2}, ...]
from the set of functions for each depth bound [{f1}, {f1, f ′

1}, {f1, f ′
1, f ′′

1 , f2}, ...] and random num-
ber sequences for each depth bound [[1, 4], [1, 4, 2], [1, 4, 2, 3], ...], where f1 = f ′

1 = f ′′
1 and f1 and f2

are defined as follows:

x 1 2 3 4 5 6 ...
f1(x) 1 2 3 4 5 6 ...
f2(x) 1 2 1 4 5 6 ...

but we do not know these facts in advance.

depth bound 1 2
(multi)sets of functions {f1},(*1) {f1, f ′

1},
random numbers [1, 4], [1, 4, 2],

map functions {[f1(1) = 1, f1(4) = 4]}, { [f1(1) = 1, f1(4) = 4, f1(2) = 2],
[f ′

1(1) = 1, f ′
1(4) = 4, f ′

1(2) = 2] },
equivalence classes {{f1}} {{f1, f ′

1}}
representatives {f1}, {f1},

differentiate if desired (*2) {f1}, {},

cont’ed

3 ...
{f1, f ′

1, f ′′
1 , f2}, ...

[1, 4, 2, 3], ...
{ [f1(1) = 1, f1(4) = 4, f1(2) = 2, f1(3) = 3],

[f ′
1(1) = 1, f ′

1(4) = 4, f ′
1(2) = 2, f ′

1(3) = 3],
[f ′′

1 (1) = 1, f ′′
1 (4) = 4, f ′′

1 (2) = 2, f ′′
1 (3) = 3],

[f2(1) = 1, f2(4) = 4, f2(2) = 2, f2(3) = 1] },

...

{{f1, f ′
1, f ′′

1 }, {f2}} ...
{f1, f2}, ...
{f2}, ...

(*1) Although we use the set brackets, i.e. { and }, we assume these can be multisets, because we
do not have a universal method to prove two functions are equivalent.
(*2) differentiate [S1, S2, S3, ... ] = [S1, S2\ S1, S3\ S2, ...] . Also see Theorem 1.

Actually, just following the above policy breaks the implicit assumption of
iterative deepening that the search space of a deeper iteration is a superset of
that of a shallower one. However, if we include all the random sample points
used in earlier iterations, i.e., if we append new random sample points instead of
totally replacing the point set in each iteration, the equivalence relation refines
as the point set increases, and thus we can assure that representatives that once
appear will always appear at each of the deeper levels, as stated in the following
Theorem 1. Thanks to this theorem, we can differentiate the filtration results by
using the syntactical difference at the end if necessary. (Table 1)

Theorem 1. Let S(s) denote the set we obtain by removing the structure of
list s. (For example, S([3, 6, 2, 2, 5]) = {2, 3, 5, 6}) There exists an O(mn log n)-
time algorithm A that takes a list of length n and a random sequence of length
m and returns a list, such that S(A(xs, {r1...rm})) is a complete set of rep-
resentatives of the quotient set S(xs)/∼{r1...rm}, and S(A(xs, {r1...rm−1})) ⊂
S(A(xs++ys, {r1...rm})) where ++denotes list concatenation.2

Proof. (sketch) A(xs, rs) is the algorithm that sorts xs by the preorder ≤rs

and the equivalence ∼rs, and selects the first element from each of the resulting
2 We follow the conventions in the functional programming literature and use plural

forms for list variables, e.g. xs , ys , etc. rather than x, y, etc. respectively.
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equivalence classes, where ≤rs is the lexicographical order of the function values
at the random points, defined recursively as

f ≤φ g ,

f ≤{r1..rm} g ⇔ f ≤{r1..rm−1} g ∧ (f ∼{r1..rm−1} g → f(rm) ≤ g(rm)) .

The sorting algorithm used here must be stable, i.e. it must not change the
order between equivalent elements. (Many well-known sorting algorithms such
as mergesort and quicksort satisfy this requirement.)

It is trivial that the above algorithm A requires O(mn logn)-time and the
result of A is a complete set of representatives. We can prove the inclusion
relation between the complete set of representatives by using the next Lemma 1
with the total order of “appearing earlier in xs”. ��

Lemma 1. Let ∼ and ≈ denote two equivalence relations on U , where ≈ refines
∼. Let ≤ denotes a total order on U . For all finite S, T ⊂ U such that ∀s ∈ S.∀t ∈
T.s ≤ t, define complete sets of representatives of ∼ and ≈ as

Q =
{

min
≤

c
∣∣∣ c ∈ S/∼}

R =
{

min
≤

c
∣∣∣ c ∈ (S ∪ T )/≈

}
then,

Q ⊂ R

where min≤ P is the minimal element of P by ≤, i.e., min≤ P = x s.t. x ∈
P ∧ ∀y ∈ P. x ≤ y.

This lemma means that if we always pick up the elements that have some prop-
erty most as the representatives of two equivalence relations where one refines
the other and from them, the resulting complete set of representatives of the
former includes that of the latter.

3.2 Filtration during Program Generation

By applying the above method to an infinite set of functional programs, we can
provably obtain an infinite stream of complete set of equivalence class represen-
tatives. Our further interest now is to apply the filter to subprograms during
program generation rather than after program generation, in the hope of some
leverage in saving heap consumption.

This is achieved by applying this filter to each item on the memoization table
that binds types to sets of expressions. However, there is an implementation
issue with regard to existential types: in order to provide polymorphism, our old
method memoizes the function that binds types which may include existential
types to the set of all expressions whose type unifies with the given type, and
generates subexpressions recursively; on the other hand, in order to apply our
Monte-Carlo filter, the element functions in the infinite set to be filtered must
have the same type. For example, the memo table binds query [a] to the set of
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expressions that may include expressions with type [Char ] and those with type
[Int ] — this obviously causes problems when thinning up the set.

In order to cope with this situation, we use two different memoization tables:
one is dedicated to enumerate possible substitutions for each of the existential
types, and the other holds the (Monte-Carlo filtered) expressions that have the
same type as the query type. In order to obtain a stream of expressions of
a given type, our algorithm firstly looks up the first table to obtain possible
substitutions, replaces the existential types of the query type, and then looks up
the second table.3

Another problem is that the number of random samples used per one expres-
sion increases as we go deeper iteration, fueling the fire rather than restraining
the exponential bloat. This is problematic especially when applying our filter
to subexpressions generated during the whole program generation in order to
leverage the efficiency. For this reason, we define two exhaustive filters:

Filter 1 , which is efficient but permits some duplicates, that uses a different
set of few random numbers for each data type at each iteration, and amends
the fewness by accumulating the resulting stream (Table 2), and

Filter 2 , which is inefficient but prohibits any duplicate, that add a random
number as the search goes deeper (Table 1).4

By applying Filter 1 during program generation and then applying Filter 2 to
the final result, we obtain exhaustive but not redundant results. Moreover, this
process is more efficient than only applying Filter 2 during program generation,
because the amount of data is already thinned up by the Filter 1 when Filter 2
is applied.

The idea behind Filter 1 instead of Filter 2 is using the union of the set of
representatives under criterion (random point) r1, that of representatives under
criterion r2, ... instead of using the set of representatives under their direct
product (r1, r2, ...). After applying whichever filter, programs returning different
values at random point rn will survive for all n.

Remark 1. In order to apply Monte-Carlo search, there must be an algorithm for
generating random number sequence for the domain type. Fortunately, this can
be achieved easily in most types including functional ones, using the polymorphic
random testing library QuickCheck[8].5

4 Experimental Results

We applied our algorithm to MagicHaskeller[13], our systematic exhaustive search
library for Haskell.

3 These steps can be optimized by holding pointers to the entries in the second table,
along with substitutions at each entry of the first table.

4 Note that the two filters only differ in the sets of random numbers.
5 In software engineering, Monte-Carlo search for programming errors is called random

testing.
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Table 2. Example of how filtration during generation works

The sets of functions to be filtered are [{f1, f2}, {f1, f2, g1}, {f1, f2, g1, h1, h2}, ...], where f1 and
f2 are obtained from the first search, g1 is obtained from the first deepening, and h1 and h2 are
obtained from the second deepening.
Assume that f1 = g1 and f2 = h1, and that the values of these functions are defined as follows:

x 1 2 3 4 5 6 ...
f1(x) 1 2 3 4 5 6 ...
f2(x) 1 2 1 4 5 6 ...
g1(x) 1 2 3 4 5 6 ...
h1(x) 1 2 1 4 5 6 ...
h2(x) 1 1 1 1 1 1 ...

but we do not know these values in advance.

depth bound 1 2 3 ...
sets of functions {f1, f2}, {f1, f2, g1}, {f1, f2, g1, h1, h2}, ...
random numbers [1, 2], [3], [2, 6], ...

map functions { [f1(1) = 1, f1(2) = 2],
[f2(1) = 1, f2(2) = 2] },

{ [f1(3) = 3],
[f2(3) = 1],
[g1(3) = 3] },

{ [f1(2) = 2, f1(6) = 6],
[f2(2) = 2, f2(6) = 6],
[g1(2) = 2, g1(6) = 6],
[h1(2) = 2, h1(6) = 6],
[h2(2) = 1, h2(6) = 1] },

...

equivalence classes {{f1, f2}}, {{f1, g1}, {f2}} {{f1, g1, f2, h1}, {h2}}, ...
representatives {f1}, {f1, f2}, {f1, h2}, ...
accumulate(*1) {f1}, {f1, f2}, {f1, f2, h2}, ...

(*1) accumulate [S1, S2, S3, ...] = [S1, S1 ∪ S2, S1 ∪ S2 ∪ S3, ...] . The whole algorithm should
work even when the union is that of multiset (because finally duplicates will be removed by

Filter 2), but we can remove some duplicates at this step by syntactical equivalence.

4.1 Experiment Conditions

The current MagicHaskeller is released with several program generator algo-
rithms and some options. The algorithms differ in the hypothesis space in the
way described in Sect. 2, and options permit us to selectively enable each rule
for theoretical equivalence check between expressions, which are based on some
known optimization rules[7].

In this paper we stick to the newly introduced generator described in Sect. 2
and do not compare it with the old program generator with vast hypothesis
space, due to the page limitation. Also, we disable the theoretical equivalence
check.

We used Version 6.8.2 of Glasgow Haskell Compiler (GHC) on Linux 2.6.22-14,
running Intel PentiumD 2.8GHz as a single processor.WemodifiedMagicHaskeller
to use depth-bound search with iterative deepening instead of breadth-first search,
where the expressions are prioritized by the program size, that is measured by the
number of function applications.

We experimentally discuss how many random sample points for each depth
bound should be used for Filter 1 in Sect. 4.2, because there is a tight trade-
off. The numbers used for each depth bound of Filter 2 are [6, 7, 8, ...]. This
decision is based on our intuition that two functions are often equivalent if their
return values correspond at six points, our confidence in the algorithm’s property
that the functions will be recovered later if they are actually different, and our
observation that the program generation is the bottleneck and the computation
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cost of Filter 2 does not affect the total cost very much, if Filter 1 is applied
during program generation.

Each execution timeouts 20 milliseconds after invocation.Programsthat caused
either timeout or an error during execution are removed for the iteration. (Stack
space overflow is the most common one.) Since we are using a lazy language, such
an error or timeout may occur during comparison between the return values of two
programs; in such cases, both programs are removed, because it is difficult to tell
which program is to be blamed.

We use different primitive sets named mnat, mlist, mlistnat, and mrich.
mnat is a function set related to natural numbers, i.e. zero, successor, curried
paramorphism, and addition, where Int is used to represent the type of natural
numbers. mlist is a function set related to lists, i.e. nil, cons, and curried list
paramorphism. mlistnat is the union of mnat and mlist. mrich is a rich func-
tion set mainly related to lists and booleans, i.e., mlist plus not , map, append,
filter , concat , concatMap, length, replicate, take, drop, takeWhile , dropWhile ,
lines , words , unlines , unwords, reverse, and , or , any , all , and zipWith functions
plus binary append (++), and (&&), or (||), extensional equality (==), and ex-
tensional inequality (/=) operators, where the equality and inequality operators
are defined for some types.6

The experiments are made reproducible by using Version 0.8.4 of
MagicHaskeller.

4.2 How Many Random Sample Points in Filter 1?

We use iterative deepening and the result of each iterations is filtered by Monte-
Carlo method, in the way already discussed. So far so good, but there remains an
issue of how many random sample points to be used at each iteration, and we do
not have any conclusive theory on the strategy. In general, using more random
points at each iteration means more difference to be proved and less expressions
to be lost in the early iterations, but also means more execution time. One may
think that more random points should be used for smaller depth bounds because
small expressions are repeatedly reused everywhere. Others may think that less
should be used for them because they do not directly affect the final result.

Figure 1 depicts the experimental results of the trade-off lines for some sim-
ple strategies. Since less time and more expressions are desirable provided that
those expressions are proved to be different, strategies near the down-right cor-
ner should be good strategies. Table 3 defines the strategy families we tried.
Strategies which appear in Table 3 but not in the legend of Fig. 1 are those
which are known to perform very poorly and omitted to avoid clutter. For each
strategy family, points and error bars for n = 1...10 are plotted, which represent
the averages and standard deviations of 5 runs.

Graphs in Fig. 1 suggest the simple flat strategy is nearly the pareto optimal
in both graphs; according to Fig. 1a the optimal parameter n is around 4 to 6,
while according to Fig. 1b the optimal n is around 8 to 9, though in the latter
case the graph has not converged yet.
6 Currently MagicHaskeller does not support type classes.
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Fig. 1. Trade-off lines between the computation time and the number of remaining
generated expressions within finite depth.
(a) number of functions with type String → String(*1) until the depth bound t = 7,
generated from the mrich primitive set, (b) number of functions with type Int → Int
until the depth bound t = 10, generated from the mnat primitive set.
(*1) In Haskell, String is an alias to [Char ].
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Table 3. Strategy names

strategy family name # of random points (d: depth bound) example of n = 2, t = 10
delta n if d = 0; 1 otherwise [2,1,1,1,1,1,1,1,1,1,1]
exponential �24−d/n� [16,12,9,6,5,3,3,2,2,1,1]
flat n [2,2,2,2,2,2,2,2,2,2,2]
trapezoidal �3.5 + n + (8 − 2n)d/t� [5,5,6,6,7,7,7,8,8,9,9]
triangular max{1, t − d − (n − 2)} [10,9,8,7,6,5,4,3,2,1,1]
triangularFlat max{n, t − d} [10,9,8,7,6,5,4,3,2,2,2]
steepTriangular max{1, n(t − d)} [20,18,16,14,12,10,8,6,4,2,1]

Table 4. Time spent for generating all the possible expressions within 8 function
applications. The “# of exprs” column shows the number of expressions generated
at each depth. (NB: this does not mean “within each depth-bound”, i.e., this is the
differentiated value.) “h/e” means out of memory.

not filtered not filtered
primitive set query type time (sec) # of exprs

mnat Int → Int 0.70 [2,2,6,22,78,324,1492,7726,42994]
mlistnat Int → String → String 0.58 [2,0,0,14,22,74,492,3030,14776]

mrich String → String h/e [2,5,42,225,1755,12226,98008,771208,
mrich (Char → Int) → String → [Int] 10.78 [1,2,12,63,415,2736,20393,155031,1240668]

cont’ed

with Filter 2 with Filter 2 with Filters 1,2 with Filters 1,2
time (sec) # of exprs time (sec) # of exprs

6.06 [2,2,3,4,9,20,44,98,286] 3.20 [2,2,3,4,12,14,53,119,251]
2.60 [2,0,0,3,0,3,13,10,107] 2.35 [2,0,0,0,0,1,7,11,60]
h/e [2,1,3,13,19,101,304,1087, 55.11 [2,1,3,12,19,112,265,918,3793]

298.92 [1,0,0,3,1,3,21,22,120] 10.25 [1,0,0,3,0,0,22,13,128]

4.3 Efficiency

Table 4 shows the time spent for computation and the number of generated
programs without/with our Monte-Carlo filters. Based on the observation seen
in the last section, we used the flat strategy with n = 5.

By comparing the number of expressions after applying only Filter 2 and that
after applying Filters 1,2, one can tell that few different programs are lost by
using Filter 1 except for the case of generating Int → String → String . Also,
applying Filter 1 always reduces the computation time, especially when applied
to results generated using the mrich primitive set.

5 Conclusions

We presented an algorithm for stripping mathematically equivalent functions
from a prioritized infinite bag of functions, which is obtained as a search result.
We implemented a function that takes such a prioritized bag as an argument and
returns its complete set of representatives as a prioritized infinite set of functions.
Our algorithm does not require that the equivalence between each function in
the prioritized set is explicitly defined, but that its parameter values can be
generated randomly, and that equivalence between return values is explicitly
defined. Also, we applied the proposed algorithm to removing duplicates in sets of
subexpressions during program generation by MagicHaskeller. Our experimental
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results show that it is effective for restraining the exponential bloat to some
extent when using a relatively large primitive set. This means that our algorithm
is useful in practical cases where we want to generate expressions consisted of
standard library functions rather than reinventing well-known toy functions from
scratch.
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Abstract. One of the most critical issues in translating Korean into other lan-
guages is the common use of empty arguments. Since even mandatory elements
in Korean are often dropped unlike English, the missing elements should be re-
solved during translation to obtain grammatical sentences. In this paper, we focus
on missing subjects in intra-sentential level, which can be regarded as the identifi-
cation of subject sharing between clauses. In order to reflect syntactic information
in resolving missing subjects, we use a parse tree kernel, a specialized convo-
lution kernel. In experimental evaluation, syntactic information turns out to be
positively related to the identification of subject shareness. Our method achieves
an accuracy of 81.39% and outperforms the baseline system assuming that two
adjacent clauses share a subject.

1 Introduction

Research on machine translation has been focusing on increasing the quality of transla-
tion. Recent studies of machine translation try to obtain good translations using statis-
tical machine translation based on bilingual corpora. Since such statistical MT systems
have a number of advantages between languages with a similar syntactic structure, some
of recent studies focus on a word reordering between two languages [12,16].

Although the studies on machine translation between Korean and English have al-
ready been going on for more than ten years, the MT systems show poor performance
for long sentences because of several factors [10]. The fundamental cause of poor per-
formance comes from the differences in the word order of Korean and English, but
another significant problem is to resolve missing arguments in sentences. This is nec-
essary to improve quality of the translations including grammatical correctness. Unlike
English, Korean allows free omission of elements and even mandatory elements are
often dropped. Therefore, they should be recovered in order to obtain grammatical En-
glish sentences. The omission of elements in Korean can occur in various syntactic
positions, but most of them appear in subject positions. According to Hong [15], the
rate of subject drop is 57% in spoken Korean, which is higher than other elements.
Kim [20] also showed that the proportions of clauses with a verb that contain an overt
subject in Korean adult-adult conversations and writing are just 31% and 51% respec-
tively. The corpus used in our experiments shows that the rate of clauses with missing
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subjects is 67%. Therefore, this paper will handle the omission of subjects, which is the
most frequent case.

In previous works on Korean-to-English machine translation systems, some studies
proposed the use of semantic features for the recovery of missing elements [2,21]. How-
ever it is difficult to use semantic features in a practical system because of the lack of
reliable semantic resources for Korean. Kim [14], in a view of dependency parsing, pro-
posed a subject-clause (S-clause) as a group of words containing several predicates and
a common subject. To detect the boundary of a S-clause in Korean texts, they employed
only shallow morphological features for predicates.

In our approach, we focus on finding clauses which share a same subject in the same
sentence. Since clauses which share a subject are likely to have similar structures, we
propose a method which identifies common subjects between clauses through the use of
syntactic information. Each sentence is assumed to be segmented into a set of clauses in
advance. Then, all possible pairs of clauses are made in order to compare their syntactic
information. Support vector machines with a parse tree kernel are used to determine if
two clauses share a subject in our experiments. The parse tree kernel is a specialized
convolution kernel and efficiently reflects structural information [11,1].

When a subject is omitted in a clause, the subject of previously appearing clause
tends to be its referent [22]. The baseline method for our task considers that two ad-
jacent clauses share a same subject and its accuracy is nearly 63%. In experimental
evaluation, we show that the proposed method outperforms the baseline method and
syntactic information plays an important role in solving this problem. Another benefit
of our work is that the proposed method can be applied to similar problems for missing
elements.

The rest of this paper is organized as follow. Section 2 surveys the previous works
on recovery of missing elements. In Section 3, we describe the significance of subject
identification. Section 4 proposes a method for identifying subject shareness in ma-
chine learning approach. Section 5 presents the experimental results. Finally, Section 6
concludes this paper with future research directions.

2 Related Works

Recent works on machine translation between Korean and English have focused on
pattern-based translation [7,19]. Therefore, there have been a few previous studies on
missing arguments in Korean-English machine translation. Egedi [2] proposed the use
of semantic features for the recovery of topicalized arguments in the translation of Ko-
rean to English. Lee [21] suggested a discourse module for identifying the referents of
missing arguments in their system. However, it is difficult to use semantic features in a
practical systems, since reliable semantic resources for Korean are unavailable.

The resolution of missing subjects is mainly investigated in recent research on zero
pronouns. These studies are mainly classified into two types. One approach is based on
heuristic rules and most of them use a centering theory [13,10]. The centering theory [5]
focuses on the resolution of inter-sentential anaphora and has been used as the basis for
pronoun resolution. Since several rules and constraints used in the centering framework
are English-oriented in general, it must be extended in order to handle languages with



Identification of Subject Shareness for Korean-English Machine Translation 213

Korean sentence :
.

English sentence :
Younghee / was busy / there / could not go

Reordered English sentence :
[ subj?] could not go there because Younghee was busy

English translation :
Younghee could not go there because Younghee was busy

Edited English translation :
Younghee could not go there because she was busy

Fig. 1. An example of a Korean sentence and its English translation

free word order. Roh [10] suggested an algorithm for resolving zero pronoun in a cost-
based centering model which is the revised centering model for Korean. However, they
did not resolve all zero pronouns in Korean. Because zero pronouns in Korean freely
occur in various grammatical positions, complicated heuristic rules should have been
maintained in order to grasp all zero pronouns.

The other approach is based on machine learning methods. Kawahara [4] employed
case frames and distance tendency for reflecting the structure in Japanese texts. They
proposed a distance measure to capture structural preference between zero pronouns
and their possible antecedents. However the measure did not completely reflect syn-
tactic information in the texts. Most of previous studies assumed that before resolving
them zero pronoun are correctly detected. However, Zhao [17] attempted to identify
candidates of zero pronouns automatically.

Some studies recently attempted to combine the centering model and a machine learn-
ing methods. Isozaki [6] proposed a method that combines ranking rules and machine
learning. The ranking rules are used in sorting the candidates of a zero pronoun while
each candidate is classified using support vector machines. In a view of dependency
parsing, Kim [14] proposed a subject-clause (S-clause) as a group of words containing
several predicates and a common subject. They showed that the S-clause information is
effective in analyzing long sentences. However, they employed only shallow features in
sentences and did not consider syntactic information.

3 Significance of Subject Identification

Korean is a head-final language and it has a relatively free word order. Unlike English,
the arguments of verbs are often omitted in Korean texts and it is one of the significant
features of Korean.

The identification of missing subjects is an important problem in Korean-English
machine translation, since English requires overt subjects. In addition, the repeated
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A1
the  airplane  tried  to  land

A2
the  visibility  was  bad

A3

returned

B1

at first   [be]  unhandy
B2

as time  passes
B3

[have] little difficulty

Fig. 2. An example of Korean sentences with missing subjects

subjects can be replaced with appropriate pronouns during translation. Therefore, the
referents of missing subjects must be identified in order to ensure grammatical cor-
rectness of sentences and lexical appropriateness. Figure 1 shows the example of a
Korean sentence with a missing subject and its English translation. The Korean sen-
tence in Figure 1 consists of two clauses, which is one main clause and one subordinate
clause. The subject ‘영희 (Younghee)’ in the main clause is omitted and the missing
subject needs to be resolved before translation. As mentioned above, the identification
of subjects is related to the use of pronouns in English. In Figure 1, the redundant sub-
ject ‘영희(Younghee)’ in the subordinate clause can be replaced with ‘she’ since ‘영희
(Younghee)’ is a human being and female. To solve this problem, we first must identify
the referents of missing subjects in clauses. However, it is important to determine the
boundary for identifying referents since possible candidates of a missing subject may
not exist in the same sentence. In English, most cases prefer the previous subject when
a subject is omitted in a clause [22], but it is not always true in Korean because of
several factors such as frequent omission of subjects and the word order between both
languages. Figure 2 shows another example of Korean sentences.

In Figure 2, two sentences (1) and (2) both consist of three clauses and they have
two subordinate clauses and one main clause. For the missing subject in clause (A3), its
possible candidates within the sentence are ‘airplane’ and ‘visibility’ which are in the
preceding clauses. In the sentence (1), the actual missing subject is ‘airplane’ in clause
(A1). However, the referent of missing subjects in sentence (2) does not exist in the
same sentence. This is a more semantic problem and it needs to be handled in discourse
level. When translating, it has to be translated into a generic or deictic pronoun.

In this paper, we focus on missing subjects in intra-sentential level. In Korean, most
clauses without a subject (nearly 82%) share overt subjects in the same sentence (see
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Table 4). Therefore, in this work, we first focus on resolving missing subjects of which
referents can be found within the sentence.

4 Identification of Subject Shareness

4.1 Overview

Frequent omissions of subjects in Korean sentences imply that several predicates can
share one subject. This is related to the subject-sharing problem of clauses. Therefore,
we will resolve this problem by identifying whether clauses share same subjects. We
assume that missing subjects are already detected and marked in each clause like most
studies on zero pronouns. Thus, all the sentences considered in this work are complex
compound ones which contains one or more missing subjects.

A given sentence is first segmented into a set of clauses. The clauses are made as pairs
within the sentence. Each pair is made up of two clauses: one with a missing subject,
the other with an overt subject. In Figure 3, the sentence consists of four clauses where
clause (c3) and (c4) have null subjects. In our method, the number of selected pairs is
four: (c1,c3), (c1,c4), (c2,c3) and (c2,c4). The pair (c1,c2) and (c3,c4) are excluded in
our experiments. The first one is excluded because both clauses in the pair have overt
subjects. The second one is done because all clauses have missing subjects.

C1
a  military airplane  came back

C2
the  visibility  was  bad

C3
could not land 

C4  : 
returned

pvg ep ecs ncn jcs paa ecs ncpa jco pvg ecc pvg ecx px ep ef

NP VP NP VP NP VP VP

VP VP VP

VP

VP

S

jcsncn

Fig. 3. An example Korean sentence and its corresponding parse tree



216 K.-S. Kim et al.

4.2 Support Vector Machines

The subject-sharing between clauses can be considered as a binary classification task.
Let D = {(x1, y1), . . . , (xn, yn)} be a set of training examples where yi ∈ {−1,+1}
and xi =< ci1, ci2 >. Here, each cij is a clause and yj is the class label associated with
this training sample. The value +1 of yi implies that ci1 and ci2 share a subject.

The identification of subject shareness is to estimate a function f : X→ Y . After the
function f parameterized by θ is trained with D, the subject-sharing y∗ of an unlabeled
example x can be determined by

y∗ = arg max
y∈{−1,+1}

(f(x, θ) = y) .

Since our task is a binary classification, support vector machines (SVM) are adopted
as an implementation of the function f. The decision function of SVMs is defined by

y∗ = sgn(
∑

j∈SV

yiαjφ(xj) · φ(x) + b), (1)

where φ is a non-linear mapping function from )N to )H (N * H), SV is a set of
support vectors, and αj , b ∈ ), αj ≥ 0. The mapping function φ should be designed
such that all training examples are linearly separable in )H space. Since it is crucial to
design an explicit form of φ, the inner product of φ(xj) and φ(x) is computed using a
simple kernel such that

K(xj ,x) = φ(xj) · φ(x).

As a result, when a kernel KP is designed to compute the inner product between two
clauses, Equation (1) is rewritten as

y∗ = sgn(
∑

j∈SV

yiαjKP (xj ,x) + b)). (2)

In order to apply SVM to our task, a number of positive and negative examples used
as D are generated. The training examples are generated automatically from a parsed
corpus. For instance, in Figure 3, a pair of (c1) and (c3) is used as a positive example
since they share a subject ‘military airplane’. On the other hand, the pair of (c2) and
(c3) is used as a negative example because these two clauses do not share a subject.

4.3 Parse Tree Kernel

A parse tree kernel is used in our method for modeling syntactic information of clause-
pairs. The parse tree kernel is a specialized convolution kernel introduced by Haus-
sler [3] and efficiently reflects structural information [11,1]. In the vector representation
of a parse tree, the features correspond to the subtrees that can possibly appear in the
parse tree. The value of a feature is the frequency of the corresponding subtree in the
parse tree. Collins and Duffy [11] proposed a method to compute the inner product of
two vectors without accessing the large vectors directly.
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Let st1, st2, ... be all subtrees possibly appearing in parse trees. A parse tree T is
represented as a vector VT = (#st1(T ), #st2(T ),..., #stn(T )), where #sti(T ) is the
frequency of sti in T. Then the inner product of the vector representations of two trees,
T1 and T2, becomes

< VT1 , VT2 > (3)

=
∑

i

#sti(T1) ·#sti(T2)

=
∑

i

(
∑

n1∈NT1

Isti(n1)) · (
∑

n2∈NT2

Isti(n2)) =
∑

n1∈NT1

∑
n2∈NT2

C(n1, n2)

whereNT1 andNT2 are the sets of nodes in T1 and T2 respectively, Isti(n1) is a function
that returns the frequency of sti rooted at n1 in T1, and C(n1, n2) is the sum of the
product of the numbers of times each subtree appears at n1 and n2, i.e.

C(n1, n2) =
∑

i

Isti (n1) · Isti (n2)

C(n1, n2) can be recursively calculated by using the following recursive rules:

1. If the productions at n1 and n2 are different, C(n1,n2)=0,
2. Else if both n1 and n2 are pre-terminals, C(n1,n2)=1,
3. Else,

C(n1, n2) =
nc(n1)∏

i

(1 + C(ch(n1, i), ch(n2, i)))

where nc(n1) is the number of children of node n1 and ch(n1, i) is the i-th child
node n1.

A training example xi in D is a pair of clauses. Therefore, when xi =< ci1, ci2 >
and xj =< cj1, cj2 >, the parse tree kernel KP for comparing them is defined as

KP (xi,xj) = KP (ci1, cj1) +KP (ci2, cj2), (4)

where KP is an inner product of two clauses represented as parse trees. That is,

KP (ci, cj) =< Vci , Vcj >,

and the inner product is computed using Equation (3).
In applying the parse tree kernel to the identification of subject shareness, the nor-

malization of the kernel is required since the kernel depends on the size of the trees. A
normalized parse tree kernel is defined as follows.

K
′
P (T1, T2) =

KP (T1, T2)√
KP (T1, T1) ·KP (T2, T2)

,

and K
′
P (T1, T2) is bounded between 0 and 1.
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pvg ep ecs ncn jcs paa ecs ncpa jco pvg ecc pvg ecx px ep ef

NP-S VP NP-S VP NP-O VP VP-M

VP-S VP-S VP-C

VP

VP

S

jcsncn

Fig. 4. An example of a parse tree with renamed node labels

4.4 Use of Renaming Nodes on a Parse Tree

The syntactic role of pre-terminal nodes will affect the results. For instance, the role
of noun phrases with case markers is an important clue in the identification of missing
subjects. In order to incorporate the syntactic role of pre-terminal nodes the types of
phrases are first determined with respect to their syntactic role. The noun phrases and
verb phrases are classified into three and five types respectively (see Table 1). The
noun phrases are divided according to their case marker. The verb phrases are divided
into five types: main, subordinate, coordinate, embedded, and others. The coordinate
and subordinate type are determined by the kind of conjunction between clauses, and
the embedded type is all dependent clauses excluding subordinate clauses. The main
clauses are the ones which can stand alone as a complete simple sentence. Figure 4
shows the example of a parse tree with renaming nodes.

Table 1. The renamed nodes reflecting the syntactic roles

(1) Noun phrases (2) Verb phrases
NP-S subject VP-S subordinate clause

( case markers: ‘이’(-i), ‘가’(-ga) ) VP-C coordinate clause
NP-O object VP-E embedded clause

( case markers : ‘을’(-ul), ‘를’(-lul) ) VP-M main clause
NP others VP others

5 Experiments

5.1 Dataset

We evaluate the proposed method using the parsed corpus which is a product of STEP
2000 project supported by Korean government. We manually analyze missing subjects
in the parsed corpus. Then, the complex compound sentences with one or more missing
subjects are only extracted. The number of selected sentences is 5,217 and the
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Table 2. A simple statistics on the dataset used in our experiments

Dataset Number
Sentences 5,217
Clauses 20,705
All possible pairs 36,061
Pairs actually extracted 17,169

Table 3. The distribution of overt subjects and missing subjects

Type of clause Overt subj Null subj
Coordinate Clause 474 1,334
Subordinate Clause 1,035 3,206

Main Clause 3,669 1,544
Embedded Clause 1,599 7,844

Total 33% 67%

sentences are segmented into 20,705 clauses (on average, 3.99 clauses/sentence and 6.78
words/clause). A simple statistics on the dataset is given in Table 2. Among all possible
pairs of clauses, there are 17,169 clause-pairs with missing subject in one of two clauses.

Table 3 shows the distribution of both overt subjects and missing subjects in our
dataset. The use of overt subjects is relatively frequent in main clauses and the other
three clauses often omit a subject in a similar proportion. As a result, the proportions
of clauses with an overt subject is only 33% in all clauses. In addition, most missing
subjects (nearly 82%) are referring to overt subjects within the same sentence (inter-
sentential) as shown in Table 4. There are a few cases which refer to something reached
beyond the same sentence. Accordingly, most of missing subjects in complex com-
pound sentences can be resolved in inter-sentential level.

Table 4. The boundary for detecting referents of missing subjects

Inter- or
Intra-sentential level extra-sentential level

11,383 2,545

5.2 Experimental Results and Analysis

Our experiments are performed in five-fold cross validation and SVMlight [18] is used
as a classifier. The precision and recall in our method is calculated as follows and the
results are shown in Table 5.

Precision =
number of correctly identified pairs

number of identified pairs

Recall =
number of correctly identified pairs

number of true pairs
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Table 5. Experimental results

Method Accuracy Prec Rec F-score
Baseline 0.6233 0.4800 0.5700 0.5275

Svm1 0.8143 0.7681 0.6683 0.7147
Svm2 0.8139 0.7640 0.6919 0.7262

svm1 : using an original parse tree
svm2 : using a parse tree with renaming nodes

The baseline method for our task assume that two adjacent clauses share a same
subject and its accuracy is nearly 62.3%. In Figure 5, ‘Svm1’ is the result obtained
from the parse tree kernel and ‘Svm2’ is the result using the tree with renaming nodes
under the same method. The F-score of the proposed method is 72.62 and the proposed
method outperforms the baseline method.

5.3 Use of Composite Kernel

It is generally believed that the meaning of words could affect the omission of elements.
In order to see the effect of this semantic information, a composite kernel of a parse tree
kernel and a lexical semantic kernel is adopted. The parse tree kernel models syntac-
tic information, while the lexical semantic kernel measures semantic similarity of the
words in a clause pair.

Like the parse tree kernel in Equation (4), a lexical semantic kernel KL of two data
point xi =< ci1, ci2 > and xj =< cj1, cj2 > is defined as

KL(xi,xj) =
2∑

k=1

∑
α∈Wik,β∈Wjk

Kl(α, β),

where Wik is a set of words appearing in a clause cik . Kl(α, β) returns the lexical
similarity between two words α and β. It is measured by the semantic similarity of
Jiang and Conrath [9] based on English WordNet, since no reliable thesaurus for Korean
is publicly available. All Korean words are translated into English words through a
bilingual dictionary.

The composite kernel K for resolving missing subjects is then

K = r ·KP + (1− r) ·KL,

where r (0 ≤ r ≤ 1) is a mixing parameter. Figure 5 shows the result obtained with
the composite kernel with various values of r. As r increases, the performance mono-
tonically increases but gets flatten when r is larger than 0.6. That is, from r = 0.6 the
performance is not sensitive to the change of r. The fact that the performance with larger
r is superior to that with small r implies that syntactic information is more positively
related to the resolution of missing subjects.
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The value of r

(%)

Accuracy

F-score

Fig. 5. The variation of the parameter r and the performance

6 Conclusion

We proposed a method for resolving missing subjects in Korean. Since most missing
subjects can be resolved in intra-sentential level, the omission of elements is regarded
as the identification of subject sharing between clauses. The identification is made with
support vector machines which use the parse tree kernel to compare syntactic informa-
tion of clause-pairs.

Our method outperforms the baseline system assuming that two adjacent clauses
share a subject. In experimental evaluation, a composite kernel is also compared with a
parse tree kernel in order to see whether the meaning of words affects the recovery of
the element omission. According to the experimental results, the syntactic information
plays an important role in solving our task.

In the future, we will apply the proposed method to a practical Korean-English ma-
chine translation system. Our work can be applied to similar problems of missing ele-
ments such as zero pronouns, and coreference resolution.
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Abstract. Auction markets provide centralized procedures for the exposure of 
purchase and sale orders to all market participants simultaneously. Online 
auctions have effectively created a large marketplace for participants to bid and 
sell products and services over the Internet. eBay pioneered the online auction in 
1995. As the number of demand for online auction increases, the process of 
monitoring multiple auction houses, picking which auction to participate in, and 
making the right bid become a challenging task for the consumers. Hence, 
knowing the closing price of a given auction would be an advantage since this 
information will be useful and can be used to ensure a win in a given auction. 
However, predicting a closing price for an auction is not easy since it is de-
pendent on many factors. This paper reports on a predictor agent that utilises the 
Grey System Theory to predict the closing price for a given auction. The per-
formance of this predictor agent is compared with another well known technique 
which is the Artificial Neural Network. The effectiveness of these models is 
evaluated in a simulated auction environment. 

Keywords: Online Auction, Grey System Theory, Artificial Neural Network. 

1   Introduction 

Auctions have been widely used for centuries. An auction is defined as a bidding 
mechanism, described by a set of auction rules that specify how the winner is deter-
mined and how much he has to pay [17]. Online auctions have expanded rapidly over 
the decade and had turn to a fascinating new type of business or commercial transaction 
in the digital era. Unlike traditional auction houses, online auction websites offer a 
better place for people to purchase and publicize their merchandise through a bidding 
process. Over the last few years, the number of online auction houses has increased 
tremendously. Some examples of popular online auction houses include e-Bay, Ama-
zon, Yahoo!Auction, Priceline, UBid, lelong.com and FirstAuction. Online auction has 
also given consumers a “virtual” flea market with all the new and used merchandises 
from around the world. The auctioneers also have the ability to market their valuable 
items globally. 

Online auctions provide many benefits compared to the traditional auctions. One 
disadvantage of having traditional auction is that it requires simultaneous participation 
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of all bidders or agents at the same location. In online auction, this does not exist as 
online auction allows clients to make their purchases anywhere anytime. Online auc-
tions also provide bidders more flexibility on when to submit their bids since online 
auctions usually last for days or even weeks. Compared to the traditional business type, 
internet auctions can be a co-effective way on testing on the product markets and are 
able to liquidate dated or overstocked merchandise especially for small business own-
ers. In other words, internet auction is able to be used to test the market response for a 
new product and is a good way to sell the left over products quickly. Besides that, 
online auction can be more effective as the target audiences will be in a mass amount 
where there is no geographical limitation since both sellers and buyers do their trading 
in a “virtual” environment and any payment transaction can be made through the online 
banking. Having a relative low price and wider market in products and services, it had 
made the online auction a success where it attracts many bidders and also sellers as 
well. Online auctions also allow sellers to sell their goods efficiently and with little 
exertion required. 

There are four main types of single-sided auctions that are commonly used in tradi-
tional auctions [9] which are ascending-bid auction (also called the open, oral, or 
English auction), descending-bid auction (also called Dutch auction), first-price sealed 
bid auction and second-price sealed bid auction (also called Vickrey auction). The 
English auction begins with the lowest price and bidders are free to raise their bid 
successively until there are no more offers to raise the bid and the bidder with the 
highest bid will be the winner. The Dutch auction is the opposite of an English auction, 
where the auctioneer will start with an initial high price and is progressively lowered 
until there is an offer from a bidder to claim the item. In the first price sealed bid, each 
bidder submits their offer for an item privately. The highest bidder gets the item and 
pays for the item based on his bid value. The Vickrey auction is similar to the first-price 
sealed bid auction, as the item goes to the highest bidder but he only pays a price equal 
to the second highest bid. Online auctions are similar to the traditional auctions but 
most auctions are constrained by time. Online auctions usually last for days and week 
depending on the seller’s requirement. 

Due to the proliferation of these online auctions, consumers are faced with the 
problem of monitoring multiple auction houses, picking which auction to participate in, 
and making the right bid to ensure that they get the item under conditions that are 
consistent with their preferences [2]. These processes of monitoring, selecting and 
making bids are time consuming. The task becomes even more challenging when the 
individual auctions have different start and end times. Moreover, auctions can last for 
days or even weeks. Besides that, every bidder has his own reservation price or 
maximum amount that he is willing to bid for each item. If bidders are able to predict 
the closing price for each auction then they are able to make a better decision on the 
time, place and the amount they can bid for an item. In a situation where a bidder has to 
decide among the many auctions that are currently ongoing, this knowledge on closing 
price for an auction would be useful for the bidder to decide on which auction to par-
ticipate, when to participate and at what price. There are other considerations that need 
to be taken into account to ensure that the bidder wins in a given auction. For example, 
in eBay, any bidder who wishes to participate in an online auction does not have any 
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information on how many bidders will bid in the auction, the number of bids and how 
the auction will progress over time. 

Bidder who can accurately predict the closing price of a given auction would definitely 
has the edge against the other bidders since the bidder can decide when to bid and how 
much to bid. Besides that it would be a lot easier for bidders if they can guess the price of 
the auction, so that they only need to bid at the last minutes of the auction at a bid value 
slightly higher than the predicted price. Unfortunately, predicting a closing price for an 
auction is not easy since it is dependent on many factors such as the behaviour of the 
bidders and the number of the bidders who are participating in that auction.  

Having many obstacles in bidding, many investors have been trying to find a better 
way to predict auction closing price accurately. Neural Network, Fuzzy Logic, Evolu-
tionary Computation, Probability Function and Genetic Algorithm, have been inte-
grated to become a more commendable practical model for prediction purposes. A large 
body of analysis techniques has been developed, particularly from methods in statistics 
and signal processing.  

As being acknowledged, forecasting or prediction needs a lot of historical data. The 
most popular method which requires a large data set is Artificial Neural Network (ANN). 
It is based on computer algorithms that attempt to simulate the parallel, highly interactive 
distributed processing in brain tissue. ANN has been successfully applied to a wide  
variety of problems, such as storing and recalling data or patterns, classifying patterns, 
performing general mapping from input patterns to output patterns, grouping similar 
patterns, or finding solutions to constrained optimization problems [10]. In 2006, Li at el. 
[11] have concentrated on predicting the final prices of online auction items. Taylor and 
Buizza [12] worked on developing a more efficient load forecast by using ANN with 
weather ensemble predictions instead of single weather point prediction.  

Another method used for prediction is the Grey System Theory. This is a new theory 
and method which applies to the study of unascertained problems with few or poor  
incoming information [13]. This new theory makes the process of prediction much easier 
since as little as four observations are required to predict the next value. It has been 
successfully applied to economical, management, social systems, industrial systems, 
ecological systems, education, traffic, environmental sciences, and geography [14]. 

There are many researches that have been engaged in the prediction and forecasting 
using Grey System Theory in the real world phenomenon. Lin & Valencia [12] pro-
posed Grey Systems Science to the investigation of the relative degrees of importance 
of 22 variables affecting the individual or family in the decision-making of migration. 
In 2007, Wang et al. [16] applied Grey System GM (1, N) model to predict the spring 
flow in China. In Taiwan, Chiou et al. [4] used Grey prediction model for forecasting 
the planning material of equipment spare parts in the Navy of Taiwan. In our previous 
work, we developed a predictor agent to predict the closing price of online auction 
using the Grey System Theory [1]. We evaluated the effectiveness of the Grey System 
Agent, against the performance the Simple Exponential Agent [5] and the Time Series 
Agent [6]. We found that the Grey System Agent achieved a higher accuracy in pre-
dicting the online auction closing price.  

In this paper we will investigate and compare the effectiveness of the Grey System 
Agent against a more established computer science technique namely the Artificial 
Neural Network in predicting the closing price of online auction since we have  
successfully proven its superiority against the mathematical techniques. The remainder 
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of the paper is structured as follows. In Section 2, the Grey System Theory and its 
Prediction Algorithm are elaborated. Section 3 describes the design of the Artificial 
Neural Network and the Backpropagation Prediction Algorithm. In Section 4, the 
electronic simulated marketplace used in this experiment will be described in detail. 
The experimental results are elaborated in Section 5, and finally the conclusion and 
future work are discussed in Section 6. 

2   The Grey System Theory Design 

The Grey System Theory was first proposed by Deng Julong (1982) [8], where this the-
ory works on unascertained systems with partially known and partially unknown infor-
mation by drawing out valuable information and also by generating and developing the 
partially known information where it helps in describing correctly and monitor effec-
tively on the systemic operational behaviour [13]. Basically, the Grey System Theory 
was chosen based on colour [14]. For instance, “black” is used to represent unknown 
information while “white” is used to represent complete information. Those partially 
known and partially unknown information is called the “Grey System Theory”.  

The Grey System Theory has been successfully applied to various fields and had 
made a success in analyzing uncertain systems that have multi-data inputs, discrete 
data, and insufficient data. Traditional prediction methods, such as time series, usually 
require a large amount of historical data and process a known statistical distribution in 
order to make an accurate assessment and prediction of the required parameters [4]. In 
contrast to the traditional prediction method, the main attributes of the Grey System 
theory, which is the core of the Grey forecasting theory, are it does not need to make 
strict assumptions about the data set and is used successfully to analyse uncertain 
systems that have multi-data inputs, discrete data, and insufficient data. These simplify 
data collection and allow for timely predictions to be made. Grey Systems Theory 
explores the law of subject’s motivation using functions of sequence operators ac-
cording to information coverage. It is different from fuzzy logic since it emphasizes on 
objects with definite external extensions and vague internal meanings. Table 1 shows 
the Grey System Theory compared to other traditional forecasting models [3]. It can be 
seen that this model only requires short-term, current and limited data in order to pre-
dict a given value. 

Grey prediction is a quantitative prediction based on Grey generating function, GM 
(1,l) model, which uses the variation within the system to find the relations between 
sequential data and then establish the prediction model. The Grey Prediction Model is 
 

Table 1. Traditional Forecasting Model Attributes 

Mathematical model 
 

Minimum  
Observation 

Type of sample Sample 
interval 

Mathematical 
requirements  

Simple exponential function 5-10 Interval Short Basic 
Regression analysis 10-20 Trend Short  Middle 
Casual regression 10 Any type Long Advanced 

Box-Jenkins (Time Series ARIMA) 50 Interval Long Advanced 
Neural network Large number Interval or not Short Advanced 

Grey prediction model 4 Interval Long Basic 



 Agent for Predicting Online Auction Closing Price 227 

derived from the Grey System, in which one examines changes within a system to 
discover a relation between sequence and data. After that, a valid prediction is made to 
the system.  

The equation bkazkx =+ )()( )1()0(  is called a GM (1, 1) Model [14]. 

The meaning of the symbol GM (1, 1) is given as follows [14]: 

  G         M       (1,       1) 
  

     Grey       Model     First Order   One Variable  

The Grey Prediction Model has the following advantages [4]: (a) It can be used in 
situations with relatively limited data down to as little as four observations, as stated in 
Table 1. (b) A few discrete data are sufficient to characterize an unknown system. (c) It 
is suitable for forecasting in competitive environments where decision-makers have 
only accessed to limited historical data. 

2.1   The Grey System Theory Prediction Algorithm  

In this section, we describe our predictor agent algorithm which focuses on the Grey 
generating function, GM used in grey prediction [7, 14]. The algorithm of GM (1,1) can 
be summarized as follows.  

Step 1. Establish the initial sequence from observation data. In this case, the data 
used is the previous values of the online auction closing price observed over time. 
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Step 3. The grey model GM (1,1)  
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Step 4. Rewrite into matrix form 
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Step 5. Solve the parameter a and b 
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Step 6. Estimate AGO (Accumulating Generation Operators) value 
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Step 7. Get the estimate IAGO (Inverse Accumulating Generation Operators) value 
or the estimated closing price for a given auction. 
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Step 8. We use the average residual error for each set of data to calculate the accu-
racy of the predicted data. The formula for the average residual error (ARE) is given as 
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where    tat time rate exchange of  valuereal 0 =tf  

 tat time rate exchange of  valueestimated ˆ 0 =tf  

nobservatio  total =n . 

3   Artificial Neural Network Design 

An Artificial Neural Network (ANN) is an information processing paradigm that is in-
spired by biological nervous systems, such as the brain, process information [10]. A 
Neural Network is one of the most powerful data modeling tool that is able to capture and 
represent complex input and output relationships [10]. As in nature, a Neural Network 
consists of a large number of simple processing element called neurons, units, cells, or 
notes. First of all, ANN processes the information with the simple elements called neu-
rons. Each neuron is connected to other neurons by means of directed communication 
links, each with an associated weight. ANN continues to pass signals between neurons 
over connection links. Lastly, each connection link has an associated weight, which in a 
typical neural network where the multiple the signal transmitted and each neuron applies 
an activation function to its net input to determine its output signals. The weight repre-
sents information being used by the net to solve a problem. By its learning algorithm to 
adjust weighted connections between Artificial Neurons, ANN is able to be "trained" to 
conduct specific tasks. The network is adjusted, based on a comparison of the output and 
the target, until the network output matches the target. Here we apply an ANN training 
method, Feedforward Backpropagation, which is simply a gradient descent method to 
minimize the total squared error of the output computed by the net. 

3.1   Feedforward Backpropagation Prediction Algorithm   

To build a Neural Network, the number of input neurons, the number of output neurons, 
the number of hidden layers, the number of output layers and the number of neuron in 
both layers need to be determined. The ANN Agent predicts the closing price based on 
60 sets of historical data. Besides the historical data, the starting price, the number of 
bidders and the number of bids are taken into consideration in the ANN prediction 
model. All the data are normalized before they are fed to the network and the weights of 
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Where NINPUT  = number of element in input vector 
  NHIDDEN LAYER = number of neuron in hidden layers 
  NOUTPUT LAYER = number of element in output layers 

NOUTPUT  = number of element in input vector 
W   = weight value 
B   = bias value 
F   = activation function 

B 

W 

B 

W 
F F + + 

INPUT HIDDEN LAYER OUTPUT LAYER OUTPUT 

NINPUT NHIDDEN LAYER NOUTPUT LAYER NOUTPUT 

 

Fig. 1. Feedforward Backpropagation Algorithm 

the data set are found by Feedforward Backpropagation Algorithm. The Feedforward 
Backpropagation algorithm is shown in Figure 1. 

The purpose of ANN Agent is to learn the trend of bidding from the historical data 
sets which we provided. In our experiments, the historical data are divided into the ratio 
of 2:1. The first two portion (40 sets of historical data) are set apart for learning purpose 
while the last portion (20 sets of historical data) are reserved for testing . In our case, the 
results using one hidden layer with 50 neurons and one output layer with 1 neuron 
produced the highest accuracy. For both hidden layer and output layer, three functions 
are available, namely Tangent Sigmoid Transfer Function (Tansig), Logarithm Sig-
moid Transfer Function (Logsig) and Linear Transfer Function (Purelin). There are all 
together nine possibilities for choosing different functions at the hidden layers and 
output layer. All possibilities have been tested and the four possibilities which give the 
most accurate predicted results are used in the experiment. 

4   The Electronic Simulated Marketplace 

To compare the performance of the Grey Theory Agent against the ANN Agent, we 
developed an electronic marketplace to simulate the real online auctions environment 
[2]. This simulated electronic marketplace consists of a number of auctions that run 
concurrently. There are three types of auctions running in the environment: English, 
Dutch and Vickrey. The English and Vickrey auctions have a finite start time and 
duration generated randomly from a standard probability distribution, the Dutch auc-
tion has a start time but no pre-determined end time. At the start of each auction (ir-
respective of the type), a group of random bidders are generated to simulate other 
auction participants. These participants operate in a single auction and have the inten-
tion of buying the target item and possessing certain behaviours. They maintain the 
information about the item they wish to purchase, their private valuation of the item 
(reservation price), the starting bid value and their bid increment. These values are 
generated randomly from a standard probability distribution. Their bidding behaviour 
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is determined based on the type of auction that they are participating in. The auction 
starts with a predefined starting value; a small value for an English auction and a high 
value for a Dutch auction. There is obviously no start value for a Vickrey auction. The 
marketplace is flexible and can be configured to take up any number of auctions and 
any value of discrete time. All the auctions are assumed to be auctioning the item that 
the consumers are interested in and all auctions are selling the same item. 

5   Experimental Evaluation 

The purpose of this experiment is to compare and evaluate the performance of our pre-
dictor agent, the Grey System Agent against the ANN Agent that uses the Feedforward 
Backpropagation technique. Here, the Grey System Agent requires 4 – 10 historical data 
to predict the closing price of the auction whereas the ANN Agent requires 50 or more 
historical data (since ANN requires a large data set in order to make a prediction).  

Using the simulated marketplace, we ran the auction from t = 1 until t = 150. We 
have also set most of auctions to close after t = 30. In one particular run, the closing 
price history for all auctions running in a marketplace are shown from t = 41 until t = 
150. From t = 41 onward, consistency of obtaining the closing price at each t is pre-
served. We reset the t to start from t = 1 (t = 41) until t = 110 (t =150) as the historical 
data. The accuracy of predicted values by the two agents is measured using the ARE. 

This experimental evaluation is divided into two parts. In the first part of the ex-
periment, we will calculate the predicted closing price by using fixed historical data 
generated by the simulated marketplace using the two agents. In the second part, we use 
moving data rather than fixed historical data for the two agents.  

5.1   Fixed Historical Data 

In the first experiment, five future closing price data are predicted by the two agents. 
The results of the predictions by the two agents are shown in Table 2, and 3.  

It can be seen in Table 2 that by using 4 until 10 of the latest historical data, the ARE 
for Grey System Agent falls between 0.77% to 9.50% and the highest accuracy is re-
corded using 6 historical data (ARE = 0.77%). The ARE increases when more historical 
data are used and the highest ARE is recorded by using 10 historical data with 9.50%. 

In Table 3, it can be seen that the average residual error (ARE) of the predicted re-
sults fall between 2.50% to 3.04%. It is also observed that the most accurate results 
(ARE is 2.50%) is obtained by using Tansig functions for both the hidden layer and the 
output layer. 

Based on these results, we can conclude that Grey System Agent, that used 6 his-
torical data produced better result (ARE = 0.77%) than the Artificial Neural Network 
Agent (ARE = 2.50% for 60 set of historical data by using Tansig function for both 
hidden and output layers). Even with 6 historical data, the Grey System Agent is able to 
predict more accurately the closing price of the auctions in our simulated auction en-
vironment. Figure 2 shows how far off the two predictions against the actual closing 
price in this particular run. The predicted values by the Grey System Agent follow the 
trend of original data very closely whereas the predicted values for the ANN Agent also 
follows the shape of the actual data but it is further from the actual points. 
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Table 2. Result Performed by using Grey System Agent 

No of 
Historical 

Data 

Time 
t = 101, 

Original Data  
= 79 

Time 
t = 102, 

Original Data  
= 80 

Time 
t = 103, 

Original Data  
= 77 

Time 
t = 104, 

Original Data  
= 78 

Time 
t = 105, 

Original Data  
= 76 

ARE 
(%) 

4 79.34 79.21 77.59 76.48 74.90 1.12 
5 78.53 77.09 73.71 71.38 67.13 5.15 
6 79.52 79.55 78.10 78.17 76.76 0.77 
7 75.36 74.29 71.62 71.37 69.53 6.56 
8 80.72 82.40 83.04 86.65 89.23 8.30 
9 80.47 81.82 82.05 85.17 87.17 7.64 
10 80.81 82.60 83.37 87.13 89.87 9.50 

Table 3. Result Performed by using Artificial Neural Network Agent 

Function Type 
(Hidden Layer 

& Output 
Layer) 

Time 
t = 101, 

Original Data  
= 79 

Time 
t = 102, 

Original Data  
= 80 

Time 
t = 103, 

Original Data  
= 77 

Time 
t = 104, 

Original Data  
= 78 

Time 
t = 105, 

Original Data  
= 76 

ARE 
(%) 

Tansig & Tansig 78.96 80.81 80.47 79.41 79.88 2.50 
Logsig & Logsig 81.97 80.38 79.43 79.01 79.81 2.74 
Tansig & Logsig 80.71 80.39 80.13 79.00 80.25 2.72 
Logsig & Tansig 76.01 80.31 79.65 78.87 80.90 3.04 
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Fig. 2. Results Obtained By the Two Agents Over Time 

5.2   Moving Historical Data 

As mentioned earlier, at every time steps, there are auctions that will be closing. This 
simply means that, if one wants to predict the future data, one has to take into account 
the auctions that will be closing between the current time and the next time steps. 
Hence, we performed the following experiments in which we compared the result based 
on the moving historical data. Table 4 shows the result obtained by using 6 moving 
historical data for the Grey System Agent and 60 sets of moving historical data the 
Artificial Neural Network Agent compared with the original data generated by the 
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simulated auction. These values are used because of their performance in the previous 
experiment. In Table 4, it can be seen that The Grey System Agent outperformed the 
ANN Agent when t = 104, 105, 107 and 108. Here, we can conclude that, even by using 
moving historical data, the predicted closing price of the Grey System Agent is more 
accurate when compared to the predicted closing price of the ANN agent even with a 
minimal number of observation data.  

Figure 3 shows the predicted values over time for the Grey System Agent using 
fixed historical data and moving data. It can be observed that the values predicted by 
using both fixed and moving historical data are still very close to the real value at time 
step (t = 102 until t = 106). At t = 107, the accuracy using fixed historical data slightly 
decreases while the moving historical data result always follow the trend of the original 
data until the end. Based on these experiments it can be concluded that the Grey System 
Agent is able to predict a value that is very close to the real value over time by making 
use of the moving historical data. It has consistently outperformed the ANN agent in 
terms of ARE when predicting the values either using fixed historical data (Figure 2) or 
moving historical data (Table 4).  

The ANN Agent also performed better when using the moving historical data as 
shown in Figure 4. From t = 102 until t = 107, the predicted closing price values using 
the moving data are more accurate than the predicted closing price values using the 
fixed historical data.  

Table 4. Result Obtained by the Two Agents for Moving Historical Data 

Time 
(t) 

Original 
Data 

(GSA) Forecast 
Using 6 Moving 

Historical Data (ARE 
%) 

(ANNA) Forecast Using 60 Sets of 
Moving Historical Data by Using Tansig 

Function for both layer (ARE %) 

102 80 78.86  (1.43) 80.48 (0.60) 
103 77 78.12  (1.45) 76.71  (0.38) 
104 78 78.60  (0.77) 79.25  (1.60) 
105 76 77.41  (1.86) 79.51 (4.62) 
106 79 78.45  (0.70) 79.28 (0.36) 
107 80 80.02  (0.03) 81.28 (1.60) 
108 82 82.24 (0.29) 80.05 (2.38) 
Total Average ARE  0.93  1.65 
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Fig. 3. Results for the Grey System Agents over Time 
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Fig. 4. Results for the Artificial Neural Network Agents over Time 

The average ARE of Grey System Agent for moving historical data is 0.93% while 
ANN Agent given 1.65%. Besides that, the ANN Agent require 60 sets of historical 
data and also four input parameters (which are the closing price, the starting price, the 
number of bidder and also the number of bid) whereas the Grey System agents only 
requires 6 historical data. The Grey System Agent also achieved higher accuracy in 
predicting the closing price either for fixed historical data or moving historical data. In 
the context of online auction, user may only be able to access or view several values 
from the past history, so in this case the Grey System Agent can be used to make a 
quick prediction on the closing price of a given auction. 

6   Conclusion and Future Work 

This paper shows that using both methods, the accuracy rate always exceeds more than 
95%. The Grey System Agent gives better result when less input data are used while the 
Artificial Neural Network Agent can only be used with the availability of a lot of in-
formation as well as many input parameters. The experimental results also showed that 
using moving historical data produces higher accuracy rate than using fixed historical 
data for both agents. This is important since, bidders in an online auction need to take 
into accounts all the auctions that are going to close within the prediction period. This 
closing price knowledge can then be used by the bidder to decide which auction to 
participate, when and how much to bid. This information will also allow the bidder to 
maximize his chances of winning in an online auction. Besides that, in the context of 
online auction, user may only be able to access or view several values from the past 
history, so in this case the Grey System Agent can be used to make a quick prediction 
on the closing price of a given auction. 

For future work, we would also like to apply our prediction method to predict on the 
auction closing price in eBay and other online auctions. We would also like to inves-
tigate the applicability of the Grey System Theory to predict the bidder’s arrival and 
their bids in a given auction. 
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Abstract. In real-world application, data is often represented by hun-
dreds or thousands of features. Most of them, however, are redundant or
irrelevant, and their existence may straightly lead to poor performance
of learning algorithms. Hence, it is a compelling requisition for their
practical applications to choose most salient features. Currently, a large
number of feature selection methods using various strategies have been
proposed. Among these methods, the mutual information ones have re-
cently gained much more popularity. In this paper, a general criterion
function for feature selector using mutual information is firstly intro-
duced. This function can bring up-to-date selectors based on mutual
information together under an unifying scheme. Then an experimental
comparative study of eight typical filter mutual information based feature
selection algorithms on thirty-three datasets is presented. We evaluate
them from four essential aspects, and the experimental results show that
none of these methods outperforms others significantly. Even so, the con-
ditional mutual information feature selection algorithm dominates other
methods on the whole, if training time is not a matter.

Keywords: Feature selection; mutual information; filter model.

1 Introduction

Along with the rapid accumulation of data, both the size and dimensionality
of database are getting larger and larger. The straight misfortune to learning
algorithms is that they can not effectively identify useful information from those
overwhelming number of data. To alleviate this problem, two solutions are ac-
cessible. The first one is sampling technique, e.g., selective sampling [16], which
picks less representative data to substitute the whole for learning. To some ex-
tent, this technique is very effective for databases with mass data. However, data
is often characterized by a multitude of irrelevant or redundant features, which
may also result in low efficiency of learning algorithms. Thus, feature selection
(shortly, FS) is another direction to further improve learning efficiency by cutting
the dimensionality of data down.

Feature selection algorithm (FSA) refers to the process of removing useless
or insignificant features from the original space and retaining as more salient
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features as possible. The preserved features must be competent for characteriz-
ing the main properties of data in the original feature space. FSAs may bene-
fits learning algorithms at many aspects. For example, the computational cost
of learning algorithm will be reduced and the prediction performance may be
strengthen. In addition, the induced knowledge is more general to tolerate noises.
Meanwhile, the “curse of dimensionality” problem can also be avoided [3]. Dur-
ing past years, many outstanding FSAs have been witnessed. Good surveys of
FSA are available in literatures (e.g., [5,10,14,17]).

Generally, FSAs can be divided into three categories, i.e., supervised [10], un-
supervised [7] and semi-supervised ones [25], according to wether the class labels
are required. The former evaluates feature relevance by the correlation between
features and class labels, while unsupervised one evaluates feature relevance by
the capability of keeping certain properties of the data. Semi-supervised fea-
ture selection, however, utilizes both labeled and unlabeled data to validate the
significance of features. From the view of feature evaluation manner, FSAs are
roughly classified as embedded, wrapper and filter methods [5,17]. Embedded
method means the feature selection stage is integrated into the process of train-
ing for a given learning algorithm. While wrappers choose those features with
high priorities estimated using a specified learning algorithm itself as part of the
evaluation function. As an example, Huang et al. [11] integrated a hybrid ge-
netic algorithm into feature selection to achieve high global predictive accuracy
as well as local search efficiency. Usually, wrapper methods can achieve optimal
feature subsets and show better performance [17]. However, they require much
more training time and are less general because they are highly coupled with
specified learning algorithms.

Filter model, however, is independent learning algorithms. It evaluates feature
individually according to a pre-specified criterion, and picks the best features out.
For instance, RELIEF [13] is one of typical filter selection algorithms. Due to
its computational efficiency, this model is very popular to high-dimension data.
For filter model, evaluation criterion and search strategy are two important as-
pects [21]. Roughly speaking, there are four metrics to evaluate the goodness of
feature subsets, i.e., distance, information, dependency and consistency measure-
ments [17]. Among these metrics, the information one has received much concern
recently. The reason is that it can exactly quantify the uncertainty of variable
and express non-linear correlation between features [6]. Moreover, other three
metrics are sensitive to the concrete values of the training data, which results
in they are less robust and easily affected by noise or outlier data. Nowadays, a
modest number of mutual information based feature selection algorithms (MIF-
SAs) have been developed, and more efficient and sophisticated approaches are
still emerging. Unfortunately, no systematic study has been conducted on the
reliability and effectiveness of these MIFSAs and the multitudinous algorithms
will bewilder practitioners.

In this paper, we firstly introduce a general information measurement which
brings other proposed criteria together, and then present the empirical compar-
ison of MIFSAs in the classification issue. To achieve impartial results, three
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classifiers have been used to validate the effectiveness and performance of eight
MIFSAs on thirty-three UCI benchmark datasets. To the best of our knowledge,
we haven’t noticed any similar work on this topic before. Another purpose of this
paper is to give miners a guideline that there has no MIFSA which outperforms
others in all situations and the good choice of feature selectors is determined by
specific problems at hand.

The structure of the rest is organized as follows. Section 2 presents a general
scheme of MIFSAs. In section 3, we firstly introduce a general information cri-
terion function for MIFSAs, and then briefly discuss the relationship between
it and other eight information criteria investigated in the state of the art. Ex-
perimental results conducted to compare them on four aspects are outlined in
Section 4. Finally, conclusions and future works are given in the end.

2 Unified Scheme of MIFSA

Given a dataset T=(D,F , C) with n instances represented by m features, where
D, F and C are instances, features and class labels respectively. The task of
classification is to tag instances with a label c ∈ C in low probability of error
εF(T ). Theoretically, having more features implies more discriminative power in
classification. However, many features are relevant to each other and they have no
contribution to classification, except to degrade performance of classifiers. Thus,
it is necessary to remove redundant and irrelevant features as more as possible,
without losing information greatly. Generally, the task of feature selection in
classification issue is formally defined as the process of selecting a minimum
optimal feature subset S⊆F to characterize data D and its classification error
εS(T ) with labels C is approximately equal to the initial one εF (T ).

In order to scale how much information is embodied in the feature subset F ,
a generalized criterion function J(F ) of mutual information (MI) is adopted. MI
derived from information entropy is a nonparametric, nonlinear measurement of
relevance of variable [6]. Let X and Y be two features with discrete values, and
p(x) denote the marginal density function of X . The uncertainty of X can be
measured by entropy H(X), where H(X)=−

∑
p(x) log p(x). Additionally, the

mutual information (MI) I(X ;Y ) of X and Y , which quantifies how much infor-
mation is shared between them, is defined as I(X ;Y ) =

∑∑
p(x, y) log p(x,y)

p(x)p(y) .

If X and Y are highly related, I(X ;Y ) will be very high. Otherwise, I(X ;Y )=0
implies these two features are totally unrelated or independent with each other.

MI is capable of quantifying the amount of information contained in a feature
or a group of features. From the view of MI, classification means to minimize the
uncertainty of predictions for the known observations represented by F . Thus,
the purpose of MIFSA for classification is to achieve the highest possible value
of J(F ) with the smallest possible size of F . For a specific dataset T=(D,F , C),
however, there has 2m feature subsets F⊆F . Hence, it is impossible to calculate
J(F ) for all feature subsets F in a brute-force way, and this problem is NP-hard.
To obtain an approximate optimal solution, many search strategies have been
adopted in FSAs, such as Branch & Bound (BB), sequential forward selection
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(SFS), sequential backward elimination (SBE) and oscillating search (OS). More
details can be consulted to literature [21].

Due to its simple mechanism and high efficiency, sequential forward selection
(SFS) is frequently taken as the subset search technique in most MIFSAs. The
common assumption behind this search method is the monotonic property in
picking up important features [17], that is, increasing the number of features
will improve the performance of learning algorithms. Formally, if F ′ ⊆ F ′′, then
J(F ′) ≤ J(F ′′). Hence, the problem of calculating J(F ) is now migrated into
evaluating individual candidate features J(f). More specifically, it begins with
an empty set and adds at a time the candidate feature with the most positive
influence on the criterion. It will be terminated when pre-specified stopping
criteria is satisfied. For example, the number of selected features is larger than
a threshold or J(S) has not been improved as adding one more feature. To be
more explicitly, the unified scheme of MIFSA is shown as follows.

Algorithm 1. The unified scheme of MIFSA.
Input: Training dataset T = (D,F , C);
Output: An optimal feature subset S.
1). Initialize candidate and selected feature subsets F=F , S = ∅;
2). Repeat
3). Calculate J(f) using MI metric for each candidate feature f ∈ F ;
4). S=S ∪ {f} and F=F \ {f}, where J(f) is the largest one;
5). Until pre-specified stopping criteria is satisfied;
6). Return S as the selected feature subset;

3 Information Measurements

During past years, many MIFSAs have been proposed to select features. Al-
though they adopt different criterion functions, the distinctness between them
lies in the specific form of information criterion function J(f). Even so, their
common goal is to minimize redundancy and maximize relevance between can-
didate and selected features. Without loss of generality, for the candidate feature
f ∈ F , its criterion function is

J(f) = α · g(C, f, S)− δ, (1)

where g(C, f, S) is information function about the candidate feature f , the la-
bels C and the selected subset S. This function is mainly used to measure the
relevance between f and C under the context of S. Usually, g(C, f, S) takes
the form of mutual information I(C; f) or its conditional one I(C; f |S). α is
a coefficient to regulate relative importance of g(C, f, S). While δ is a devia-
tion operator to penalize the redundancy brought by f . Similarly, δ takes as a
function formalization of MI among f , C and individual feature s∈S.

Here we choose eight typical information measurements proposed in literatures
to make a comparison. In the following, we will briefly review these information
measurements and discuss the relationship between the general criterion function
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and them one by one. For the sake of convenience, S⊆F and F⊆F represent
selected and candidate features respectively, while f∈F and s∈S are candidate
and selected features.

MI. Mutual information, which is also known as information gain or best indi-
vidual feature [12], perhaps is the most näıve measurement. For the candidate
feature f , its criterion function of MI is J(f)=I(C; f)=H(f)-H(f |C), where
H(f) is information entropy of f and H(f |C) is its conditional one with respect
to C. That is to say, α=1, g(C, f, S)=I(C; f) and δ = 0 in Eq. (1). This method
chooses the best individual features out at feature selection procedure [12]. It
firstly evaluates all candidate features individually according to the criterion
function J(f), and then sorts them in descending order in terms of J(f). After
that, the best k features are picked out to take the place of the whole features.

MIFS. For the MI criterion, one may observe that its metric J(f) does not take
into consideration redundancy and relevance between f and s. This, however, will
bring redundancy between f and S. Moreover, the individually selected features
may not be an optimal solution when they are grouped into the whole [17]. To
cope with this issue, Battiti [1] harnessed the relevance (i.e., I(f ; s)) between
f and s to penalize I(C; f), and his criterion function is J(f) = I(C; f) −
β
∑

s∈S I(f ; s), where 0.5≤β≤1. Since the value of the parameter β will perform
great effect on the results of MIFSA and its appropriate value is hard to be
obtained, Peng et al. [19] directly assigned 1/|S| to β and then took this function
as the evaluation criterion in their wrapper model, where |S| is the number of
selected features.

MIFS-U. In MIFS, the penalized factor (i.e., the second component) can not
exactly represent the incremental information of f when S is known. Addition-
ally, it does not involve the relevance between s and C. Thus, Kwak and Choi [15]
utilized coefficient of uncertainty CU(f, s) to illustrate the relevance between f
and s, where CU(f, s) = I(f ; s)/H(s). In their method, the penalty factor is
revised as β

∑
s∈S CU(f, s) · I(C; s). That is to say, their criterion function is

J(f) = I(C; f) − β
∑

s∈S CU(f, s) · I(C; s). Similarly, Huang et al. [11] set the
parameter β = 1/|S|, and then trained the selector with a genetic algorithm to
achieve optimal results.

mMIFS-U. As mentioned above, it is a troublesome issue to regulate an ap-
propriate value to β in MIFS and MIFS-U. To immigrate this harassment,
Novovičová et al. [18] recently developed a modified version of MIFS-U, which is
called mMIFS-U. The difference between them is that maximum operation has
been adopted in mMIFS-U, rather than the sum operation in MIFS-U. That is,
the criterion function of mMIFS-U is J(f) = I(C; f)−maxs∈S(CU(f, s)·I(C; s)).
The advantage of this metric is that it is free from the parameter β.

SU. Rather than regulating the deviation δ to lessen the redundance between f
and S, Yu and Liu [24] resorted to the coefficient α of I(C; f) to dominate the
impact of relevance. In their algorithm, a metric called symmetrical uncertainty
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has been employed to portray the correlation between features. For any feature f ,
its symmetrical uncertainty with C is defined as SU(C, f) = 2I(C; f)/(H(f) +
H(C)), where H(f) is the information entropy of f . Indeed, this correlation
is their criterion function J(f) to choose significant features. Additionally, they
removed redundant features by virtue of approximate Markov Blanket technique.

DDC. In SU, the redundance between f and S has not been involved ex-
plicitly. Qu et al. [20] argued that this may provide false or incomplete in-
formation to the relevance. Hence, they introduced the notation of decision
dependent correlation QC(f, s) to measure the relevant degree between f and
s, where QC(f, s)=[I(C; f)+I(C; s)-I(C; f, s)]/H(C). This correlation, together
with I(C; f), consists of their selection criterion. In their method, a candidate
feature f is good if I(C; f) is maximal, while QC(f, s) is minimal for any s∈S.
This criterion, however, is similar to J(f) = I(C, f)/

∑
QC(f, s).

CMIM. Conditional mutual information, denoted as I(C; f |S) = H(C|S) −
H(C|f, S), refers to the amount of common information between C and f when
S is known. The lager value of I(C; f |S) is, the more information can be brought
by f about C which has not yet been contained in S. Unlike aforementioned
criteria, the conditional MI maximization criterion exploits I(C; f |S) to select
those features correlated to ones already picked, for they do not carry any addi-
tional information for the classification. Unfortunately, the computational cost of
I(C; f |S) is high. To circumvent this problem, Fleuret [9] and Wang et al. [22]
substituted S with a single feature s ∈ S. They pointed out that the candi-
date feature f is good only if it carries information about C, which has not been
caught by any feature s already picked, that is, I(C; f |s) is largest for any s ∈ S.
More specifically, the criterion function is J(f) = mins∈S I(C; f |s).

CR. In an analogical vein, Bell and Wang [2] defined a concept of conditional
variable relevance r(X ;Y |Z) to describe the relative reduction of uncertainty of
Y when X and Z are known, where X,Y and Z are variables. Contrastively,
the unconditional one, denoted as r(X ;Y ), does not take into consideration
conditional information, and this is their metric in selecting feature, i.e., J(f) =
r(C;S, f) = I(C;S, f)/H(S, f). This means that the feature with the most
incremental information will be firstly culled. As a matter of fact, r(C;S, f) is
another expression of I(C; f |S) in terms of its definition.

4 Experimental Evaluation

4.1 Benchmark Datasets

To compare these MIFSAs roundly, thirty-three benchmark datasets with dif-
ferent types and sizes were adopted in our experiments. These datasets are all
available from the UCI Machine Learning Repository [4], and widely used to
evaluate the performance of learning and selection algorithms. Table 1 summa-
rizes general information. These datasets comprise a diverse mixture of feature
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dimensionality, where the maximal one is up to 1558, and their sizes range from
32 to 10108. Hence, they can provide a comprehensive test to suit for MIFSAs
under different conditions.

Since some features are too trivial to suitable for classification, we omit-
ted them before our experiments. For example, in the Cylinder-bands dataset,
timestamp, cylinder number and customer were excluded. Analogically, name
in Sponge and Flags, Instance name in Splice, instance in Promoters, who in
Kdd-internet-usage, and LRS name and LRS class in Spectrometer, were all out
of consideration. Moreover, the last feature in each dataset was taken as the
classification label, except Spectrometer and Kdd-internet-usage, where the clas-
sification labels were ID Type and years-on-internet, respectively. Additionally,
missing values in datasets were replaced with the most frequent values (or means)
for nominal (or numeric) features, and continuous features were discretized into
nominal ones by the minimum description length method [8].

Table 1. The descriptions of datasets in our experiments

No. Datasets inst. feat. clas. No. Datasets inst. feat. clas. No. Datasets inst. feat. clas.
1 Internet-ad 3279 1558 2 12 synth. contr. 600 60 6 23 musk clean2 6598 166 2
2 anneal 898 38 6 13 Kr-vs-kp 3196 36 2 24 optdigits 5620 64 10
3 arrhythmia 452 279 16 14 lung cancer 32 56 3 25 promoters 106 57 2
4 audiology 226 69 24 15 lymph 148 18 4 26 sonar 208 60 2
5 cylinder-bands 540 36 2 16 mfeat-factors 2000 216 10 27 soybean 683 35 19
6 dermatology 366 34 6 17 mfeat-fourier 2000 76 10 28 spambase 4601 57 2
7 flags 194 28 8 18 mfeat-karhunen 2000 64 10 29 spectf-total 349 44 2
8 hypothyroid 3772 29 4 19 mfeat-pixel 2000 240 10 30 spectrometer 531 100 4
9 ionosphere 355 34 2 20 mfeat-zernike 2000 47 10 31 splice 3190 60 3
10 internet usage 10108 70 5 21 mushroom 8124 22 2 32 sponge 76 44 3
11 ipums97-small 7019 60 9 22 musk clean1 476 166 2 33 waveform 5000 40 3

4.2 Experimental Settings

For the purpose of fair results, we employed the same stopping condition for
MIFSAs in our experiments, that is, the selection process will be terminated
if I(C;S)/I(C;F)≥ 0.99. This signals that information embodied in S about
C is approximately equal to those of original feature space F . In addition, the
same quantity of features, which equals to the least number, was chosen by
each selector for each dataset and these selected features were arranged in a
descending order in terms of their priorities.

After insignificant features have been removed, datasets will be fed into clas-
sifiers to obtain classification errors. Here, we choose three classical and popular
classifiers, i.e., Naive Bayes, 1-NN and C4.5. These classifiers stand for quite
different learning approaches and are relatively fast in learning.

During the verification procedure, three ten-fold cross validations had been
adopted for each algorithm-dataset combination, and the average values are the
desirable results. To determine whether the difference between two classifiers is
significant or not, paired t-test between selected features and original ones had
been performed to each classifier. Throughout this paper, difference is considered
significantly different if its p-value is less than 0.05 (i.e., confidence level greater
than 95%). All experiments were carried out on a Pentium IV 2.8 GHz and 512
MB main memory, and the experimental platform is the Weka toolkit [23].
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4.3 Experimental Results

Number of Selected Features and Consumed Time. The number of se-
lected features is one of major aspects to measure whether a MIFSA is effective
or not. The fewer number of features induced by selector, the more effective it
is. Table 2 shows the number of features picked out by each selector. Corre-
spondingly, a comparison of Win/Tie/Loss on the amount of selected features is
presented in the top-right triangle of Table 3. For example, the entry “3/7/23”
of the first row and the fifth column in Table 3 denotes that the MI selector wins
over the CMIM one on three datasets, while loses twenty three cases.

Table 2. The number of selected features by eight MIFSAs

No MI M1 M2 M3 CM SU DDC CR Ave No MI M1 M2 M3 CM SU DDC CR Ave
1 572 531 594 301 244 604 1236 1250 667 18 6 6 6 6 6 6 7 6 6
2 10 9 10 9 10 9 37 15 14 19 30 16 23 10 10 33 14 34 21
3 60 63 63 42 33 64 247 110 85 20 11 9 11 8 10 11 11 11 10
4 15 15 15 14 15 15 16 47 19 21 4 4 4 4 5 3 4 3 4
5 20 32 19 32 20 20 34 20 25 22 63 49 60 36 31 91 75 102 63
6 18 18 18 11 10 19 8 24 16 23 34 34 34 30 20 47 18 52 34
7 8 7 9 8 9 9 9 11 9 24 9 7 7 7 7 9 8 20 9
8 14 14 14 22 7 12 28 10 15 25 5 5 5 5 5 5 4 5 5
9 11 10 10 11 10 14 28 20 14 26 17 15 17 15 16 18 54 17 21
10 9 14 9 8 7 14 5 25 11 27 22 22 22 20 20 25 10 30 21
11 6 16 6 3 3 15 3 26 10 28 29 36 31 29 26 37 51 43 35
12 12 10 13 12 6 16 11 20 13 29 30 31 30 31 28 31 42 31 32
13 34 30 34 33 32 34 28 34 32 30 64 46 63 65 49 70 60 83 63
14 14 11 12 10 3 14 4 22 11 31 9 9 9 9 9 9 8 9 9
15 7 9 7 7 8 11 11 14 9 32 5 3 4 4 2 4 2 6 4
16 6 5 6 6 6 8 9 11 7 33 11 9 11 11 9 11 30 11 13
17 10 9 9 10 9 10 11 11 10 Ave 36 33 36 25 21 39 64 65 40

1M1, M2, M3, CM denote MIFS, MIFS-U, mMIFS-U and CMIM, respectively; ‘Ave’ means Average.

On the ground of the results in Table 2 and 3, we can observe that there has
no selector that overweighs others on all datasets. Even so, the CMIM selector
outperforms other selectors in most cases, and the remainders are mMIFS-U,
MIFS, MIFS-U, MI, DDC, SU and CR, which are arranged in descending order
from the view of the number of selected features.

Table 3. A comparison of W/T/L on the selected features and consumed time

MI MIFS MIFS-U mMIFS-U CMIM SU DDC CR
MI - 7/9/17 5/19/9 4/12/17 3/7/23 18/11/4 17/2/14 23/8/2
MIFS 3/0/30 - 14/13/6 10/9/14 8/8/17 22/7/4 21/1/11 26/4/3
MIFS-U 1/0/32 10/0/23 - 6/9/18 3/10/20 21/9/3 17/3/13 24/7/2
mMIFS-U 3/0/30 17/1/15 22/1/10 - 7/8/18 22/8/3 20/2/11 25/5/3
CMIM 0/0/33 5/0/28 5/0/28 3/0/30 - 25/6/2 22/3/8 28/4/1
SU 15/2/16 30/0/3 31/0/2 28/0/5 33/0/0 - 15/3/15 22/9/2
DDC 0/0/33 3/0/30 4/0/29 3/0/30 10/0/23 1/0/32 - 20/2/11
CR 16/0/17 30/0/3 30/1/2 27/0/6 33/0/0 14/2/17 33/0/0 -

Since the feature selection procedure currently works under off-line manner in
many situations, computational cost, however, is less important. Due to space
limitations, here we only list the W/T/L comparison on consumed time as the
bottom-left triangle of Table 3. In our experiments, we found that the DDC
took much more time than others, while the time cost of MI, SU and CR is
far less than others and slightly different with each other. For example, the
DDC selector costed several hours to complete the selection operation on the
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Internet-ad dataset, whereas the MI selector took thirty seconds. Similarly, one
can summarize that the priority order of these selectors is MI, SU, CR, mMIFS-
U, MIFS, MIFS-U, CMIM and DDC.

Mean classification performance. To make a comparison on classification
performance from the whole, we averaged classification accuracies of three clas-
sifiers on each dataset. The results are given in Table 4, where the ‘Total’ column
denotes the average values of classification accuracies of these three classifiers
on the original datasets. Notation ‘◦’ (or ‘•’) is used to illustrate that the classi-
fication capability with current feature selector is significantly worse (or better)
at 0.05 level than those without using any selector.

Table 4 tells us that the performances of CMIM and MIFS selectors seem
better than others from the point of having largest values. They have fourteen
and eleven largest values over thirty three datasets, respectively. However, it is
not a good idea to choose DDC and CR to select features, for they degrade
significantly classification performance in most cases. One may notice that the
accuracies of MIFSAs are lower than those without using selectors in many cases.
However, this does not indicate that MIFSAs would deteriorate the performance
of classifier or inferior to other filter methods, because the selectors chose the
least important features in our experiments.

For the purpose of intuitionally seizing which one performs the best on mean
performance, we also compare them with each other using the W/T/L strategy
and results are provided in Table 5. In the light of the results, CMIM slightly out-
performs MIFS on the whole, and both of them are superior to other methods in

Table 4. A comparison of mean classification performance of MIFSAs

Total MI MIFS MIFS-U mMIFS-U CMIM SU DDC CR
1 97.02 96.60 96.56 96.60 97.06 96.90 96.27 92.75 ◦ 95.80
2 92.72 92.92 92.86 92.92 92.92 92.92 93.35 85.78 ◦ 92.99
3 71.18 72.00 72.65 72.23 72.66 73.06 72.10 68.48 59.95 ◦
4 74.77 72.01 72.01 72.01 71.51 74.16 72.01 67.36 52.84 ◦
5 73.83 74.13 72.66 74.39 73.51 74.07 74.13 71.24 ◦ 74.39
6 95.63 75.28 ◦ 79.25 79.25 85.57 93.74 75.28 ◦ 70.30 ◦ 66.23 ◦
7 59.88 59.77 57.38 59.77 59.77 57.03 57.79 55.76 ◦ 59.36
8 98.57 98.73 98.72 98.72 98.73 98.63 98.72 98.18 ◦ 98.81
9 90.98 91.21 91.87 91.71 91.62 92.10 91.65 89.68 89.49
10 41.44 41.77 42.44 41.77 41.78 40.56 41.94 38.68 ◦ 42.11
11 71.09 71.42 72.04 72.26 72.26 71.88 68.18 71.88 68.18
12 96.22 78.97 ◦ 83.29 78.22 ◦ 77.98 ◦ 90.13 78.21 ◦ 77.46 ◦ 68.19 ◦
13 92.43 92.45 94.24 • 92.85 93.02 93.03 92.45 94.56 • 92.85
14 48.05 54.63 59.82 • 54.63 54.63 56.67 • 60.37 • 50.65 52.50
15 80.54 75.34 ◦ 76.61 ◦ 77.32 ◦ 77.32 ◦ 77.32 ◦ 77.49 ◦ 77.03 ◦ 74.80 ◦
16 90.52 70.74 ◦ 81.34 75.89 ◦ 79.25 78.78 75.89 ◦ 65.45 ◦ 68.42 ◦
17 74.88 75.56 75.56 75.56 75.56 75.56 75.56 65.07 ◦ 74.67
18 86.17 76.00 ◦ 77.01 ◦ 76.00 ◦ 77.01 ◦ 77.01 ◦ 77.01 ◦ 70.93 ◦ 77.01 ◦
19 89.42 53.65 ◦ 76.81 60.74 79.67 81.48 53.65 ◦ 47.44 ◦ 52.51 ◦
20 69.78 54.37 ◦ 60.98 58.58 ◦ 59.98 60.75 54.37 ◦ 52.08 ◦ 62.51
21 98.52 99.20 98.46 98.87 98.87 99.57 • 98.87 98.43 98.99
22 87.75 86.55 88.56 87.08 87.72 86.95 84.52 83.84 78.06 ◦
23 94.24 94.02 93.32 94.09 93.80 92.76 ◦ 93.73 92.88 ◦ 92.57 ◦
24 88.01 74.53 76.34 74.53 76.34 77.31 70.79 61.52 ◦ 40.30 ◦
25 85.06 87.89 87.89 87.89 87.89 87.89 87.89 76.09 ◦ 87.89
26 81.76 79.07 80.75 79.07 80.75 82.38 79.19 51.81 ◦ 75.39
27 92.04 82.60 85.74 85.74 87.81 84.96 81.49 62.97 ◦ 53.98 ◦
28 91.65 90.98 92.09 91.29 91.57 91.94 91.22 86.94 ◦ 90.56
29 84.15 82.47 ◦ 83.33 82.47 ◦ 83.30 84.04 82.47 ◦ 82.02 ◦ 82.56 ◦
30 62.84 60.32 64.28 60.13 61.76 62.70 59.92 ◦ 62.39 60.59
31 88.55 91.72 91.72 91.72 91.72 91.72 91.72 69.12 ◦ 91.72
32 92.38 91.49 93.71 91.49 91.49 92.56 92.18 92.58 92.04
33 76.6 69.85 ◦ 76.76 74.18 74.18 76.64 75.35 66.70 ◦ 75.35
2‘◦’ (or ‘•’) indicates the performance with selector is significant worse (or
better) than those without selectors.
3The bold value is the highest one among eight feature selectors for the same
database.
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Table 5. A comparison of W/T/L on average performance in classification

MI MIFS MIFS-U mMIFS-U CMIM SU DDC CR
MI - 7/4/22 4/14/15 5/8/20 5/4/24 11/10/12 28/0/5 20/2/11
MIFS 22/4/7 - 18/7/8 14/6/13 15/4/14 20/6/7 31/0/2 24/3/6
MIFS-U 15/14/4 8/7/18 - 5/11/17 8/5/20 17/8/8 30/0/3 19/4/10
mMIFS-U 20/8/5 13/6/14 17/11/5 - 9/6/18 18/5/10 30/0/3 22/3/8
CMIM 24/4/5 14/4/15 20/5/8 18/6/9 - 21/4/8 29/1/3 24/3/6
SU 12/10/11 7/6/20 8/8/17 10/5/18 8/4/21 - 29/0/4 19/5/9
DDC 5/0/28 2/0/31 3/0/30 3/0/30 3/1/29 4/0/29 - 14/0/19
CR 11/2/20 6/3/24 10/4/19 8/3/22 6/3/24 9/5/19 19/0/14 -

most cases. Contrastively, the priority order, from the viewpoint of classification
performance, is CMIM, MIFS, mMIFS-U, MIFS-U, MI, SU, CR and DDC.

Performance of selected feature. To characterize the selected features in-
duced by different selectors, we conducted experiments on four datasets (i.e.,
Arrhythmia, Musk clean1, Spectf-total and Spambase) whose least amount of se-
lected features is larger than twenty. The experimental mode is the same with
above, and the results are shown in Figure 1, where the accurate rate is the
average value of three classifiers over three times.

(a) Arrhythmia (b) Musk clean1

(c) Spambase (d) Spectf-total

Fig. 1. Accuracy vs. different numbers of selected features on four UCI datasets

As illustrated in Figure 1, the CR selector is worse than others in the Arrhyth-
mia and Musk clean1 datasets, while DDC loses its superiority and becomes the
last one in the later two datasets. This also means that these two selectors have
relatively poor performance. For the rest selectors, CMIM, mMIFS-U and MIFS
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work well and outperform others in these four datasets. If these selectors are
grouped into three levels, then CMIM, mMIFS-U and MIFS belong to the first
level, while CR and DDC are the last one.

5 Conclusions

This paper firstly provides an unified framework of MIFSAs, and then introduce
a general information criterion for MIFSAs. After that, the relationship between
this criterion and other information metrics in the state of the art of filter MIF-
SAs has been discussed. Moreover, an experimental comparison of eight popular
filter MIFSAs has been conducted on thirty-three benchmark datasets. The ex-
perimental results signal that there is no single approach outperforming others
for every scenario. The rationale is that each MIFSA has its characteristics and
its working way is determined by many aspects. Even so, the experimental results
give us several good indications. For example, CMIM has the most powerful and
stable performance over other methods we considered on the whole. Meanwhile,
some methods such as DDC and CR are relatively poor. If training time is not
a problem, however, CMIM, mMIFS-U and MIFS are perhaps better choices.
Otherwise, SU and MI seem to be good candidates.

From evaluation criterion, one may notice that information entropy in up-to-
date methods is estimated on the whole sampling space, which is determined
once it has been given. This means that their values are invariable throughout
the selection procedure. However, this can not exactly represent the relevance
between features when the selection procedure continues to work, because for
instances which can be identified by selected features, any candidate feature is
redundant or irrelevant. Moreover, if a feature is important, it would be selected
by these MIFSAs several times simultaneously. Hence, our future work will be
conducted on solving these issues by using other strategies, such as ensemble or
boosting, to choose features in virtue of their own characteristics.
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Abstract. Orthogonal arrays are very important combinatorial objects
which can be used in software testing and other areas. Mathematical
methods for constructing such arrays have been studied extensively in
the past decades. In contrast, computer search techniques, in particular
exhaustive search methods, are rarely used to solve the problem. In this
paper, we present an algorithm which finds orthogonal arrays of given
sizes or shows their non-existence. The algorithm is essentially a back-
track search procedure, but enhanced with some novel symmetry break-
ing (isomorphism elimination) techniques. The orthogonal array is gen-
erated column by column, and the constraints are checked by an efficient
SAT solver or pseudo-Boolean constraint solver. We have implemented
a tool called BOAS (Backtrack-style OA Searcher) using MiniSat and
PBS. Experimental results show that our tool can find many orthogonal
arrays quickly, especially those with strength higher than 2.

1 Introduction

The concept of orthogonal arrays, since introduced by C. R. Rao (1947), plays
an important role in factorial designs in which each treatment is a combination
of factors at different levels. Roughly speaking, an orthogonal array (OA) of
strength t is an array with the property that all the ordered combinations of t
symbols from different columns occur equally often in rows. As a combinatorial
design with beautiful balancing property, OA has long been the interest of math-
ematicians. In addition, OAs are also frequently used in industrial experiments
for quality and productivity improvement.

In recent years, OAs have also attracted the attention of researchers and en-
gineers in software testing [3]. The Orthogonal Array Testing Strategy (OATS),
a technique employing OA to represent uniformly distributed variable combina-
tions, is very useful for integration testing of software components. It has been
adopted by big companies like AT&T [12] and Motorola [9].

There are many mathematical results about OAs, either dealing with their
construction or proving their non-existence given some parameters. However,
� This work is partially supported by the National Natural Science Foundation of
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these mathematical results do not cover all cases. Sometimes we can only resort
to computer search. So far, computer search methods for finding OAs have not
received much attention. In this paper, we propose an exhaustive search method
for finding OAs of given sizes. It integrates an efficient solver for the Boolean
SATisfiability problem (SAT solver) and a solver for pseudo-Boolean constraints.
In addition, it employs several novel symmetry breaking (isomorphism elimina-
tion) techniques. Experimental results show that the algorithm performs quite
well in many cases, especially for finding OAs with high strengths.

The paper is organized as follows. In Section 2, we give a brief introduction to
OAs. Then the search algorithm is presented in Section 3. In Section 4, we pro-
pose several heuristics for eliminating isomorphism. In Section 5, we give some
experimental results. Finally, we discuss related works and possible improve-
ments to our approach. Due to space limitation, we omit the detailed proofs for
theorems and propositions. They can be found in our technical report [11].

2 Orthogonal Arrays

An orthogonal array (OA) of run size N , factor number k, strength t can
be denoted by OA(N, s1, s2, . . . , sk, t). It is an N × k matrix satisfying:
1. There are exactly si symbols appearing in each column i, 1 ≤ i ≤ k.
2. In every N × t sub-array, each ordered combination of symbols from the t
columns appears equally often in rows.

We refer to si as the level of factor i. When the levels of an OA are not all
equal, we also call it a mixed orthogonal array (MOA). By combining equal
entries in {si}, we may represent an OA(N, s1, s2, . . . , sk, t) in the shortened
form OA(N, sa1

i1
.sa2

i2
. . . , t), where the exponents a1, a2, . . . indicate the number

of factors at level si1 , si2 , . . . , respectively. For instance, an OA(16, 4, 2, 2, 2, 3)
can also be written as MOA(16, 4.23, 3). In the following sections, we use the
terms “run” and “row”, “factor” and “column” interchangeably.

The symbols in an OA can be chosen arbitrarily, for example, a, b, c, . . . But
conventionally, we often use the natural numbers 0, 1, 2, . . . A simple example is
given in Figure 1. It is an instance of OA(8, 24, 3). In each 8× 3 sub-array, each
ordered combination of symbols (e.g., 〈1, 0, 1〉) occurs exactly once.

OAs could be constructed by various mathematical means, e.g., Hadamard
construction, juxtaposition, splitting, zero-sum, etc. There are also some bounds
of parameters concerning the existence, the most famous among those being
Rao’s generalized bound. For more details, one could refer to [5] or [7]. OAs of
strength 2 have been studied extensively mainly through such methods. Brouwer
et al. [4] discussed OAs of strength 3 and small run sizes in a similar way. As for
OAs of higher strengths, there seem to be much fewer results.

3 The Search Procedure

We apply exhaustive search techniques to find (M)OAs of given sizes. The frame-
work of our approach is described in this section.
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3.1 The Basic Procedure

The approach is based on backtracking search, finding the orthogonal array
column by column. It can be described as a recursive procedure like the following.

bool Colsch(j){
cons = CONS_GEN(j, oaSol);
while(true){
column = SOLVE(cons);
if(column == null) return FALSE;
APPEND(column, oaSol);
if(j == k) return TRUE;
if(Colsch(j+1)) return TRUE;
add NEGATE(column) to cons;

}
}

Suppose we are processing column j and represent the obtained partial so-
lution by oaSol. The function CONS GEN obtains some constraints (denoted by
cons in the pseudo-code) which are both necessary and sufficient for the current
column to be consistent with the OA definition. Then the function SOLVE resorts
to a pseudo-Boolean constraint solver or a SAT solver to find a solution (denoted
by column). If there is no solution for the current column, the algorithm has to
backtrack to the previous column and try another solution; otherwise the re-
cently found column is added to the partial array oaSol by the function APPEND.
When all the k columns are generated, a solution is obtained and the function
returns TRUE. If the array is not completed, the procedure is executed recursively.

Our algorithm integrates a satisfiability checker as a search engine for solving
part of the problem. The checker might be called a number of times, to find
different solutions to a column. In the pseudo-code, the negation of the current
solution, obtained by the function NEGATE, is added to the input file cons to
guide the checker to find new solutions to the column.

One might wonder why we do not ask the satisfiability checker to do the
whole search. The reason is that if an OA specification is directly encoded into
SAT, there would be too many variables and clauses. It is difficult to describe
the unique distribution of different symbol combinations in every t columns. Of
course, if each symbol combination appears exactly once, there is an easy way.
For example, k mutually orthogonal Latin squares of order N are equivalent to
OA(N2, Nk+2, 2) and SAT solvers have been applied directly to the problem
in the literature [2]. Efficiency is another issue. In Section 3 of reference [17], a
direct SAT encoding of covering arrays is discussed, and it is reported that much
time is needed to solve some small cases even after symmetry breaking.

In the next subsection, we shall discuss a trick which allows us to determine
the first t columns of oaSol. Thus the search procedure begins at column t+ 1,
and the first call of the recursive function is Colsch(t+1).
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3.2 Preprocessing

Without loss of generality, we can assume in an OA problem (N, s1, s2, . . . , sk, t),
the levels s1, s2, . . . , sk are sorted in non-increasing order. Noticing the fact that
in the first t columns all combinations of s1, . . . , st symbols should appear λ =

N
s1×···×st

times, we can generate the first t columns directly by enumerating all
possibilities, each of which λ times. We call the generated partial array init-
block. For example, the 8 × 3 sub-array formed by the first three columns of
Figure 1 is an init-block.

3.3 Constraint Generation

Assume that we have constructed m columns (m ≥ t). How can we generate the
constraints for column m+ 1? Our method is based on an observation in [7]:

Remark 1. An OA(N, s1, s2, . . . , sk, t) is also an OA(N, s1, s2, . . . , sk, t− 1).

If we extract t− 1 columns (denoted by Ci1 , Ci2 , . . . , Cit−1) from the matrix and
partition the row numbers by the row vectors, i.e. putting the row numbers into
the same set if the row vectors are identical, we can get si1 ×· · ·×sit−1 mutually
exclusive sets of equal size. We call each set of the partition a p-set induced by
the sub-array.

Example 1. Consider the OA in Figure 1. The state of p-set stack after the
init-block is constructed is shown in Figure 2. For each 8 × 2 sub-array in the
init-block, there are four p-sets induced. More specifically, the p-set {4, 8} is
induced by the sub-array of column 2 and column 3 because row 4 and row 8 in
the sub-array share the same row vector 〈1, 1〉, and so on. Similarly, for column
1 and column 2, if we examine the rows of the 8× 2 sub-matrix, we can get the
partition {{1, 2}, {3, 4}, {5, 6}, {7, 8}}.

0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1

Fig. 1. OA(8, 24, 3)

Column P-set

2 3 {4, 8} {3, 7}
{2, 6} {1, 5}

1 3 {6, 8} {5, 7}
{2, 4} {1, 3}

1 2 {7, 8} {5, 6}
{3, 4} {1, 2}

Fig. 2. Stack of p-sets

Theorem 1. An N × (m+1) matrix is an OA(N, s1, . . . , sm+1, t) iff the matrix
formed by its first m columns is an OA(N, s1, . . . , sm, t), and for each N×(t−1)
sub-array of the first m columns, the sm+1 symbols in column m+ 1 are equally
distributed within the rows in each p-set induced by the sub-array.

According to Theorem 1, firstly we should calculate all p-sets induced by all
N × (t−1) sub-arrays from the first m columns, then the constraints for column
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m + 1 can be obtained directly. At each search step we may add the p-sets
incrementally to a stack so as to avoid recomputation.

3.4 Translation to Boolean and Pseudo-boolean Constraints

Once all the p-sets are computed, it’s easy to translate the constraints to CNFs
as an input file for the SAT solver. Suppose we are processing column m+ 1. For
an arbitrary p-set T , each of the sm+1 symbols from column m+ 1 should appear
|T |

sm+1
times in the rows of T , where |T | is the cardinality of T . In other words, each

symbol must not appear |T |
sm+1

+ 1 times or more. This constraint can be directly

translated to logic formulas. For each X ⊆ T , |X | = |T |
sm+1

+ 1, we add:∧
0≤i<sm+1

(
∨

j∈X
vj = i)

where vj denotes the symbol in row j, column m + 1. The constraints are then
expressed by the conjunction of all the CNFs.

For a p-set T , the above translation would generate (|T |
|X |)×sm+1 CNFs. When

the factor level sm+1 is small and T is large, the input file for SAT solver can be
huge. So we present another encoding of the constraints which is more compact:
translating to pseudo-Boolean constraints.

A pseudo-Boolean (PB) constraint is an equation or inequality between poly-
nomials in 0-1 variables. A linear PB clause has the form:

∑
ci · Li ∼ d, where

ci, d ∈ Z, ∼∈ {=, <,≤, >,≥}, and Lis are literals. The constraint of a p-set is
naturally represented by the following PB clauses:∧

0≤i<sm+1

∑
j∈T

Pj i =
|T |

sm+1

where Pj i denotes the proposition vj = i. In this way a p-set would generate
only sm+1 PB clauses.

4 Exploiting Symmetries

For a constraint solving problem, a symmetry is a one to one mapping (bi-
jection) on variables that preserves solutions and non-solutions. We say two
solutions are isomorphic if there is a symmetry mapping one of them to the
other. Since isomorphism is caused by symmetry, in the remainder of the paper,
we use symmetry breaking and isomorphism elimination without distinction.

Obviously two orthogonal arrays with the same parameters are isomorphic if
one can be obtained from the other by a finite sequence of row permutations,
column permutations and permutations of symbols in each column. For example,
Figure 3 illustrates two isomorphic OAs. It is better to eliminate isomorphism
while searching for solutions as the whole search space is too redundant.

To eliminate isomorphism caused by permutations of rows and columns, a di-
rect way is to introduce some order to fix the rows and columns. In a 2D-matrix,
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0 0 0 0
0 0 0 1
0 1 1 0
0 1 1 1
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1

0 0 1 0
0 0 0 0
0 1 1 1
0 1 0 1
1 0 1 1
1 0 0 1
1 1 1 0
1 1 0 0

�

1.Swap column 3 with column 4;
2.Permute symbol ’0’ and ’1’ in column 3

Fig. 3. Two isomorphic instances of OA(8, 24, 2)

each row (column) can be viewed as a vector. The rows (columns) are lexico-
graphically ordered if each row (column) is lexicographically smaller (denoted by
≤lex) than the next (if any). Flener et al.[8] found that lexicographically ordering
both the rows and the columns can break symmetries efficiently, while bringing
in only a linear number of constraints. In our approach, we take this conclusion,
adding the constraints that the matrix should be lexicographically ordered along
both rows and columns. For MOAs, column lexicographic order is only imposed
on the columns with the same factor levels.

Example 2. Figure 4 demonstrates three solutions of MOA(12, 3.24, 2). A and
B are lexicographically ordered along both the rows and the columns. Matrix C
does not satisfy the lexicographic order since the third column �≤lex the fourth
column, thus C would not be encountered in the search process.

In the following we will introduce two other symmetry breaking techniques.
It can be easily proved that all these techniques could be combined to guide
searching without losing any non-isomorphic solution [11].

4.1 Symbol Symmetries

There are symbol symmetries in the OA problem too. Assume that we are pro-
cessing the column X = 〈x1, x2, . . . , xN 〉 and the column has s distinct sym-
bols:{0,1,. . . ,s−1}. Permutations of these symbols would generate s!−1 symme-
tries. In constraint programming symbol symmetries are also called symmetries
of indistinguishable values, which can be tackled by imposing value precedence
[14,10]. Our idea to break symbol symmetry is essentially the same. For each
column vector in the isomorphic class, we can transform it to be lexicograph-
ically smallest by relabeling all the symbols, forcing their first appearances to
be in an increasing order. In fact, the scope of their first appearances can be
narrowed from {1,2,. . . ,N} to {1,. . . ,l}, where l = N

s1×···×st−1
. Because after the

preprocessing, in the first t− 1 columns, the zero vector appears from row 1 to
row l and the p-set {1,. . . ,l} is induced. All symbols in X would occur in the
rows of a p-set. Formally, for all 1 ≤ j < l, 0 ≤ p < q ≤ s− 1, we add

(
∧

1≤i<j

(xi �= p ∧ xi �= q))→ xj �= q (1)
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The formulas imply that for any two symbols p, q (p < q), the first appearance
of q must not precede that of p in a column.

This trick is similar to the Least Number Heuristic (LNH) [18] essentially,
except that, while LNH just needs to keep a variable to represent the largest
value used in the assignments, here we add some propositional formulas.

Proposition 1. A column of OA can be transformed to satisfy Formula (1).

4.2 Filter

In this subsection we introduce a technique called Filter that can eliminate a
class of symmetries, which arise from the automorphisms of init-block. If we
permute the symbols in the init-block of an OA, reconstruct the init-block by
swapping rows, we can always get another solution by performing some other iso-
morphic operations outside the init-block. We call this transformation procedure
init-block reconstruction. The newly obtained array has the same init-block,
satisfies all constraints of lexicographic order and symbol symmetry breaking,
hence would be a solution to be discovered by the program.

We say two OAs are symmetric with respect to (w.r.t.) an init-block
reconstruction if one is obtained from the other through this reconstruction.

Example 3. In Figure 4, we can obtain Matrix B from A by performing the
following init-block reconstruction:

1. Permute symbol ‘0’ and ‘1’ in the first column.
2. Swap rows 1, 2, 3, 4 with rows 5, 6, 7, 8 respectively.
3. Permute symbol ‘0’ and ‘1’ in the last column.

After step 2, the init-block is unchanged. However, the last column of Matrix
A is converted to 〈100101101010〉, contradicting Formula (1) which specifies that
symbol ‘0’ must precede ‘1’. Step 3 is then performed to adjust the matrix and

0 0 0 0 0
0 0 1 1 1
0 1 0 1 1
0 1 1 0 0
1 0 0 0 1
1 0 0 1 0
1 1 1 0 0
1 1 1 1 1
2 0 1 0 1
2 0 1 1 0
2 1 0 0 1
2 1 0 1 0

(A)

0 0 0 0 0
0 0 0 1 1
0 1 1 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 0 1
2 0 1 0 0
2 0 1 1 1
2 1 0 0 0
2 1 0 1 1

(B)

0 0 0 0 0
0 0 1 0 1
0 1 0 1 0
0 1 1 1 1
1 0 0 1 1
1 0 1 1 0
1 1 0 0 0
1 1 1 0 1
2 0 0 1 1
2 0 1 0 0
2 1 0 0 1
2 1 1 1 0

(C)

Fig. 4. Three Instances of MOA(12, 3.24, 2)

0 0 c1
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Fig. 5. Filter
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we get Matrix B, which satisfies all symmetry breaking constraints. Therefore,
A and B are symmetric w.r.t. the init-block reconstruction.

For an OA(N, s1, s2, . . . , sk, t), there are s1!×s2! · · · st!−1 symmetries caused
by init-block reconstructions except for the identity mapping. To break all these
symmetries, it can be costly, because there are too many swappings and permu-
tations to perform. We will introduce an approximate way to solve this problem.
It is based on the following observation:

Suppose two matrices Ma and Mb are both OAs of (N, s1, s2, . . . , sk, t). We
only focus on column t + 1. If st+1 > st+2, column t + 1 cannot be exchanged
with the following columns; For cases st+1 = st+2, we can still fix column t + 1
by supposing the symbols in column t + 1 are special. Hence if column t + 1 of
Ma and column t+ 1 of Mb can’t be obtained from each other by any init-block
reconstruction, then the whole matrices Ma and Mb are not symmetric w.r.t.
init-block reconstruction.

Once a symmetry caused by init-block reconstruction has been broken in
column t+1, it is prevented from spreading to the following columns. Breaking up
symmetries in the column beyond the init-block is like setting a filter. To break
such symmetries, we just add to column t+1 a few constraints which are obtained
according to the regularity of the init-block. We name this set of constraints
Filter. Filter can not break all symmetries w.r.t. init-block reconstruction, but
it can eliminate enough isomorphisms, yet the extra cost is negligible.

Now we describe how to set a Filter. For 1 ≤ i ≤ t, denote the sub-vector
of column t + 1 corresponding to symbol j in column i by Ci,j . To prevent
symbol permutations in column i in the init-block, we can force the sub-vectors
of column t+ 1 corresponding to the symbols lexicographically ordered, i.e.,∧

0≤j<si−1

Ci,j ≤lex Ci,j+1 (2)

Take the case MOA(12, 3.24, 2) for example. Suppose after preprocessing, the
init-block is constructed and column t+1 is represented by 〈c1, c2, . . . , c12〉, as il-
lustrated in Figure 5 (Ck

i,j represents the kth segment of Ci,j .). To prevent symbol
permutations in the first column, we add 〈c1, c2, c3, c4〉 ≤lex 〈c5, c6, c7, c8〉 ≤lex

〈c9, c10, c11, c12〉. Similarly, for the 2nd column, we have 〈c1, c2, c5, c6, c9, c10〉 ≤lex

〈c3, c4, c7, c8, c11, c12〉. The third column of matrix A does not satisfy the first
constraint since 〈0101〉 �≤lex 〈0011〉, thus would not be encountered during the
search. The third column of B satisfies the two constraints.

Proposition 2. An OA can be transformed so that column t + 1 satisfies the
constraints of the Filter.

Proof. For each i, j (1 ≤ i ≤ t, 0 ≤ j < si−1) contradictingFormula (2), adjust the
matrix in this way: swap all those rows intersecting with the vectorCi,j with those
intersecting with Ci,j+1 accordingly, i.e., for each r that appears as a subscript in
the vector Ci,j , exchange row r with row r + N

li×si
, then exchange symbol j with

symbol j+1 in column i to reconstruct the init-block. Each adjusting step makes
column t + 1 lexicographically smaller while preserving the init-block. Since the



Finding Orthogonal Arrays Using Satisfiability Checkers 255

column vector has a lexicographic lower bound, the procedure will come to an end.
Finally all the constraints of the Filter are satisfied. �

5 Experimental Results

The OA searching tool BOAS (Backtrack-style OA Searcher ) was implemented
in the C programming language and integrated with the SAT solver MiniSat
2.0 beta [6] and the pseudo-Boolean constraint Solver PBS v2.1 [1]. We ran the
program on an Intel 1.86GHZ Core Duo 2 PC with Fedora 7 OS.

To study the benefits of the symmetry breaking strategies, we carried out some
experiments and asked BOAS to search the whole space to find all solutions. The
numbers of loops and solutions are then compared. One loop means a successful
assignment of values to the current column or concluding that there’s no solution
to the column. The efficiency of symbol symmetry breaking constraints is shown
in Table 1. We can see that these constraints perform well for all level factors. For
most of these cases, the program runs faster when using MiniSat as the search
engine than using PBS, as can be revealed in Table 1. Therefore in Table 2 only
the running times for MiniSat are listed, so as to make the table clear. Since
there are always too many symmetries, when one technique is being tested, the
others are enabled by default.

Table 1. Efficiency of Symbol Symmetry Breaking

OA Breaking Symbol Symmetry?
No Yes

Loop Solution Time (s) Loop Solution Time (s)
MiniSat PBS MiniSat PBS

(18, 36, 2) 71237 41239 81.88 87.35 4116 922 14.90 18.06
(32, 4.27, 3) 17503 2958 9.98 13.85 2841 199 2.14 3.13
(64, 44.26, 3) 5312 192 1.57 3.25 707 3 1.08 1.07
(64, 46, 3) 800 576 1.38 3.15 133 1 0.76 1.11

Table 2. Efficiency of Filter

OA Use Filter?
No Yes

Loop Solution Time (s) Loop Solution Time (s)
(16, 215, 2) 327396 74 111.76 319776 74 90.73
(32, 4.27, 3) 5517 597 7.40 2841 199 2.14
(40, 5.26, 3) 6522 504 73.59 2976 144 27.88
(56, 14.24, 3) 3432 0 252.78 2 0 0.12
(60, 5.3.22, 3) 720 719 19.14 11 10 0.00
(64, 44.26, 3) 25452 108 201.33 707 3 1.08

(128, 8.4.23, 4) - > 8000 - 11 10 0.00
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Table 2 shows the influence of Filter. From the table we can see that this
strategy is more effective for OAs with large factor levels in the init-block, for
example, the case (56, 14.24, 3). When factor levels are large, there are more sym-
bol permutations, resulting in more symmetries w.r.t. init-block reconstructions.
The Filter strategy can eliminate enough of them.

Finding a Single OA

Now we see how our tool BOAS performs when we just want to find one solution.
We concentrate on the OA cases with strengths no smaller than 3. As a result
of space limitation, we just list some of them in Table 3. Many smaller cases
which can be constructed in less than 0.01 second are omitted. The strength 3
cases with run sizes no more than 64 are from [4], and most of the non-existence
results discussed in the paper can also be verified. The cases listed in Table 3
(A) all have solutions. For cases with strengths higher than 3, we have not seen
any survey so far, so we also provide some conclusions for non-existence cases.
“Para” stands for “Parameters”, and ‘-’ means no result was obtained within
the time limit of 2 hours.

From the table we can see that for most cases that have solutions, BOAS
can find one solution in about one minute, either with MiniSat or PBS, thus
would be helpful in practice. PBS outperforms MiniSat in finding first solutions
generally, however, when exploring the whole space, MiniSat may do better. This
is probably because the efficiency of MiniSat is more stable as the number of
clauses grows.

Table 3. Running Time to Find First Solution

t N Para Time (s)
MiniSat PBS

3 48 6.27 0.27 0.01
3 48 4.3.24 0.02 0.00
3 48 4.211 42.33 0.02
3 56 14.23 0.03 0.03
3 56 7.26 2.47 1.03
3 64 16.23 0.15 1.14
3 64 8.4.24 8.15 0.00
3 64 46 0.09 1.11
3 64 45.22 0.09 1.10
3 64 44.26 0.01 0.02
3 64 43.28 150.47 510.71
3 72 32.212 - 89.04
3 81 310 - 12.14
3 81 9.34 0.00 0.00
3 96 6.42.26 - 1150.00
3 108 35 1.17 3.06

(A)

t N Para Exists Time (s)
MiniSat PBS

4 64 4.26 YES 0.02 0.00
4 64 4.27 NO 3.21 11.65
4 64 28 YES 0.05 0.01
4 64 29 NO 99.66 97.58
4 80 27 NO 9.00 3.08
4 128 8.26 YES 20.15 0.31
4 128 8.4.24 NO 5.13 1.02
4 128 43.23 YES 0.00 0.05
4 128 43.24 NO 12.30 23.84
4 162 35.2 YES 0.01 0.00
4 162 36 NO 4003.05 4257.00
4 243 37 YES 227.03 110.28
5 128 29 YES 0.21 0.02
5 128 210 NO 870.06 868.73
5 160 5.26 YES 0.06 0.01
5 160 5.27 NO 645.59 1369.28

(B)
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6 Related Works

In the last ten years, a few efforts have been made to develop algorithms for con-
structing OAs. Yamamoto et al. [16] proposed a constructive methodology. It is
based on an algorithm obtaining modular representation vectors of an OA. The
methodology is complex and restricted to pure-level OAs. It lacks implementa-
tion details. Xu [15] gave an approximate algorithm for constructing OAs and
NOAs (nearly orthogonal arrays) through optimization of certain combinatorial
criteria. His program can find solutions to some OAs of strength 2 and small
runs with high probability, but for higher strengths, the chances seem slight.

Another trend in OA searching is employing global optimization algorithms
such as simulated annealing, thresholding accepting and genetic algorithms.
However, as discussed in [15], they are slow in convergence for the OA problem,
failing to produce some OAs with quite moderate parameters. What is more,
most of the algorithms mentioned above are inexact in the sense that they do
not guarantee to provide a solution or draw the negative conclusion. In contrast,
an exhaustive searching algorithm can always give a definite answer provided
that there is enough memory and running time.

Snepvengers [13] developed a parallel implementation of an enumeration al-
gorithm. In his program, isomorphisms are eliminated dynamically. Each time a
new column is generated, all isomorphic operations are examined to get the lex-
icographically smallest solutions, therefore all isomorphisms can be eliminated.
However, it may take a long time to perform isomorphism checking, and the
largest factor level is restricted to 10. The parallel program was executed on a
CRAY super-computer, and the running times were measured in hours. It is not
convenient to compare our tool with that program directly. But it seems that
we can solve some cases that are quite difficult. For example, to solve the case
(96, 6.42.26, 3), the parallel program ran on 16 processors for 6 days, but no re-
sult was obtained. Our program BOAS can find one solution in twenty minutes.
In [13] OA(64, 42.25, 3), OA(64, 4.28, 3), OA(108, 4.34, 3) and OA(108, 35, 3) are
claimed to be new results. It took their parallel program from 26.76 hours to
934.10 hours on a dozen of processors to obtain the results, while we can find
these OAs within seconds. However, we feel it a bit unfair to perform such com-
parison since they aim at finding all non-isomorphic solutions (although they
failed in three cases), while we try to find only one solution.

The cell-by-cell method for finding Covering Arrays (CAs) presented in [17]
can also be extended to search for OAs. Currently we are investigating how to
incorporate some of our symmetry breaking techniques into the framework.

7 Conclusion

As we mentioned in the Introduction, OAs (and MOAs) are quite important in
combinatorics, and they also find applications in various areas such as software
testing. It is desirable to have efficient tools for finding them. On the other
hand, searching for such combinatorial objects poses interesting and challenging
questions for automated reasoning research.



258 F. Ma and J. Zhang

In this paper we proposed a framework for finding (M)OAs, which uses auto-
mated reasoning and constraint solving technology. And we also proposed some
new symmetry breaking techniques for speeding up the search process. Our ap-
proach is a universal method in the sense that there is no restriction on the given
parameters and that we can always get a conclusion after the search is completed.
The experimental results show that our program is effective in solving cases with
strengths higher than 2. The reason is that, in general the problems with more
constraints are easier to solve for constraint solvers. They can take full advantage
of constraint propagation techniques. But these cases (with high strengths) are
more difficult for traditional mathematical methods.

The symmetry breaking techniques are quite effective in general. The SAT
solver also contributes to the high efficiency of our program. But when the factor
levels s1, s2, . . . , sk are too small as compared with the run size N , we may get
a large number of propositional clauses. Using PBS adds a level of modularity
and makes it easier to program.

In the future, we will look further into various techniques, including more
complete symmetry breaking, stronger constraint propagation, parallelization,
direct search methods as well as mathematical results. We believe that they can
be combined effectively. And we plan to implement a more powerful tool for
finding (M)OAs.
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Abstract. We present a new approach to detect abbreviations given a
root expression. The method is based on a statistical model combining
two internal models: a generation and a verification model. The statis-
tical model accounts for both the validity of abbreviations as a char-
acter sequence generated from a root (as learnt from the collection of
abbreviation-root pairs) and their social validity, indicating how they
are really used in the world (as obtained from a web search engine).
The experimental results showed that our method outperforms tradi-
tional template-based methods. Specifically, using co-occurrence in the
verification model yielded the best performance in our method.

1 Introduction

Technologies for identifying names have recently become a topic of interest for
web services. Among them, those that detect the relation between a name and its
abbreviations have received the most attention. Information about the relation
can be used in many situations: for example, if someone wants to find information
about (Purei-Suteisyon-Surii1, Play Station 3), the
search engine should return documents that include not only

but also its abbreviation (“Pure-Sute-
Surii”). In this paper, we present a new method of detecting abbreviations from
an original expression in Japanese.

We define an abbreviation as a shortened form of an original expression (called
a root) that has the same meaning as the root. There are many types of ab-
breviations in Japanese: (Tou-Dai) from (Toukyou-Daigaku,
Tokyo University)) where the first character from each word is extracted (called
an acronym), (Komi-Ke) from (Komikku-
Maaketto, comic market) where a character in the middle of one of the words
is used, and (Rearu) from (Rearu-Madoriido, Real
Madrid) in which no characters from the second word are used.

1 We append pronunciations for Japanese examples in alphabetical characters and
represent the word boundaries of compound nouns by “-”.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 260–272, 2008.
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There have been many studies on methods of detecting acronym-root pairs[1]
[2][3][4]. Acronyms are abbreviations that are formed using the initial letters of
each word in a root. Most methods first detect acronym candidates in texts and
then try to find root candidates from the text around the acronym candidates.
Therefore, they assumed that abbreviations and their roots can be extracted
from the text and that the extraction can be based on abbreviations as keys.

We think the latter assumption might not be applicable to Japanese. It is
difficult to detect abbreviation candidates in Japanese texts because Japanese
texts have no word boundaries and Japanese abbreviations have no obvious
surface characteristics, such as using only upper case letters. These problems are
also found in other languages, e.g. Chinese. Moreover, limiting the extraction of
roots and their abbreviations to cases from within a text degrades coverage.

Therefore, we present a new approach to detect abbreviations given a root.
The method is based on a statistical model combining two internal models. The
respective models try to model the following information:

1. How natural the character sequence of an abbreviation is which is generated
from the character sequence of a root, and

2. To what degree an abbreviation is socially recognized as a root.

Therefore, our statistical model accounts for both the validity of abbreviations
as a character sequence generated from a root (as learnt from the collection of
abbreviation-root pairs) and their social validity indicating how they are really
used in the world (as obtained from a web search engine).

We think an approach based on a statistical model has at least the following
merits:

– Based on the statistical model learnt from the collection of abbreviation-
root pairs, we can acquire abbreviation-root pairs for known roots (existing
names), but also find abbreviations for currently unknown roots (newly cre-
ated names).

– An inputted root might not have any abbreviation or have several abbrevia-
tions. Since our method can yield abbreviations together with probabilistic
scores for them, we expect that the appropriate number of abbreviations can
be outputted for an inputted root by setting a suitable threshold.

Although we mainly experimented with Japanese abbreviations in this paper,
we think that our approach can also be applied to abbreviations in other lan-
guages, such as English. English abbreviations are sometimes more complex than
acronyms. For example, abbreviations, such as portmanteaus, are not formed
only with uppercase letters (e.g. “Interpol” for “international police”), and ab-
breviations sometimes consist of multiple-word expressions (e.g. “Led Zep” for
“Led Zeppelin”).

2 Related Work

As mentioned above, there have been many methods for detecting English
acronym-root pairs by extracting them from documents [1][2][3][4]. Most
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methods started by detecting acronym candidates in texts. Then, they searched
for root candidates from the text around the acronym candidates. In the search for
root candidates, they used templates such as acronym + “(” + root + “)” [1][2],
edit distance[3], and machine learning[4].

Chang’s group presented an approach similar to ours for detecting Chinese
abbreviations[5][6]. Their work is similar to ours in the following points: 1) There
are common problems between Japanese and Chinese abbreviations. First, there
are no word boundaries in Japanese and Chinese text, which makes it difficult
to use the above-mentioned extraction approaches for acronyms. Moreover, the
ways of abbreviating Chinese and Japanese are similar, especially in that abbre-
viations are constructed with Kanji characters (though Japanese abbreviations
also use Hiragana and Katakana characters). 2) Both Chang’s group and our
group use a statistical model, though their purpose is different: their approach
is for “expanding”, whereas and ours is for “abbreviating”.

In spite of theese similarities, we think there are some important differences
between the two approaches. One is the purpose of using the statistical model.
As mentioned in section 1, since abbreviation candidates are difficult to detect
in Japanese and Chinese texts, we think that abbreviations should not be the
processing trigger.

Another is the formulation of the transformation rules in the statistical model,
which we will describe later. As mentioned in the last section, since Japanese
uses three character types (Kanji, Hiragana and Katakana), it has more forms of
abbreviations than Chinese has. In Chang’s group’s work, rules were formulated
with surface characters, and no generalization was taken into account in them.
This sort of formulation might cause the rules in Japanese to become huge.
Furthermore, more rules will cause a combinatorial explosion in computational
cost.

Lastly, Chang’s group only dealt with a generation model. As we show in
the experiments, we believe that a verification model is necessary for modeling
abbreviations.

3 Characteristics of Japanese Abbreviations

In this section, we briefly describe the characteristics of Japanese abbreviations.
As mentioned in section 1, there are many forms of Japanese abbreviation. Some
typical examples are shown in figure 1.

First, abbreviations tend to be generated by extracting a sequence of charac-
ters from some words in a root. The extracted sequence of characters tend to
come from the beginnings of the words (a), c), d), e) and f) in figure 1). Next,
Japanese abbreviations are said to have a tendency for length. For example, if
an abbreviation is made up only of Katakana characters, it tends to be three to
five mora long2 (a), b), c), d) and f)). Moreover, as shown in a), c), and d),
four-mora Katakana abbreviations tend to be created by combining two-mora
2 The minimal unit of a syllable. In Japanese, mora are counted by the number of

vowels (a, i, u, e, o and n in Roman characters).
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Fig. 1. Examples of abbreviations appearing in
Japanese text

Fig. 2. Transformation Model

abbreviations. With Kanji characters, the length of an abbreviation tends to be
two to three characters e).

Furthermore, if the root consists of Katakana and the extracted sequence
includes the character “ ”3 or “ ”4 in the middle, the character is dropped in
the abbreviation c).

4 Overview of Our Method

4.1 Proposed Model

Our system receives a root and outputs its abbreviations in the order of prob-
abilistic score. The task to identify the most probable abbreviation (character
sequence) A for a root (word sequence) R is defined as follows:

A = arg max
A∗

P (A∗|R) = arg max
A∗

P (A∗, R)
P (R)

. (1)

In equation (1), P (A∗, R), meaning the relevance of A∗ to R, should be modeled
from the following two viewpoints:

1. How natural the character sequence of A∗ is which is generated from the
character sequence of R, and

2. To what degree the expression A∗ is socially recognized as the expression R.

As mentioned in the last section, four-mora Katakana abbreviations tend to be
created by combining two-mora abbreviations. Such tendencies can be learnt
with a statistical model from training data of abbreviation-root pairs. We call
the first model the ‘generation’ model and explain it in section 5.

The second viwepoint indicates how popular A∗ is when it has the same
meaning as R. To model this idea, we use a search engine to get the information
3 The specific character which expresses a short pause before the next sound.
4 The specific character which expresses prolonged sound.
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on word usage from the web. We call the second model the ‘verification’ model
and explain it in section 6.

Assuming these two models are independent, P (A∗, R) in equation (1) can be
expanded into the following:

P (A∗, R) � Pgen(A∗, R) ∗ Pver(A∗, R). (2)

Equation (1) can in turn be expanded into the following:

A � arg max
A∗

Pgen(A∗, R)
Pver(A∗, R)

P (R)
. (3)

4.2 System Flow

The following is the procedure of our system that outputs abbrebiations for an
inputted root.

1. Segment the root into a sequence of words by using the Japanese morpho-
logical analyzer Mecab5,

2. Generate abbreviation candidates with the generation model, and rank them
according to the scores of the model,

3. Apply the verification model to the top-N generated candidates, and rerank
them according to the combined scores of the generation and verification
models.

We need to use a web search engine for calculating the verification model. Since
the number of possible abbreviation candidates might be huge (approximately the
number of subsequences of characters of a root), it is unrealistic to calculate the
verification model for all candidates. Therefore, we take a two-step approach to
reduce the number of web searches. In the experiments described in section 7, we
chose the top 30 candidates for verification.

5 Generation Model

We use the noisy channel model as our generation model. The noisy channel
model is a popular statistical model for machine translation [7], text summa-
rization [8], etc. As the work on text summarization indicates, this model nat-
urally formalizes the process where a shortened sequence is obtained from the
original.

The generation model in equation (3) can be transformed into the following:

Pgen(A∗, R) = Pgen(A∗)Pgen(R|A∗). (4)

In equation (4), Pgen(R|A∗) is called a “transformation model” from A∗ to R,
and Pgen(A∗) is called a “language model” of the abbreviation that indicates
the appropriateness of A∗.
5 http://mecab.sourceforge.net/
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5.1 Transformation Model

indicates a probability where root R is generated from abbreviation A∗.
We model this generation process in two steps: expansion and insertion. Figure 2
shows a sample generation process for “ ”
(Chaarii-To-Chokoreeto-Koujou, Charlie and the Chocolate Factory6).

First, in the expansion step, each fragment of the abbreviation is expanded to
the corresponding word in the root. In the insertion step, the words in the root
which have no corresponding fragments in abbreviations are inserted to yield
the original root.

The two steps are each divided into two sub-steps: In the expansion step, front
and back characters are added to each fragment of the abbreviations (transfor-
mation from A to A’), and then is inserted if needed (transformation
from A’ to A”). In the insertion step, the positions for inserting words to yield
the root are first decided (transformation from A” to A”’), and the actual words
are then inserted at the positions (transformation from A”’ to R).

Assuming the transformation in each step is independent and each proba-
bility of the transformation is only dependent on the previous state, the whole
transformation process can be represented as follows:

P (R|A) � P (R|A′′′)P (A′′′|A′′)P (A′′|A′)P (A′|A). (5)

Expansion Step. In the first sub-step, that is the transformation of A to A’,
we model the tendencies when a fragment of the abbreviation is extracted from
a word in the root, as mentioned in section 3. We model the probability of this
sub-step as

P (A′|A) =
N∏

i=0

P (a′
i|ai) (6)

�
N∏

i=0

P (headnum, char|type, abbnum), (7)

where N is the number of fragments in the abbreviation, and ai and a′
i are

the fragments of A and A’, respectively. In equation (6), the probability of the
transformation is gotten by multiplying the probabilities of the transformation
for each fragment. Equation (7) is the generalized form of equation (6). The
elements in equation (7) are as follows:

– type: character type of ai (Hiragana, Katakana, Kanji, roman alphabetic,
numerals, or combination of these)

– abbnum: number of characters (or moras in the case of Hiragana and
Katakana characters) in ai

– headnum: number of characters added to the beginning of ai when ai is
transformed into a′

i

– char: characters added to the end of ai.

6 The title of a movie.

“ ” or “ ”

P (R|A∗)



266 N. Murayama and M. Okumura

As mentioned in section 2, since there are many types of Japanese abbreviations,
we think the generalization is inevitable.

In the example shown in figure 2, the probability of this sub-step is modeled
as follows:

The next sub-step, the transformation from A’ to A”, models the unique phe-
nomena concerning “ ” and “ ” that were described in section 3. We model
the probability of this sub-step as

P (A′′|A′) =
N∏

i=0

P (a′′
i |a′

i) �
N∏

i=0

P (wordch|type, abbch), (8)

where

–
–

In the example shown in figure 2, the probability of this sub-step is modeled as

| | | |

Insertion Step. In the insertion step, we model the words to be selected from
the root. The first sub-step, which indicates the transformation of A” into A”’,
models the position of the words to be selected in the root. The probability of
this sub-step is modeled as

P (A′′′|A′′) = P (beginning,middle, end|type, abbfragnum). (9)

The elements in equation (9) are

– type: character type in A”
– abbfragnum: number of fragments in A”
– beginning: number of words inserted at the beginning of A”
– middle: number of words inserted in the middle of A”
– end: number of words inserted at the end of A”.

In the example shown in figure 2, the probability of this sub-step is
modeled as

| |

The second sub-step, which indicates the transformation from A”’ into R, models
the insertion (selection) of words in the root. The probability of this sub-step is
modeled as

P (R|A′′′) =
∏

ri∈R−
P (ri|a′′′

i ) �
∏

ri∈R−
P (wordtype,wordnum|type, location). (10)

R− is a set of words in the root that have no corresponding fragments in the
abbreviation, and a′′′

i is an unknown word that is inserted in the above internal
step as the generalized expression of ri. The elements in equation (10) are
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– type: character type in A′′′

– location: insertion location of a′′′
i (beginning, middle or end)

– wordtype: character type in ri

– wordnum: number of characters in ri.

In the example shown in figure 2, the probability of this sub-step is modeled as

= P (Kana, 1 | Kana, middle)P (Kanji, 2 | Kana, bottom).

5.2 Language Model

P (A∗) in equation (4) indicates the appropriateness of abbreviation A∗. With
this model, we capture tendencies in the form of an abbreviation, as discussed
in section 3.

We define P (A∗) as

P (A∗) � P (type, length, fragnum)
∏
ai

P (fraglength, fragtype). (11)

The elements in equation (11) are

– type: character type in A∗

– length: number of characters (or moras) in A∗

– fragnum: number of fragments in A∗

– fragtype: character type of ai

– fraglength: number of characters in ai.

The first term in equation (11) contains the global information for the abbrevia-
tion, and the product contains information for each fragment of the abbreviation.

In the case of figure 2, the probability of the language model is calculated as
= P (Kana, 4, 2)P (2, Kana)P (2, Kana).

6 Verification Model

To detect “correct” abbreviations in the abbreviation candidates generated from
a root, it is necessary to verify whether they are actually used as the original
root. To implement the verification, we use a web search engine and calculate
the scores of association between an abbreviation and its original root. The
association can be modeled in two ways: by using similarity or by using co-
occurrence. The similarity of abbreviation-root pairs indicates whether the
abbreviation is considered to have the same meaning as the root, and the co-
occurrence of abbreviation-root pairs indicates whether the abbreviation tends
to co-occur with the root.

In the experiments in section 7, we used Yahoo! web search APIs[9] as the
web search engine and the top 50 retrieved snippets for calculating the similarity
or co-occurrence.

P( [?] [?])

P( )
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6.1 Modeling Similarity

When an abbreviation has the same meaning as its root, the pair will likely have
a similar context. To implement this idea, we compare snippets retrieved with
the abbreviation and ones retrieved with the root.

The verification model in equation (3) can be transformed into the following:

Pver(A, R)
P (R)

=
Pver(R|A)P (A)

P (R)
= Pver(R|A)

P (A)
P (R)

. (12)

Here, representing the total number of web documents as |D|, the number of doc-
uments that contain the abbreviation and the root as |A| and |R|, respectively,
the latter term in equation (12) can be transformed into the following:

P (A)
P (R)

=
|A|/|D|
|R|/|D| =

|A|
|R| . (13)

|A| and |R| can be calculated as the numbers of hits with queries A and R,
respectively. The verification model in equation (3) can finally be transformed
into the following:

Pver(A, R)
P (R)

= Pver(R|A)
|A|
|R| . (14)

We calculated Pver(R|A) as the generation probability of R from the language
model induced by A using the language-model approach proposed in [10].

P (R|A) � P (SR|SA) � (Πw∈SRPgen(w|SA))
1

|SR|

� (Πw∈SR

tf(w, SA)∑
w′∈SA

tf(w′, SA))
)

1
|SR| (15)

In equation (15), SR and SA respectively represent the sets of retrieved snippets
for R and A, and w and w′ indicate the words occurring in these sets. The
estimation of the language model from SA uses Laplace smoothing with 0.00001
as the value of δ.

6.2 Modeling Co-occurrence

The second model tries to capture the characteristics of an abbreviation fre-
quently co-occurring with its root in the same document. However, mere co-
occurrence in a document might not show that the abbreviation originates in
the root. Therefore, in our model, we take into account the distance between
the two expressions (abbreviation and its root) in a snippet, assuming that near
co-occurrence indicates a strong semantic relationship between the words.

The verification model in equation (3) can be transformed into the following:

Pver(A, R)
P (R)

�
distance(R, A) |R,A|

|D|
|R|
|D|

=
distance(R, A)|R, A|

|R| . (16)
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Distance(R, A), ranging from 0 to 1, was calculated as follows:

1. Use the top 50 snippets retrieved with a query of an abbreviation and its
root

2. Measure the distance between the abbreviation and the root in bytes in a
snippet

3. Average the distances for 50 snippets
4. Distance(R, A) is calculated as (100 - the average) / 100.

7 Experiments

7.1 Data Set

In this section, we explain our training/testing data set. The training data is the
set of correct abbreviation-root pairs used for training the transformation model
in section 5.1.

We used the template-based approach for collecting the training data. First,
we listed named entities in the Japanese version of Wikipedia7, such as names
of TV programs, books, movies, and bands, as root candidates. We prepared six
templates for acquiring abbreviation-root pairs in Japanese, such as “Root

Abbreviation”, which means “An abbreviation of Root is Abbrevia-
tion”. Then, we filled these templates with those named entities from Wikipedia
and made a search with the templates as queries by using Yahoo! web search
APIs. We used a simple method based on the DP-matching algorithm to extract
the abbreviation candidates from the snippets of the search results.

We used the entities gathered from Wikipedia on August 24th, 2007. The
number of entities was 167,429. Manual evaluation of the extracted abbreviation-
root pairs using the template-based method yielded 13,685 correct pairs. 13,359
correct abbreviation-root pairs were used for the training data, excluding pairs
selected as test data.

To prepare the test data, we selected the subset of the named entities by
random sampling. Ideally, all abbreviations should be enumerated in the test
data. However, since enumeration is almost impossible, we adopted a ‘pooling’
method with our proposed method and the template-based method. That is,
we manually evaluated all the outputs of both methods and regarded the ac-
quired set of correct pairs as the whole set. The number of sampled entities was
1,000. In those entities, 248 entities had the correct pairs, and there were 326
correct abbreviation-root pairs. The remaining 752 entities were judged to have
no abbreviations.

7.2 Evaluation Measure

First, we evaluated how many correct pairs our method could correctly identify.
Since our method can output an abbreviation for a root with its score8, we chose
7 http://ja.wikipedia.org/wiki/
8 In the template-based approach to be compared with ours, the number of occurrences

can be considered as a score.
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MAP(Mean Average-Precision) and MRR(Mean Reciprocal Rank) as our evalu-
ation measures: these measures are frequently used in evaluations of information
retrieval and question answering. MAP and MRR are calculated as follows:

MRR =
1

|R|
∑
R

1
|CorrectAbbs|

∑
CorrectAbbs

1/RANK

MAP =
1

|R|
∑
R

1
|CorrectAbbs|

∑
CorrectAbbs

Precision,

where R is the set of roots, RANK is the rank of correct abbreviations, and
Precision is the precision at the rank of correct abbreviations. The results also
include the precision-recall graph. In this evaluation, therefore, 326 correct pairs
were used.

In the second evaluation, we tried to evaluate how correctly our method could
judge whether the inputted root had an abbreviation or not. Specifically, a root
was judged to have an abbreviation if the score of the top-ranked abbreviation
exceeded a threshold. The precision-recall graph was plotted by changing the
threshold. The second evaluation used all 1000 roots.

7.3 Experimental Results

The experiments compared the following four methods:

– sim. Our method (Verification with similarity model),
– cooc. Our method (Verification with co-occurrence model),
– gen. Our method without a verification model,
– temp. Template-based method.

Table 1 shows the MAPs and MRRs for all methods. The table indicates our
method outperformed the template-based method. It also indicates the verifica-
tion model is needed, and co-occurrence outperformed similarity as the verifica-
tion model.

The precision-recall graph for all methods is shown in figure 3. Figure 3 shows
that our method outperformed the template-based method in terms of MAP and
MRR, since our method significantly improved recall, and the results indicate
that our method had broader coverage on abbreviations.

The precision-recall graph for judging the existence of abbreviations is shown
in figure 4. The baseline in the figure is the one when all the roots are judged to
have an abbreviation. The graph, unfortunately, indicates that our method does
not always function as a good judge of the existence of abbreviations.

Table 1. MAP and MRR for the methods

Method MAP MRR
sim. 0.433 0.424

cooc. 0.525 0.509
gen. 0.353 0.340

temp. 0.214 0.259
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Fig. 3. Precision-recall graph Fig. 4. Precision-recall graph as a means of
judging abbreviation existence

8 Conclusion

We presented a new approach of detecting abbreviations given a root. The
method was based on a statistical model combining two internal models. The
respective models try to model the following information:

1. How natural the character sequence of the abbreviation is which is generated
from the character sequence of a root, and

2. To what degree an abbreviation is socially recognized as a root.

Therefore, our statistical model takes into account both the validity of an ab-
breviation as a character sequence generated from a root, (as learnt from the
collection of abbreviation-root pairs), and its social validity as to whether the
abbreviation is really used in the world (as obtained from a web search engine).

The experimental results showed that our method outperformed the conven-
tional template-based method. Specifically, using co-occurrence in the verifica-
tion model yielded the best performance in our method.

Our next job will be to improve the validity of the score showing the existence
of abbreviations. Furthermore, we will refine our verification model.
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Abstract. Since individual data are being collected everywhere in the
era of data explosion, privacy preserving has become a necessity for
any data mining task. Therefore, data transformation to ensure privacy
preservation is needed. Meanwhile, the transformed data must have qual-
ity to be used in the intended data mining task, i.e. the impact on the
data quality with regard to the data mining task must be minimized.
However, the data transformation problem to preserve the data privacy
while minimizing the impact has been proven as an NP-hard. In this
paper, we address the problem of maintaining the data quality in the
scenarios which the transformed data will be used to build associative
classification models. We propose a novel heuristic algorithm to preserve
the privacy and maintain the data quality. Our heuristic is guided by the
classification correction rate (CCR) of the given datasets. Our proposed
algorithm is validated by experiments. From the experiments, the results
show that the proposed algorithm is not only efficient, but also highly
effective.

1 Introduction

Privacy is an important issue in every data processing task including data min-
ing. When data are to be released to another business collaborator for data min-
ing purpose, the issue must be addressed. Essentially, all identifiers (e.g., Name
and ID) must be removed. Unfortunately, the released dataset can still “link” to
another dataset by common attributes between them. For example, consider the
datasets in Table 1 and 2. Suppose that the dataset in Table 1, which is released
from a hospital, is to be used to build a classifier by a data analysis company.
While, another dataset as shown in Table 2 is released publicly for voting pur-
pose. By considering dataset from Table 1 alone could misjudge that the privacy
of the individuals containing in this dataset has been already preserved due to
the removal of the identifiers. However, if an adversary wants to find private
information about a man named “Somchai” who lives in an area with postal
code “50200”, and his age is approximately 50 years-old. The adversary can link
the dataset in Table 1 to the dataset in Table 2 together using postal code and
age attributes, subsequently, his medical condition will be disclosed.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 273–283, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



274 N. Harnsamut and J. Natwichai

Table 1. A released dataset

Postal code Age Sex Disease
50211 1-25 Female Fever
50211 1-25 Female Fever
50202 26-50 Male Flu
50202 26-50 Male Flu
50200 26-50 Male Cancer

Table 2. A puiblic dataset

Name Postal code Age Sex
Manee 50211 19 Female

Wanthong 50211 24 Female
Tawan 50202 32 Male
Sutee 50202 41 Male

Somchai 50200 50 Male

k -Anonymity [1] is a well-known privacy model for datasets, in which a dataset
is said to satisfy the anonymity, if for every tuple in the dataset, there are an-
other k -1 tuples which are in-distinguishable from the tuple for all “linkable”
attributes. If a dataset does not satisfy the standard, we can transform such the
dataset by generalizing it until the standard is reached. The k -Anonymity is sim-
ple and meaningful, then, its has been applied in a lot of work [2,3,4,5,6,7,8,9].
For example, the dataset in Table 1 can be generalized into a 2-Anonymity
dataset by changing the last digit of the postal code as shown in Table 3. How-
ever, we must address data quality issue in the transformation processes, i.e.
the transformed datasets should have enough quality to be used by the desig-
nate data processing which is decided at the first place. As in our example, the
transformed dataset should be able to be used to build classifiers accurately.

Table 3. 2-Anonymity dataset

Postal code Age Sex Disease
5021* 1-25 Female Fever
5021* 1-25 Female Fever
5020* 26-50 Male Flu
5020* 26-50 Male Flu
5020* 26-50 Male Cancer

In this paper, we address the problem of privacy preservation when a type of
classification, associative classification [10,11], is to be applied to the released
datasets. Such the classification model works on support and confidence scheme
as association rules [12], but having a designate attribute as class label. As data
transformation for privacy preservation problem is proven to be an NP-hard
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problem in [5], we propose a novel heuristic algorithm called Minimum Clas-
sification Correction Rate Transformation algorithm (MCCRT). The proposed
algorithm transforms the datasets based on the prediction accuracy denoted
as classification correction rate (CCR) of the linkable attributes of the given
dataset. Given a testing dataset, the CCR is computed by classifying each tu-
ple into the predicted class label from the model, subsequently, comparing the
predicted class label with the actual class label, finally determining the ratio be-
tween the number of the correct prediction and the total number of the tuples.
The higher CCR value means the classification model can be used to classify the
target data better.

The organization of this paper is as follows. Section 2 presents the problem
definition. The proposed algorithm for such the problem is presented in Section 3.
Our work is validated by experiments in Section 4. Finally, we presents the
conclusion in Section 5.

2 Problem Definition

In this section, the basic notations of the problem and problem definition are
presented.

Definition 1 (Dataset). Let a dataset D be a collection of tuples defined on
a schema A, D = {d1, d2, . . . , dn}. For each attribute Aj ∈ A, its domain is
denoted as dom(Aj) ⊆ N , where N is the set of natural number. For each
di ∈ D, di(A) = (di(A1), di(A2), . . . , di(Ak)), denoted as (di

1, d
i
2, . . . , d

i
k). Note

here that tuples in a table is not necessary to be unique.
Let C be a set of class labels, such that C = {c1, c2, . . . , co}, each cm ∈ C is a

natural number. The class label of a tuple di is denoted as di.Class.

Definition 2 (Associative Classification). A literal p is a pair, consisting
of an attribute Aj and a value v in dom(Aj). A tuple di will satisfy the literal
p(Aj , v) iff di

j = v.
For all l ∈ L, rl :

∧
p → cm, where p is the literal, and cm is a class label.

The left hand side (LHS) of the rule rl is the conjunction of the literals, denoted
as rl.LHS. The right hand side (RHS) is a class label of the rule rl, denoted as
rl.RHS.

A tuple di satisfies the classification rule rl iff it satisfies all literals in
rl.LHS, and has a class label cm as rl.RHS.

A tuple di which satisfies the classification rule rl is called supporting tu-
ple of rl. The support of the rule rl, denoted as Sup(rl), is the ratio between
the number of supporting tuples of rl and the total number of tuples. The con-
fidence of rule rl, denoted as Conf(rl), is the ratio between Sup(rl) and the
total number of tuples which satisfy all literals in LHS of rl. Given a dataset
D, a set of class labels C, a minimal support threshold minsup, and a minimal
confidence threshold minconf , a set of classification rules R = {r1, r2, . . . , rq}
can be derived.
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Generally, the set of attributes of a dataset which can “link” to another dataset
is called “quasi-identifier”. The linkage process is also called “re-identifying” as
it can identify the de-identified data. A quasi-identifier attribute may not be
non-sensitive attribute, i.e. it can be disclosed but may be used to re-identify
individuals.

Definition 3 (Quasi-Identifier). A quasi-identifier of the dataset D, written
QD, is the minimal subset of the attributes A that can re-identify the tuples in
D by using external data.

Definition 4 (k-Anonymity). A dataset D with a schema A and a quasi-
identifier QD satisfies k-anonymity iff each tuple di ∈ D there exist k − 1 other
tuples di1 , di2 , . . . , dik−1 ∈ D such that di

j = di1

j = di2

j = . . . = dik−1

j , ∀Aj ∈ A.

Definition 5 (Generalization). Let a domain dom∗(Aj) = {P1, P2, . . .} be a
generalization of a domain dom(Aj) of an attribute Aj where

⋃
Pjt = dom(Aj)

and Pjt

⋂
Pjt′ = ∅, for jt �= jt′. For a value v in dom(Aj), its generalized value

Pjt in a generalized domain dom∗(Aj) is denoted as φdom∗(Aj)(v).
Let ≺G be a partial order on domains, dom(Aj) ≺G dom∗(Aj) iff dom∗(Aj)

is a generalization of dom(Aj).
For a set of attributes A′,A′ ⊆ A, let dom∗(A′) be a generalization of a

domain dom(A′). A dataset D can be generalized to D∗ by replacing the values
of di(A′) with a generalized value φdom∗(A′)(di(A′)) to get a new tuple di∗. The
tuple di∗ is defined as a generalization of the tuple di.

For an attribute, the set of generalization domains on it forms a hierarchy. Typi-
cally, we can derive hierarchies from the priori knowledge of the given data. From
the dataset in Table 1, we can apply the hierarchies shown in Figure 1a) and
1b). Also, we can simply partition the domain into intervals for the numerical
attribute as shown in Figure 1c).

502**

5020* 5021*

50211 5021250200 50202

*

Male Female

1-100

1-50 51-100

1-25 26-50 51-75 75-100

a) b) c)

Fig. 1. Postal Code, Sex, and Age Hierarchies

Definition 6 (k-Anonymization). k-Anonymization is transformation of D
into D′ where D′ is generalization of D which satisfies the k-Anonymity property.

After the basic definitions were defined, we formalize the problem of privacy
preserving for associative classification as follow.

Problem 1. Given a dataset D with a set of class label C, a quasi-identifier QD,
a minimal support threshold minsup, a minimal confidence threshold minconf ,
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a k value, find D′ which satisfies k -anonymity property by anonymization such
that the impact on data quality with regards to the associative classification,
CFCM , is minimized. Such the impact metric proposed in [13] is defined as
follows.

CFCM =

∑
fp∈FP

hpfp

Full Generalization × Sup(fp)∑
fp∈FP Sup(fp)

(1)

where fp is a frequency-pair of (p, cm) which Sup(fp) ≥ minsup, p is a literal, cm
is a class label, the attribute in a literal p is in the quasi-identifier QD. FP is the
set of all fp from D. hpfp is the height of the generalization value of pair fp.

The domain of the frequency-based metric is in range [0,1] in which the larger
the value is the greater impact on the result dataset. The metric will penalty
any transformation which degrades pairs (p, cm) whose their support equal or
greater than minsup. This is because such the pairs will be used to derive the
associative classification rules, therefore, preserve this type of property will also
preserve the characteristics of the classifier. When comparing generalization by
two attributes, the attribute with higher hierarchy will cause less penalty since
it introduces less generalized values. Also, any transformation which selects to
degrade pairs with high support will be penalized more than those which degrade
less support pairs.

3 Algorithm

In this section, we present a heuristic algorithm to solve the problem of privacy
preserving when the given datasets are intended to derive associative classifica-
tion. The algorithm transforms the given datasets to satisfy k -Anonymity, and
also tries to minimize the impact CFCM .

Figure 2 shows the pseudo code of the proposed algorithm, MCCRT. It begins
with sorting all quasi-identifier attributes using their CCRs increasingly. Priori
to the sorting, the CCR of each attribute is determined as follows. For each
attribute, we derive the set of one-literal classification rules satisfying minsup
andminconf . Subsequently, the algorithm classifies each tuple into the predicted
class label from the derived rules, comparing the predicted class label with the
actual class label. Finally, the ratio between the number of the correct prediction
and the total number of the tuples is computed as the CCR of such the attribute.

For the sake of clarity, we present an example of the CCR computation. Con-
sidering the input dataset in Table 4, we have 2 attributes which are A1 and
A2. The class label is denoted as C. Suppose that the minsup is set at 0.43 (3
tuples), and the minconf is set at 75%. For the CCR of A1, the algorithm begins
by scanning the dataset once to discover the set of one-literal rules satisfying
minsup and minconf . We can see that such the rules are (A1 = 0) → 1 which
its support is 3 tuples with 100% confidence, and (A1 = 1) → 0 which has 3
supporting tuples with 75%. Subsequently, the dataset is scanned for another
time to predict the class labels. Such the set of rules can correctly predict 6
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Input:
D: a dataset
QD: a quasi-identifier
minsup: a minimal support threshold
k: a condition for k -Anonymity
dom∗(QD): a generalization on QD

Output:
D′: the output dataset, which satisfy the k -Anonymity property,

and the frequency-based classification impact on data quality
is potentially minimal.

Method:
1 Sort all attribute into sequence S by the CCR of each attribute increasingly
2 Let Aj be the first attribute in S.
3 while D does not satisfy k -Anonymity
4 generalize D to D′ using dom∗(Aj),
5 where dom∗(Aj) G � dom(Aj) and there is no other dom′∗(Aj),
6 dom′∗(Aj) ≺G dom∗(Aj).
7 if the height of dom∗(Aj) reaches the height of the hierarchy of Aj then,
8 Let Aj+1 be next attribute in S.
9 end while

Fig. 2. Minimum Classification Correction Rate Transformation algorithm

Table 4. An example dataset

Tuple ID A1 A2 C

1 0 0 1
2 0 1 1
3 0 0 1
4 1 1 0
5 1 0 0
6 1 1 0
7 1 1 1

tuples out of 7. Therefore, the CCR of A1 is 6/7 or 86%. In this way, the CCR
of A2 which is 3/7 or 57% can be computed. From this example, A2 will be at
the first rank of the sequence S followed by A1.

After the sorting, the algorithm selects an attribute to be generalized from the
sorted sequence of the attributes. The generalization is performed in depth-first-
search manner, i.e. it selects an attribute, subsequently, generalize the dataset
until the dataset satisfies k -Anonymity. If the dataset has not been satisfied,
but the selected attribute has reached the height of its hierarchy, the algorithm
will selects the next attribute from the sequence. The intuition behind this is
to avoid excessive generalization of some important attributes, i.e. the attribute
with higher CCR could generate the rules since its corresponding one-literal
rules are satisfying the minsup and minconf thresholds. Therefore, such the
attributes will be more important for associative classification model building.
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If the algorithm has more than one choice of attributes to be generalized, it will
generalize the attribute with less CCR.

The complexity of the algorithm is composed by two steps: sorting, and gen-
eralization. It can be seen that the sorting step requires 2×n× k+ k log k cost,
where n is the number of the tuples, and k is the number of the attributes. For
the generalization step, the complexity of this algorithm is h× k× (n+n log n)
where h is the height of the attribute with the highest hierarchy. The n+n log n
cost comes from the k -Anonymity verification which the dataset is first sorted
by the attribute values in QD. Subsequently, the dataset is scanned once for the
anonymity verification. Finally, the algorithm requires 2× n× k+ k log k+ h×
k × (n + n log n) cost which is O(n log n), when n is large.

4 Experimental Validation

In this section, we present the experiments to validate the proposed algorithm
both in terms of effectiveness and efficiency. The effectiveness of the proposed
algorithm is validated by the CFCM and the CCR. For the efficiency, the exe-
cution time of the proposed algorithm is evaluated. Note here that the results
reported in this section are five-time-average results.

We evaluate our proposed work using the “crx” dataset from UCI repository
[14]. The dataset is pre-processed by removing the tuples with unknown values,
and discretizing continuous attributes. The crx dataset has 9 attributes for quasi-
identifier, and 671 tuples.

The experiments are conducted on an 3.00 GHz Intel Pentium D PC with
3 gigabytes main memory running Microsoft Window Vista. We compare the
proposed algorithm with an algorithm which generates optimal solutions (min-
imum impact CFCM ). Both the optimal algorithm and the proposed algorithm
are implemented by using JDK 5.0 based on Weka Data Mining Software.

4.1 Effectiveness

In this section, we investigate the the effectiveness of the algorithm by the size
of quasi-identifier and the k value. Both algorithms transform the datasets on
a specific quasi-identifier until reach a specific k value. Then, we present the
corresponding impact metric of each experiment. For the CCR, we build the set
of associative classification rules from the transformed dataset to classify the
testing datasets as explained in [11]. The CCR of the generalized data will be
compared with the “No-gen” CCR where the classifiers are derived from the
datasets without any transformation. In all experiments, the minsup are fixed
at 30% and minconf at 50%.

Figure 3 shows the results when the size of quasi-identifier is varied, in this
experiment, k is fixed at 4. In Figure 3a), we can see that the impact metric
CFCM of the proposed algorithm is slightly higher than the optimal algorithm.
While, in Figure 3b), it can be seen that our proposed n log n algorithm performs
as effectively as the optimal algorithm which requires exponential run-time. From
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the figure, we can see that the CCRs of both algorithms are improved when the
size of quasi-identifier increases. This is because, with large size of quasi-identifer,
the algorithm has more choices of attribute to be generalized.

We present the effect of the k value in Figure 4, in this experiment, the size
of quasi-identifier is set at the maximum value. From Figure 4a), we can see
that when the k value is increased, the impact metric also increases. The ration
behind this is because the crx dataset is very dense. From Figure 4b), we can
see that the impact metric could be even 1.00 when the k value is set at 325.
This means that all attributes that are related to frequency-pairs have been
generalized to the highest level.

From Figure 4b), we can see that the k value affects the CCR significantly,
i.e. when the k increases, the CCR is decreased sharply. From the results, the
CCR of the optimal algorithm starts to decrease after the k value has been
increased to 75. Subsequently, the CCR is not very consistent. This is because
of there is an important with regard to the classification in the dataset. As the
optimal algorithm treats it as equal as the other attributes in QD, when it is
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excessive generalized, the CCR will be dropped sharply. However, the CCR of
the proposed algorithm starts to drop when k has been increased to 325 which
is higher than the optimal algorithm. This is because the proposed algorithm
has put the important attribute at the last element of the sequence. Therefore,
when the k value has been increased to 325, the proposed algorithm has no
choice, but has to generalize the attribute to the level which degrades the CCR.
To summary here, the results in term of the CCR of the proposed algorithm is
better than the optimal algorithm when the k value is increased.

4.2 Efficiency

In this section, the efficiency of the proposed algorithm, i.e. the execution time
is considered. We investigate the efficiency to see the size of quasi-identifier at-
tributes, the k value and the size of input dataset. In these experiments, when the
effect of the size of the quasi-identifier is considered, k value is fixed at 4. The size
of quasi-identifier is set at maximum value, when we consider the effect of the k
value. And, when the effect of the size of input dataset is considered, we fix the k
value at 20, and the size of quasi-identifier is set at the maximum value.

In Figure 5a), the proposed algorithm uses much less time comparing with the
optimal algorithm when the size of quasi-identifier increases. The ration behind
this is because the optimal algorithm must explore the whole search space to find
the solution. When the size of quasi-identifier is increased, the search space will
also be increased exponentially. From the figure, we can see that the execution
time of the proposed algorithm also increases slightly, this effect is caused by the
constant in the complexity of the algorithm. In Figure 5b), the effect of the k value
is shown. We can see that the execution time of the optimal algorithm is much
higher than the execution time of the proposed algorithm. This reason, which the
execution time of the proposed algorithm is slightly increased when the k value is
increase, is also the constant in the complexity as the result in Figure 5a). Finally,
the effect of the size of the dataset is presented in Figure 5c). We can see that
the execution time of the proposed algorithm is in the order of n log n while the
execution time of the optimal algorithm is in exponential time order.
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5 Conclusion

In this paper, we have addressed the problem of privacy preservation using k -
Anonymity privacy model in the context of associative classification. We have
proposed the heuristic algorithm, MCCRT, for such the problem. The algorithm,
which is guided by the CCR of the attributes in the given dataset, have been
investigated by the experiments both in terms of effectiveness and efficiency.
The experiment results have shown that the proposed algorithm can produce
the transformed datasets with data quality. Also, the CCRs of the transformed
datasets are very high comparing with the optimal solution. For the efficiency,
the proposed algorithm, which its complexity is in the order of O(n log n), uses
much less time than the optimal algorithm in terms of the size of quasi-identifer,
the k value, and the size of the dataset.
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Abstract. In speech analysis, the pitch or fundamental frequency is
usually considered as parameter for characterizing the vocal chord ex-
citation, but it plays nearly no role in the very time–spectral analysis
of the speech signal. In this paper, we present a novel speech analy-
sis approach in which pitch (and its variation over time) play a leading
role. The computation of the pitch and the pitch rate is carried out
in-segment, by means of the minimization of Huber’s loss over the short-
time correlation according to a second-order polynomial fitting law. The
proposed method is integrated within the Fan-Chirp transform and the
Spectral All-Pole Estimation method, both proposed previously by the
authors. The results over Vietnamese speech reveal the advantages of
the proposed analysis methodology versus the popular linear prediction
estimation. The paper discusses finally the possible impact of the pro-
posed method in speech coding, this representing the upcoming research
work.

Keywords: Pitch-driven time–frequency analysis, frequency-selective
AR estimation, speech coding.

1 Introduction

In most of the speech coding techniques, the long term prediction is carried out
after the spectral analysis step [1]. For instance, in CELP coders and its vari-
ants, the pitch or fundamental frequency is obtained from the resulting linear-
prediction-coding (LPC) residue, while in sinusoidal or harmonic coding, it is
obtained from the Fourier spectrum of the segment based on its harmonic struc-
ture. However, this way of proceeding presents some drawbacks, namely, the
LPC analysis delivers inaccurate results with the presence of periodicity within
the analysis [2], and in-segment variations of the pitch cause a blurry harmonic

� This work has been partially supported by Grant 812120-SCK/SAI of the Österre-
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representation in the Fourier spectrum [3], this compromising the accurate rep-
resentation of the speech segment by means of plain sinusoids. These limitations
are especially severe with austroasiatic languages, such as Vietnamese, which
possess a comparatively large number of vowels, in which semantic meaning de-
pends also on the “tone”, i.e., pitch contour within the vowel. Thus, the pitch
information should be used as input to the spectral analysis stage, rather than
just a result thereof. Pitch-dependent spectral analysis has not received much
attention so far, due to the simplicity and reasonable performance of LPC and
Fourier analyses (we can cite the work [4], an elaborate pitch-syncronous har-
monic analysis, as the most popular among them.)

A pitch-driven time–frequency analysis technique developed by one of the
authors in [3], the fan-Chirp transform (FChT), is an interesting alternative to
the Fourier analysis. The FChT delivers a fine spectral representation of voiced
speech segments with fast variation of the fundamental frequency, this method
requiring the value of the pitch rate (relative change of the pitch over time). The
FChT has an analysis basis composed of harmonically-related linear chirps, thus
emulating the chirp sensitivity that takes actually place in the auditory system
[5]. The FChT has been recently used in harmonic speech coding [6] and single-
channel speech separation [7]. On the other hand, the mentioned inaccuracy of
the LPC analysis of harmonic signals can be alleviated by the Spectral All-Pole
Estimation (SAPE) technique [8], proposed by the authors. SAPE is a frequency-
selective autoregressive (AR) estimation method, suitable for harmonic signals
such as speech voiced utterances. Loosely speaking, it obtains the AR model
that best fits at the spectral location of the harmonics, which are apart from
each other by the fundamental frequency. The combination of both techniques
for speech analysis has not been proposed so far.

This work addresses the use of the FChT and SAPE in the analysis of Viet-
namese speech. Vietnamese was chosen due to its reach variety of tones and
voiced sounds, which represent a handicap to the classical LPC and Fourier
analyses. Although the theoretical background of both techniques has been well
studied, its combination, as well as the joint estimation of the pitch and the
pitch rate, need study. The estimation of the pitch is a scrutinized problem
[1]. However that of the pitch rate, i.e., its variation over time, has not been
sufficiently explored. We propose here a novel in-segment approach for the es-
timation of both parameters over short segments (20-30 ms) of voiced speech,
based on combining correlation among segment sub-blocks and Support Vec-
tor Machine (SVM) theory. SVMs, increasingly popular in artificial intelligence,
are suitable here for its ability at discriminating outliers that may be present
in the long-term information provided by the correlation. The paper is divided
as follows: Sec. 2 contains a review of the FChT and SAPE techniques; Sec.
3 presents the SVM-based pitch/-rate in-segment estimation method; Sec. 4 il-
lustrates the performance of the proposed method on real Vietnamese speech;
Sec. 5 presents an analysis on the pros and cons of the method, discussing as
well the adequacy of using pitch information in the analysis stage of a speech
coder.
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2 Background

2.1 Pitch-Variant Speech Model and Fan-Chirp Transform

A pitch-variant voiced speech segment is described in a simplified way as

s(t) =
∑

i

h(t− ti) (1)

where t is time, h(t) is the impulse response of the vocal tract/glottal pulse, and
ti represents the instants of glottal pulse production (ti > ti−1). By adopting
the assumption of linear variation of the pitch within the segment, the instants
ti must fulfill the following second-order polynomial rule

fo

(
1 + 1

2γti
)
ti = ηi (2)

where γ is the so-called pitch rate, and fo represents the “instantaneous” fun-
damental frequency at t = 0. We assume that segment s(t) is centered at t = 0,
index i running from small negative integers to positive integers, while the period
order ηi is such that ηi − ηi−1 = 1.

The non-stationary model (1) has been proven to describe accurately short
segments of naturally-intonated speech [3]. Assuming that the values fo and γ
are known (Sec. 3 presents a method to estimate them from segment s(t)), the
fan-chirp transform, defined as

X(f, γ) =
∫ ∞

−∞
s(t)

√
|1 + γt| e−j2πf(1+ 1

2 γt)t dt (3)

is proven to deliver a very detailed harmonic representation in comparison to the
Fourier transform. The fan-chirp transform yields intrinsically the marginaliza-
tion of the time–frequency space according to a fan geometry, as illustrated in
Fig. 1. This geometry is similar to that of short segments of naturally-intonated

                 0               t

ff

t

α

ν

− 1
γ− 1

Fig. 1. Fan-chirp transform and marginalization of the time–frequency plane
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speech, the FChT being thus especially indicated in its analysis. This fact is
illustrated in Fig. 2 on a real example. Although the FChT basis is composed of
linear chirps, its implementation can be carried out with a Fourier transform over
the time-warped segment. This hint points to the efficient numerical evaluation
of the FChT with discrete-time signals (see [3] for detailed information).

2.2 Spectral All-Pole Estimation

The spectrum of voiced speech segments are characteristic by its harmonic struc-
ture, which yields the undersampling of the vocal tract spectral envelope. This
case of “missing” spectral information is well-known to be a source of inaccuracy
in autoregressive estimation [2]: the inter-harmonic areas, which do not contain
valuable energy, harm implicitly the LPC solution. This undesirable effect is
clearly more pronounced in high-pitched speech segments. Rather than using all
spectral samples, one would wish to use only those samples with valuable infor-
mation, i.e., those corresponding to harmonic locations. This frequency-selective
AR estimation can be approached with the spectral all-pole estimation (SAPE)
[8]. SAPE solution results from the minimization of the Whittle likelihood [9]

L =
∫ π

−π

Λ(ω)
(∣∣Sγ(ejω)

∣∣2∣∣A(ejω)
∣∣2 − log

∣∣A(ejω)
∣∣2) dω (4)
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where Sγ(ejω) is the discrete-time fan-chirp transform of the speech analysis
segment, A(z) is the P -order normalized linear residue predictor

A(z) =
P∑

k=0

akz−k (5)

and Λ(ω) is the so-called spectral mask. The spectral mask is non-negative,
containing the relevance of each spectral sample. Since the relevant information
here is located at the harmonics, the spectral mask is set to

Λ(ω) =
∑

k

δ(ω − kωo) (6)

where δ(ω) is the Dirac delta and ωo represents the effective pitch in the segment.
The minimization of L with respect to AR coefficients ak is a convex problem

and can be solved numerically with a computationally efficient algorithm. Details
of the numerical implementation can be found in [8]. The proposed combination
of FChT and SAPE turns out to be an alternative to the LPC estimation in
case of voiced sounds with in-segment pitch contours. In this regard Fig. 3
provides an illustrative example on real speech: the LPC solution clearly
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Fig. 3. Classical analysis versus pitch-driven speech analysis
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overestimates the dominant harmonics, while SAPE delivers an AR model that
delineates consistently the harmonic energy.

3 Pitch and Pitch-Rate In-Segment Estimation

The pitch and pitch rate within the segment are input parameters required in
the FChT and SAPE techniques. An intra-frame technique to estimate both was
proposed in [10]: the pitch rate was simply obtained as the difference between
the pitch of two consecutive segments. This approach is however prone to errors
especially in onsets and offsets of the voiced sounds, and it implies a look-ahead
processing, not desirable in real-time operation.

This section presents an in-frame technique thereto, that is, pitch and pitch
rate are obtained only from the information in the very short analysis segment.
The estimation of pitch according to the non-stationary model (1),(2) implies
estimating simultaneously the pitch rate γ. This estimation problems reduces to
obtaining at least three time glottal instants ti, since the coefficients of the best
fit second-order polynomial (2) yields immediately the values of pitch and pitch
rate. Thus, the main focus is the detection of the actual glottal time instants ti,
and the final computation of fo and γ thereof.

3.1 Selecting Candidate Glottal Instants

Despite the analysis speech being a discrete-time signal, it results from the sam-
pling of the analogue signal s(t), and thus the glottal instants need not corre-
spond to integer samples. Therefore, for the sake of simplicity, we will use the
continuous formulation henceforth. In speech coding, the long-term prediction
lag is commmonly obtained from the signal or the perceptually-enhanced LPC
residue by cross-correlation among subblocks

ρ�(t) =

∫ B

0
s(t + τ) s(� + τ) dτ√∫ B

0
s(t + τ)2 dτ

∫ B

0
s(� + τ)2 dτ

⎥⎥⎥⎥⎥⎥⎥⎦
0

� 1 (7)

where B is the length of the subsegment, located at time instant t = �, and ,0
denotes low-clipping by 0.

In voiced segments, ρ�(t) presents several spikes of high value (closer to one),
related to the glottal pulse occurrence. Unfortunately, not all peaks necessarily
correspond to that desired case:

– the vocal tract impulse response h(t) exhibits a sinusoidal-like shape, which
may yield moderate levels of cross-correlation and thus spurious peaks,

– impulsive noise can hide or attenuate actual glottal pulses, and
– the peak related to two periods away may exhibit comparable cross-

correlation levels than the contiguous one [11].
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The previous facts difficult the localization of the actual glottal instants. Instead
of taking a hard decision on the maximum of the cross-correlation (7), we proceed
as follows:

1. Select the first glottal instant as τ0 = arg max{|s(t)|, t} (in a voiced segment,
this rule points out very likely to the beginning of a glottal pulse).

2. Compute the cross-correlation with the subblock at � = τ0.
3. Select the L largest peaks to the left and right (L is usually set to three).
4. Stop if there are no peaks or the segment limit has been reached.
5. Compute the cross-correlation with the subblocks placed on the previous

peak locations. Go to step 3.

The set of candidate positions resulting from the previous process along with
their respective cross-correlation values ρ�(ti) hold the actual information of the
pitch and pitch rate in the segment. The question now lies on how to disregard
the spurious peaks and detect the actual ones, so that the fitting rule (2) can be
properly applied. The solution to this problem is studied in the next section. 1

3.2 SVM-Based Pitch and Pitch-Rate Estimation

Let us consider the peaks resulting in a given subframe cross-correlation ρ�(t).
The maximum clearly corresponds at ρ�(�), while the candidate lags correspond
to two cases, those located at the right-hand side of that center, t+i > �, and
those at the left, t−i < �. Note that at most one of the pulses on each side should
correspond to the long-term prediction lag, but at this point one does not know
which. According to (2), the correct lag must fulfill

fo

(
1 + 1

2γt+
)
t+ = η − 1 (8a)

fo

(
1 + 1

2γt−
)
t− = η + 1 (8b)

where η is the period order of the central instant �, that is,

fo

(
1 + 1

2γ�
)
� = η . (9)

From (8) and (9), we can define the error of the peak at ti as

ei = yi wTxi − 1 (10)

where T denotes transpose, and

yi = sign(ti − �) (11a)

w =
[
γfo, fo

]
(11b)

xi =
[1
2 ti

2 − �2, ti − �
]
. (11c)

1 One previous remark on the continuos-time formulation and the fact that the analysis
signal is discrete-time: the peak positions are actually computed with subpixel ac-
curacy from the discrete cross-correlation; the details on the interpolation technique
are omitted here since they represent a straightforward implementation exercise.
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By considering the information from all cross-correlation instances, the esti-
mation of fo and γ can be thus revamped as the minimization of the following
functional

J =
∑
i,�

ρ�(ti)Hσ

(
y
(�)
i wTx(�)

i − 1
)

+ λγ2 (12)

where superscript (�) is associated to the results from the cross-correlation ρ�(t),
the coefficient 0 � ρ�(ti) < 1 represents the confidence of each candidate, λ is
the regularization constant, and Hσ(e) denotes Huber’s robust loss

Hσ(e) =

{
1
2σ (e)2, if |e| ≤ σ

|e| − σ
2 , otherwise

. (13)

Functional J has two terms: the first one pursues fitting the second-order
model (2) to the dataset while simultaneously discarding the outliers or anom-
alous peak locations (a well-known property of the Huber’s loss [12]), and the
second term forces the solution to correspond to a moderate γ value, as is the
case of naturally-intonated speech in practice. The margin in the Huber’s loss is
set to a low value 0 < σ * 1.

Functional (12) resembles closely the primal function in support-vector regres-
sion (SVR) [12]. 2 Given that the size of the dataset exceeds by far the dimension
of the plane w = [w1, w2] (only two parameters), we choose to use the Itera-
tive Re-Weighted Least Squares (IRWLS) [13] rather than the computationally-
expensive quadratic programming. The IRWLS is based on expressing (14) in
the form of a least-square (LS) functional as

J =
∑
i,�

α
(�)
i

(
y
(�)
i wTx(�)

i − 1
)2

+ λ̂ w1
2 (14)

where

λ̂ = λ/w2
2 (15a)

α
(�)
i =

ρ�(ti)∣∣y(�)
i wTx(�)

i − 1
∣∣⌋

σ

. (15b)

Here ,σ denotes low-clipping by σ. The IRWLS achieves iteratively the solution
by solving the LS problem (14) and then recomputing the weights according to
(15). The final value of w yields the estimated pitch fo and pitch rate γ according
to (11). In the practice, few iterations suffice to reach the solution.

4 Examples: Analysis of Vietnamese Speech

We conducted several experiments with the proposed method on Vietnamese
speech. The analysis segment was set to 24 ms. This segment was extended with
2 The only difference refers to the regularization term, which does not actually corre-

spond to ‖w‖2, but to γ2 = (w1/w2)2.
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Fig. 4. Pitch-driven time–frequency analysis of female Vietnamese speech

the samples from the previous segment, in order to allow for the detection of the
pitch and pitch rate in low-pitched segments. The parameters were set as follows:
the regularization constant to λ = 104, and Huber’s loss margin to σ = 0.02.

Fig. 4 and Fig. 5 show graphical results on Vietnamese female and male
speech respectively. On each figure the Fourier- and FChT-spectrograms are
shown, in which each time instance corresponds to a time shift of 3 ms. The
FChT-spectrogram is driven by the output of the pitch and pith rate estimation
mechanism, whose results are show below the spectrograms.

Visual analysis on the spectrograms reveals immediately better representation
of the fine-spectral representation of Vietnamese speech achieved by the FChT
analysis, this pointing out to an accurate estimation of the pitch rate for each
signal frame. On the other hand, the pitch estimation of the proposed method
turns out very reliable and precise when compared to the classical method of
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Fig. 5. Pitch-driven time–frequency analysis of male Vietnamese speech

correlation maximum, commonly used in some speech coding algorithms. It is
interesting to remark the continuity of the estimated pitch, this not being the
case in the classical method, especially in low-piched segments (Fig. 5). In case of
sudden utterance transitions and on- and offsets the proposed method achieves
reasonable performance (further explanations on Sec. 5).

The pitch-driven sampled FChT spectrum along was fed into the SAPE spec-
tral estimation method. In Fig. 6 we bring illustrative results on one time in-
stance of the male record (for t - 0.5). Apart from the known fine representation
of the FChT versus Fourier, the SAPE and LPC estimation differ mainly in the
estimation of the formants: the LPC overestimates the energy of the formant,
while SAPE provides a natural interpolation of the harmonic energy.

Although the combination of FChT and SAPE turns out promising in speech
analysis, it is necessary to point out its main drawback: the FChT yields a
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Fig. 6. Spectral analysis of Vietnamese speech: top – FChT, and SAPE (thick) and
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smoothed vocal tract spectral envelope, especially in high-frequency formants
(this fact has been documented in [10]), which harms the estimation of the vocal
tract as an AR model. This point is not only noticeable in Fig. 6, but in other
segments with large pitch variation. Next section discusses the tentative solution
to this last point as well as our further research lines.

5 Discussion

Two issues are worth discussing here: the performance of the proposed pitch/rate
estimation technique, and the (undesired) intrinsic spectral envelope smoothing
caused by the FChT. This last point represents a serious drawback on the vocal
tract estimation with fast pitch contours, which is the case of Vietnamese speech.
We are currently approaching a solution thereto, based on a different warping
rule in the FChT that does not distort the vocal tract impulse response. While
conclusive results are not available at this point, our preliminary investigations
point out to a promising outcome.

Regarding the proposed pitch and pith rate estimation method, the main point
to work on refers to the pitch estimation on utterance transitions and on/offsets.
In fact, the proposed method (as others based on correlation) estimate pitch by
exploiting periodicity in the signal; however, periodicity vanishes when the vocal
tract impulse response abruptly changes, even if the pitch remains constant.
Based on this reasoning we are currently working on an improved technique
for pitch (rather than periodicity) and pitch rate estimation. Just mentioning
that the commonly-used enhanced LPC residual does not represent a de-facto
solution in the abrupt utterance transition.

The previous background techniques are planned to be integrated in a speech
coder, with special emphasis on increasing robustness to background noise. Not
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only the FChT delivers a low entropic spectral representation, but the spectral
mask in SAPE can be set conveniently to disregard noise-corrupted spectral
regions. The performance of the resulting noise-robust speech coder is planned
to be assessed with commercial and in-house speech recognition systems.
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Abstract. In this article, we propose two methods to adapt parameters in
multi-agent reinforcement learning (MARL) for repeated resource sharing
problems(RRSP). Resource sharing problems (RSP) are important and
widely-applicable frameworks on MARL. RRSP is a variation of RSP in
which agents select resources repeatedly and periodically. We have been
proposing a learning method called Moderated Global Information (MGI)
for MARL in RRSP. However, we need carefully adapt several parame-
ters in MGI, especially temperature parameter T in Boltzmann selection
in agent behavior and modification parameter L, to converge the learning
into suitable states. In order to avoid this difficulty, we propose two meth-
ods to adjust these parameters according to the performance of each agent
and statistical behaviors of agents. Results of several experiments tell us
that the proposed methods are robust against changes of environments
and force agent-behaviors to the optimal situation.

1 Introduction

Suppose that there are two possible routes to commute daily to our office or
school. We may explore both route several times and fix a route for the daily use.
In such case, we believe that a chosen route is more comfortable than another.
Generally, we learn such a choice and reinforce the belief about its superiority
through experience. However, that assessment of comfortable choice might vary
according to other people’s changes of choices; for example, such changes might
cause new traffic congestion patterns or jam-packed trains on our previously
chosen route. If many people change their minds often, it is difficult to expect
lasting comfort from a choice of any route, so that we give up planning daily
commutes and start to behave transiently. Nevertheless, people tend to fix their
daily routes in towns where traffic is functioning smoothly. As a result, that
collection of fixed behaviors forms implicit rules that support a well-functioning
society.

In this article, we focus on the process for the society to achieve such a well-
functioning situation. Generally, people decide their choice based on their own
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experiences and information given from others like hearsay and traffic reports.
We simplify such experience-/information-based decision making as reinforce-
ment learning of agent policy, and discuss how the learning influences and is
controlled by the society.

First of all, we formalize these cases as “Repeated Resource Sharing Problems”
(RRSPs), that is a kind of simplified congestion games in which each agent
chooses one of multiple resources to obtain an increasingly great benefit or reward
that varies according to the number of agents who choose that resource (figure 1).

When we consider an RRSP as a control problem, there are two salient aspects:
consumer-side aspects and supplier-side aspects. Generally, an RRSP is handled
from the consumer-side aspect, in which we specifically address mechanisms to
manage agents’ behaviors to reach a social optimum where the total benefit or
reward of agents is maximized [1,2]. Related to this aspect, the main issue is
how to satisfy agents’ requirements that they believe that they have chosen the
best resource. A possible solution for this issue is a Nash equilibrium, wherein
we assume that each agent is selfish.

Generally, it is difficult to determine the equilibrium for partially observable
open systems like the internet. Therefore, learning or adaptation of agents is
required to reach an equilibrium. As the RRSP matures, the agent-learning in
RRSP becomes a multi-agent reinforcement learning (MARL) problem, in which
each agent learns and changes its behavior using its own and others’ experi-
ences. If each agent can refer to another’s experiences (we call such information
‘global information’) for learning, an oscillation problem might occur because
all agents tend to choose the same resource when they share their experiences.
Consequently, the total benefit of the agents decreases seriously. Such oscillation
problems are apparent in several domains like choices of attractions at theme
parks, load-balancing in computer-networks, and so on.

Several mechanisms are proposed [3,4,5] for several situations to avoid such
problems. We also have proposed Moderated Global Information (MGI) method
[6], which can be applied to general cases of the oscillation problem. Using MGI
method, we can stabilize the agents’ choice to produce a Nash equilibrium. How-
ever, these methods do not provide convergence from variable cases or stability
against a dynamic environment.

On the other hand, in the supplier-side aspect, the salient issue of RRSP is
how to let agents’ choices stable. As shown in the example described above, if
all agents fix their choices, it is easy to anticipate the number of agents choosing
each resource by observation. Such expectation enables effective re-design and
modification of resource allocation or resource logistics. On the other hand, in
the case where agents change their choices repeatedly, such re-design becomes
difficult so that the total effectiveness might decrease.

To attack issues of both aspects, we focus tuning learning parameters as a con-
trol problem of exploration and exploitation in MARL, and propose a meta-level
mechanism to control the additional information for a more general and dynamic
environment. In the remainder of this paper, we formalize the resource-sharing
problem in section 2 and propose two frameworks to control agent learning in
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section 3 and section 4. We also discuss about related works and relation between
our works and them in section 5, and summarize in section 6.

2 Resource Sharing and Learning Agents

2.1 Repeated Resource Sharing Problem

An RRSP is defined as follows. Presume that there exists a set of resources
R = {r1, r2, · · · , rn} and a set of agents A = {a1, a2, · · · , am}. In every discrete
time step, the following procedure is executed:

S.1 Each agent ai ∈ A chooses a resource rj ∈ R solely according to its policy.
S.2 Each agent ai who chooses rj receives a utility that is calculated by the

utility function (Uj) of rj and the number of agents (nj) who choose rj .

Here, “solely according to its policy” means that all agents are selfish and in-
troverted. A decision of an agent is never influenced by another’s simultaneous
behaviors or intention. We also presume that the policy is without memory, i.e.,
no decision is influenced directly by past decisions and experiments of the agent.
Instead, the policy can be denoted as a probabilistic function πi(rj), a probabil-
ity that agent ai chooses resource rj . Each agent is supposed to learn its policy
using reinforcement learning based on its experiment:

S.3 Each agent ai changes its policy πi(rj) according to the utility Uj(nj) that
the agent obtains.

For simplicity, we use the following framework as the learning mechanism: Each
agent ai has its own estimated utility of resource rj , which is denoted as Vi(rj).
When the agent receives a utility uj from resource rj , the agent modifies its
estimation as

Vi(rj) = (1− α)Vi(rj) + αuj , (1)

where α (0 < α < 1) is the learning rate. The policy of agent πi(rj) is calculated
from Vi(rj) using Boltzmann softmax function as πi(rj)=eVi(rj)/T /

∑
rk
eVi(rj)/T ,

where T (T > 0) is a temperature parameter. Note that we presume that the
utility function Uj of resource rj is a monotonically decreasing function, because
the problem is resource sharing.

2.2 Moderated Global Information

One problem of multi-agent reinforcement learning is the number of learning
examples and the variation of situations. Generally, each agent can be considered
as an environment for other agents. On the other hand, the learning of an agent
who uses only its own experience is slow and only slightly reaches the optimum.
In fact, Figure 2 shows an exemplary process of MARL in RRSP. In this figure,
the dotted line shows the performance of learning with one’s own experience.
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Fig. 1. Repeated Resource Sharing Problem (RRSP) and Moderated Global Informa-
tion (MGI)

The line climbs gradually (it takes about 50 cycles to become greater than 0.57)
and never converges to the optimum (0.5785 in this graph).

Using experiences of others is one solution to speed up learning. In this case,
each agent, who is choosing resource rj , can refer others’ experience about utility
uk of resource rk (k �= j) at this time. Using uk, the agent can update its
estimated utility Vi(rk) using the same manner of 2.1. However, using crude
experiences of others causes another problem, as discussed in the section 1. In
this case, all agents learn and use the same information to update Vi(rj) for
all j, so that they come to choose the same resource, whose value Vi(rj) is
the maximum. As a result, the average utility of each agent degrades rapidly
because of the congestion to one resource. The thick line in figure 2 shows such
phenomena of learning through other’s experiences. The line initially inclines
quickly (it takes less than 20 cycles to reach 0.57) but declines after 200 cycles.

In order to overcome this problem, we have proposed the usage of moderated
global information (MGI) [6](figure 1). In MGI, in addition to learning through
self-experimentation, as eq. (1), each agent also adjusts the estimated utilities
of resources that the agent does not choose, as

Vi(rk) = (1− α′)Vi(rk) + α′Uk(nk + L), (2)

where α′ (0 < α′ < 1) is the learning rate, and L L ≥ 1) is the moderation
factor.

In the case of L = 1, Uk(nk + L) means the utility the agent will receive
from resource rk if only the agent change the resource from rj to rk but other
agents do not change their resources. In [6], we already have shown theoretically
that policies of learning agents can converge into a Nash equilibrium and that
they are stabilized at the equilibrium. Using this effect, we demonstrated that
the moderated information can reduce the adverse effects caused by rumors of
selfish agents.
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2.3 Exploration and Exploitation

The MGI retains an open issue: it does not guarantee the convergence of agents’
policies into Nash equilibrium, especially in the case of dynamic environments
and swiftly learning agents. Actually, there are two cases where the agents can
not reach Nash equilibrium by MGI:

– Agents explore various resources so often so that each agent can not get
stable and suitable information about utilities for each resources.

– Agents explore resources so rarely so that the agents can not test enough
combinations to find the equilibrium.

This issue presents a kind of balancing problem between exploration and ex-
ploitation in multi-agent learning [7]. One solution to this problem is to change
several learning parameters over time. For example, [8] applied simulated anneal-
ing technique to reinforcement learning to balance exploration and exploitation.
In their method, a temperature parameter in a Boltzmann-softmax function
drops toward zero over time. Finally, each agent obtains a deterministic policy
in which there is no randomness in the agent’s choice. Although such deter-
ministic behavior is desirable from the perspective of stability, the monotonic
dropping method might cause a serious oscillation problem when the environ-
ment changes after the conversion. Figure 3 shows a typical oscillation problem
when we use a monotonic dropping method in learning. This figure shows the
changes of the number of agents who choose one of three resources. In the begin-
ning (left in the graph), agents choose a resource randomly, but learn to achieve
a Nash equilibrium. But, the agents start to wander among resources at step 100
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when the environment (utility functions of resources) changes. Subsequently, the
wandering never stops: oscillation persists.

Another idea related to this issue is the Win or Learn Fast (WoLF) principle [9].
By this principle, learning agents use different learning parameters for winning and
losing phases: Agents use a set of parameters to enforce the learning faster than
in the winning phase if an agent is losing. Using this principle, they show that
learning agents can avoid oscillation problems and reach an equilibrium.

We generalize the concept of the WoLF principle and derive a framework to
change learning parameters by which we control the learning process for conver-
gence to an equilibrium.

3 Adaptive Temperature Control

3.1 Abstracted WoLF Principle

It is difficult to apply the WoLF principle directly to RRSP for the following rea-
sons. The original WoLF method subsumes that each agent separately learns Q
values (estimated utilities) and probabilities of actions, although we presume that
the agent uses the Boltzmann softmax function to determine the probabilities.

(1) Let α ∈ (0, 1], α′ ∈ (0, 1], ρ ∈ (0, 1], Ti > 0 and λ ∈ (0, 1] . Initialize Vi(rj) randomly for
each i, j .

(2) Repeat,
(a) Choose resource rj according to Boltzmann softmax.
(b) Receiving utility uj , Vi(rj) ← (1 − α)Vi(rj) + αuj .
(c) Receiving MGI u′

k(= Uk(nk + L)), where k = j, Vi(rk) ← (1 − α′)Vi(rk) + α′u′
k.

(d) If rj = argmaxrk
Vi(rk) and uj > ρVi(rj) or rj = argmaxrk

Vi(rk) and uj < Vi(r∗
j ),

Ti ← λTi

Fig. 4. Procedure of Learning Estimated Utility and Adapting Temperature
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To overcome this difference from original WoLF settings, we attempt to ab-
stract the concept of WoLF principle from the perspective of ‘exploration and
exploitation’, which is a main issue of RRSP, as shown in the previous section.
In WoLF, an agent learns slowly when it is receiving a greater reward than ex-
pected (winning phase), but it learns quickly when it obtains a worse reward
(losing phase). We interpret and abstract this principle as follows:

An agent should exploit/explore in the winning/losing phase.

3.2 Adaptive Temperature Control Based on WoLF

As described in section 2, we suppose that each agent makes its choice according
to Boltzmann softmax. Therefore, exploration and exploitation can be defined
simply as

– exploration: to increase the temperature T .
– exploitation: to decrease the temperature T .

We also define winning as the following: Agent ai is winning in the following
cases:

1. When it chooses resource rj whose expected utility Vi(rj) is the best in Vi,
and it receives more utility than Vi(rj).

2. When it chooses non-best resource rk, and it receives less utility than Vi(rj)
(we suppose that rj is the best resource according to Vi).

That definition is reasonable because the learning of the agent will enhance the
current best policy (Vi(rj)). As described in the section 1, we specifically address
the stability of agents’ behaviors. Therefore, we take only the best choice of each
agent into account because only the best choice is meaningful in a stabilized
situation. Finally, we obtain the procedure shown in figure 4.

3.3 Experiment 1

We conducted an experiment on RRSP to show the effects of the proposed
method.

As the utility function in the experiment, we use the following function:

Uj(n) = 1− ε
Cj
n

j , (3)

where εj and Cj respectively denote the error rate and the capacity of the re-
source rj . The meaning of this function is as follows: Consider a kind of informa-
tion service in which an agent can obtain required information in the probability
(1− ε) for a query. The agent can repeat the query Cj

n times in one cycle until it
obtains the required answer. The agent can try many times when the capacity Cj
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is large. On the other hand, when numerous agents use the resource, the agent
has few chances to try its query within a certain time period. Therefore, the
utility function described above shows the probability that an agent can obtain
the correct information within one cycle. In the following experiment, we use the
following parameters: the number of agents n: 100, the number of resource m:
3, the capacities of resource {Cj}: {20, 5, 2}. Note that eq. (3) is just a sample
for the experiment. We can apply the proposed method to other general utility
functions.

Similarly to the preliminary experiment in section 2.3 and figure 3, we train
agents in the environment, which changes the capacities of resources Cj in a cer-
tain period. For this experiment, we rotate the capacities of resources every 500
cycles. We use L = 3 as the moderation factor for MGI learning. Figure 5 shows
the result of changes in the number of agents in each resource through learning.
The graph (a) of this figure shows the case in which the agent decreases the
temperature monotonically. As in preliminary experiments, although the agents
can achieve the equilibrium in the first phase (cycle < 500), they commence
oscillating (up-and-down) behaviors at the first change of the environment. Sub-
sequently, the oscillation never ceases. On the other hand, when we use adaptive
temperature control based on WoLF ((b) in figure 5), we can see that agents
reach an equilibrium in each phase of 500 cycles. We confirmed that duration
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by investigating the changes of average temperatures of all agents. The figure 6
indicates changes of average of temperatures of all agents in adaptive tempera-
ture methods in log-scale. In the graph, both arithmetic and geometrical means
are plotted. This graph illustrates that agents raise the temperature when the
environment is changed so that they start to explore a new equilibrium. They
drop their temperature gradually when the behaviors approach the equilibrium.
Consequently, the temperatures become sufficiently low that most agents never
change their choice until the environment is changed.

4 Adaptive Moderation Control

4.1 Features and Adaptation of Moderation Factor

As described in section 2.2, agents can reach a Nash equilibrium using MGI in
learning. However, the convergence to the equilibrium is fragile when the state
(agents’ estimated utility Vi) is far from the equilibrium because agents tend to
behave randomly in such cases. Consequently, MGI imparts a bad influence on
the learning of Vi. For example, (a) in figure 8 shows the changes of the number
of agents who choose a resource in the case where the moderation factor L = 1.
In this case, the learning can not reach an equilibrium, so that there remain
unstable behaviors of agents. The learning becomes more robust and reaches
closer to the equilibrium when we choose the moderation factor L = 5 ((b) in
figure 8). However, some perturbation remains in agent behavior in this result.
Generally, the larger the moderation factor we use, the increasingly robust the
learning is.

On the other hand, when we give a large value to the moderation factor, we
can not guarantee that the learning can reach the Nash equilibrium shown in [6].
The meaning of the moderation factor L is: If an agent changes its choice from
resource rj to rk, the other L− 1 agents may also follow to change their choice
to the resource rk. As a result, the number of agents who choose rk may increase
L, so that the utility the agent obtain may decrease to Uk(nk + L). In other
words, large L forces agents to be pessimistic about choosing other resources
instead of the current choice. This feature is useful when too many agents change
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(1) Let β ∈ (0, 1] and µ > 0. Initialize n̄j ← 0.0 and n̂j ← 0.0 for each j .
(2) In each cycle of the agents’ decision (step (2) in figure 4),

(a) Count nj , the number of agents who use resource rj .

(b) Let n̄j ← n̄j+βnj
1+β , n̂j ←

n̂j+βn2
j

1+β , and L ← 1 + µ
√

n̂j − n̄2
j
.

(c) Calculate utilities and MGI: uj = Uj(nj), u′
j = Uj(nj + L).

(d) Provide uj to the agents who use resource rj , and inform u′
j to other agents.

Fig. 7. Procedure of Adapting a Moderation Factor

their choices, because pessimistic information about other resources inhibit the
changes of choices.

But, if agents are too pessimistic to try other choices, they can not explore
enough combinations to find true equilibrium. In order to avoid such situations,
we should use small L.

To solve this dilemma, we introduce a mechanism to adapt the factor L ac-
cording to agents behaviors. As investigated above, L should be large when too
many agents explore, while it should be small when the most of agents fix choices.
In order to measure such agents’ behaviors, we use standard deviation σj of the
number of agents that choose resource rj . Using σj , we determine the value of
moderation factor Lj for rj as Lj = 1 + µσj , where µ > 0 is an amplification
factor.

The merit using standard deviation is that we need not introduce a central
control mechanism to measure agents behaviors and control the moderation. The
standard deviation σj can be calculated only using history of nj that is already
measured at each resource to determine its utility. This feature is important for
large-scale open systems because it is difficult to handle whole behaviors of all
agents in such systems.

Finally, we obtain the procedure shown in figure 7 for the control of modera-
tion factors.

4.2 Experiment 2

In the second experiment, we show the convergence performance of adaptive
moderation control compared to the fixed value of moderation in MGI learning.

As described in section 4.1, the learning is fragile with the small moderation
factor, although the learning can not be guaranteed to reach a Nash equilibrium
with the large moderation factor. The graphs (a) and (b) in figure 8 shows the
respective changes of the number of agents using each resource in the cases of
fixed moderation factors L = 1 and L = 5. On the other hand, (c) shows the
results of adaptive moderation control proposed in section 4.1. Here, it is appar-
ent that the agents’ behaviors converge completely into the equilibrium. These
figures illustrate that agents can not reach an equilibrium, but rather continue
exploration in the case L = 1 (a), whereas most of the agents reach equilibrium
and stop exploration in the case of L = 5 (b) and the adaptive moderation (c).
The case of adaptive moderation reaches the stable state completely. Therefore,
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Fig. 8. Exp.2: Changes of Number of Agents Who Choose Each Resource under Adap-
tive Moderation Control

it is guaranteed that the agents’ choice is one of Nash equilibrium. Therefore,
the state is a kind of optimum so that the average of utilities that agents obtain
is maximized locally. Actually, the final value of the total utilities in the adap-
tive moderation control is 46.292, which is greater than those of the other cases
(46.239 in L = 1 and 46.258 in L = 5). Figure 9 shows the changes of average
utilities that each agent obtains through learning. As similarly shown in figure 8,
each agent can obtain stable and high utility in the case of the adaptive modera-
tion control (c), but the utility sometimes drops in the case of fixed moderation
factors because of perturbation.
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5 Related Works and Discussion

Several researchers attack MARL for (repeated) resource sharing problems
[10,11,12].

Abdallah and Lesser [10] attacked task allocation games and introduced
weighted policy learning algorithm that can robustly converges for various game
setups. Main difference to these works is a usage of global information to speed-
up learning. As described in section 2.2, learning only by direct experiences of
each agent is too slow to explore whole situations in MARL when the numbers of
resources and agents are large. Our method can speed-up the learning and also
provide robustness of convergence. Such feature is useful when the environments
of agents are dynamic and open.

MGI itself is tightly related with regret-based approaches like [12]. Introducing
Uk(nk + L) in eq. (2) is similar idea to calculate the regret values. Instead of
calculating regret (difference of utilities of chosen and not-chosen resources),
MGI utilizes the utilities to estimate Q values. Therefore, our methods to adjust
parameters T and L will be able to be applied to these regret-based approaches
to enhance convergence and speed-up of learning.

Works of Bowling and Veloso [9] inspired many ideas to this work. As described
in section 3, the adaptive mechanism for temperature is directly derived from
the concept of WoLF in their works.

6 Concluding Remark

The study described in this article investigated RRSP from the viewpoints of
balancing exploration and exploitation of MARL, and proposed methods to con-
trol two learning parameters, temperature in Boltzmann softmax function, and
the moderation factor in moderated global information. The experimental result
shows the advantage of the method in robustness against changes of environment
and steadiness of learning.

Although we show the experimental results of a small variation of setting, the
proposed methods are applicable to several environments. For example, we can
use different utility functions that satisfy the monotonically decreasing condition.
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It is also possible to introduce internal states in the agent to adapt Markov
decision processes.

Several open issues remain in relation to the proposed methods:

– theoretical analysis of convergence and comparison to other conventional
methods.

– how to set remaining learning parameters suitably, especially the amplifica-
tion factor µ in the adaptive moderation control.

– the relation between the convergence speed and the robustness of learning
and control.

– how to formalize hierarchical social structures as a resource-sharing problem
under which groups of agents make choices.
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Abstract. As compared to the classical library model of printed materials, digi-
tal library offers a more efficient way to browse and search for scholarly infor-
mation in a networked environment. Currently, the most common way of 
searching and retrieving information from digital libraries is still by means of 
keyword-based queries. Over the past many years, there have been many at-
tempts to enhance the query formalism to allow users to retrieve information in 
a more effective manner. Among them, natural query that is expressed using 
natural language is obviously the most natural form of search requests. How-
ever, typical NLP techniques for natural query retrieval suffer from high cost of 
complexity. In addition, they are also not very effective when dealing with 
grammatically imprecise search requests. In this paper, we propose a novel on-
tology-based approach for natural query retrieval of scholarly information using 
conceptual graphs. The paper will present the proposed ontology-based ap-
proach and its experimental results. The proposed approach has achieved some 
promising initial results. 

1   Introduction 

Digital library is an organized repository of recorded knowledge which can be accessed 
in a networked environment [1]. A digital library can be in various forms such as an 
open access e-print archive, cross-archive search service, digital collection of 
intellectual works or Web Portal with search functions provided. Generally, the major 
advantage of digital library is its capabilities of organizing knowledge and retrieving 
information in a distributed environment such as the World Wide Web (WWW). 

One of the major functions facilitated by digital library, as compared to the 
classical library model, is its search utility that allows users to find their intended 
documents and other scholarly information easily and effectively. Currently, the most 
common search mechanism offered by digital libraries is based on user keywords. 

                                                           
* This work is completed with the financial support of the research project T2008-KHMT-14, 

funded by Hochiminh City University of Technology, Vietnam National University Ho-
chiminh City. 
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Although keyword-based search techniques have been proven to be useful, the quality 
of search results is still far from satisfactory. It is because keywords alone are not 
powerful enough to represent the semantics conveyed in both documents and queries. 

Over the past many years, there have been many attempts to improve the accuracy 
of information retrieved from digital libraries by means of extracting or encoding 
semantics into documents and queries. In [2], a system for generating query-specific 
document summarization was proposed. On the other hand, much research have also 
been conducted on enhancing the submitted queries to support more informative 
forms of search queries. For instance, in [3], fuzzy query was proposed to handle 
uncertainty information. In another approach [4], queries were transformed into a 
hybrid form to capture the associated metadata. However, among the various 
formalisms proposed to represent queries with precise semantics, natural language is 
still the most desirable one to many users. In BT Digital Library [5], a question-
answering mechanism was proposed based on the knowledge inferred from an 
ontology. However, lacking a well-defined semantic representation for the submitted 
query, this system can only reason according to a fixed set of pre-defined natural 
query forms. 

To process natural queries, conceptual graph (CG) [6, 7] is regarded as an effective 
technique to capture and represent the semantics in linguistic structures. Queries 
represented by CG can further be processed by appropriate tools such as SESAME [8] 
to obtain the precise answers retrieved from a knowledge base. In [9], an effort on 
supporting retrieval using natural query over CG-represented documents was 
reported. However, automatic translation of natural queries into the corresponding 
CGs is still a complex and challenging problem. More recent work on this issue rely 
mostly on natural language processing (NLP) techniques, i.e. making use of 
grammars and corpus to construct CGs from textual data [10, 11]. However, these 
techniques would suffer from poor performance when dealing with incomplete or 
imprecise queries in terms of grammatical structures, which are likely to occur in 
many practical situations.  

In this paper, we propose a new approach on natural query retrieval based on CG 
using domain ontology. Our work is motivated from previous research [12], which 
aimed at generating CGs from Vietnamese documents using a simple grammar 
combined with some heuristics rules. We do not intend to deal with all possible forms 
of natural queries. Instead, we only attempt to support natural query retrieval 
according to the domain interest of users when searching for information. As such, it 
makes our approach more practical and realistic. In this paper, we apply our proposed 
approach to the Scholarly Information Ontology which encompasses the domain 
knowledge stored in a digital library. The natural query will be processed according to 
the domain ontology and converted into the corresponding CG for scholarly 
information retrieval.  

The rest of this paper is organized as follows. Section 2 discusses the Scholarly 
Information Ontology for our digital library. Section 3 discusses the basic concept of 
CG and its represention for natural query. Section 4 presents our proposed approach 
for generating conceptual graph from natural query. Section 5 gives some initial 
experimental results. Finally, Section 6 concludes the paper and discusses the 
direction for our future research. 
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2   Scholarly Information Ontology 

Currently, most of the digital libraries are accessible from the WWW. With the recent 
advancement of Semantic Web [13], which offers strong capabilities of knowledge 
sharing and exchanging, there are much research on developing digital library 
systems over the Semantic Web enviroment [14]. In the Semantic Web, ontology [15] 
is adopted as the standard for knowledge representation due to its strong capability of 
reflecting real-life knowledge in a machine-understandable manner. Thus, Semantic 
Web-based digital libraries can improve the performance of data searching, browsing 
and personalization. Ontology is basically a conceptualization of a domain into a 
human understandable, machine-readable format consisting of entities, attributes, 
relationships and axioms. Ontology uses classes, which contain attributes, to represent 
concepts. Ontology also supports taxonomy and non-taxonomy relations between 
classes.  

Formally, an ontology can be defined as follows. An ontology O consists of four 
elements (C, AC, R, X). C represents a set of concepts. AC represents a collection of 
attributes sets, one for each concept. R = (RT, RN) represents a set of relationships, 
which consists of two elements: RT is a set of taxonomy relationships and RN is a set 
of non-taxonomy relationships. Each concept ci in C represents a set of objects, or 
instances, of the same kind. Each object oij of a concept ci can be described by a set of 
attribute values denoted by AC(ci). Each relationship ri(cp, cq) in R represents a binary 
association between concepts cp and cq, and the instances of such a relationship are 
pairs of (cp, cq) concept objects. X is a set of axioms. Each axiom in X is a constraint 
on the concept’s and relationship’s attribute values or a constraint on the relationships 
between concept objects. 

For example, the Scholarly Information Ontology OS = (C, AC, R, X) is an ontology 
with each component defined as follows: 

C = {“Document”, “Research Area”} 
AC(“Document”) = {“Name” ,“Author”, “Title”, “Keywords”, “Abstract”, “Body”, 

“Publisher”, “Publication Date”} 
AC(“Research Area”) = {“Name”, “Keyword”} 
RT = {superarea-of(“Research Area”, “Research Area”), subarea-of(“Research Area”, 

“Research Area”)} 
RN = {belong-to(“Document”, “Research Area”), consist-of(“Research Area”, 

”Document”)} 
X = { 

Implies(Antecedent(consist-of(I-variable(x1) I-variable(x2))) 
 Consequent(belong-to(I-variable(x2) I-variable(x1)))) 

Implies(Antecedent(belong-to(I-variable(x1) I-variable(x2))) 
 Consequent(consist-of(I-variable(x2) I-variable(x1)))) 

Implies(Antecedent(superarea(I-variable(x1) I-variable(x2))) 
 Consequent(subarea(I-variable(x2) I-variable(x1)))) 

Implies(Antecedent(subarea(I-variable(x1) I-variable(x2))) 
 Consequent(superarea(I-variable(x2) I-variable(x1)))) 

} 

The Scholarly Information Ontology has two concepts (or classes): Document and 
Research Area. The attributes of the class Document are major properties of a  
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scientific publication such as author, title, etc. A Research Area is indicated by a set 
of appropriate keywords. Taxonomy relation set RT defines hierarchical relations 
between research areas, in which a research area may be a super-area or sub-area of 
others. Non-taxonomy relation set RN consists of relations between Document and 
Research Area implying that a document can belong to some research areas and a 
research area may consist of different scientific documents. The axiom set X contains 
some basic rules that imply the inversed relations of defined relations. For example, if 
a document belongs to a research area, then the research area contains that document 
and vice-versa. 

As can be observed from the above example, ontology is of high precision when 
representing knowledge in a certain domain. In this research, we employ the 
Scholarly Information Ontology to represent the knowledge of a digital library. 
Scholarly Information Ontology can be generated automatically from scientific 
documents by capturing and reflecting conceptual entities and relations among the 
documents. The details on the automatic generation of the Scholarly Information 
Ontology can be found in [16]. Figure 1 gives the conceptual schema of the Scholarly 
Information Ontology. 
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Fig. 1. Conceptual Schema of the Scholarly Information Ontology 



 Ontology-Based Natural Query Retrieval Using Conceptual Graphs 313 

3   Query Representation Using CG 

A conceptual graph (CG) is a notation for logic based on existential graphs and se-
mantic networks in artificial intelligence. A CG has a displayed form as a directed 
graph whose nodes can be a concept node or relation node. A concept node implies 
an individual of a concept, while a relation node indicates the relationships between 
individuals. Figure 2 shows an example of a CG, whose concept nodes are presented 
in boxes and relation nodes in ovals. The fact conveyed by this CG is that the author 
Tim Berners Lee has written the paper entitled “The Semantic Web”. In this CG, the 
individuals Tim Berners Lee and “The Semantic Web” are called individual referents 
of the concepts Author and Document respectively. 

AUTHOR: Tim
Berners Lee write

DOCUMENT:

 

Fig. 2. An example conceptual graph 

Hence, CG has rendered a powerful formalism for describing the world of logic. 
CG is also an effective formalism to represent queries in natural language. Figure 3 
shows a CG representing the query “Find the author who published documents about 
Semantic Web.” Notice that the “?” symbol indicates a query referent of the CG, 
which specifies the object that will be searched. The “*” symbol indicates a generic 
referent, which means that no specific individual of the concept Document is men-
tioned explicitly in the query.  

AUTHOR: ? write DOCUMENT: *

belong TOPIC:
Semantic Web

 

Fig. 3. A natural query represented by conceptual graph 

4   Automatic Generation of CG-Based Query  

In this section, we present an approach for automatic generation of CG-based query 
from natural query using the knowledge captured from domain ontology (e.g. Schol-
arly Information Ontology). The automatic generation process consists of the follow-
ing two steps: 

• Concept Generation – It identifies ontological concepts and individuals in the 
query and converts the identified concepts and individuals into the concept 
nodes of the CG.  
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• Relation Construction – It constructs relation nodes between the concept nodes 
according to the domain ontology to obtain the final CG. During construction, 
some additional concept and relation nodes may need to be generated and 
added into the final CG. 

4.1   Concept Generation 

This step aims to parse the submitted query in order to identify the ontological con-
cepts and individuals. As domain ontology contains well-defined concepts and indi-
viduals, it provides a powerful means for recognizing these concepts and individuals 
automatically from a query. For example, let’s consider the following query:  
 

(Q1): “Who is the author of the document entitled ”The Semantic Web”?” 
 

Using the Scholarly Information Ontology given in Figure 1, we can recognize the 
ontological concepts Author and Document and the ontological individual “The Se-
mantic Web” of the ontological class Document from the query. 

Note that when constructing domain ontology, the ontology engineer can define an 
ontology vocabulary that helps to recognize different keywords that may be relevant 
to certain ontological concepts and individuals. For example, the ontology engineer 
may define that the question term who should refer to an author, whereas the concept 
Document may be referred to by some linguistic terms such as document, paper, arti-
cle, publication, etc. Thus, if the natural query is changed to another form like “Who 
wrote papers about the Semantic Web?”, the same ontological concepts and individu-
als will be recognized. 

After recognizing ontological concepts and individuals in a query, we will map 
them into the corresponding concept nodes in the final CG. To do this, the following 
heuristic rules are used: 

• An ontological individual will be mapped as an individual referent. 
• An ontological concept will be mapped as a query referent if there is no indi-

vidual of this concept recognized in the query. 

Therefore, for the query (Q1), the individual of “The Semantic Web” will be mapped 
as an individual referent. Between the two ontological concepts Author and Document, 
we only preserve the concept Author as a query referent since the concept Document has 
the corresponding individual (i.e. “The Semantic Web”) found in the query. 

Let’s consider another query: 
 

(Q2): “I’m interested in the scientific documents that are written by the famous 
author Tim Berners Lee and published in the year of 2001.”  
  

With the Scholarly Information Ontology given in Figure 1, the ontological concepts 
identified are Document, Author and Date, whereas the ontological individuals are 
Tim Berners Lee and 2001. Since Tim Berners Lee and 2001 are individuals of the 
concepts Author and Date respectively, these concepts will not be further considered 
as query referents. Thus, only one query referent of Document and two individual 
referents of Tim Berners Lee and 2001 are identified in this query.  



 Ontology-Based Natural Query Retrieval Using Conceptual Graphs 315 

4.2   Relation Construction 

As discussed in Section 3, the identified query referents and individual referents will 
correspond to concept nodes in the final CG. In this step, we construct the relations 
between these concept nodes. First, for each pair of query referent and individual 
referent identified, we find a path between the corresponding ontological concepts in 
the conceptual schema of the domain ontology. Then, we unify all the paths to form 
the final CG-based query. 

For example, in query (Q1), there is one query referent of Author and one individ-
ual referent of Document identified. The corresponding path between these concepts 
in the Scholarly Information Ontology is given in Figure 4, which is also the final 
CG-based query generated for the query. 

AUTHOR: ? conducted-
by

DOCUMENT:

 

Fig. 4. CG-based query generated from query (Q1) 

In another query (Q2), there is one query referent of Document and two individual 
referents of Author and Date. Figure 5(a) gives the identified path between Document 
and Author, while Figure 5(b) shows the path between Document and Date. Finally, 
Figure 5(c) presents the unification of these paths, producing the final CG-based query. 

 
AUTHOR:

Tim Berners
Lee

conducted-
by

DOCUMENT: ?

 
(a) Path between Document and Author 

 
DATE:
2001 published-at DOCUMENT: ?

 
(b) Path between Document and Date 

 

AUTHOR:
Tim Berners

Lee

conducted-
by

DOCUMENT: ?

DATE:
2001 published-at

 
(c) Final CG-based query 

Fig. 5. CG-based path generated from query (Q2) 

Consider the following query:  
 

(Q3): “I want to know the emerging trend of the year 2007.”  
  

There are one query referent Emerging Trend and one individual referent Date identi-
fied. Figure 6 shows the path between these concepts in the Scholarly Information 
Ontology, and the corresponding CG-based query. Note that in the identified path, 
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EMERGING
TREND: ? belong-to DOCUMENT: *

published-
at

DATE:
1997

 

Fig. 6. The CG-based path generated from query (Q3) 

an additional concept Document, which is mapped as a generic referent in the CG, is 
also created. 

4.3   Uncertainty Resolution 

When parsing natural query to identify ontological concepts and individuals as dis-
cussed in Section 4.1, it is sometimes difficult to be certain about the concepts and 
individuals associated with a keyword, even when the ontology vocabulary is used. 
Here, we discuss some strategies that can be used to handle such uncertainties.  
 

Multiple individuals of the same ontological concept. When submitting a query, the 
user may want to find information relevant to multiple individuals of the same onto-
logical class instead of a single one. In such case, we can just simply generate a single 
node corresponding to these individuals. For example, in the following query: 

 
(Q4): “Find documents published by the ACM Press and IEEE Press.” 

 
there are two individuals ACM Press and IEEE Press of the same concept Publisher 
identified. Figure 7 shows the final CG-based query. 

 

Fig. 7. The CG-based query for query (Q4). 

Multiple concepts of the same keyword/phrase. A certain keyword or phrase in the 
natural query may be identified as indicators for different ontological concepts. As a 
result, there are multiple CG-based queries generated accordingly. Our solution to this 
problem is to consider all the generated CG-based queries, since all of them should be 
able to provide answers for the intended questions from users. For example, in the 
following query: 

 

(Q5): “Find researchers working in the field of the Semantic Web.” 
 

the phrase “Semantic Web” may be identified relevant to two concepts Document and 
Publisher (In fact, we have a journal named Semantic Web defined in Scholarly In-
formation Ontology). Thus, there are two CG-based queries generated as shown in 
Figure 8. Obviously, the results obtained when processing these queries should be 
relevant to the request from users. 
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AUTHOR: ? conducted-
by

DOCUMENT:
Semantic Web

AUTHOR: ? interesting-
author-of

PUBLISHER:
Semantic Web

 

Fig. 8. The CG-based queries for query (Q5) 

Multiple paths of the same pair of query/individual referents. When finding a path 
between concepts in the domain ontology, which are corresponding to a 
query/individual referents recognized in the original natural query, we sometimes end 
up with more than one possible path. In such case, we will select the most reasonable 
path whose relation nodes are most similar to the query keywords. The similarities 
between the relation nodes and the keywords once again rely on the vocabulary de-
fined by the ontology engineering when constructing ontological relations in the do-
main ontology. For example, in the following query: 

 

(Q6): “Find researchers working in USA.” 
 

there is one query referent Author, and one individual referent USA of concept Loca-
tion. In the Scholarly Information Ontology, there are two possible paths between the 
concepts Author and Location, as depicted in Figure 9(a) and Figure 9(b). However, 
the term working in the query should be relevant to the ontology vocabulary defined 
for the ontological relation work-at in the Scholarly Information Ontology. Thus, the 
first path, i.e. the path depicted in Figure 9(a), should prevail and be selected as the 
appropriate CG-based query for the given query. 

AUTHOR: ? work-at ORGANIZATION: * located-at
LOCATION:

USA

 
(a) First path  

 

AUTHOR: ?
interesting-
author-of PUBLISHER: * located-at

LOCATION:
USA

 
(b) Second path  

Fig. 9. Two paths identified for query (Q6) 

5   Experimental Results 

In this section, we present an initial experiment to evaluate the effectiveness of the 
proposed ontology-based approach for natural query retrieval. In the experiment, we 
use the Scholarly Information Ontology which was generated from a citation database 
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as domain ontology. The citation database was constructed from a collection of 1400 
scientific documents. These documents are downloaded from the Institute for Scien-
tific Information’s (ISI) website (http://www.isinet.com) based on the research area 
“Information Retrieval” published from 1987-1997. The downloaded documents are 
pre-processed to extract related information such as the title, authors, citation key-
words, and other citation information. The Scholarly Information Ontology was given 
in Figure 1. 

We then conducted a survey on common natural queries that users may wish to 
submit when looking for scholarly information from a digital library. Students from 
the Faculty of Computer Science and Engineering, Hochiminh City University of 
Technology (http://www/cse/hcmut.edu.vn) had participated the survey. As a result, 
346 queries are collected. Table 1 lists the 30 most common natural queries. We then 
process the natural queries using our proposed approach to generate the corresponding 
CG-based queries in order for evaluating its effectiveness for information retrieval. 
From the 346 queries collected, our approach is able to produce correct answers for 
323 cases. Therefore, the proposed approach has achieved an accuracy of 93.35%.  
In addition, we have also compared the performance of our approach with other typi-
cal information retriaval (IR) techniques in terms of typical IR measures like recall, 
precision and F-measure, using the same query set as depicted in Table 1. Two  
 

Table 1. Examples of common natural queries 

1. Find paper about "Information-
2. Find paper about "Information-retrieval system" published in 1993?
3. Document about "micro computers"?
4. Search for document about "micro computers" written by J. Beaumont
5. Document about "micro computers" or "computer graphic"

7. Search article related to "security" 
8. I want to find researchers in the field of "Semantic Network"?
9. whose works are published in "Information 

Processing & Management"
10. Identify author of paper published in "Information Processing & Management"
11. Who are researching in "Computer Network"?
12. Search paper about "Computer Network" and written in Chinese
13. Who have documents published in German about Digital Libraries?
14. Journal of Semantic Web in German?
15. Find researcher working in China
16. Find author research about "information retrieval" currently living in China?
17. Who did write about "information-retrieval"?
18. Who did write about "information-retrieval system"?
19. Who did write about "Bibliographic retrieval" and living in UK?
20. Find paper published from the LIBRI institute
21. Semantic Web?
22. Work on Information system published in 1993
23. Find documents have keyword "information retrieval"?
24. Paper written by Morgan and Young
25. Who have documents published in "Information Processing & Management" about "advanced 

algorithms"?
26. Find some good paper about "Neural-Network"?

-Network" paper published in "British Journal of Psychiatry"
29. Who did conduct some works about  "Retrieval" and now working in China
30. Give me some information about what is going on in Semantic Web today

 



 Ontology-Based Natural Query Retrieval Using Conceptual Graphs 319 

techniques are used for comparison. The first technique applies the typical tfidf 
vector-space-model (VSM) to retrieve information from the input queries. In the 
second technique, we first cluster the data before applying the VSM for retrieval. 
Since the scholarly data are multi-dimensional and the queries are multi-objective, the 
multi-clustering technique [17] is adopted here. Table 2 presents the performance 
comparison of the different techniques based on recall, precision and F-measure. 

Table 2. Performance comparison on retrieval 

Techniques Recall Precision F-measure 
Vector-space-model (VSM)  

VSM + Multi-clustering 
CG-based Queries 

78% 
92% 
98% 

87% 
94% 
93% 

82% 
93% 
95% 

As can be seen in Table 2, when combined with the multi-clustering technique, the 
performance of the VSM-based retrieval technique has been improved significantly in 
terms of both recall and precision. It is because when data are clustered using the 
multi-clustering technique, information can be represented better in clusters, thereby 
enhancing the retrieval performance. As compared to the VSM-based multi-clustering 
technique, the precision obtained by the CG-based query processing method is 
slightly lower. However, the recall is better since if the CG-based queries are 
generated precisely, the retrieval performance can achieve with almost absolute 
accuracy. As a result, the CG-based query processing technique has achieved the best 
performance in terms of the F-measure. 

6   Conclusions 

This paper has proposed an ontology-based approach for natural query retrieval using 
conceptual graphs. We have applied the proposed approach for the retrieval of schol-
arly information in digital libraries, thereby enabling the sharing and exchanging of 
knowledge over the Semantic Web environment. The initial experimental results have 
shown that our proposed approach is capable of handling effectively most of the typi-
cal search requests in natural language. By avoiding using a fixed grammar to process 
natural query, our approach seems flexible since it can handle queries in different 
forms, ranging from a short phrase to a complete complex sentence. In addition, mi-
nor grammatical errors, which may probably occur in queries submitted casually by 
users in many practical situations, can also be tolerated reasonably. 

However, the lack of grammar handling capabilities in our approach makes it dif-
ficult in processing queries which contain highly precise semantics such as “I want to 
find papers that are not related to Semantic Web” and “Recent papers on Semantic 
Web published after 2004”, i.e. queries whose concept individuals are associated with 
some language operators. In these two cases, the former does rarely occur in real 
practical scenarios of searching information from digital libraries, whereas the latter 
can be handled by applying some advanced language processing techniques. This is 
also the direction for our future research. 
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Abstract. Multi-issue negotiations can lead negotiants to the “win-
win” (optimal) outcomes which is not applicable in single issue nego-
tiations. Negotiants’ preferences on all negotiated issues in multi-issue
negotiations impact the negotiation results a lot. Most of existing multi-
issue negotiation strategies are based on the situation that all negotiants
have fixed preferences, and very little work has been done on situations
when negotiants modify their preferences during the negotiation. How-
ever, as the negotiation environment becomes open and dynamic, ne-
gotiants may modify their preferences dynamic for higher profits. The
motivation of this paper is to propose a novel optimal multi-issue nego-
tiations approach to handle the situation when negotiants’ preferences
are changed. In this model, agents’ preferences are predicted dynamic
based on the historical records of the current negotiation, then optimal
offers are generated by employing the predicted preferences so as to lead
the negotiation to “win-win” outcomes (if applicable). The experimental
results indicates the proposed approach can improve negotiants’ profits
and efficiency considerably.

1 Introduction

Multi-issue negotiation is an active research direction in the area of multi-agent
systems. Literature [1] [2] [3] indicates great achievements in this area. In [4],
Fatima et. al. pointed out that the procedure of multi-issue negotiation plays
a critical role to the negotiation results. In general, there are three main pro-
cedures in multi-issue negotiation [5], which are the package deal procedure,
simultaneous procedure and the sequential procedure. In package deal proce-
dure, all issues are bundled and discussed together; in simultaneous procedure
all issues are discussed simultaneously but independently of each other; and in
sequential procedure all issues are discussed one after another. By considering the
time complexity and optimality, generally the package deal procedure is highly
encouraged since it can outperform other two procedures in most situations.

The most significant feature of multi-issue negotiations by use of the pack-
age deal procedure is that it may lead the negotiation results to the “win-win”
(optimal) outcomes which otherwise cannot be achieved by others [1] [6]. This
feature in reality makes multi-issue negotiation important and valuable. Many
researchers had paid attention on optimal outcomes in multi-issue negotiation

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 321–332, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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and some approaches had been produced and developed [2] [4] [5]. However we
noticed that the existing approaches to the optimal outcomes were only based
on the static negotiation environments where negotiants’ preferences on negoti-
ated issues were been fixed. Therefore, a novel optimal multi-issue negotiation
approach is introduced in this paper in order to handle negotiants’ preferences
dynamic and lead the negotiation results to the “win-win” outcomes in open
negotiation environments.

In the proposed multi-issue negotiation approach, an regression approach is
proposed firstly in order to help agents to predict opponents’ preferences dynamic
during the negotiation. The major difference between our approach and others’
works [7] [8] [9] [10] is that the prediction, here, does not require additional
training process and only uses the historical offers of the current negotiation
to estimate opponents’ behaviors. Therefore the proposed prediction approach
is more suitable for the dynamic negotiation environment by considering its
facility and flexibility. Furthermore, we propose an optimization approach to
generate optimal offers dynamic by considering negotiants’ preferences and lead
the negotiation results to the “win-win” outcomes (if applicable) finally.

The rest of this paper is organized as follows: Section 2 introduces the pref-
erence prediction approach; Section 3 introduces the optimal offer generation
approach; Section 4 illustrates and discusses the experimental results; Section 5
compares this research with related works; and Section 6 concludes this paper
and outlines our future works.

2 Preferences Prediction

In this section, the prediction approach on opponents’ preferences is introduced
based on the regression approach [11]. Subsection 2.1 introduces the prediction
approach for single-issue negotiation, and Subsection 2.2 extends the approach
to multi-issue negotiation.

2.1 Behaviors Prediction in Single Issue Negotiation

In general, three kinds of negotiation strategies can be employed by agents dur-
ing a single-issue negotiation, which are Boulware, Conceder and Linear [2].
In Boulware strategies, agents look towards to the maximum profits. Therefore
they will not give a great concession until the negotiation deadline. In Conceder
strategies, agents normally like to make the deal with opponents as soon as pos-
sible, so they will make a great concession at the beginning of the negotiation.
In Linear strategies, agents normally make a concession smoothly and sequen-
tially throughout the negotiation. In order to simulate these common negotiation
behaviors, we propose the following quadratic regression function.

O(t) = a× t2 + b× t + c (1)

where O(t) is the predicted opponent’s offer at tth (1 ≤ t ≤ τ , where τ is the
deadline) negotiation round, a, b and c are coefficients, and are all independent
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on t. It is noticed that the proposed quadratic regression function can simulate
the three common negotiation behaviors mentioned above by assigning different
values to the coefficients as follows:

– Boulware (a > 0): the rate of change in the slope is increasing, corresponding
to smaller concession in the early rounds but large concession in later rounds.

– Conceder (a < 0): the rate of change in the slope is decreasing, corresponding
to large concession in early round but smaller concession in later rounds.

– Linear (a = 0 and b �= 0): the rate of change in the slope is zero, correspond-
ing to making constant concession throughout the negotiation.

The aim of this prediction approach is to employ opponents’ historical offers
to generate a particular function O(t) to predict the opponent’s offer generation
function. It must be ensured that the differences between the predicted offer and
the real offer in all negotiation rounds are minimized. Let set R = { ˆO(t′)} (t′ ∈
[1, t]) be the opponent’s real historical offers in the previous t rounds. Because
the function O(t) is the regression results on set R = { ˆO(t′)}, so all distances
ε(t′) between the real offers ˆO(t′) and the predicted offers O(t′) in all negotiation
rounds should obey the Normal Distribution. Let ε(t′) = ˆO(t′)−O(t′), the joint
probability density function for all ε(t′) in the previous t negotiation rounds is:

Lε(t) =
t∏

t′=0

1
σ
√

2π
exp{− 1

2σ2 [ ˆO(t′)−O(t′)]2}

= (
1

σ
√

2π
)t exp{− 1

2σ2

t∑
t′=0

[ ˆO(t′)−O(t′)]2}

where Lε(t) indicates the joint probability that all real offers ˆO(t′) may happen.
Because each ˆO(t′) comes from the historical record, so we must let Lε(t) to be
its maximum value. Obviously, in order to maintain Lε(t) to the maximum value,∑t

t′=0[
ˆO(t′)−O(t)]2 should achieve its minimum value. Let

Q(a, b, c) =
t∑

t′=0

[ ˆO(t′)−O(t′)]2

=
t∑

t′=0

[ ˆO(t′)− at′2 − bt′ − c]2 (2)

Then we calculate the partial derivative for Q(a, b, c) on a, b and c, respectively
and let their results equal to zero.⎧⎪⎨⎪⎩

∂Q
∂a = −2

∑t
t′=0(

ˆO(t′)− at′2 − bt′ − c)t′2 = 0
∂Q
∂b = −2

∑t
t′=0(

ˆO(t′)− at′2 − bt′ − c)t′ = 0
∂Q
∂c = −2

∑t
t′=0(

ˆO(t′)− at′2 − bt′ − c) = 0
(3)
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Then the above equations can be simplified to:⎧⎪⎨⎪⎩
(
∑t

t′=0 t
′4)a+ (

∑t
t′=0 t

′3)b + (
∑t

t′=0 t
′2)c =

∑t
t′=0 t

′2 ˆO(t′)
(
∑t

t′=0 t
′3)a+ (

∑t
t′=0 t

′2)b + (
∑t

t′=0 t
′)c =

∑t
t′=0 t

′ ˆO(t′)
(
∑t

t′=0 t
′2)a+ (

∑t
t′=0 t

′)b + tc =
∑t

t′=0
ˆO(t′)

(4)

Let Cu, Ca, Cb and Cc are the coefficient matrices for Equation 4, then:

Cu =

∣∣∣∣∣∣
∑t

t′=0 t
′4 ∑t

t′=0 t
′3 ∑t

t′=0 t
′2∑t

t′=0 t
′3 ∑t

t′=0 t
′2 ∑t

t′=0 t
′∑t

t′=0 t
′2 ∑t

t′=0 t
′ t

∣∣∣∣∣∣ (5)

Ca =

∣∣∣∣∣∣∣
∑t

t′=0 t
′2 ˆO(t′)

∑t
t′=0 t

′3 ∑t
t′=0 t

′2∑t
t′=0 t

′ ˆO(t′)
∑t

t′=0 t
′2 ∑t

′t=0 t
′∑t

t′=0
ˆO(t′)

∑t
t′=0 t

′ t

∣∣∣∣∣∣∣ (6)

Cb =

∣∣∣∣∣∣∣
∑t

t′=0 t
′4 ∑t

t′=0 t
′2 ˆO(t′)

∑t
t′=0 t

′2∑t
t′=0 t

′3 ∑t
t′=0 t

′ ˆO(t′)
∑t

t′=0 t
′∑t

t′=0 t
′2 ∑t

t′=0
ˆO(t′) t

∣∣∣∣∣∣∣ (7)

Cc =

∣∣∣∣∣∣∣
∑t

t′=0 t
′4 ∑t

t′=0 t
′3 ∑t

t′=0 t
′2 ˆO(t′)∑t

t′=0 t
′3 ∑t

t′=0 t
′2 ∑t

t′=0 t
′ ˆO(t′)∑t

t′=0 t
′2 ∑t

t′=0 t
′ ∑t

t′=0
ˆO(t′)

∣∣∣∣∣∣∣ (8)

Because Cu �= 0, then parameters a, b and c have an unique solution which is:⎧⎪⎨⎪⎩
a = Ca/Cu

b = Cb/Cu

c = Cc/Cu

(9)

Then by employing these parameters, we can find a particular function O(t) to
represent the opponent’s historical offers in the previous t rounds. Furthermore,
we can also predict the opponent’s future offers in the next i rounds by replacing
t by t+ i.

2.2 Preferences Prediction in Multi-issue Negotiation

In this subsection, we introduce the approach to predict opponents’ preferences
in bilateral multi-issue negotiations. Let M be the total number of issues in a
multi-issue negotiation, then for each single issue m (m ∈ [1,M ]), we adopt
the behavior prediction approach on the single issue negotiation to generate a
particular regression function for the issue m as follows:

O(t)m = am × t2 + bm × t + cm (10)
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Since negotiants may have different preferences on the same issue and/or change
their preferences as the negotiation environment changes. So by considering the
reality, we make the following assumption.

Negotiants give concession to each single issue in a multi-issue negotiation
based on the negotiant’s preference. The more/less significant the issue is con-
sidered by the negotiant, the less/more concession is given by the negotiant on
that issue.

Based on the above assumption, we can predict the opponent’s concession on
each issue and further predict the opponent’s preferences. The opponent’s pos-
sible concession on issue m can be represented by the derivative of the function
U(O(t)m)m as follows:

C(t)m =
∂U(O(t)m)m

∂t
(11)

whereU(O(t)m)m is the profit that the negotiant gained from the opponent’s offer
O(t)m on issue m. It is noticed that the greater the C(t)m is, the less significant
the issuem is considered by the opponent, and the greater concession that the op-
ponent would like to make on the issuem. LetW (t)m be the opponent’s preference
on the issue m at the round t, then W (t)m can be calculated as follows.

W (t)m =
1/C(t)m∑M
n=1 1/C(t)n

=

∏M
n=1,n=m C(t)n∑M

n=1(
∏M

p=1,p=n C(t)p)
(12)

Then by calculating all W (t)m (m ∈ [1,M ]) for all negotiated issues, we can
outline the opponent’s preferences at the round t. In the next section, we will
employ the predicted preferences to help negotiants to achieve the “win-win”
outcomes in the multi-issue negotiation.

3 Optimization Agreements

In this section, we introduce the approach to generate the optimal outcome in
the bilateral multi-issue negotiation by employing the predicted preferences in
previous Section.

Let agent p and agent q be the two negotiants. For agent p (same as for
agent q), we assume that it already knows its own negotiation strategies, utilities
functions and preferences, namely O(t)m

p , U(offer)m
p ∈ [0, 1] and W (t)m

p ∈ [0, 1],
where m ∈ [1,M ], t ∈ [1, τp] and τp is agent p’s deadline. By employing the pre-
diction approach introduced in Section 2, agent p can estimate its opponent’s
(agent q) preferences. Based on the predicted preferences, we introduce the ap-
proach on how to generate the optimal outcomes in this section.

Let U(O(t)m
q )m

p be the profit which agent p gained from agent q’s offer O(t)m
q

on the issue m at the round t, and U(O(t)q)p be the overall profit that agent p
gained from agent q by considering all negotiated issues at the round t, so

U(O(t)q)p =
M∑

m=1

[U(O(t)m
q )m

p ×W (t)m
p ] (13)
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Then the overall profit gained by agent q from the offer O(t)q can also be pre-
dicted by agent p as follows:

U(O(t)q)q =
M∑

m=1

[1− U(O(t)m
q )m

p ]×W (t)m
q (14)

where W (t)m
q is agent p’s prediction on agent q’s preference which can be calcu-

lated by formula (12). [1−U(O(t)m
q )m

p ] is agent p’s prediction on agent q’s profit.
The reason we perform this kind of prediction is based on the “pie splitting” the-
ory. According to the “pie splitting” theory, if the whole profit of an item is 1
and one negotiant claims u (u ∈ [0, 1]) out of 1, then the other negotiant’s profit
is 1 − u. In the multi-issue negotiation, situations on each single issue can be
treated similar to the “pie splitting” game, so [1−U(O(t)m

q )m
p ] can be employed

by agent p to represent agent q’s profit approximately.
It is proposed that the agent p’s optimal offer at the round t should satisfy two

requirements: (1) the optimal offer can maximize agent q’s profits. The reason
behind this condition is based on the real situation that all bargaining agents try
to gain as much profits as they can during the negotiation; and (2) the optimal
offer can minimize the opponent’s loss. The reason behind this consideration is
that the opponent definitely will not accept an offer which damages its profits
too much. Therefore, in order to make the optimal offer more efficient, this
consideration should also be satisfied as much as possible.

In order to find out the optimal offer, we firstly transfer the issue to an
optimization problem and then get the optimal offer by solving the optimization
problem. In this paper, we are going to employ the Lagrange Multipliers in
the optimization problem solving process. Let U(O(t + 1)p)p be the function
which agent p wants to maximize and equation U(O(t + 1)p)q − U(O(t)q)q = c
is the constraint, where c indicates the benefit that agent q may lost. In order
to minimize agent q’s loss, we set c’s default value as 0. If the solution for
Lagrangian cannot be achieved, we can loosen the restriction and enlarge c’s
value gradually according to predefined step, such as 0.1. So the Lagrangian, for
agent p, is defined as follows:

Λ(t, λ) = U(O(t + 1)p)p + λ[U(O(t + 1)p)q − U(O(t)q)q] (15)

By setting the partial derivative for Λ(t, λ) on t and λ to zero respectively, we
can get formula (16) as follows:{

∂Λ(t,λ)
∂t = ∂U(O(t+1)p)p

∂t + ∂λU(O(t+1)p)q

∂t = 0
∂Λ(t,λ)

∂λ = U(O(t + 1)p)q − U(O(t)q)q = 0
(16)

By solving the formula (16), we may get three possible results, which are:

1. No solution, so we should relax the restriction and enlarge the opponent’s
loss, then recalculate the optimal offer;
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2. Single solution, to, which is the optimal solution;
3. Multiple solution, namely set ts. Then the optimal solution to can be defined

as follows:

∀t ∈ ts, ∃to ∈ ts ⇒ U(O(to + 1)p)p ≥ U(O(t + 1)p)p (17)

Finally, by employing the optimal solution to, agent p’s optimal offer
O(to + 1)p can be represented by formula (18) as follows:

O(to + 1)p = {O(to + 1)m
p } (18)

where m ∈ [1,M ] and O(to + 1)m
p is the optimal offer for the issue m only.

In this section, we introduced the approach to generate the optimal offer
in bilateral multi-issue negotiation. During the negotiation, both sides of nego-
tiants can employ this optimal approach alternatively until an optimal agreement
(when the optimal agreement is applicable) is agreed by all negotiants or one
negotiant quit the negotiation (when the optimal solution does not exist). In the
following section, experiments on the proposed optimal approach is introduced.

4 Experiment

In this section, we exam our proposed prediction and optimization approaches
through experiments and compare to the results of NDF negotiation approach [2].

4.1 Experimental Setup

In order to simply the experiments, we employ three agents (one seller and two
buyers) in an two issues negotiation. Of course, the proposed approach can be
applied on negotiation with any number of issues. The scenario is described
as follows: the agent seller wants to sell a car and a GPS navigation system,
both buyer agents buyer1 and buyer2 wants to purchase these two items from
the seller. In order to make the negotiation results comparable, all agents have
same acceptable range on the items’ prices, which are from $4000 to $5000 for the

Table 1. Experimental cases

Case # Seller’s strategies Buyer’s strategies
1 Car (C), GPS (B) Car (C), GPS (B)
2 Car (C), GPS (B) Car (L), GPS (L)
3 Car (C), GPS (B) Car (B), GPS (C)
4 Car (L), GPS (L) Car (C), GPS (B)
5 Car (L), GPS (L) Car (L), GPS (L)
6 Car (L), GPS (L) Car (B), GPS (C)
7 Car (B), GPS (C) Car (C), GPS (B)
8 Car (B), GPS (C) Car (L), GPS (L)
9 Car (B), GPS (C) Car (B), GPS (C)
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Fig. 1. The buyers’ gained utilities comparison

car and from $200 to $300 for the GPS. The deadline for all negotiants are also
same, which is the 10th negotiation round. All agents employ the package deal
procedure [5] and the alternating offering protocol is employed in the negotia-
tion. No agent wants to share its own private information with others. In order
to simulate the open and dynamic negotiation environment, seller will change
its preferences dynamic based on its profits, which is Seller would like to make
less concession on the issue whose price is near its ‘bottom line’ and to make
more concessions on other issues. During the negotiation, both seller and buyer1
employs the NDF negotiation approach and buyer2 employs the proposed nego-
tiation approach. In order to make the negotiation results general enough, each
agent can have three options on negotiation strategy on each negotiated item,
which can cover almost all common situations in the multi-issue negotiation.
The three common negotiation strategies are Boulware (B), Conceder (C) and
Linear (L) (refer to Subsection 2.1). We progress the experiments according to
the nine cases shown in Table 1.

Fig. 2. The sellers’ gained utilities comparison
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Fig. 3. Legend

4.2 Experimental Results

In the experiment, agents buyer1 and buyer2 negotiates with the agent seller
according to the nine cases in Table 1. Both buyer1 and seller employ the NDF
negotiation approach, and buyer2 employ the proposed optimal approach. We
compare the two negotiation outcomes by considering negotiants’ profits and
time spending on the negotiation. The comparison results for both sellers and
buyers in all nine cases are displayed in Fig. 1 and Fig. 2.

In Fig. 1, we compare two buyers’ profits by employing different negotiation
approaches. The x-axis represents the nine cases and the y-axis represents the
profit agents gained from the negotiation. It can be seen that almost in all cases,
buyer2 can gain more profits (around 10%) than buyer1. In Fig. 2, we com-
pare seller ’s profits by employing two approaches. It can be seen that except
case 1 and 9, seller gains much more profits by employing the proposed optimal
approach. Especially in case 3 and 7, the advance is more than 60%. The ex-
planation on this comparison results is that in the NDF negotiation approach,
buyer1 only considered its own profits but ignored seller ’s profits. Therefore,
most of buyer1 ’s offer are rejected by the seller. However, by employing the op-
timal approach, buyer2 not only try to maximize its self’s profits, but also try to
minimize seller ’s loss. So the buyer2 ’s offers are more acceptable for the seller,
and the negotiation were led to the “win-win” outcome. Furthermore, accord-
ing to experimental results, the proposed optimal approach save more than 10%

(a) NDF approach (b) The proposed approach

Fig. 4. Case 2: buyer’s benefit
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(a) NDF approach (b) The proposed approach

Fig. 5. Case 2: seller’s benefit

negotiation time in average than the NDF approach. Therefore, to summarize
the experimental results, the proposed optimal approach can achieve a better ne-
gotiation outcome and spend less negotiation time by comparing with the NDF
negotiation approach in the bilateral multi-issue negotiation. Also, by analyzing
the experimental results in all cases, we indicate the following discovery:

In the multi-issue negotiation, the possibility that negotiants can gain more
profits from the optimal offer is direct ratio to differences between negotiants’
preferences. The greater the differences are, the more profits negotiants can gain
from the optimal offer, and vice verse.

Because of the pages limitation, we only illustrate the detail about the exper-
imental results in case 2. In case 2, seller employs the Conceder negotiation
strategy on the car and the Boulware negotiation strategy on the GPS. All buy-
ers employ the Linear negotiation strategy on all negotiated items. The legend of
the result figures are displayed in Fig. 3. By comparing the gained profits between
two buyers (see Fig. 4), it can be seen that because buyer2 can predict seller ’s
preferences, so buyer2 gained 10% more profits than buyer1. For detail, at the
3rd negotiation round, buyer2 makes a great concession on the GPS but enlarge
its expected profits on the car to respond seller ’s changes on the preferences. In
the 5th round, buyer2 noticed that seller would like to decrease its concession on
the car but increase its concession on the GPS, so buyer2 gave more concession
on the car and requiring more benefits from the GPS. Through these kinds of
modification, buyer2 found the optimal offer to maximize own profits, and also
to minimize seller ’s loss. Furthermore, according to Fig. 5, seller ’s profits is also
increased by 10% through negotiating with Buyer2 than with Buyer1.

5 Related Work

Some related works about searching the optimal agreements in multi-issue ne-
gotiations have been proposed by researchers [1] [2] [3] [5]. To list few of them,
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in [4], Fatima et. al. discovered that the outcome of the multi-issue negotiation
depends on the agenda and the negotiation procedure. They analyzed both pack-
age deal and issue-by-issue negotiation procedures and gave equilibrium strate-
gies for both procedures. Furthermore, the authors introduced their proposed
optimal strategy in two-issues negotiation. Based on whether a particular issue
has or does not have a zone of agreement, the authors divided all possible situa-
tions in two-issues negotiation into four scenarios. For each scenario, the authors
also introduced a particular method to achieve optimal outcomes. The contribu-
tion of their work is presenting an optimal two-issues negotiation strategy and
pointing out a possible way for optimal multi-issue negotiation. However, their
work only presented the situation of multi-issue negotiation in static negotiation
environments and also did not consider the impact from agents’ preferences.

In [6], Lai et. al. proposed a Pareto optimal model for multi-issue negotiations.
In this model, the authors did not calculate the optimal agreement directly, but
employed an enhancement process to update offers in each negotiation round
and approximated to the optimal agreement gradually. The enhancement process
works as follows: in each negotiation round, based on the original offer and the
enhancement range, the agent can calculate another two enhancement offers
(averages between the original offer and the lower and upper bounds of the
enhancement range). Then the agent will send all enhancement offers with the
original offer to its opponent. Based on the opponent’s response, the agent will
modify its count-offer in the next negotiation round and the count-offer will
approximate to the optimal agreement gradually. The advantage of their optimal
strategy is easy to implement. However, the disadvantages are also evidence, i.e.
in some situations, it is very difficult to find out the enhancement bounders. Also
by considering the time limitation in negotiation, this enhancement process may
not efficient enough to approximate an offer to the optimal agreement before the
deadline. Comparing to this work, our proposed approach is more efficient and
suitable to be employed in open and dynamic negotiation environments.

6 Conclusion and Future Work

In this paper, we proposed an optimal approach for bilateral multi-issue negotia-
tions in open and dynamic environments. According to experimental results, the
proposedapproachcanpredicted theopponent’s preferencesbasedon thehistorical
offers of the current negotiation reasonably, and can find out the optimal offer (if it
is applicable) based on the predicted preferences efficiently. In the future, we would
like to extend this approach from the bilateral negotiation to the multi-lateral ne-
gotiation and exam the performance in more complex negotiation environments.
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Abstract. The Information Bottleneck method aims to extract a com-
pact representation which preserves the maximum relevant information.
The sub-optimality in agglomerative Information Bottleneck (aIB) al-
gorithm restricts the applications of Information Bottleneck method. In
this paper, the concept of density-based chains is adopted to evaluate
the information loss among the neighbors of an element, rather than the
information loss between pairs of elements. The DaIB algorithm is then
presented to alleviate the sub-optimality problem in aIB while simul-
taneously keeping the useful hierarchical clustering tree-structure. The
experiment results on the benchmark data sets show that the DaIB algo-
rithm can get more relevant information and higher precision than aIB
algorithm, and the paired t-test indicates that these improvements are
statistically significant.

Keywords: Information Bottleneck, density, hierarchical tree-structure.

1 Introduction

Extracting relevant features from a complex data is a fundamental task in ma-
chine learning. The problem is often that the data contains many features, and
it is difficult to define which of them are relevant in an unsupervised man-
ner. The Information Bottleneck (IB) method [1] is one of the methods which
principally address this problem, and the idea of IB method is to model fea-
tures extraction as data compression and to quantify the relevance of the ex-
tracted feature by how much information it preserves about a specified relevance
feature.

Given a joint distribution p(x, y), the Information Bottleneck method con-
struct a new representation variable T that defines partitions over the elements
of X that are informative about Y . The compactness of the representation is
then determined by the mutual information I(T ;X), while the accuracy of the
representation is measured by the mutual information I(T ;Y ). The Information
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Bottleneck method proposes to find a stochastic mapping, parameterized by
probability p(t|x) that maximizes:

Fmax = I(T ;Y )− βI(T ;X) (1)

where the β is a positive number which balances the trade-off between compres-
sion and accuracy. As β →∞, the IB objective function becomes the maximiza-
tion of I(T ;Y ), the mutual information between T and Y . In this situation, the
p(t|x) will approach zero or one almost everywhere.

Without any assumption about the origin of the joint distribution p(x, y),
Tishby et al. show that the IB problem has an exact optimal solution [1]. How-
ever, how to construct the optimal or approximated solutions remains a problem.
Several algorithms has been developed for the IB problem (see [2] for detailed re-
view and comparison), such as, the iterative IB algorithm [1], the agglomerative
IB (aIB) algorithm [3], and the sequential IB (sIB) algorithm [4].

Among those algorithms, the hierarchical tree-structure output of the aIB
algorithm makes itself unique. The aIB algorithm arranges the elements into
a tree-structure, which could be further used to process databases for effective
browsing and speed up search-by query. It starts with the trivial partition in
which each element x ∈ X represents a singleton cluster or component t ∈ T .
To minimize the loss of mutual information I(T ;Y ), the aIB algorithm merges
“the most possible merging pair” which locally minimizes the loss of I(T ;Y ) at
each step. Let ti and tj be two elements of T , the information loss due to the
merging of ti and tj is defined as [2]:

d(ti, tj) = (p(ti) + p(tj)) · d̄(ti, tj), (2)

where d̄ ≡ JSΠ [p(y|ti), p(y|tj)] − β−1JSΠ [p(x|ti), p(x|tj)], and JSΠ [p, q] is the
Jensen-Shannon divergence between two distributions p(·) and q(·), here Π ={

p(ti)
p(ti)+p(tj)

,
p(tj)

p(ti)+p(tj)

}
.

J. Goldberger et al. apply the aIB to unsupervised image clustering as a
processing step for efficient image retrieval [5]. However, as a greedy process,
the aIB only merges the element pair which minimizes the information loss, and
there is no guarantee to preserve the relevant information as much as possible. In
addition, when there are more than one pair of elements with the same minimal
information loss, the algorithm will randomly choose one pair to merge. These
usually lead to a sub-optimal clustering result. S. Gordon et al. use the sIB
and K-means to improve accuracy of the aIB results, but their method could
not generate a hierarchical clustering structure which is important for many
applications.

In this paper, we introduce the concept of density-based chains, through which
both the information between two elements, and the information among the
neighbors of an element can be considered. Based on this idea, a new algorithm
DaIB is presented to alleviate the sub-optimality problem in aIB while simulta-
neously keeping the useful hierarchical clustering tree-structure.

The rest of the paper is organized as follows. In section 2, we define the
density-based chain, and propose the DaIB algorithm. In section 3, we present



The Density-Based Agglomerative Information Bottleneck 335

the experiment results that evaluate the performance of DaIB compared to aIB
under the document clustering scenario. Finally, in section 4, conclusions and
future work are presented.

2 The DaIB Algorithm

The aIB algorithm suffers from the sub-optimality problem which makes the aIB
algorithm fail to preserve as much mutual information as possible. To alleviate
this problem, we introduce the density-based agglomerative Information Bottle-
neck (DaIB) algorithm. Based on the density-based chain defined in section 2.1,
in each step, we will find the “best mergers” from a series of chains in which
each of them contains at least two components of the current partition Ti.

2.1 Density-Based Chains

As one of the important methods in data mining, clustering analysis can be used
to reveal the hidden structure in a given data set [2]. Considering the sample
data set in Fig. 1, we can easily discover these two clusters. The main reason why
these two clusters are obvious is that they have different element distribution
densities. To discover the clusters of arbitrary shape, M. Ester et al. propose the
DBSCAN algorithm [6], which defines an ε-neighborhood of an object to decide
whether the neighborhood of an object is dense enough, and uses the density
connectivity to discover the clusters. Inspired by this, the DaIB algorithm will
adopt the density-based chains to discover the hidden IB structure of a data set,
and use it with the IB-based information measurement rather than a distance
as in the DBSCAN algorithm.

Fig. 1. The sample data set

Let MinLoss denote the minimal information loss of element pairs in current
partition. The threshold for information loss, ThreshLoss, is defined as:

ThreshLoss = MinLoss ∗ r, (3)

where r is a predefined parameter.
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For a component ti and one of its neighbors tj , if d(ti, tj) < ThreshLoss, ti
and tj are considered to be dense enough and we denote them as {ti, tj}. Let
tk denote another neighbor of ti. If d(ti, tk) < ThreshLoss, ti and tk are dense
enough and we denote it as {ti, tk}. This, together with {ti, tj}, makes tj , ti and
tk dense enough to be merged together, and we denote it as {tj, ti, tk}. This
procedure continues until all neighbors which satisfy that its information loss is
less than ThreshLoss have been added. The resulted groups of components are
called Density-based Chains.

By this procedure, the DaIB algorithm considers both the information loss be-
tween two elements, and the information loss among the neighbors of an element.
This is different from the aIB algorithm which considers only the information
loss between two elements. The aIB merges two elements into one at each step,
while the DaIB typically will merge all elements in the same density-based chain
components at each step. Considering that it may exists several density-based
chains at each step, the DaIB merges the elements in each component of the
chain into a new element, accordingly, in general more than one new elements
will be generated in every partition.

To identify the density-based chains, firstly we have to find out all those
merging pairs d(ti, tj) with information loss less than the ThreshLoss. Let S
be the set of these merging pairs. If we use nodes to represent components, and
use the undirected link to connect two components if their merging cost is less
than the ThreshLoss, then the S can be represented as an undirected graph.
Fig. 2 gives one example which contains three density-based chains in S: {t1, t2,
t3}, {t4, t5, t6, t7} and {t8, t9} with 3, 4 and 2 components respectively.

Fig. 2. The resulting graph of S

For every chain in S, we merge all the components in this chain as a new
component t̄, so the chains in Fig. 2 will be merged into 3 new components.
The probability distribution p(t̄),p(y|t̄) and p(t̄|x) of the new component is cal-
culated as:

p(t̄) =
∑k

i=1 p(ti)
p(y|t̄) = 1

p(t̄)

∑k
i=1 p(ti, y) ∀y ∈ Y

p(t̄|x) =
{

1 if x ∈ ti , for some 1 ≤ i ≤ k
0 otherwise ∀x ∈ X

(4)

where ti and k denote the component and the number of these components in
this chain respectively.
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2.2 The DaIB Algorithm

The DaIB algorithm proceeds mainly in two phases, the initialization phase and
the iterative search phase. In the initialization phase, all the potential informa-
tion losses are calculated. In the iterative search phase, the density-based chains
are found and each component is merged to produce a clustering result.

The Initialization phase: Initiate every element x ∈ X as a singleton cluster or
component, and calculate the information losses between each potential merging
pairs by equation (2).

The Iterative Search Phase: Find the set S of the merging pairs (ti, tj)
that their information losss satisfy d(ti, tj) < ThreshLoss. Use the graph-based
method described in section 2.1 to find all the density-based chains in S. For
each chain in S, we merge all the components in this chain into a new component
t̄. The probability distribution p(t̄), p(y|t̄) and p(t̄|x) of the new component are
calculated by equation (4). This procedure is repeated until T degenerates into
a single value.

2.3 The Analysis of the DaIB Algorithm

For the current partition Ti, let m denote the number of density-based chains
in Ti and let n denote the number of components in these chains. Obviously,
the partition Tj after merging these chains satisfies |Tj| = |Ti| − n + m. So the
cardinality of T in the DaIB algorithm does not degenerate one by one, and it will
generate the hierarchical clustering structure in less steps. Through the density-
based chain, the DaIB algorithm consider both the information loss between two
components, and the information losses among a density chain. At each merging
step of DaIB, the merger decision is unique and there is no arbitrary choice as
in the aIB algorithm, where at each step there might have several minimas and
the aIB chooses one of them arbitrarily to merge.

3 Experiment Design and Results Analysis

In this section, we compare the performance of the DaIB algorithm and the aIB
algorithm under the document clustering scenario, as in the papers [7,8,2,4]. The
nine data sets used in our experiment are subsets of the 20-Newsgroup corpus [9].
Each of the nine data sets consists of 500 documents randomly chosen from the
themes in the 20-Newsgroup corpus. All of the chosen documents have been
preprocessed by:

– Removing file headers, and leaving only the subject line and the body.
– Lowering all upper-case characters.
– Uniting all digits into a single“digit” symbol.
– Ignoring the non-alpha-numeric characters.
– Removing the stop-words and these words that appeared only once.
– Keeping only top 2000 words according to their contribution.
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Algorithm 1. The DaIB algorithm
Input:

The joint distribution p(x, y).
The parameter r.

Output:
A pruned hierarchical clustering tree-structure.

Algorithm Process:

1: Initialization:
2: for every xi ∈ X, 1 ≤ i ≤ |X|
3: ti = {xi};
4: p(ti) = p(xi);
5: p(y|ti) = p(y|xi);
6: p(ti|xi) = 1;
7: end for
8: for every pair (ti, tj), i < j, calculate
9: d(ti, tj) = (p(ti) + p(tj)) · d̄(ti, tj);

10: end for
11: Iterative Search:
12: while |T | > 1
13: find MinLoss = min{d(ti, tj)};
14: ThreshLoss = MinLoss ∗ r;
15: for every pair (ti, tj), i < j.
16: if d(ti, tj) < ThreshLoss
17: insert (ti, tj) into S;
18: end if
19: end for
20: find the density-based chains in S;
21: for every density-based chain: dcc, in S
22: merge the components (ti, tj , · · · ) in dcc ⇒ t̄ :
23: p(t̄) =

∑k
i=1 p(ti)

24: p(y|t̄) = 1
p(t̄)

∑k
i=1 p(ti, y) ∀y ∈ Y

25: p(t̄|x) = 1 if x ∈ ti, 1 ≤ i ≤ k;
26: update T = {T − {ti, tj , · · · }} ∪ {t̄}:
27: update the probability distributions w.r.t. t̄;
28: end for
29: end while

In each of these nine data sets, there is a sparse document-word count matrix:
each row of the matrix denotes a document x ∈ X ; each column denotes a word
y ∈ Y ; the matrix value m(x, y) denotes the occurrence times of the word y in the
document x. The detailed information about these nine data set is summarized
in Table 1.

3.1 The Evaluation Method

In this paper, we use the mutual information, micro-averaged precision and recall
as the quantitative measures.
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Table 1. Data Sets

Data Sets Associated Themes Category Size
Binary 1 talk.politics.mideast, talk.politics.misc 2 500
Binary 2 talk.politics.mideast, talk.politics.misc 2 500
Binary 3 talk.politics.mideast, talk.politics.misc 2 500
Multi5 1 comp.graphics, rec.motorcycles, rec.sport.baseball,

sci.space, talk.politics.mideast
5 500

Multi5 2 comp.graphics, rec.motorcycles, rec.sport.baseball,
sci.space, talk.politics.mideast

5 500

Multi5 3 comp.graphics, rec.motorcycles, rec.sport.baseball,
sci.space, talk.politics.mideast

5 500

Multi10 1 alt.atheism, comp.sys.mac.hardware, misc.forsale,
rec.autos, rec.sport.hockey, sci.crypt, sci.electronics,
sci.med, sci.space, talk.politics.guns

10 500

Multi10 2 alt.atheism, comp.sys.mac.hardware, misc.forsale,
rec.autos, rec.sport.hockey, sci.crypt, sci.electronics,
sci.med, sci.space, talk.politics.guns

10 500

Multi10 3 alt.atheism, comp.sys.mac.hardware, misc.forsale,
rec.autos, rec.sport.hockey, sci.crypt, sci.electronics,
sci.med, sci.space, talk.politics.guns

10 500

Mutual Information. The main idea of the IB method is to extract a compact
representation T , which preserves the maximal mutual information I(T ;Y ),
so we use the mutual information I(T ;Y ) to compare clusterings. The higher
the mutual information, the better the clustering. As our approach produces
a pruned tree-structure, we can compare the mutual information on the same
cardinalities |T | with the aIB algorithm.

Micro-averaged Precision and Recall. Following [4,2], the micro-averaged
precision and recall are also used as a quantitative measure. Firstly, we define
the labels of all documents in some cluster t ∈ T as the most dominate label
in that cluster. Then, for each category c ∈ C we use: A1(c, T ) to denote
the number of the documents which are assigned to c correctly, and use
A2(c, T ) to denote the number of the documents which are assigned to c
incorrectly, and use A3(c, T ) to denote the number of the documents which
are not assigned to c incorrectly.

The micro-averaged precision is defined as:

P (T ) =
∑

c A1(c, T )∑
c A1(c, T ) +A2(c, T )

.

The micro-averaged recall is defined as:

R(T ) =
∑

c A1(c, T )∑
c A1(c, T ) +A3(c, T )

.
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When the data sets and the algorithm are both uni-labeled, we will have
P (T ) = R(T ). For this reason, we will just need to use the P (T ) only in
this paper.

3.2 The Parameter Involved in DaIB

The parameter r is an important parameter in the DaIB algorithm, and it de-
termines all the density-based chains in the current partition. A larger r could
increase the number of density-based chains and will emphasize on the infor-
mation among the neighbors; while a smaller value will decrease the number of
the density-based chains and emphasize on the information between two com-
ponents. Fig. 3 shows the preserved mutual information for the different values
of r on all the nine experiment data sets, and indicates that the value r = 1.015
could get general good results on all the nine data sets. Especially, it is a good
one on the data sets Binary 2, Multi5 1, Multi5 2, Multi10 2 and Multi10 3. So
we recommend that r takes the value of 1.015.

Fig. 3. The effect of the parameter r

3.3 The Comparison of the Mutual Information

The hierarchical clustering tree-structure generated by the DaIB algorithm is
pruned to some cardinalities |T |, so that the mutual information on the same
cardinalities can be compared. We run the aIB algorithm and the DaIB algorithm
on the data set, respectively. On the generated hierarchical structures, for each
equal cardinality |T |, we compare these two algorithm on the ratio defined as:
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ratio =
IDaIB(T ;Y )
IaIB(T ;Y )

,

where IDaIB(T ;Y ) and IaIB(T ;Y ) denote the mutual information preserved by
DaIB and aIB respectively. The higher the ratio, the better the DaIB algorithm.
Fig. 4(a)-(c) give the ratio on the last 100 cardinalities got from DaIB algorithm
on each data sets. The DaIB algorithm successfully preserves more mutual in-
formation in 774 out of all 900 same cardinalities. Fig. 4(d)-(f) show the ratio
on the last 10 cardinalities got from the DaIB algorithm on each data set. It is
evident that the less the cardinality of T is, the higher the ratio is. The detailed
mutual information when 2 ≤ |T | ≤ 101 is presented in table 2, in which the
bold values are corresponding to the known cardinality of the data set.

(a) the ratio comparison
on Binary data sets on the
last 100 same cardinalities

(b) the ratio comparison
on Multi5 data sets on the
last 100 same cardinalities

(c) the ratio comparison
on Multi10 data sets on the
last 100 same cardinalities

(d) the ratio comparison
on Binary data sets on the
last 10 same cardinalities

(e) the ratio comparison
on Multi5 data sets on the
last 10 same cardinalities

(f) the ratio comparison
on Multi10 data sets on the
last 10 same cardinalities

Fig. 4. The comparison of the mutual information on the nine data sets

3.4 The Comparison of the Micro-averaged Precision

The DaIB algorithm can achieve higher micro-averaged precision than aIB on all
the nine data sets. The detailed micro-averaged precision results are presented in
Table 3. The most notable improvement achieves 28.4% on the data set Binary 2,
1 In DaIB algorithm, ThreshLoss = MinLoss∗r, the parameter r decides the number

of the density-based chains. In each step, the DaIB algorithm may merge more than
two elements and this will lead to some cardinalities to be pruned. For each reason,
the ratio is compared on the last 100 cardinalities produced by the DaIB algorithm.
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Table 2. The detailed mutual information on the nine data sets when 2 ≤ |T | ≤ 10

Data sets Alg. |T | = 2 |T | = 3 |T | = 4 |T | = 5 |T | = 6 |T | = 7 |T | = 8 |T | = 9 |T | = 10
Binary 1 aIB 0.1688 0.2739 0.3723 0.4486 0.5219 0.5826 0.6424 0.6915 0.7394

DaIB 0.1713 0.2825 0.3758 0.4559 0.5316 0.5893 0.6425 0.6947 0.7392
Binary 2 aIB 0.1445 0.2564 0.3498 0.4314 0.5006 0.5579 0.6122 0.6651 0.7138

DaIB 0.1709 0.2727 0.3696 0.4451 0.5143 0.5755 0.6323 0.6850 0.7355
Binary 3 aIB 0.1729 0.2741 0.3671 0.4418 0.5105 0.5721 0.6240 0.6733 0.7211

DaIB 0.1889 0.2996 0.3910 0.4763 0.5429 0.6025 0.6525 0.6998 0.7445
Multi5 1 aIB 0.1750 0.3075 0.4125 0.5018 0.5867 0.6558 0.7167 0.7751 0.8295

DaIB 0.1742 0.3232 0.4289 0.5215 0.5979 0.6597 0.7183 0.7742 0.8267
Multi5 2 aIB 0.1772 0.3068 0.4264 0.5130 0.5955 0.6685 0.7276 0.7854 0.8404

DaIB 0.1964 0.3469 0.4571 0.5530 0.6322 0.6946 0.7503 0.8047 0.8573
Multi5 3 aIB 0.1827 0.3262 0.4391 0.5303 0.6066 0.6723 0.7342 0.7840 0.8304

DaIB 0.2016 0.3510 0.4726 0.5587 0.6267 0.6868 0.7377 0.7881 0.8347
Multi10 1 aIB 0.1732 0.2862 0.3808 0.4519 0.5223 0.5877 0.6514 0.7067 0.7578

DaIB 0.1792 0.2924 0.3882 0.4729 0.5498 0.6182 0.6819 0.7361 0.7861
Multi10 2 aIB 0.1718 0.2835 0.3761 0.4569 0.5320 0.6019 0.6633 0.7236 0.7794

DaIB 0.1694 0.2841 0.3826 0.4766 0.5519 0.6267 0.6902 0.7488 0.8069
Multi10 3 aIB 0.1664 0.2884 0.3852 0.4714 0.5390 0.6005 0.6619 0.7187 0.7696

DaIB 0.1719 0.2837 0.3840 0.4615 0.5342 0.6017 0.6638 0.7242 0.7801

Table 3. The Micro-averaged precision on the nine data sets

P (T ) DaIB aIB Improvement
Binary 1 0.880 0.840 0.04
Binary 2 0.882 0.598 0.284
Binary 3 0.932 0.850 0.082
Multi5 1 0.732 0.566 0.166
Multi5 2 0.760 0.638 0.122
Multi5 3 0.818 0.768 0.05
Multi10 1 0.514 0.424 0.09
Multi10 2 0.488 0.340 0.148
Multi10 3 0.474 0.388 0.086
Average 0.72 0.6013 0.1187

Table 4. Paired t-test for mutual information(MI) and Micro-averaged precision(P (T ))
of DaIB and aIB

Comparison Paired-t statistics MI P (T )
DaIB vs. aIB df 8 8

t 5.9188 4.7688
p-value 0.0004 0.0014

where the ratio also reaches the largest. The two-tailed, paired t-test with 95%
confidence level shows significant statistical differences in mutual information
and micro-averaged precision between DaIB and aIB in Table 4.
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3.5 Experiment Results Analysis

By taking into account the information loss among the neighbors of an element,
the DaIB algorithm outperforms the aIB algorithm on the following aspects:

1. The DaIB algorithm can preserve more mutual information than the aIB
algorithm at almost all of the same cardinalities on the nine data sets. This
is more evident as the value of |T | decreases. On the Binary 2 data set, when
|T | = 2, the mutual information in DaIB is 18% more than that in aIB.

2. The DaIB algorithm yields higher micro-averaged precision than the aIB
algorithm on all the nine data sets. The biggest improvement 28.4% was
achieved on the Binary 2 data set. The improvements on Multi5 1 and
Multi10 2 data sets are 16.6% and 14.8%, respectively. The average of the
micro-averaged precision of the DaIB algorithm on the nine data sets is 72%,
which is higher than that of the aIB algorithm 60.13% by 11.87%.

3. The micro-averaged precisions of the aIB algorithm on Binary 1, Binary 2
and Binary 3 are 84%, 59.8% and 85% respectively. It is clear that the micro-
averaged precision on the Binary 2 data set is much less than the ones on
Binary 1 and Binary 3. The micro-averaged precisions of the DaIB algorithm
on Binary 1, Binary 2 and Binary 3 are 88%, 88.2% and 93.2% respectively,
which is more stable than the aIB algorithm. Moreover, the results also
demonstrate more stable micro-averaged precision on the other six data sets.

4 Conclusion

The proposed DaIB algorithm alleviates the sub-optimality problem in the
aIB algorithm by using the concept of density-based chains. Compared with
the aIB algorithm, the proposed algorithm preserves more mutual information
and achieves higher micro-averaged precision. Meanwhile, it outputs a pruned
hierarchical clustering tree-structure, and produces a more stable result. The
main contributions of this paper are as follows:

1. We introduce the density-based chain into the IB method, and propose the
DaIB algorithm which considers not only the information loss when merging
two neighboring components, but also the information losses when merging
all components which are closely to each other.

2. The proposed DaIB algorithm successfully alleviate the sub-optimality prob-
lem in the aIB algorithm, and it can preserve more mutual information and
achieve higher micro-averaged precision than the aIB algorithm. The paired
t-test indicated that there are significant improvements on mutual informa-
tion and micro-averaged precision statistically.

In our future work we plan to address the problems like how to automatically
determine the best cardinality for aIB/DaIB algorithms, we optimistically expect
that these further work will promise to be of assistance to scientists wishing to
analysis high dimensional data sets.
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Abstract. This paper develops a state-based regression method for planning do-
mains with sensing operators and a representation of the knowledge of the
planning agent. The language includes primitive actions, sensing actions, and
conditional plans. We prove the soundness and completeness of the regression
formulation with respect to the definition of progression and the semantics of a
propositional modal logic of knowledge. It is our expectation that this work will
serve as the foundation for the extension of recently successful work on state-
based regression planning to include sensing and knowledge as well.

Keywords: Regression, Plans, Knowledge, Sensing.

1 Introduction

Progression and regression are two important reasoning methods in reasoning about
actions and change. Progression is defined for computing the possible states resulting
from the execution of a plan from a given state. Formally, the progression function could
be defined as a mapping

F : Actions× States −→ 2States (1)

where States denotes the set of possible states of the world and Actions denotes the
set of actions. This function is then extended to compute the result of the execution of a
plan from a given state. Regression, on the other hand, is used to determine the possible
states of the world, from which the execution of a given plan results in some states
satisfying a predefined formula. Given the progression function F , mathematically, the
regression functionR should be defined by the inverse of F ; i.e., given a formula ϕ and
an action a, the regression function R is defined by a mapping

R : Formulas×Actions −→ Formulas (2)

where Formulas is the set of formulas. Each formula (from the domain and the range
of R) characterizes a set of states, such that

R(φ, a) = ψ if and only if ∀s1, s2.(s1 |= ψ ∧ s2 ∈ F (a, s1)→ s2 |= φ)

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 345–357, 2008.
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where |= denotes the usual satisfiability relation between states and formulas. For ac-
tion domains with sensing actions and incomplete information, this is the formula for
regression adopted in [12,6].

By defining the regression function as the inverse of the progression function, we
obtain a generic formalism that is ready for use in action domains in which the progres-
sion function is known. However, this definition is not constructive, i.e., to compute
the result of regression on a formula, one might have to guess the answer and then
verify it using the progression function. Given that the complexity of the problem of
computing the result of regression is NP-complete [6], which holds even if actions are
deterministic, this is not a surprise.

Despite the computational complexity of this problem, several regression formalisms
for action theories with sensing actions and incomplete information have been investi-
gated [12,5,6,7,8,10] and some have been successfully implemented [6,10]. Regression
formalisms can be classified by their use of Equation (2) in their definition of regres-
sion. In some proposals, [12,6], the regression function is defined by Equation (2). We
call these proposals indirect definitions of the regression function. In other formalisms,
the regression function is defined directly, i.e., no reference to the progression function
is used in its definition and Equation (2) serves as a means for the verification of its
soundness and completeness [5,7,8,10].

Works that define a direct regression function follow two patterns: one defines the
function on formulas and another defines the function on sets of states or formulas
in conjunctive normal forms. The later, also referred to as state-based regression, has
been implemented in a conditional planner [10], which is competitive against several
other conditional planners [9]. This result is also in line with the success of regression
planners in classical planning [2,3].

In this paper, we develop a direct regression function for domains that include sens-
ing actions, knowledge, and conditional actions. The work developed here can be seen
as an extension of the work of [10] to be sound and complete with respect to the full
semantics of knowledge and actions with conditional effects. Needless to say, this com-
pleteness is obtained at the cost of greater complexity (as discussed from a theoretical
perspective in [1]), but the greater expressivity is needed for many problems such as the
illustrative example used in this paper.

It is our expectation that this work will serve as the foundation for the extension of
the promising state-based regression planning methods [3,2] to domains that include
sensing and a representation of the knowledge of the planning agent. The development
of conditional planning algorithms based on the regression operator presented here is
not discussed in this paper, but forms an important part of our future work in this area.

2 Language

A planning domain D = 〈F,Ons,Ose,A, I,G〉 consists of a finite set of proposi-
tional fluent symbols F, a finite set of ordinary (nonsensing) action operators Ons, a
finite set of sensing action operators Ose, a representation A of the preconditions and
effects of these action operators, a specification of the initial state of the world I, and a
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specification of the goal state G. The propositional fluent symbols include the symbol
� that is true in all interpretations.

The representation of the initial state I consists of propositions of the form initially
ϕ, whereϕ is an arbitrary propositional formula formed from F. For example: initially
¬P3 and initially P1 ∨ P2. The planner is given knowledge of this initial state of the
world. Note that in the example to follow, the use of implication in something of the
form P1 → P2 is merely an abbreviation for ¬P1 ∨ P2.

A goal G (e.g., P1 ∧¬P2) is always a conjunction of literals. The goal of the planner
is to achieve knowledge of these literals and also know that they are achieved.

The specification of actions (non-sensing actions) A, indicates the effects (with con-
ditions) and also executability preconditions of all actions in O. Both the effects, con-
ditions, and executability conditions are restricted to be conjunctions of literals which
we represent as sets of literals. Consider an arbitrary action ACT1 :

Effect: {{P1
1, . . . , P1

n1} ⇒ {Q1
1, . . . ,Q1

m1}, . . . {Pj
1, . . . , Pj

nj} ⇒ {Qj
1, . . . ,Qj

mj}}
ExCond: {R1, . . . ,Ro}

The effect is a set of condition-effect pairs. The action ACT1 is executable in a state as
long as the conjunction of {R1, . . . ,Ro} holds. For each i, the conjunction of the liter-
als {Qi

1, . . . ,Qi
mi} must hold in the successor state if the conjunction of {Pi

1, . . . , Pi
ni}

holds in the state in which the action begins. It is required that the conditions of the
various condition-action pairs be mutually exclusive. Therefore no more than one con-
dition can hold in any single state. It is assumed that the language includes an action
NOOP that has one condition-effect with the condition as �, an empty consequent, and
ExCond as �.

Some notation is useful to talk about the specifications of actions. The function
excond(a) returns the ExCond of action a. The function effects(a) returns a list (set) of
pairs consisting of the antecedent and consequent of the conditional effect. Given such
a pair e, the function condition(e) yields a list of literals that constitutes the antecedent
or condition of effect e and the function head(e) yields the list of literals that consti-
tutes the consequent of e. For a literal l, l̄ denotes its complementary literal; for a set of
literals S, S̄ = {l̄ | l ∈ S}.

There are also sensing actions that determine the truth of a fluent:

SENSE1 : Effect: {} Determines: P1 ExCond: {R1, . . . ,Ro}
The sensing action SENSE1 determines the truth of proposition P1 and is executable
if the conjunction {R1, . . . ,Ro} is satisfied. Given a sensing action a, determines(a)
returns the determines fluent of action a. The restriction to a single fluent is not more
restrictive than a set of fluents since a sequence of sensing actions can be equivalent to
a sensing action that determines a set (i.e., a conjunction) of literals. Note that since we
require that the Effect component be empty, it is ensured that sensing actions have no
effect on the world

Plans are constructed out of a sequence of actions and the if/then constructs are
called conditional plans. For simplicity of the presentation of the definitions in this
paper, we do impose some restrictions on the form of conditional plans as indicated in
the following definition:
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Definition 1 (Conditional Plan). Let a be an action.

1. [] is a conditional plan.
2. a; c is a conditional plan if c is a conditional plan.
3. [ if f then c1 else c2] is a conditional plan if f is a fluent and c1 and c2 are

conditional plans.

3 State Semantics

A state is a complete (i.e., for each fluent f either f or ¬f is included) and consistent
set of fluent literals (i.e., for each fluent f both f and ¬f are not included). It is a
propositional representation of the truth (falsity) of propositions in a particular possible
world. A knowledge set (or k-set) is a set of states. A combined structure (or c-structure)
is a pair 〈s,Σ〉 where Σ is a k-set and s is a state belonging to Σ. A partial state (or
p-state) is a consistent set of fluent literals. A partial structure (or p-structure) is a pair
〈δ,∆〉 where ∆ is a set of p-states and δ is a p-state belonging to ∆. A p-structure
γ = 〈δ,∆〉 extends a p-structure γ′ = 〈δ′, ∆′〉, denoted by γ′ � γ, if (i) δ′ ⊆ δ; (ii)
for each λ ∈ ∆ there exists some λ′ ∈ ∆′ such that λ′ ⊆ λ; and (iii) for each λ′ ∈ ∆′

there exists some λ ∈ ∆ such that λ′ ⊆ λ.
For example, the following are states if we consider only the atoms F and G: s1 =

{F,G}, s2 = {¬F,G} , s3 = {F,¬G}. s4 = {¬F,¬G}. If s is a state (or more
generally a p-state), then s |= l1, where l1 is a literal, means that l1 ∈ s. The defi-
nition of |= can be inductively generalized in the obvious way to s |= ϕ where ϕ is
an arbitrary formula or a set of literals representing a conjunction of literals. Knowl-
edge sets are a representation of the knowledge (ignorance) of the planner. For ex-
ample, if we consider only the atoms F and G, some possible knowledge sets are:
b1 = {s1, s2, s3, s4}, b2 = {s1, s4}, and b3 = {s2, s3}. If Σ is a knowledge set, i.e.,
a set of sets of literals, then Σ |= Knows(l1) means that ∀s ∈ Σ, s |= l1. Otherwise
Σ |= ¬Knows(l1). This definition of |= can be inductively generalized in the obvious
way to define Σ |= Knows(ϕ), where ϕ is an arbitrary formula. Given a c-structure
st = 〈s,Σ〉, st |= l1, if l1 ∈ s. Additionally, st |= Knows(l1), if Σ |= Knows(l1).
For the definition of the transition function (to be presented next), we need to introduce
a structure ⊥. For any expression Ψ , ⊥ �|= Ψ . Finally, it is required that s ∈ Σ. We
are therefore using the semantics S5 as the basis of our modal logic of knowledge and
there is no need to allow nesting of modal operators.

Given a planning domain, we can build the initial states and c-structures.

Definition 2 (Initial state). A state s is an initial state of a planning domain D if s
satisfies I .

Definition 3 (Initial c-structure). A c-structure 〈s,Σ0〉 is an initial c-structure if every
u ∈ Σ0 is an initial state.

It is straight forward to develop an algorithm that converts the conjunction of the ϕs
from each initially ϕ statements into the set of possible initial states.

Some notation will be needed in the machinery to be developed. Two p-states δ
and δ′ are compatible with respect to a set of fluent literals S, denoted by δ ∼S δ′ if
S ∩ δ = S ∩ δ′.
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4 Progression

In progression, a plan is executed starting on an initial structure. We need to specify
a transition function Φ̂ from plans and structures into structures. This is based on the
specification of a transition function Φ from actions and structures into structures.

Some notation needs to be initially defined so that the transition function can be
specified. For a p-state δ and action a, a is executable in δ if excond(a) ⊆ δ. The effect
of a in δ is defined by

ea(δ) =
{

head(p) p ∈ effects(a) and δ |= condition(p)
∅ ¬∃p ∈ effects(a) s.t. δ |= condition(p)

This holds because we assume that condition(p) and condition(p′) are mutual exclu-
sive for p �= p′. If δ |= condition(p), we say that p is applicable in δ.

Definition 4 (Result). The result of executing a non-sensing action a in δ is defined by

Res(a, δ) =
{

(δ \ ea(δ)) ∪ ea(δ) if δ |= excond(a)
⊥ otherwise

The notation ⊥ is used to indicate that the execution of a in δ fails. The transition
function over p-structures and actions is defined as follows.

Definition 5 (Transition Function). For an action a and a p-structure 〈δ,∆〉,

– if δ �|= excond(a) then Φ(a, 〈δ,∆〉) = ⊥;
– if δ |= excond(a); and a is a non-sensing action then

Φ(a, 〈δ,∆〉) = 〈Res(a, δ), {Res(a, δ′) | δ′ ∈ ∆, δ′ |= excond(a)}〉

– if δ |= excond(a) and a is a sensing action which senses f (i.e. determines(a)
={f})

Φ(a, 〈δ,∆〉) = 〈δ, {δ′ | δ′ ∈ ∆, δ′ ∼{f,¬f} δ, and δ′ |= excond(a)}〉

Following [8], the function Φ needs to be extended to progress conditional plans.

Definition 6 (Extended Transition Function). Let c be a conditional plan and σ =
〈δ,∆〉 be a p-structure.

1. if c = [] then Φ̂(c, σ) = σ;
2. if c = a; c1 where a is an action and c1 is a conditional plan then Φ̂(c, σ) =

Φ̂(c1, Φ(a, σ));
3. if c = [if f then c1 else c2] where c1 and c2 are conditional plans then

Φ̂(c, σ) =
{
Φ̂(c1, Φ(σ)) if Φ(σ) |= Knows (f)
Φ̂(c2, Φ(σ)) if Φ(σ) |= Knows (¬f)

4. Otherwise ⊥.
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Given a planning domain D = 〈F,Ons,Ose,A, I,G〉 a progression solution is defined
as follows:

Definition 7 (Progression Solution). A plan c is a progression solution for a plan-
ning domain D if for every initial c-structure σ0 of D, Φ̂(c, σ0) �= ⊥ and Φ̂(c, σ0) |=
Knows (G).

Intuitively, the planner begins with some knowledge of the possible ways the world
can be. The actual world could be any one of the possibilities. A plan is a solution,
if no matter which of the possibilities is in fact the actual world, an execution of the
plan in that world with the knowledge of the possible ways the world could be, yields
knowledge of the goal.

5 Medical Example

A running medical example, similar to that used in other work in this area [11] is used
to illustrate our approach. A patient is ill, but alive. We know that if he is infected with
disease 123, then he is also hydrated. But we do not know whether he is infected. We
do have a stain, which can be used to test for infection with disease 123. If the result of
the staining is blue, then the patient is infected. We have a sensing action to determine
whether or not the result of the stain action is blue or not. We can treat disease 123 with
medication, but the problem is that if the patient is not hydrated, he will die from the
medication. So, it is important to construct the appropriate plan so that the patient is
guaranteed not to die.

In this domain (D1), Ons contains the following actions: MEDICATE, and STAIN.
Additionally, Ose contains INSPECT. The set F contains DEAD, BLUE,INFECTED, and
HYDRATED.

We have the following axiomatization of the initial state:

initially ¬DEAD ∧ ¬BLUE initially INFECTED→ HYDRATED

and the goal is to have the patient not dead and not infected:

Goal :¬DEAD ∧ ¬INFECTED

There are 16 possible states for D1 of which the following are initial states:

s1 = {¬DEAD,¬INFECTED,¬BLUE,¬HYDRATED}
s2 = {¬DEAD,¬INFECTED,¬BLUE,HYDRATED}
s3 = {¬DEAD, INFECTED,¬BLUE,HYDRATED}

Therefore, the knowledge set that we need to consider is {s1, s2, s3}. The patient is
not dead (¬DEAD) and the stain is not blue (¬BLUE) in all three states. In one state
the patient is infected (INFECTED) and hydrated (HYDRATED), in another he is not
infected and not hydrated, and in the other he is hydrated and not infected. So, we have
the following three initial c-structures:

〈s1, {s1, s2, s3}〉 〈s2, {s1, s2, s3}〉 〈s3, {s1, s2, s3}〉
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Two of the initial states (s1 and s2) are already satisfying the goal. The third one (s3)
does not. Thus, we must perform actions that do not undo the goal requirements in the
first two and changes the third one to a state that satisfies the goal. Additionally, in the
resulting structures, the planning agent must know that the goal holds.

The axiomatization A of the actions are as follows:

– STAIN: Effect : {{INFECTED} ⇒ {BLUE}}
ExCond : ¬BLUE

– MEDICATE: Effect : {{HYDRATED} ⇒ {¬INFECTED},
{¬HYDRATED} ⇒ {DEAD}}

ExCond :�
– INSPECT: Effect: ∅ Determines: BLUE ExCond: �

A plan to accomplish the goal is as follows:

c = [STAIN; INSPECT; [if BLUE then MEDICATE else NOOP]]

The plan ensures that medicate is only applied in the correct state. We have that

Φ̂(c, 〈s1, {s3, s1, s2}〉) = 〈s1, {s1, s2}〉 Φ̂(c, 〈s2, {s3, s1, s2}〉) = 〈s2, {s1, s2}〉
Φ̂(c, 〈s3, {s1, s2, s3}〉) = 〈s4, {s4}〉
where s4={¬DEAD,¬INFECTED,BLUE,HYDRATED}. Since the goal is satisfied by
s1, s2, and s4, we conclude that c is a progression solution (plan) for the domain D1.

6 Regression

Various formalisms on regression for reasoning about actions have been developed (e.g.
[4,5,7,8]). Regression has also formed the basis for a number of regression-based plan-
ners (e.g. [2,10]). In these works, regression was designed to ignore actions that do not
directly contribute to the current goal. In other words, they would consider only “use-
ful” actions in the regression. But with these restricted forms of regression, there are
plans found by progression based planners that can not be found by a regression based
planner. This can be seen in the following example:

Example 1. Consider D2=〈{f, h}, {a, b}, ∅,A2, ∅, {h}〉, where A2 is defined by
effects(a)={{f}⇒{h}} and effects(b)={{¬f}⇒{h}}. Also, excond(a) = excond(b)
= �. It is easy to see that both [a; b] and [b; a] are progression solutions for D2.

Now let us try to find the plan [b; a] by regression, following an adaptation of the
formalism in [2] for D2. Intuitively, we should start with the regression of a in {h}.
This will result in {f}, i.e., to achieve h by means of a, we need to achieve f . As {f} is
not satisfied by the initial condition, another regression step is needed. Because f is not
present in the head of any effect of a or b, neither a nor b will be considered as “useful”
for the goal of achieving f . This implies that [b; a] cannot be found by a regression
formalism considering only “useful” actions in its reasoning. The same argument can
be made for [a; b]. As such, regression formalisms under the restriction of using only
“useful” actions are generally incomplete with respect to the complete semantics. �

In this work, we define a regression formalism that is a truly reversal of the progres-
sion. Even though our later goal is to use this work in planners, our current purpose is
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to establish the equivalence between progression and regression. We will present our
formulation in a series of definitions. We start with the definition of the regression of a
non-sensing action in a p-state, a set of p-states, and a p-structure. This is followed by
the definition of the regression of a sensing action in a set of p-structures. Finally, we
define the extended regression function, which allows for the regression of conditional
plans and can be seen as the counter part to the extended transition function.

In defining the regression function, the first question we need to answer is “when
can an action a be regressed in a p-state δ?” Assume that a is a non-sensing action.
Intuitively, the regression of a in δ should result in δ′ such that δ ⊆ Res(a, δ′). From
the definition of the function Res, we know that there are two possibilities: (i) there
exists an effect p of a which is applicable in δ′; or (ii) otherwise none is applicable.
The first case implies that (a) there exists no literal in head(p) such that its negation
belongs to δ; and (b) if a literal l belongs to excond(a) ∪ condition(p) (l is true in δ′)
and its negation l̄ belongs to δ (l is false in δ) then l̄ should belong to head(p). In the
second case, we have that excond(a) must not be false in δ and for every effect p of
a, its precondition, condition(p), must be false in δ′. The following definition reflects
these conditions (the cases (i) and (ii) correspond to Items 1 and 2, respectively.)

Definition 8 (Regressable). A non-sensing action a is regressable in a p-state δ if ei-
ther 1 or 2 holds:

1. there exists some p ∈ effects(a) such that
– head(p) ∩ δ = ∅,
– condition(p) ∩ δ ⊆ head(p), and
– excond(a) ∩ δ ⊆ head(p).

We say that a is regressable via p in δ in this case.
2. excond(a) ∩ δ = ∅ and there exists a p-state δ′ such that δ ∪ excond(a) ⊆ δ′ and

for every p ∈ effects(a), condition(p) ∩ δ′ �= ∅.
A non-sensing action a is regressable in a p-structure 〈δ,∆〉 if it is regressable in every
p-state belonging to ∆.

The next step is to define the result of the regression of an action a in a p-state δ. Let
us denote it with δ′. Clearly, we must have that a is executable in δ′. Furthermore, if
an effect p of a is applicable in δ′ then condition(p) must be satisfied in δ′. In this
case, head(p) need not be present in δ′ since it will be added to Res(a, δ′) (Item 1,
Def. 8). On the other hand, if none of the effects of a is applicable in δ′ then for every
p ∈ effects(a), δ′ should contain at least some elements in condition(p) (Item 2, Def.
8). This leads to the following definition.

Definition 9 (Regression (non-sensing) in a p-State). Let a be a non-sensing action
regressable in the p-state δ. Let

r1a(δ) = {Reg(a, p, δ) | p ∈ effects(a) s.t. a is regressable via p in δ}
where Reg(a, p, δ)=(δ\head(p))∪condition(p)∪excond(a); and

r2a(δ) =

⎧⎪⎪⎨⎪⎪⎩δ′
∃γ.[γ ⊆

⋃
p∈effects(a) condition(p),

δ′ = δ ∪ excond(a) ∪ γ,
δ′ is consistent,
∀p ∈ effects(a).[δ′ ∩ condition(p) �= ∅]]

⎫⎪⎪⎬⎪⎪⎭
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We say that ra(δ) = r1a(δ) ∪ r2a(δ) is the set of p-states resulting from the regression of
a in δ.

It is easy to see that a is regressable in δ if and only if ra(δ) �= ∅.

Example 2. For domain D2 in Example 1 and δ = {h}, we have that r1a(δ) = {{f}}
and r2a(δ) = {{h,¬f}}. �

It should be mentioned that ra(δ) might contain some p-states which are superset of
other elements in ra(δ). Due to the fact that if an action a is regressable in a p-state δ
then it is regressable in a p-state δ′ ⊆ δ, the presence of such elements do not have any
impact on the theoretical results presented in this paper. Eliminating this redundancy
will be important in the development of a regression-based planner and will therefore
be one of our future concerns. We now extend regression to a set of p-states.

Definition 10 (Regression (non-sensing) in a Set of p-States). Let ∆ be a set of p-
states and a be a non-sensing action regressable in every δ ∈ ∆. The regression of a in
∆, denoted by ra(∆), is given by

ra(∆) = {∆′ | (∀δ′ ∈ ∆′.∃δ ∈ ∆ s.t. δ′ ∈ ra(δ)) and
(∀δ ∈ ∆.∃δ′ ∈ ∆′ s.t. δ′ ∈ ra(δ))}

The first condition implies that each element in∆′ must be the result of the regression of
some element in ∆ and the second condition makes sure that nothing extra is introduced
into ∆′. If a is not regressable in ∆, we write ra(∆) = ∅. We are now ready to define
the result of the regression of an action in a p-structure.

Definition 11 (Regression of Non-Sensing Actions). Let a be a non-sensing action
regressable in the p-structure σ = 〈δ,∆〉. We define

R(a, σ) = {〈δ′, ∆′〉 | δ′ ∈ ra(δ), ∆′ ∈ ra(∆), δ′ ∈ ∆′}.

Now it is necessary to define both regressability and regression for sensing actions. The
main difference between non-sensing actions and sensing actions is that sensing ac-
tions do not change the world while non-sensing actions do. This leads to the following
definition.

Definition 12 (Regressable for Sensing Actions). Let a be a sensing action which
determines f . We say

– a is regressable in a p-state δ if excond(a) ∩ δ = ∅ and {f,¬f} ∩ δ �= ∅.
– a is regressable in a set of p-states ∆ if it is regressable in every δ ∈ ∆ and
δ ∼{f,¬f} δ′ for every pair δ, δ′ in ∆.

– a is regressable in a p-structure σ = 〈δ,∆〉 if it is regressable in ∆.
– a is regressable in a set of p-structures Ω if it is regressable in every σ ∈ Ω.

The first condition guarantees that δ can be extended to a p-state in which a is executable
and the fluent that senses by a is known after its execution. The second condition en-
sures that if a is regressable in ∆ then ∆ |= Knows (f) or ∆ |= Knows (¬f). To
continue we need the following notation:
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Definition 13. A p-structure σ=〈δ,∆〉 agrees with a literal l (written as σ.l) if for
every δ′ ∈ ∆, either l ∈ δ′ or l̄ �∈ δ′.
If σ . l, σ + l denotes the p-structure 〈δ ∪ {l}, {δ′ ∪ {l} | δ′ ∈ ∆}〉; for a set of
p-structures Ω, Ω+l={σ+l | σ ∈ Ω}.
The above definition is extended to a set of p-structures Ω and a set of fluent literals S
in an obvious way. Note that l is known to be true in the p-structure σ+ l. To define the
regression of sensing actions, observe that given a p-structure σ = 〈δ,∆〉 and a sensing
action a, the execution of a in σ will result in σ′ = 〈δ,∆′〉 with ∆′ ⊆ ∆ and every
δ′ ∈ ∆′, δ′ ∼{f,¬f} δ where determines (a) = f . As such, instead of defining the
regression of sensing actions in a single p-structure, we define the regression of sensing
actions in a set of p-structures.

Intuitively, the result of the regression of a in a set of p-structuresΩ should result in a
set of p-structuresΩ′ such that (i) a is executable in every σ′ ∈ Ω′; (ii) for each σ ∈ Ω,
there exists some σ′ ∈ Ω′ such that σ � Φ(a, σ′); and (iii) any p-state belonging to a
p-structure in Ω′ must be an extension of a p-state belonging to some p-structure in Ω
with excond(a) holding. (i) can be satisfied by adding excond(a) to every p-structure in
Ω. (ii) and (iii) can be satisfied by creating for each p-structure 〈δ,∆′〉 inΩ a p-structure
〈δ,∆〉 where ∆′ consists of ∆ and all p-states (in other structures in Ω) representing
possible world states which do not agree with δ on f . Formally, we define R(a,Ω) as
follows.

Definition 14 (Regression of Sensing Actions). Let a be a sensing action which senses
f and Ω be a set of p-structures.

1. if a is not regressable in Ω thenR(a,Ω) = ∅;
2. if a is regressable in Ω then

R(a,Ω) = {〈δ,∆〉+ excond(a)|∃〈δ,∆′〉 ∈ Ω and
∆ = ∆′ ∪ {γ | ∃〈γ, Γ 〉 ∈ Ω s.t. δ �∼{f,¬f} γ}}.

We can show that if a is regressable in Ω thenR(a,Ω) �= ∅. We next extendR to define
the regression R̂ on conditional plans.

Definition 15 (Extended Regression Function). Let Ω be a set of p-structures and c
be a conditional plan c. We defineR(c, ∅) = ∅ for every c and extend theR function to
R̂ as follows:

1. For c = [], R̂([], Ω) = Ω.
2. For c = a; c′ where c′ is a conditional plan and a is a non-sensing action, R̂(c,Ω)

=
⋃

σ∈R̂(c′,Ω)R(a, σ).
3. For c = a; c′ where c′ is a conditional plan and a is a sensing action, R̂(c,Ω) =
R(a, R̂(c′, Ω)).

4. For c = [if f then c1 else c2] where c1 and c2 are two conditional plans, R1 =
R̂(c1, Ω) and R2 = R̂(c2, Ω),
(a) if R1 = ∅, R2 = ∅, or σ �. f for some σ ∈ R1 or σ �. f̄ for some σ ∈ R2

then R̂(c,Ω) = ∅
(b) otherwise, R̂(c,Ω) = (R1 + f) ∪ (R2 + f̄).

We are now ready to define the notion of regression solution.
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Definition 16 (Regression Solution). Given a planning problem D=〈F,Ons,Ose,A,
I,G〉, let Ω = {〈G, {G}〉}. A conditional plan c is a regression solution for D if (i)
R̂(c,Ω) �= ∅ and (ii) for every initial c-structure σ, there exists some p-structure σ′ in
R̂(c,Ω) such that σ′ � σ.

Example 3. To illustrate the above definition, continue with Example 2, let σG =
〈{h}, {{h}}〉, and Ω = {σG}. Let δ1 = {f} and δ2 = {¬f, h}. We have that
ra({h}) = {δ1, δ2}. It is easy to verify that rb(δ1) = {f} and rb(δ2) = {¬f}. This
allows us to conclude that R̂([b; a], Ω) �= ∅ and for each initial c-structure σ0 there
exists some γ ∈ R̂([b; a], Ω) such that γ � σ0, i.e., [b; a] is indeed a regression solution
for D2. �

The following two theorems are our main theoretical results:

Theorem 1 (Soundness). Every regression solution of a planning problem D is a pro-
gression solution of D.

The proof of this theorem relies on the following properties: (i) for a non-sensing action
a and a p-state δ, if ra(δ) �= ∅ then for each δ′ ∈ ra(δ), δ � Res(a, δ′); (ii) this result
can be extended to a regression solution as follows: if c is a conditional plan and Ω is a
set of p-structures such that R̂(c,Ω) �= ∅ then for every σ ∈ R̂(c,Ω), Φ̂(c, σ) �= ⊥ and
there exists a σ′ ∈ Ω such that σ′ � Φ̂(c, σ).

Theorem 2 (Completeness). Every progression solution of a planning problem D is a
regression solution of D.

Given the planning domain D and a progression solution c of D, and Ω = {〈G, {G}〉},
the proof of this theorem is divided into two steps: (i) R̂(c,Ω) �= ∅; and (ii) for each
initial c-structure σ there exists γ ∈ R̂(c,Ω) such that γ � σ.

The full version of this paper contains proofs of both theorems. We conclude with
the continuation of our running example.

Example 4. Consider the medical domain D1, let

σG = 〈{¬DEAD,¬INFECTED}, {{¬DEAD,¬INFECTED}}〉,
c = STAIN; INSPECT; [if BLUE then MEDICATE else NOOP].

For Ω = {σG, {σG}}, we want to compute: R̂(c,Ω) (3)

Let δ1 = {¬DEAD,HYDRATED,BLUE}, δ2 = {¬DEAD,¬INFECTED,¬BLUE},
and

δ3 = {¬DEAD, INFECTED,HYDRATED,¬BLUE}.
The first step creates the following formula to be regressed further:

R̂([STAIN; INSPECT], {〈δ1, {δ1}〉, 〈δ2, {δ2}〉}) (4)

Sentence (4) regresses to (5).

R̂([STAIN], {〈δ1, {δ1, δ2}〉, 〈δ2, {δ2, δ1}〉}) (5)
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Finally, sentences (5) regresses to:

R̂([], {〈δ3, {δ3, δ2}〉, 〈δ2, {δ3, δ2}〉 (6)

We now have the following two structures for testing whether we have a regression
solution:

ω1 = 〈δ3, {δ3, δ2}〉 and ω2 = 〈δ2, {δ2, δ3}〉.
Since ω1 � 〈s3, {s3, s1, s2}〉, ω2 � 〈s2, {s3, s1, s2}〉, and ω2 � 〈s1, {s3, s1, s2}〉, c is
a regression solution for D. �

7 Summary and Future Work

This paper develops a constructive state-based regression method for planning domains
with sensing operators and a full representation of the knowledge of the planning agent.
The language includes primitive actions, sensing actions, and conditional plans. We
prove the soundness and completeness of the regression formulation with respect to the
definition of progression and the semantics of a modal logic of knowledge. Space does
not permit detailed comparison with the various approaches found in the literature in
this area. This work can serve as a basis for future work on regression based planning.
It is in this context where comparisons with related approaches will be most instructive.
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Abstract. We present two results relating the completeness condition of the 0-
approximation for two formalisms: the action description language A and the
situation calculus. The first result suggests that the condition for the situation
calculus formalism implies the condition for the action language formalism. The
second result indicates that an action theory in A can sometimes be simplified
to an equivalent action theory whose completeness condition is weaker than the
original theory for certain queries.

1 Introduction

Intelligent agents need to be able to reason about the effects of their actions—i.e., rea-
son about actions and change (RAC)—and to make decisions based on this reasoning.
Several agent architectures have been developed building on this perspective, e.g., the
architecture proposed in [2] and further developed in [1]. One of the most important
problems in reasoning about actions and change is to determine whether a property, typ-
ically described by a fluent formula ϕ, is true after the execution of an action sequence
α from the initial state δ. We typically denote this using the query ϕ after α (a.k.a.
hypothetical reasoning). The majority of the formalisms for RAC solve this problem
by defining an entailment relation, denoted by |=, between action theories and queries
(see, e.g., [4]). We write (D, δ) |= ϕ after α to denote the fact that the action theory
(D, δ) entails ϕ after α, i.e., ϕ is true after the execution of α from the initial state,
whereD represents the action domain and δ represents the initial state. Observe that the
majority of the approaches to RAC originally define |= assuming that δ is a complete
description about the initial state.

The possible world semantics can be employed to reason about effects of actions in
presence of incomplete information [11]. In this approach, a fluent formula ϕ is true
after the execution of an action sequence α iff it is true after the execution of α in every
possible initial state of the world. Roughly, an entailment relation |=P is defined by
adapting |= to deal with incomplete information. It states that (D, δ) |=P ϕ after α iff,
for every possible completion δ′ of δ, (D, δ′) |= ϕ after α—where δ′ is considered a
completion of δ if it contains δ and it is a complete description of the initial state.

One main disadvantage of the possible world semantics is its high complexity. For
example, [3] showed that, even for deterministic action theories, determining whether a
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fluent is true or false after the execution of a single action is co-NP complete. Moreover,
the presence of incomplete information makes the planning problem—another impor-
tant problem in RAC—computationally harder (see, e.g., [3]).

An alternative to the possible world semantics is the reasoning based on approxima-
tions [13]. Instead of considering all possible states, approximations define what will
definitely be true or false after the execution of an action. This approach reduces the
complexity of the hypothetical reasoning but is in general incomplete. This stipulates
the research in [7,14,15] to search for conditions under which the approximation is com-
plete. While the approach in [7] addresses the question “When does the reasoning based
on approximation coincide with the possible world semantics?”, the approach in [14]
focuses on answering the question “When does the reasoning based on approximation
for a particular fluent formula ϕ coincide with the possible world semantics?”.

In this paper, we investigate the relationship between these two completeness con-
ditions. We will start by reviewing, in the next section, some definitions relevant to the
completeness conditions in [7,14]. We will then discuss the relationship between these
conditions and develop a transformation for simplification of action theories. We will
finally present a result that directly relates the two conditions.

2 Approximation Based Reasoning

In this section, we review the basic definitions of the situation calculus language, the
action languageA, and the 0-approximation in both formalisms.

2.1 Situation Calculus

Situation calculus has been introduced by McCarthy [8] and further developed in [9],
and it is probably the oldest formalism for representing and reasoning about actions. In
situation calculus, actions and their effects are encoded directly into a first order theory.
The basic components of the situation calculus language, in the notation of Reiter [12],
include a special constantS0 denoting the initial situation, a binary function symbol Do,
where Do(a, s) denotes the successor situation to s resulting from executing the action
a, fluent relations of the form F (s) (or F (x, s)), denoting that the fluent F (resp.
F (x)) is true in the situation s, and a special predicatePoss(a, s) (resp. Poss(a(x), s))
denoting that action a (resp. a(x)) is executable in situation s.1

A dynamic domain can be represented by a theory D comprising of (i) axioms de-
scribing the initial situation S0; (ii) action precondition axioms (one for each primitive
action A), characterizing Poss(A, s); (iii) successor state axioms (one for each fluent
F ), stating under what condition F (Do(a, s)) holds, as a function of what holds in s;
(iv) unique names axioms for the primitive actions; and some foundational, domain
independent axioms. In particular, each domain D is given by a set of axioms

D = D0 ∪ Dap ∪ Dss ∪ Duna

where D0, Dap, Dss, and Duna encode the axioms about initial situation, the action
preconditions, the successor state axioms, and the unique name axioms, respectively.

1 For simplicity, we omit the parameters of actions and fluents.
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Each axiom in Dap is in the form Poss(a, s) ≡ Πa[s] and each axiom in Dss is of
the form F (Do(a, s)) ≡ γ+

F (a, s) ∨ (F (s) ∧ ¬γ−F (a, s)). We illustrate this in the next
example.

Example 1. Let us consider the well-known bomb in the toilet example in [10] assum-
ing that we do not have any knowledge about the initial situation. In this domain, we
have two actions Dunk and Flush and two fluents Clogged and Armed. Dunking a
packet into the toilet disarms the bomb but causes the toilet to be clogged. Flushing the
toilet makes it unclogged.

The basic action theory for this domain is given next2

Db = Db
0 ∪ Db

ap ∪ Db
ss ∪ Db

una

– The action precondition axioms (Db
ap) are

• Poss(Flush, s) ≡ � (i.e., ΠFlush = �).
• Poss(Dunk, s)≡¬Clogged(s) (i.e., ΠDunk=¬Clogged).

Note that ΠA is a formula in the language L, whose propositions are the fluents in
D, where A is either Flush or Dunk.

– The successor state axioms (Db
ss) for the fluents are:

• Clogged(Do(a, s)) ≡ (a = Dunk) ∨ (Clogged(s) ∧ ¬(a = Flush))

Here, γ+
Clogged(a) = (a = Dunk) and γ−Clogged(a) = (a = Flush).

• Armed(Do(a, s)) ≡ ⊥ ∨ (Armed(s) ∧ ¬(a = Dunk))

Here, γ+
Armed(a) = ⊥ and γ−Armed(a) = (a = Dunk).

– Db
una contains the following axiom:Dunk �= Flush. This is because we only have

0-ary actions.
– Db

0 is empty. ��

In the situation calculus, to determine whether ϕ is true after the execution of the action
sequence α, we determine whetherD |= ϕ(Do(α, S0))∧Poss(α, S0) where, for an ac-
tion a and action sequence α, Do([a, α], s) stands for Do(α,Do(a, s))), Poss([a, α], s)
is the shorthand for Poss(a, s) ∧ Poss(α,Do(a, s))), and |= is the logical entailment
relation in first order logic.3 In this way, the possible world semantics is naturally em-
ployed as S0 can be incomplete. In fact, we can easily check that

Db |= Poss([Flush,Dunk], S0) ∧ ¬Armed(Do([Flush,Dunk], S0)). (1)

As we have mentioned, the progression problem becomes computationally harder (as-
suming that NP �= P ) in the presence of incomplete information about the initial
situation. This has motivated Liu and Levesque [7] to explore the use of approxima-
tions for the progression task, and develop conditions under which the reasoning based
on the approximation is complete. Their formulation is inspired by the reasoning algo-
rithm developed for proper knowledge bases [6] and is restricted to local effect theories.
Formally, this construction proceeds as follows.4

2 We use � and ⊥ to denote true and false respectively.
3 Strictly speaking, we need to add foundational axioms to D.
4 For simplicity, we assume a propositional language.
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• Situations are characterized in terms of proper knowledge bases (proper KBs), i.e.,
theories Σ which are consistent (w.r.t. the axioms of equality), and where all for-
mulae can be expressed in the form ∀(e ⊃ �), where e is a quantifier free formula
containing only equalities and � is a literal. We denote with ξ� the maximal disjunc-
tion of ground instances of the literal � such that Σ |= ξ�.
• A proper KB Σ is complete w.r.t. a fluent F if either Σ |= F or Σ |= ¬F ; Σ is

context-complete w.r.t. D if it is complete w.r.t. each F appearing in any γ+
G or γ−G .

• The theory D is assumed to be local effect, i.e., γ+
F and γ−F are finite disjunctions

of formulae of the form (a = A ∧ ϕ), where A is a ground action, and the various
ϕ are ground formulae. Given a ground action A and a ground fluent F , we will
denote with F+

A (resp. F−
A ) the formula

∨
{ϕ | (a = A ∧ ϕ) appears in γ+

F } (resp.∨
{ϕ | (a = A ∧ ϕ) appears in γ−F }).

Evaluation of formulae ϕ w.r.t. a proper KB Σ is based on a 3-value interpretation
function V (Σ,ϕ), which is sound, and can be proved complete when the formula meets
certain criteria (NF normal form).

Liu and Levesque provide a definition of progression which preserves the proper
property of the encoding of situations. In presence of a finite domain of constants, pro-
gression of a proper KB Σ w.r.t. a ground action A (PA(Σ)) is defined as the sentences
(for each ground fluent F ):

def trueF ∨ (ξF ∧ ¬poss falseF ) ⊃ F def falseF ∨ (ξ¬F ∧ ¬poss trueF ) ⊃ ¬F

where

def trueF =
{

� V (Σ, F+
A ) = 1

⊥ o.w.
poss trueF =

{
� V (Σ, F+

A ) = 0
⊥ o.w.

def falseF =
{

� V (Σ, F−
A )=1 ∧ V (Σ, F+

A )=0
⊥ o.w.

poss falseF =
{

� V (Σ, F−
A ) = 0

⊥ o.w.

The notion can be generalized to sequences of actions α = [A1, . . . , An], as Pα =
PAn ◦ · · · ◦ PA1 .5 If Σ0 is context complete and D is local effect then PA(Σ0) can be
shown to be a classical progression.

Example 2. For the theory Db, the language of the knowledge base Σ0 consists of two
predicates Armed and Clogged and there is no constant or function symbol in this
language. The formulae expressing progression for the theoryDb are given below:

– for the action Dunk we have

⊥ ∨ (ξArmed ∧ ¬�) ⊃ Armed � ∨ (ξ¬Armed ∧ ¬⊥) ⊃ ¬Armed
� ∨ (ξClogged ∧ ¬⊥) ⊃ Clogged ⊥ ∨ (ξ¬Clogged ∧ ¬�) ⊃ ¬Clogged

This simplifies to � ⊃ ¬Armed and � ⊃ Clogged.
– for the action Flush we have

⊥ ∨ (ξArmed ∧ ¬⊥) ⊃ Armed ⊥ ∨ (ξ¬Armed ∧ ¬⊥) ⊃ ¬Armed
⊥ ∨ (ξClogged ∧ ¬�) ⊃ Clogged � ∨ (ξ¬Clogged ∧ ¬⊥) ⊃ ¬Clogged

So, we have ξArmed ⊃ ¬Armed and � ⊃ ¬Clogged.

5 ◦ denotes function composition, where (f ◦ g)(x) = f(g(x)).
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This computation allows us to conclude that the approximation based reasoning in Db

will yield the same conclusion as in Eq. 1. Observe that this can also be concluded
thanks to the fact that Db is context-complete. ��

2.2 Language A and the 0-Approximation Semantics

Gelfond and Lifschitz [4] introduced the action language A for representing actions
and reasoning about their effects. In this approach, dynamic domains are represented
by action descriptions, whose semantics is defined by a transition function that maps an
action and a state to a new state.

The alphabet of a domain consists of a set A of action names and a set F of fluent
names. A (fluent) literal l is either a fluent f ∈ F or its negation ¬f . Fluent literals
of the forms f and ¬f are said to be complementary. With L we denote the set of all
fluent literals, i.e., L = {f,¬f | f ∈ F}. A fluent formula is a formula constructed
from fluent literals using the connectives ∧, ∨, and ¬. A domain description D is a set
of statements of the following forms:

a causes l if ψ (2)

executable a if ψ (3)

where a ∈ A is an action, l is a fluent literal, and ψ is a set of fluent literals. (2) is called
a dynamic law, describing the effect of action a. It says that if a is performed in a state
where ψ holds, then l will hold in the successor state. (3) is an executability condition
for a, stating that a is executable in any state in which ψ holds.

Given a domain description D, for a fluent literal l, we denote with ¬l its comple-
mentary literal. For a set of fluent literals σ, we denote with ¬σ the set {¬l | l ∈ σ}. A
set of fluent literals σ is consistent if for every fluent f , either f or ¬f does not belong
to σ. We will use the two terms consistent set of fluent literals and partial state inter-
changeably. A set of fluent literals σ is complete if for every fluent f , either f or ¬f
belongs to σ. When σ is consistent and complete, it is called a state. A state s containing
a partial state δ is called a completion of δ. For a partial state δ, we denote by ext(δ)
the set of all completions of δ. For a set of partial states ∆, we denote by ext(∆) the
set of states ∪δ∈∆ext(δ).

A fluent literal l (resp. set of fluent literals γ) holds in a consistent set of fluent literals
σ if l ∈ σ (resp. γ ⊆ σ); l (resp. γ) possibly holds in σ if ¬l �∈ σ (resp. ¬γ ∩ σ = ∅).
The value of a formula ϕ in σ may be either true, false, or unknown, and it is defined
as usual. It is easy to see that if σ is a state then for every formula ϕ, the value of ϕ is
known (to be either true or false) in σ. From now on, to avoid confusion, we will use
letters (possibly indexed) σ, δ, and s to denote a set of fluent literals, a partial state, and
a state respectively.

An A action theory is a pair (D, ∆) where D is a domain description and ∆ is a set
of partial states.

Example 3. The bomb in the toilet example is represented by ∆1 = ∅ and the action
theory

D1 =

⎧⎨⎩Dunk causes ¬Armed Dunk causes Clogged
F lush causes ¬Clogged
executable Dunk if ¬Clogged executable Flush if � ��
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The 0-approximation semantics has been originally introduced in [13]. Let D be a do-
main description. An action a is executable in a partial state δ if there exists an exe-
cutability condition

executable a if ψ

in D such that ψ holds in δ.
For an action a and a partial state δ s.t. a is executable in δ, the set of effects of a in

δ, denoted by e(a, δ), and the set of possible effects of a in δ, denoted by pe(a, δ), are:

e(a, δ) = {l | there exists [a causes l if ψ] in D s.t. ψ holds in δ}
pe(a, δ) = {l | there exists [a causes l if ψ] in D s.t. ψ possibly holds in δ}

Intuitively, e(a, δ) and pe(a, δ) are the sets of literals that certainly hold and may hold,
respectively, in the successor state of every state s ∈ ext(δ). The successor partial state
of a state s after the execution of an action a, denoted by Φ0(a, δ), is defined as follows.

Definition 1. For any action a and partial state δ,

1. if a is not executable in δ then Φ0(a, δ) = ⊥;
2. otherwise, Φ0(a, δ) = e(a, δ) ∪ (δ \ ¬pe(a, δ)).

The final partial state of a partial state δ after the execution of a sequence of actions α,
denoted by Φ̂0(α, δ), is defined as follows.

Definition 2. For any sequence of actions α = [a, β] and partial state δ,

1. Φ̂0([], δ) = δ and if β = [] then Φ̂0(α, δ) = Φ0(a, δ);
2. otherwise, Φ̂0(α, δ) = Φ̂0(β, Φ0(a, δ)).

Given the extended transition function Φ̂0, the entailment relation between an action
theory and a query with respect to the 0-approximation semantics, denoted by |=0, is
defined as follows (recall that ∆ is a set partial states).

Definition 3. An action theory (D, ∆) entails a query [ϕ after α] with respect to the
0-approximation semantics, denoted by (D, ∆) |=0 ϕ after α, if for every δ ∈ ∆,
Φ̂0(α, δ) �= ⊥ and ϕ is true in Φ̂0(α, δ).

It should be noted that the transition function Φ0(a, δ) coincides with the transition
function defined for complete action theories in [4] if δ is complete. As such, the pos-
sible world semantics for an action theory (D, ∆) can be characterized by Φ̂0 of the
theory (D, ext(∆)). For convenience of our discussion, we say (D, ∆) |=P ϕ after α
iff (D, ext(∆)) |=0 ϕ after α. The following example demonstrates the use of the
0-entailment in reasoning about the effects of actions.

Example 4. Consider the action theory (D1, ∆1) from Example 3. We have e(Flush, ∅)
= pe(Flush, ∅) = {¬Clogged}. Hence,

Φ0(Flush, ∅) = e(Flush, ∅)∪ (∅ \ ¬pe(Flush, ∅)) = {¬Clogged} = δ1.

Furthermore, we have e(Dunk, δ1) = {Clogged,¬Armed} and pe(Dunk, δ1) =
{Clogged,¬Armed}. Thus,

Φ0(Dunk, δ1) = e(Dunk, δ1) ∪ (δ1 \ ¬pe(Dunk, δ1)) = {Clogged,¬Armed}.
This also implies that (D1, ∆1) |=0 ¬Armed after [Flush;Dunk]. ��
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The 0-approximation is sound [13], but it is, in general, incomplete, as shown next.

Example 5. Let D2 be the domain obtained from D1 by replacing Dunk
causes ¬Armed with Dunk causes ¬Armed if Armed. We can check that ¬Armed
is true after the execution of [Flush;Dunk] if the possible world semantics is used;
however, (D2, ∆1) �|=0 ¬Armed after [Flush;Dunk]. This shows that the 0-approxi-
mation is incomplete. ��
The incompleteness of the 0-approximation motivated Son and Tu [14] to find con-
ditions for its completeness. In particular, given a fluent formula ϕ and (D, ∆), they
investigate the conditions under which (D, ∆) |=0 ϕ after α iff (D, ∆) |=P ϕ after α
holds. Their conditions are based on the notion of dependency between fluent literals
and the reducibility of a set of states to a partial state.

Definition 4. LetD be a domain description. A fluent literal l depends on a fluent literal
g, written as l � g, iff one of the following conditions holds.

1. l = g.
2. D contains a law [a causes l if ψ] such that g ∈ ψ.
3. There exists a fluent literal h such that l � h and h � g.
4. The complement of l depends on the complement of g, i.e., ¬l � ¬g.

Note that the dependency relation between fluent literals is reflexive, transitive but not
symmetric. We next define the dependency between actions and fluent literals.

Definition 5. Let D be a domain description. An action a depends on a fluent literal l,
written as a � l, iff one of the following conditions is satisfied.

1. D contains an executability condition [executable a if ψ] such that l ∈ ψ.
2. There exists a fluent literal g such that a � g and g � l.

For a fluent literal l (resp. action a), we will denote by Ω(l) (resp. Ω(a)) the set of
fluent literals that l (resp. a) depends on. A fluent literal l (resp. an action a) depends
on a set of fluent literals σ, denoted by l � σ (resp. a � σ), iff l � g (resp. a � g) for some
g ∈ σ.

A disjunction of fluent literals γ = l1 ∨ · · · ∨ lk depends on a set of fluent literals σ,
denoted by γ �σ if there exists 1 ≤ j ≤ k such that lj �σ; otherwise, γ does not depend
on σ, denoted by γ � σ.

Intuitively, l1 � l2 means that knowledge about l2 might be needed in reasoning about
the truth value of l1 after the execution of some plan; a � l means that l might have
influence on determining the executability of action a.

Example 6. For the domain descriptionD2, we have

Ω(Clogged) = {Clogged} Ω(¬Clogged) = {¬Clogged}
Ω(Armed) = {Armed,¬Armed} Ω(¬Armed) = {Armed,¬Armed}
Ω(Dunk) = {¬Clogged} Ω(Flush) = ∅

This says that knowledge aboutClogged is needed in reasoning aboutClogged and the
executability of the action Dunk; knowledge about Armed is required for reasoning
about Armed; etc. �
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Definition 6. LetD be a domain description. Let S be a belief state (i.e., a set of states),
δ be a partial state, and ϕ = γ1 ∧ · · · ∧ γn be a fluent formula where each γi is a
disjunction of fluent literals. We say that S is reducible to δ with respect to ϕ, denoted
by S .ϕ δ if

1. δ is a subset of every state s in S,
2. for every 1 ≤ i ≤ n, there exists a state s ∈ S such that γi � (s \ δ), and
3. for every action a, there exists a state s ∈ S such that a � (s \ δ).

Intuitively, the above definition specifies a condition under which reasoning using belief
states (represented by S) can be done by using the 0-approximation using the approx-
imation state δ. For a set of partial states ∆, we say that ext(∆) .ϕ ∆ if for every
δ ∈ ∆, ext(δ).ϕ δ. Indeed, it has been shown in [15] that

Theorem 1. Let (D, ∆) be an action theory and ext(∆) .ϕ ∆. Then, for every se-
quence of actions α, (D, ∆) |=P ϕ after α iff (D, ∆) |=0 ϕ after α.

Example 7. ConsiderD2 (Example 5). Let δ1 = ∅. Then, S1 = ext(δ1) is not reducible
to δ1 with respect to ϕ = ¬Armed, i.e., ext(∅) �.¬Armed ∅, because for each s ∈ S1,
either fluent literal Armed or ¬Armed belongs to s \ δ1 and the fluent literal ¬Armed
depends on bothArmed and¬Armed (Condition 2 in Def. 6 is not satisfied). Similarly,

ext({Clogged}) �.¬Armed {Clogged}
ext({¬Clogged}) �.¬Armed {¬Clogged}

Let δ2 ={Armed}. Then we have ext(δ2) = {s1, s2}, where s1 = {Armed,Clogged}
and s2 = {Armed,¬Clogged}. We will easily check that ext(δ2) .¬Armed δ2.
Hence, we have ext({Armed}) .¬Armed {Armed}. Similarly, we can check that
ext({¬Armed}).¬Armed {¬Armed}. ��

3 Relating Two Completeness Conditions

The equivalence between situation calculus and the action languageA has been proved
in [5] for the case where the initial situation is completely described, where a theory
in situation calculus D is complete if DS0 |= F (S0) or DS0 |= ¬F (S0) for each
fluent F in D. A natural question is to explore what is the relationship between the two
completeness conditions described in the previous sections.

3.1 A Simplification of A Theories

Let us first discuss some differences between the two formulations through some
examples.

Example 8. Consider the theory D with one action A and three fluents F , P , and Q
where γ+

F (a) = (a = A ∧ P ) ∨ (a = A ∧ Q), γ−F (a) = ⊥, and, for X ∈ {P,Q},
γ+

X(a) = γ−X(a) = ⊥. Furthermore, letDS0 = {P (S0)}. ForD to be context-complete,
we have that P and Q should be known in S0. That is, S0 should also contain Q or ¬Q
to guarantee that V (F,Σ0) is either 0 or 1.
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A reasonable description of D in the language A, say DA, consists of two dynamic
laws A causes F if P and A causes F if Q and ∆ = {δ0} where δ0 = {P}. It is easy
to check that ext(δ0) .F δ0 and (DA, ∆) |=0 F after A. So, knowledge about Q is
not necessary in determining whether V (F,Σ0) is 1 or 0. ��

This example shows that to answer certain queries, the context-complete requirement
in [7] might be too strong. The next example shows that, on the other hand, the 0-
approximation is somewhat more sensitive to the specification of actions’ effects in A.

Example 9. Consider the theories (D1, ∆1) and (D2, ∆1). Recall that the difference
between D1 and D2 lies in that [Dunk causes ¬Armed] in D1 is replaced by

Dunk causes ¬Armed if Armed

in D2. Intuitively, these two representations are equivalent in the sense that for each
complete state of the world s, the execution of Dunk in s results in the same state
in which the bomb is disarmed, as it is either a direct effect of Dunk or it is true
by inertial. On the other hand, Examples 4-7 show that |=0 is complete for the fluent
formula ¬Armed w.r.t. D1 but not w.r.t. D2. ��

The second example shows a weakness of the 0-approximation in that it is more sensi-
tive to the domain specification than the situation calculus formalism. This is reflected
by the completeness condition in [14]: we have that ext(∆1) .¬Armed ∆1 w.r.t. D1
but ext(∆1) �.¬Armed ∆1 w.r.t. D2. Why does the situation calculus formulation not
suffer from this problem? The main reason is in the encoding of the successor state
axioms. For example, the successor state axiom for Armed is

Armed(Do(a, s))≡⊥ ∨ (Armed(s)∧¬(a=Dunk∧Armed(s)))

Here, the precondition Armed of the conditional effect ¬Armed of Dunk (in the dy-
namic law [Dunk causes ¬Armed if Armed]) is encoded as a part of the formula
γ−Armed(Dunk). However, this can be simplified to

Armed(Do(a, s)) ≡ ⊥ ∨ (Armed(s) ∧ ¬(a = Dunk)).

which effectively makes ¬Armed to be an effect of Dunk. This argument can be see
as another justification for us to simplify D2 to D1 when using the action languageA.

At this point, one is tempted to conclude that if a complement of a fluent literal L
appears in ϕ of a dynamic law A causes L if ϕ, we can remove it from ϕ and the
resulting action theory remains faithful to its original representation. This is, however,
not the case. Consider the domain with one action Flip that toggles a light bulb switch.
The effects are to makes the switch On and ¬On if it was ¬On and On, respectively.
This is given by the two laws

Flip causes On if ¬On and Flip causes ¬On if On

Removing ¬On or On in the if part from the first or second law respectively would
create an inconsistent domain. Interestingly, the successor state axiom for On is

On(Do(a, S)) ≡ γ+
On(a)[s] ∨ (On(s) ∧ ¬γ−On(a)[s]
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where γ+
On(a) ≡ a = Flip∧ ¬On and γ−On(a) ≡ a = Flip∧On. The successor state

axiom for On can be simplified to

On(Do(a, S)) ≡ γ+
On(a)[s] ∨ (On(s) ∧ ¬(a = Flip))

Observe that the second representation would yield the same set of models for the the-
ory. Nevertheless, setting γ−On(a) ≡ a = Flip would violate the consistency condition
by Reiter [12], which states that � ∃s.[Poss(a, s) ⊃ γ+

F (a, s)∧ γ−F (a, s)]. This means
that γ−On cannot be simplified in this case. On the other hand, the simplification for
γ−Armed(a) to a = Dunk is acceptable since the consistency condition is satisfied by
the new formula. This discussion suggests a simplification of A action theories.

Definition 7. For a fluent literal L, a dynamic law A causes L if ϕ is (A,L)-cyclic if
¬L ∈ ϕ.
L and¬L areA-relevant inD ifD contains at least one (A,L)-cyclic and one (A,¬L)-
cyclic dynamic law.
L and ¬L are A-irrelevant if they are not A-relevant.

Let D be a domain description and DR be the domain description obtained from D by
replacing each (A,L)-cyclic dynamic law A causes L if ϕ with A causes L if ϕ \
{¬L} if L and ¬L are A-irrelevant.

We can see that Armed and ¬Armed are Dunk-irrelevant in both theories D1 and
D2. On the other hand, Examples 4-7 show that D1 is preferable to D2 for dealing with
incomplete information. We can show that:

Theorem 2. For every set of partial states ∆, (D, ∆) is equivalent to (DR, ∆) w.r.t.
the possible world semantics.

Proof. (Sketch) It is easy to check that ΦD(a, s) = ΦDR(a, s) for every action a
and state s. This implies that the two theories are equivalent w.r.t. the possible world
semantics. ��

3.2 From a Situation Calculus Theory to an Action Theory

We will now show a result relating the context-completeness condition in [7] and the
reducibility condition in [14]. We begin with a translation of local effect situation cal-
culus theories into A action theories and conclude with a theorem relating these two
conditions.

Our translation from a situation calculus theory D into (DA, ∆A) is inspired by the
translation in [5] (we will only deal with propositional theories). Assume that

D = Dap ∪ Dss ∪ Duna ∪ D0

Let F and A denote the set of fluents and actions of (DA, ∆A) respectively. The trans-
lation is done as follows.

– for each action precondition axiom

Poss(A, s) ≡ ΠA[s] in Dap

A belongs to A and DA contains executable A if ΠA.
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– for each successor state axiom

F (do(a, s)) ≡ γ+
F (a)[s] ∨ (F (s) ∧ ¬γ−F (a)[s]) in Dss,

F belongs to F and
• for each disjunct [a = A ∧ φ] in γ+

F (a), DA contains

A causes F if φ.

• for each disjunct [a = A ∧ φ] in γ−F (a), DA contains

A causes ¬F if φ

– Let ∆A = {δ0 | δ0 is a minimal set of fluent literals satisfying DS0}.

It is easy to check that the action theory (D1, ∆1) (Example 3) is the result of the above
translation from the theory Db in Example 1. Similarly to [5], we can prove:

Theorem 3. For every fluent formula ϕ and action sequence α = [a1, . . . , an] in D,
D |= Poss(α, S0) ∧ ϕ(Do(α, S0)) iff (DA, ∆A) |=P ϕ after α.

Proof. To prove the theorem, we show that

– For every model M of D, the state sM = {F | F is a fluent literal, M |= F (S0)}
belongs to ext(∆A) and for every action sequence α and fluent literal F , M |=
Poss(α, S0) ∧ F (Do(α, S0)) iff Φ̂0(α, sM ) �= ⊥ and F is true in Φ̂0(α, sM ).

– For every sM ∈ ext(∆A) there exists a model M of D such that for every action
sequence α and fluent F : Φ̂0(α, sM ) �= ⊥ and F is true in Φ̂0(α, sM ) iff M |=
Poss(α, S0) ∧ F (Do(α, S0)). ��

The next theorem relates the context-complete condition on D and the reducibility con-
dition on (DA, ∆A).

Theorem 4. Let D be a context-complete situation calculus theory and (DA, ∆A) be
its A-translation. It holds that ext(∆A).ϕ ∆A for each fluent formula ϕ.

Proof. The proof of the theorem relies on the following results:

– For every δ ∈ ∆A, every law [A causes F if ϕ] inDA, and fluent literal l appearing
in ϕ, δ contains either l or ¬l;

– For every fluent literal g, s ∈ ext(δ), δ ∈ ∆A, and g ∈ (s\δ), there does not exist
a fluent literal l, l �= g, such that l � g;

– If ψ is a fluent formula in normal form then for every δ in ∆A there exists a state s
in ext(δ) such that ψ contains no fluent literals in (s \ δ). ��

This indicates that the context-complete condition is actually more restrictive than re-
ducibility. Observe that, in order to obtain the same form of action theory described
earlier, it is necessary to convert the formulae in the conditions of the dynamic causal
laws to disjunctive normal form and distribute the disjuncts in separate laws. We are
working on extending the 0-approximation to allow the use of arbitrary propositional
formulae in the dynamic causal laws.
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4 Conclusions

In this paper, we studied the relationship between two completeness conditions for the
0-approximation. The insights gained through the study allowed the development of a
simplification procedure of a A action theory to an equivalent theory whose complete-
ness condition can be weakened for several classes of queries.

We also showed that the context-complete condition on local effect action theories
proposed in [7] implies the reducibility condition for action theories in the languageA
developed in [14].
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Abstract. The modal satisfiability problem is solved either by using a
specifically designed algorithm, or by translating the modal logic formula
into an instance of a different class of problem, such as a first-order logic
problem, a propositional satisfiability problem, or, more recently, a con-
straint satisfaction problem. In the latter approach, the modal formula
is translated into layered propositional formulae. Each layer is translated
into a constraint satisfaction problem which is solved using a constraint
solver. We extend this approach to the modal logics KT and S4 and
introduce a range of optimizations of the basic prototype. The results
compare favorably with those of other solvers, and support the adoption
of constraint programming as implementation platform for modal and
other related satisfiability solvers.

1 Introduction

One of the reasoning tasks associated with modal logic is the modal satisfiability
problem. This is a decision problem that returns ‘yes’ if an algorithm can gen-
erate some model in which a given formula is satisfiable. This problem has been
researched extensively using different automated approaches. These approaches
fall into two distinct categories. Either a special, purpose-build algorithm is used,
or the modal formula is translated into an instance of a different class of problem,
and solved with the highly optimized solvers available for that class. A widely
used class of purpose-built algorithms are based on tableau methods, and include
the tableau solvers FaCT [1] and DLP [2]. A well-known translation method is
the translation of modal formulae into first-order logic [3]. Other translation-
based approaches include translation into a propositional satisfiability problem
(SAT) [4], or a constraint satisfaction problem (CSP) [5,6].

In this paper, we further investigate the feasibility of the constraint-based ap-
proach proposed by Brand et al. [5,6]. A modal formula is stratified into layers,
each of which is solved using the constraint logic programming (CLP) language,
ECLiPSe [7]. The benefit of this approach is the ability to make use of an ex-
isting, well-developed constraint programming language, with its mature solvers
and predefined libraries of functions. A key contribution of this approach is that
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the domains of variables are assigned values over and above the Booleans 0 and
1: a value of u can be assigned to a variable, thereby allowing partial assign-
ments. This has the effect of considerably speeding up finding a solution. As in
many other application domains, the advantage of a constraint-based approach
to the satisfiability problem is its support for sophisticated conceptual modelling
by means of constraints.

The solver developed by Brand et al. is, however, limited to the modal logic
K. It only deals with formulae that are in conjunctive normal form (CNF), and
have not been optimized using any of the standard techniques such as caching.
In this paper, we discuss the extension of this solver to the modal logics KT and
S4. A number of enhancements to the original prototype are discussed, the most
significant of which are the following: We relax the requirement that formulae be
in CNF; instead, formulae are kept in a negation normal form (NNF). Extensive
simplification is applied to NNF clauses using propositional unit literals (l and
¬l) and unit modal literals (�l and ¬�l). Where a propositional variable occurs
only positively or only negatively in a layered formula, all clauses in which it
occurs are excluded from the translation into the CSP. This significantly prunes
the search space. Caching of formulae and their status is introduced, which
reduces reprocessing.

These enhancements return favorable results that compare well with the re-
sults of the solvers FaCT, DLP and KSAT [8]. These solvers are highly optimized,
whereas our results have been obtained without optimized data structures. This
means that there is a strong case for incorporating constraint methods into
tableau solvers, and to develop tableau solvers using constraint programming.
Our findings therefore support the use of constraint programming as a feasible
environment for the implementation of modal satisfiability solvers. This approach
is also applicable to related areas such as description logic reasoners.

The remainder of this paper is organized as follows: Section 2 provides the the-
oretical background of the KCSP solver developed by Brand et al. [6]. Sections
3 and 4 provide details of the KT CSP and S4 CSP solvers for KT and S4 re-
spectively, and discuss the results obtained using the Heuerding / Schwendimann
test data sets. In Section 5, the exponential nature of the results is discussed and
they are compared with those of the TANCS ’98 conference. The final section
(Section 6) includes details of possible further areas of research.

2 Background to the KCSP Solver

We introduce some of the terminology used in the work that follows. The reader
is referred to texts such as Blackburn et al. [9] for in-depth details of modal logic.

Definition 1. The basic modal language K is defined using a set Φ of atomic
propositions, the elements of which are denoted p, p1, . . ., q, q1, . . ., the propo-
sitional connectives ¬ and ∧, and the unary modality �. The set of well-formed
formulae generated from Φ, denoted Fma(Φ), is generated by the rule

ϕ ::= p | ⊥ | ¬ϕ | ϕ ∧ ψ | �ϕ
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where p ranges over the elements of Φ, ⊥ is the falsum and ϕ, ψ, . . . are modal
formulae.

A propositional atom is any propositional formula that cannot be decomposed
propositionally. A propositional literal is either a propositional atom or its nega-
tion. A modal atom is any modal formula that cannot be decomposed propo-
sitionally – that is, any formula whose main connective is not propositional. A
modal literal is either a modal atom or its negation.

In the context of this paper, a modal formula can be normalized into either
NNF or CNF. A CNF formula consists of the conjunction of clauses, where
each CNF clause is the disjunction of propositional literals and / or modal lit-
erals. A modal formula is in NNF if negation occurs only immediately before
propositional and modal atoms and the only Boolean connectives it contains are
{¬,∧,∨}. A modal NNF formula consists of the conjunction of NNF clauses,
where each NNF clause consists of a disjunction of NNF formulae. A proposi-
tional unit clause is any clause l where l is a propositional literal. A modal unit
clause is any clause �ϕ or ¬�ϕ where ϕ is any formula. A unit modal literal is
any clause �l or ¬�l, where l is a propositional literal.

The satisfiability of a modal formula can be determined by translating it
into layers of propositional formulae. This approach was first proposed by F.
Giunchiglia and R. Sebastiani [4], and implemented in their KSAT solver. The
modal atoms of a particular layer are processed as though they are propositional
atoms, and truth values are assigned to them. Whenever a modal layer con-
tains a ¬�-modality, further processing at the next modal layer is required. The
KSAT solver makes use of the well-known DPLL SAT algorithm to determine
satisfiability of the propositional formula at each layer.

A related approach was proposed by Brand et al. [6], and implemented in
their KCSP solver. In this case, the stratified modal formula is translated into a
CSP. A CSP consists of a set of variables, a domain for each variable and a set
of constraints. The variables can be assigned any value in their corresponding
domain, with the limitation that the constraints on the variables need to be
satisfied. The constraints therefore limit the scope of the variables.

In both KSAT and KCSP, the modal formula needs to be in conjunctive
normal form. The propositional approximation of the modal formula is fed to
the solver, which returns a set of truth assignments to the propositional and
modal atoms, termed the top-level atoms, at the current modal level. This is
defined formally as follows:

Definition 2. A total truth assignment µ for a modal K formula ϕ is a set of
literals

µ = {�α1, . . . ,�αn,¬�β1, . . . ,¬�βm, p1, . . . , pr,¬q1, . . . ,¬qs}

such that every top-level atom of ϕ occurs either positively or negatively in µ.

Theorem 1. [4] A modal formula ϕ is K-satisfiable if and only if there exists
a K-satisfiable truth assignment µ such that µ |=p ϕ.
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This means that the K-satisfiability of a formula ϕ can be reduced to determining
the K-satisfiability of its truth assignments. Such an assignment is termed total
when a truth value is assigned to each top-level atom; it is termed a partial
assignment when the truth values ensure the satisfiability of ϕ. The satisfiability
of the modal portion of ϕ is then determined as follows.

Definition 3. The restricted truth assignment µr for a modal K formula ϕ is
defined as

µr =
∧
i

�αi ∧
∧
j

¬�βj

Theorem 2. [4] The restricted truth assignment µr is satisfiable if and only if
the formula

ϕj =
∧
i

αi ∧ ¬βj

is K-satisfiable for every ¬�βj occurring in µr.

Constraints are defined on clauses in the modal formula. A clause (¬p1 ∨p2) has
the constraints that p1 = 0 and / or p2 = 1. A clause �p4 has the constraint
that �p4 = 1.

A constraint solver always returns a total assignment to its variables. Because
less computational effort is required to return a partial assignment, Brand et al.
[6] followed an approach of setting the domain of each variable to {0, 1, u}, where
u indicates that a truth value has not been assigned to the associated variable.

A modal formula is negated and converted into CNF before being passed to
KCSP.

Algorithm 1. [6] The KCSP algorithm schema:

function KCSP(ϕ) // succeeds if ϕ is satisfiable
ϕcsp = to csp(ϕ);
µ := csp(ϕcsp);
Θ =

∧
{α : �α = 1 is in µ};

for each �β = 0 in µ do
KCSP(Θ ∧ ¬β); // backtrack if this fails

end;

The procedure to csp identifies the top-level atoms of ϕ, sets their domains to
{0, 1, u} and defines the constraints on each clause. The resulting formula is then
passed to the ECLiPSe constraint solver with the call to csp which returns a
truth assignment. If it contains negative literals, that is, literals to which a value
of 0 has been assigned, further processing is required. Each of the modal literals
¬�βj effectively generates a new branch of the modal tree. The conjunction of
each βj and the αi variables having �αi = 1, form the modal formula that will
be processed at the next modal layer. If there are no negative modal literals, the
formula is satisfiable and no further processing is required. If there are negative
modal literals, the algorithm backtracks.
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Using a domain of {0, 1, u} reduces the processing requirement. If all the
¬�βj variables at a particular modal layer can be assigned a value of u, no
further processing will be required.

Various optimizations have been applied to the solver to reduce the search
space. These included simplification of the initial formula by applying unit sub-
sumption and unit resolution. When unit subsumption is applied to a modal
formula containing a unit clause l, every clause containing l is removed. When
unit resolution is applied to a modal formula, ¬l is removed from every clause
in which it occurs. Further details of these optimizations are provided in [6,5].

3 The KT CSP Solver

The KCSP prototype described in the previous section yielded some promising
results, but did not yet establish the constraint-based approach to modal satisfi-
ability as viable alternative to existing solvers. This is due to two factors: Firstly,
few of the standard optimisations to tableau solvers were implemented, so the
modelling benefits could not be appreciated fully, and secondly, the prototype
only addressed the modal logic K. We address these issues below.

To extend KCSP to the modal logic KT , the solver was modified to allow for
a reflexive accessibility relation. This introduces two challenges – the number
of clauses in a formula is significantly increased, and the formula is no longer
in CNF. To address the first challenge, we propose the following lemma, which
has the effect of reducing the number of clauses generated. Full details including
further examples and proofs of lemmas are available in [10].

Lemma 1. Applying the axiom �nϕ → ϕ at each modal layer, to each occur-
rence of �nϕ, is a sound and complete strategy to enforce the reflexivity of R in
the KT CSP algorithm.

However, applying the lemma yields a formula which is no longer in CNF. We
find that, when Lemma 1 is applied to a modal clause with n positive modal
literals, and the resulting formula is converted to CNF, the original modal clause
is replaced by 2n modal clauses. There is thus an exponential increase in the
number of clauses when a modal formula is converted to CNF.

Two prototypes were developed to deal with reflexivity. In the one, the formu-
lae were retained in CNF and in the other, they were not. We discuss only the
second prototype since it produced better results. The approach followed when
dealing with clauses that are not in CNF is illustrated by the following example.

Example 1. Consider the modal formula

ϕ = �ψ ∧ (¬�ψ1 ∨ (¬�ψ2 ∧ ¬�ψ3)).

When we convert it to CNF and apply Lemma 1, we get

ϕ′ = �ψ ∧ ψ ∧ (¬�ψ1 ∨ ¬�ψ2) ∧ (¬�ψ1 ∨ ¬�ψ3).
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There are several possible truth assignments that the constraint solver can re-
turn: µ1 = {�ψ, ψ, ¬�ψ1}, µ2 = {�ψ, ψ, ¬�ψ1, ¬�ψ2}, µ3 = {�ψ, ψ, ¬�ψ1,
¬�ψ3} and µ4 = {�ψ, ψ, ¬�ψ2, ¬�ψ3}.

If we do not convert the formula to CNF, and apply Lemma 1, we can verify
the satisfiability of ϕ1 = �ψ∧ψ ∧¬�ψ1 and ϕ2 = �ψ ∧ψ∧¬�ψ2 ∧¬�ψ3, with
the proviso that ϕ2 is processed only if ϕ1 is not satisfiable. The possible truth
assignments the constraint solver will return, are µ5 = {�ψ, ψ, ¬�ψ1} and µ6
= {�ψ, ψ, ¬�ψ2, ¬�ψ3}.

Now suppose ¬ψ1 is unsatisfiable. For a complex formula, this could take
considerable resources to establish. When the formula is converted to CNF, ¬ψ1
is processed three times, causing backtracking each time; if it is not converted,
it is processed only once. /

We therefore propose that, instead of converting the formula into CNF, it is
retained in NNF. We first apply Lemma 1, and then selectively construct the
formula to convert to a CSP.

Definition 4. An NNF clause ψ in a modal formula ϕ is represented as

ψ = ψ′ ∨ θ1 ∨ . . . ∨ θn, where

ψ′ =
∨
{l : l ∈ P} ∨

∨
{�α : �α ∈ B+} ∨

∨
{¬�β : �β ∈ B−},

P is a set of propositional literals, B+ and B− are sets of modal atoms, and θ1,
. . ., θn are NNF formulae.

After the modal formula has been negated and converted to NNF, the following
algorithm is applied.

Algorithm 2. The KT CSP algorithm schema:

function KT CSP(ϕ) // succeeds if ϕ is satisfiable
ϕkt = apply reflexivity(ϕ);
ϕformula = construct formula(ϕkt);
ϕcsp = to csp(ϕformula);
µ := csp(ϕcsp); // backtrack if this fails
Θ =

∧
{α : �α = 1 is in µ};

for each �β = 0 in µ do
KT CSP(Θ ∧ ¬β); // backtrack if this fails

end;

Lemma 1 is applied to the input formula, after which the function construct
formula proceeds as follows: Each clause in ϕkt is grouped as per Definition 4.
The formula ϕformula is constructed as the conjunction of the ψ′ components
of each NNF clause. If there is no ψ′ component in an NNF clause, the θ1
component is used instead. This formula is then converted into a CSP and fed to
the constraint solver. If the constraint solver cannot find a solution, it backtracks
to construct formula and a new formula is built using the remaining θi clauses.
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This prototype was tested using the Heuerding / Schwendimann data sets
[11] which consist of nine classes of 21 provable formulae (the ‘p’ data sets)
and 21 unprovable formulae (the ‘n’ datasets). Data sets are available for each
of the logics K, KT and S4 and can be downloaded off the Internet [12]. The
formulae in each class get progressively more complex. The capability of a solver
is measured in terms of the number of ‘p’ and ‘n’ data sets it can solve in a
particular class in less than 100 CPU seconds. Thus, if a result of 3 is recorded
for the k branch n data sets, this means that only the first 3 of the 21 data
sets could be solved in under 100 CPU seconds. Whenever all 21 data sets are
solved, the symbol ‘>’ is used. The initial prototype did not return particularly
good results. Table 1 lists the results per class, for each category. A series of
enhancements was therefore applied.

Table 1. Initial Results of the KT CSP Prototype

kt branch kt 45 kt dum kt grz kt md kt path kt ph kt poly kt t4p
n 3 8 14 > 5 10 7 2 3
p 2 8 5 9 4 2 4 > 3

Propositional and Modal Simplification: In the KCSP solver, both sub-
sumption and unit resolution are applied to the initial modal formula. In the
KT CSP prototype, the modal formula is no longer in CNF, making this ap-
proach more complex. In addition, because the application of Lemma 1 gener-
ates further propositional variables, simplification is now required at each modal
layer. We therefore reconsider the unit subsumption and unit resolution rules
applied in the DPLL SAT procedure and extend them to include NNF clauses
and unit modal literals. The resulting reduction in the number of choice points
leads to a significant improvement in the results obtained.

Enhancement 1. We apply the following rules after the application of Lemma
1 to the modal formula at each modal layer:

1. For every clause ψ that is either a propositional unit clause or a unit modal
literal, unit subsumption is applied to every other NNF clause containing ψ
and such clauses are removed, provided that ψ does not occur in a modal
formula within the NNF clause.

2. For every clause ψ that is either a propositional unit clause or a unit modal
literal, unit resolution is applied and ¬ψ is removed from every other NNF
clause in which it occurs, provided that ¬ψ does not occur in a modal formula
within the NNF clause.

This process is repeated until no further simplification is possible.

Early Pruning: Lemma 1 and then simplification are applied to each modal
formula. An analysis of some of the data sets showed that we can have a scenario
at the next modal layer where, after processing a number of the ϕj =

∧
i αi ∧ ¬βj
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formulae, a ϕj can be encountered which has p in some αi and ¬p in ¬βj . Such
a formula is unsatisfiable. Its early detection prevents unnecessary processing.
This observation led to the following enhancement:

Enhancement 2. Let ϕ′ = ψ1 ∧
∧

j ¬βj where ψ1 =
∧

i αi. If a propositional unit
clause l in

∧
j ¬βj also occurs in ψ1, force a backtrack to the previous modal layer.

Grouping of Clauses: By grouping disjoint clauses and processing each group
separately, the number of choice points can be reduced.

Enhancement 3. Suppose we have a modal formula ϕ. Let γ = {p1, . . ., pn}
be the set of propositional atoms pi occurring in ϕ, where pi can occur at any
modal layer in ϕ. Partition the clauses in ϕ as follows:

ϕ = ψ1 ∧ ... ∧ ψm,

where each ψi is a conjunction of NNF clauses and for each pk ∈ γ, if pk occurs
in ψi, then pk does not occur in any other ψj, where j �= i. By determining the
satisfiability of each ψi, we determine the satisfiability of ϕ.

Value Assignments: Any top-level propositional literal that only occurs posi-
tively or that only occurs negatively in the modal formula may, without loss of
generality, be assigned a value of 1 or 0 respectively. Therefore, when the CSP
for these literals is constructed, their domains can be limited to {1} and {0}
respectively, instead of to {0, 1, u}. If a clause contains a positive propositional
literal p to which a value of 1 has been assigned, this clause is True since the
clause is the disjunction of variables. We therefore do not need to pass this clause
to the constraint solver. Again, by reducing the number of clauses in the CSP,
we reduce the number of choice points. Note that this case differs from unit
subsumption in that we are now dealing with propositional literals that are not
propositional unit clauses.

Enhancement 4. Suppose we have a modal formula ϕ. Let γ = {p1, . . ., pn1,
¬q1, . . ., ¬qn2}, where if pi ∈ γ, then pi occurs only positively in ϕ and if qj ∈
γ, then qj occurs only negatively in ϕ. We apply the following rule to the clauses
in ϕ: For each clause ψ in ϕ, if ψ contains a single propositional literal p and p
∈ γ, then this clause is removed from ϕ.

Caching: Some formulae repeat at various nodes – in some cases, there is a
prolific propagation of the same formula. A solution to this problem is to be
found in the introduction of a cache.

Enhancement 5. Formulae, together with their satisfiability status, are stored
in a cache. Before a new formula ϕ is processed, the store is checked to see if it
has already been cached. If it has, and has been marked as satisfiable, no further
processing is required. If it has been marked as unsatisfiable, a backtrack is forced.

If ϕ has not yet been processed, check to see if it is a subformula of any modal
formula ϕ′ that has been cached. If this is the case and ϕ′ has been marked as
satisfiable, no further processing is required. Otherwise, if a subformula of ϕ has
been cached and marked as unsatisfiable, a backtrack is forced.
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If no information is available in the cache for ϕ, it is added to the cache with a
status of unsatisfiable. It is then processed, and only if it is found to be satisfiable
is its status in the store updated.

Enhancements 1–5 significantly improved the results of Table 1. The final results
are provided in Table 2.

Table 2. Final results of the KT CSP prototype

kt branch kt 45 kt dum kt grz kt md kt path kt ph kt poly kt t4p
n 10 > > > 6 > 7 10 >

p > > > > 5 > 4 > >

4 The S4 CSP Solver

Applying Lemma 1 to enforce reflexivity, and the axiom �ϕ → ��ϕ to enforce
transitivity of the accessibility relation in S4, leads to the same looping behavior
experienced by other solvers. In addition to looping, we note that the modal
depth of a formula can remain unchanged at each successive modal layer. To deal
with modal S4 formulae, we introduce the following two lemmas, the latter of
which defines the stopping condition which prevents the algorithm from looping
when enforcing transitivity.

Lemma 2. Applying the axiom �nϕ → (��ϕ ∧ �ϕ ∧ ϕ) at each modal layer
to each occurrence of �nϕ is a sound and complete strategy to enforce reflexivity
and transitivity of R in the S4 CSP algorithm.

Lemma 3. Suppose we have a modal formula ϕ at modal layer n and suppose
ϕ is also the modal formula generated at modal layer n+1. No further processing
of this branch is required, as it is satisfiable.

The S4 CSP algorithm differs from the KT CSP algorithm in two ways - Lemma
2 is applied to the modal formula at each modal layer, instead of Lemma 1 and
loop checking is implemented, as per Lemma 3.

The results obtained by the initial S4 CSP prototype are listed in Table 3.
The results of the s4 45 data sets are particularly bad. Note that the p-data sets
generally returned better results than the n-data sets.

Simplification and Early Pruning Revisited: Consider the two clauses (p4
∨ (p2 ∧ (�p1 ∨ �p0))) ∧ �p0. When Lemma 2 is applied, they become (p4 ∨

Table 3. Initial results of the S4 CSP prototype

s4 branch s4 45 s4 grz s4 ipc s4 md s4 path s4 ph s4 s5 s4 t4p
n 8 2 > 8 8 9 7 5 10
p > 1 > > 10 10 4 5 13
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(p2 ∧ ((��p1 ∧ �p1 ∧ p1) ∨ (��p0 ∧ �p0 ∧ p0)) ∧ (��p0 ∧ �p0 ∧ p0). We
now have a set of clauses which is difficult to simplify. However, if simplification
was applied before Lemma 2, we would have the formula (p4 ∨ p2) ∧ �p0 which
is much easier to deal with. This leads to the following enhancements:

Enhancement 6. For each unit modal literal ψ in a modal formula ϕ, we apply
the rules of Enhancement 1 to every other clause containing ψ before Lemma 2
is applied to ϕ.

Enhancement 7. We apply the following two simplification rules to every
propositional unit clause and unit modal literal ψ in a modal formula ϕ:

1. NNF-unit subsumption is applied to every other clause containing ψ:
A formula ϕ1 ∧ (ψ1 ∨ (ψ ∧ ψ2)) ∧ ψ, in which ϕ1 consists of the conjunction
of any number of NNF clauses and ψ1 and ψ2 are NNF clauses, is replaced
with ϕ1 ∧ (ψ1 ∨ ψ2) ∧ ψ.

2. NNF-unit resolution is applied to every other NNF clause containing ¬ψ:
A formula ϕ1 ∧ (ψ1 ∨ (¬ψ ∧ ψ2)) ∧ ψ, whose variables are defined as in 1.
above, is replaced with ϕ1 ∧ ψ1 ∧ ψ.

Enhancements 6–7, together with a re-implementation of enhancement 2, led
to a considerable improvement in results, particularly for the s4 45 datasets.
The final results of the S4 CSP solver are listed in Table 4.

Table 4. Final results of the S4 CSP prototype

s4 branch s4 45 s4 grz s4 ipc s4 md s4 path s4 ph s4 s5 s4 t4p
n 8 14 > 8 9 20 8 6 12
p > 12 > > 12 19 4 5 13

5 Comparison of Results

In order to gain further insights into these results, it is necessary to compare them
with the results of existing state-of-the-art solvers. Few solvers can effectively
deal with the modal logics KT and S4 – our research showed that only FaCT
and DLP have been optimized for S4. See [10] for further details.

As already discussed, the formulae in each class of data sets get progressively
more complex. This causes results such as:

Data set number 9 10 11 12 13
CPU secs 28.17 95.14 360 1320 6605

in the case of kt branch n. These results clearly demonstrate exponential behav-
ior, which justifies the comparison of our results with those of the TANCS-1998
competition, which was based on the Heuerding / Schwendimann data sets. The
results obtained for the KT data sets by the KSAT, DLP, FaCT solvers [8],
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together with the results of the KT CSP solver, are listed in Table 5. In Table 6,
we list the results obtained for the S4 data sets by the DLP, FaCT and S4 CSP
solvers (the KSAT solver does not support S4 ). As can be seen, the results of
the KT CSP and S4 CSP prototypes compare favorably.

If we were to rerun the TANCS-1998 results on the hardware used for our
benchmark results, the results would obviously be much better. For example,
the DLP solver would inevitably solve all 21 kt ph n data sets. However, in the
case of data sets such as kt branch n, the improvement would be in the order of
1 to at most 4 data sets. If one considers the results for kt branch n listed above,
the hardware would need to be considerably faster to solve the 12th data set in
under 100 CPU seconds.

Table 5. Results of the Heuerding / Schwendimann KT data sets

FaCT DLP KSAT KT CSP FaCT DLP KSAT KT CSP

n n n n p p p p

kt 45 > > 5 > > > 5 >

kt branch 4 11 7 10 6 16 8 >

kt dum > > 12 > 11 > 7 >

kt grz > > > > > > 9 >

kt md 5 > 4 6 4 3 2 5
kt path 3 > 5 > 5 6 2 >

kt ph 7 18 5 7 6 7 4 4
kt poly 7 6 2 10 > 6 1 >

kt t4p 2 > 1 > 4 3 1 >

Table 6. Results of the Heuerding / Schwendimann S4 data sets

FaCT DLP S4 CSP FaCT DLP S4 CSP

n n n p p p

s4 branch 4 8 8 4 10 >

s4 45 > > 14 > > 12
s4 grz > > > 2 9 >

s4 ipc 4 > 8 5 10 >

s4 md 4 > 9 8 3 12
s4 path 1 > 20 2 3 19
s4 ph 4 18 8 5 7 4
s4 s5 2 > 6 > 3 5
s4 t4p 3 > 10 5 > 13

6 Conclusion and Future Work

A strength of translating each modal layer into a constraint satisfaction problem
lies in the ability to limit the domain of a propositional variable which occurs
only positively or only negatively to a single value. This allows us to reduce the
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number of conjunctive clauses in the modal layer, thereby significantly reducing
the search space. Because the modal problem has been stratified into layers, this
is easily implemented.

Although we obtained good results, we have identified areas for further im-
provement. Firstly, the selection criteria applied when constructing the CSP from
the NNF formula can be further enhanced. Secondly, further improvement is pos-
sible by optimizing the data structures to exploit normal forms for modal logics.
Finally, our results support the adoption of constraint programming as underly-
ing formalism for description logic reasoners. This should lead to improved scope
for taking advantage of the improved modelling opportunities provided by the
constraint-approach, especially when dealing with more expressive description
logics. We are currently investigating this further.
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Abstract. We propose a clustering algorithm that effectively utilizes
feature order preferences, which have the form that feature s is more im-
portant than feature t. Our clustering formulation aims to incorporate
feature order preferences into prototype-based clustering. The derived al-
gorithm automatically learns distortion measures parameterized by fea-
ture weights which will respect the feature order preferences as much as
possible. Our method allows the use of a broad range of distortion mea-
sures such as Bregman divergences. Moreover, even when generalized
entropy is used in the regularization term, the subproblem of learning
the feature weights is still a convex programming problem. Empirical
results demonstrate the effectiveness and potential of our method.

1 Introduction

Data clustering is a fundamental technique of unsupervised learning that has
been extensively studied for several decades [9] and yet is still an active area in
machine learning. It aims to group objects, usually represented as data points
in Rd, into several clusters in a meaningful way. Many clustering techniques
have emerged over the years and have been widely applied to many tasks, such
as image segmentation [14], unsupervised document organization [7], grouping
genes and proteins with similar functionality, and so on.

In supervised learning, labeled data are used to guide the learning procedure
to obtain the most accurate model. Since no labels exist in unsupervised learn-
ing, it is very difficult to define precisely which clustering is the best one [8].
Consequently, heavy assumptions have to be made to measure the goodness of a
clustering. However, when some extra domain knowledge is available, it becomes
much easier to find a reasonable clustering for the task at hand. The problem
of how to effectively incorporate domain knowledge into a clustering system has
been an active topic in machine learning and data mining research. For example,
the problem of clustering with instance-level knowledge in the form of pairwise
constraints, namely, must-link and cannot-link constraints, has received a sig-
nificant amount of attention in recent years [3,10].
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In this paper, we propose a novel clustering algorithm which is able to take into
account a new form of feature-level domain knowledge: feature order preferences.
Feature order preferences have the form that feature s is more important than
feature t. Obviously, feature order preferences are much easier to obtain than
precise relative weights of the features. This work is inspired by the research on
how to utilize instance-level order preferences in ranking and regression problems
[6,17]. Our proposed clustering formulation aims to incorporate distance learning
into prototype-based clustering, where the distortion measure is parameterized
by the feature weights which will respect the feature order preferences as much
as possible. Our clustering objective function allows the use of any Bregman
divergence [2], which is a large family of distortion measures including squared
Euclidean distance and Kullback-Leibler divergence. An important component
in our algorithm is the subproblem of feature weight learning. Even when gen-
eralized entropy is used in the regularization term, this problem is still a convex
programming problem, so efficient and effective algorithms exist [5]. Experimen-
tal results on several datasets demonstrate the effectiveness and potential of our
proposed clustering algorithm with feature order preferences.

The rest of the paper is organized as follows. In Section 2, we formulate the
clustering objective function in detail. The algorithm is derived in Section 3
and several extensions are discussed in Section 4. In Section 5, we evaluate the
proposed method using several datasets. We conclude the paper in Section 6.

2 Model Formulation

Let F ⊆ Rd denote the input space from which n data points, x1, · · · ,xn, where
xi = [xi1, . . . , xid]T , are sampled. Given k and {xi}ni=1 ⊆ F , the goal of clustering
is to find a disjoint partitioning {πc}kc=1 of the data where πc is the c-th cluster.
nc = |πc| is the number of points in the c-th cluster.

We introduce some notational conventions first. Boldface lowercase letters,
such as x and y, denote column vectors. The superscript T is used to denote
the transpose of a vector. 1d denotes the d-dimensional column vector whose
entries are all 1’s. We use log(·) to denote natural logarithm. R+ and R++
denote the set of nonnegative and positive real numbers respectively. ∆d ={
w ∈ Rd

+ |wT1d = 1
}

is the probability simplex. For any w = [w1, · · · , wd]T ∈
∆d, the elements {wj}dj=1 of w are nonnegative and sum to one.

2.1 Clustering Objective with Feature Order Preferences

In practice, each feature of the data points may be of different importance with
respect to the current clustering task. We use w = [w1, . . . , wd]T ∈ ∆d to denote
a feature weight vector so that wj (1 ≤ j ≤ d) indicates the relative importance
of feature j. For example, w = [ 1d , . . . ,

1
d ]T is the uniform feature weighting where

all the features are of equal importance.
In our clustering formulation, we assume that some domain knowledge in

the form of feature order preferences will be given. A feature order preference
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is defined by a tuple (s, t, δ), which is interpreted as ws − wt ≥ δ. So δ > 0
means that feature s is more important than feature t. “Features s and t are of
approximately equal importance” can be encoded by a combination of (s, t,−ε)
and (t, s,−ε) where ε is a small positive constant. In practice, optimal feature
weights are often very difficult to obtain, but feature order preferences sometimes
can be easy to acquire even when a domain expert has just some vague idea about
the relative importance of the features. We assume that a set of m feature order
preferences, denoted by P where |P| = m, will be given.

A key component in a typical clustering formulation is the dissimilarity (or
similarity) between two points measured by a distortion function. Traditionally,
without any domain knowledge, each dimension of the data points are often
assumed to contribute equally to the distortion measure. Now that a set of fea-
ture order preferences is given by domain experts, we want to learn a distortion
measure parameterized by the feature weight vector w ∈ ∆d. Furthermore, we
want to incorporate the process of distortion measure learning into prototype-
based clustering to produce more accurate clusterings. Our clustering objective
function consists of three terms which will be explained in detail as follows.

First, we want to minimize the intra-cluster distortion of the clusters {πc}kc=1.
Assume that there’s a cluster representative µc ∈ F for each cluster πc. The
distortion of cluster πc is measured by

∑
xi∈πc

Dw(xi,µc) where Dw(·, ·) is the
distortion measure between two data points parameterized by the feature weight
vector w ∈ ∆d. The quality of the entire clustering {πc}kc=1 is measured by the
average distortion of all the k clusters, namely, 1

n

∑k
c=1

∑
xi∈πc

Dw(xi,µc).
Second, we want the weight vector w to respect the feature order preferences

in P . Note that we treat the preferences as soft constraints rather than hard ones.
A penalty term will be added to the objective function so that more violations of
the preferences will lead to larger penalty. Besides, if the weights are consistent
with all the preferences, then the penalty term will be zero. Therefore, we use a
shifted hinge function [17] in the penalty term: for p = (s, t, δ) ∈ P , the penalty
term for p is max(δ − (ws − wt), 0).

Third, aside from the feature order preferences, we don’t want to make further
unwarranted assumptions about the values of the weights. Therefore, another
regularization term, −Ĥ(w), is added to the objective function to ensure that
the weights are as uniform as possible. Ĥ(·) is the generalized entropy which will
be defined and discussed in Section 4.2. A key property of Ĥ(·) is that the more
uniform the weights wj (1 ≤ j ≤ d) are, the larger the value of Ĥ(w) becomes.
For the algorithm derived in the next section, we’ll use Ĥ(w) = 1−wTw which
will be referred to as �2-entropy. Extensions will be discussed in Section 4.2.

By combining the three terms discussed above, we have the overall clustering
goal, which is to minimize the following clustering objective function:

1
n

k∑
c=1

∑
xi∈πc

Dw(xi,µc) + λ1

∑
(s,t,δ)∈P

max(δ − (ws − wt), 0)− λ2 Ĥ(w) (1)

where λ1, λ2 ≥ 0 are pre-specified parameters.
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After simple transformations using m auxiliary variables ξ = [ξp] where p ∈ P ,
our overall clustering objective can be written as

min
{w,ξ},{πc}k

c=1,{µc}k
c=1

1
n

k∑
c=1

∑
xi∈πc

Dw(xi,µc) + λ1

∑
p∈P

ξp − λ2 Ĥ(w)

subject to w ∈ ∆d

ws − wt ≥ δ − ξp for all p = (s, t, δ) ∈ P
ξp ≥ 0 for all p ∈ P (2)

2.2 Parameterized Distortion Measures

Various distortion measures can be chosen for the clustering objective. Different
distortion measures imply different assumptions about the underlying distribu-
tion of the data under consideration. Many useful distortion measures, such as
squared Euclidean distance and KL divergence, belong to a broad class of dis-
tortion functions known as Bregman divergences [2] which is defined as follows.

Definition 1. Suppose φ : S �→ R is a strictly convex function defined on a
convex set S ⊆ Rb such that φ(·) is differentiable on ri(S), namely, the relative
interior of S. The Bregman divergence dφ : S × ri(S) �→ R+ is defined as

dφ(z1, z2) = φ(z1)− φ(z2)− 〈z1 − z2,∇φ(z2)〉 (3)

where ∇φ is the gradient of φ.

Different φ(·) will lead to diverse divergences. For example, if φ(z) = z2, then
dφ(z1, z2) = (z1−z2)2 is the squared loss. If φ(z) = z log(z)−z, then dφ(z1, z2) =
z1 log(z1/z2)− (z1− z2) is generalized I-divergence. Other Bregman divergences
include Itakura-Saito distance, logistic loss, hinge loss and Mahalanobis distance.
An key property of Bregman divergence is formally stated as follows [2].

Lemma 1. Suppose {zi}li=1 ⊂ S ⊆ Rb and 1
l

∑l
i=1 zi ∈ ri(S). Given a Bregman

divergence dφ : S × ri(S) �→ R+, the problem

min
s∈ri(S)

l∑
i=1

dφ(zi, s) (4)

has a unique minimizer given by s† = 1
l

∑l
i=1 zi.

We use a parameterized version of Bregman divergences for Dw(·, ·), specifically,

Dw(xi,µc) =
d∑

j=1

wj

vj
dφ(xij , µcj) (5)

where v = [v1, . . . , vd]T ∈ Rd, which is used to scale the average within-cluster
distortion in each dimension to [0, 1], is defined as follows.

vj = min
u

1
n

n∑
i=1

dφ(xij , u) (6)
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According to Lemma 1, vj = 1
n

∑n
i=1 dφ(xij , µ̄j) where µ̄ = [µ̄1, . . . , µ̄d]T =

1
n

∑n
i=1 xi is the global mean of the data points.

3 Algorithm Derivation

In this section, we derive an efficient algorithm to optimize the clustering problem
in Eq. (2). Combined with Ĥ(w) = 1−wTw and Eq. (5), the clustering objective
(2) is equivalent to the following one.

min
{w,ξ},{πc}k

c=1,{µc}k
c=1

1
n

k∑
c=1

∑
xi∈πc

d∑
j=1

wj

vj
dφ(xij , µcj) + λ1

∑
p∈P

ξp + λ2 wTw

subject to w ∈ ∆d

ws − wt ≥ δ − ξp for all p = (s, t, δ) ∈ P
ξp ≥ 0 for all p ∈ P (7)

This is the clustering objective we want to optimize in this section. Extensions
will be discussed in the next section. Note that the regularization term −Ĥ(w)
is very important to our formulation. For example, in the extreme case that no
preferences are available (m = 0), if λ2 = 0, then the feature with the smallest
intra-cluster distortion will receive weight 1 and others get zero weight, which is
obviously undesirable in practice.

In Eq. (7), there’re 3 sets of unknown variables, namely, {w, ξ}, {πc}kc=1 and
{µc}kc=1. When two of them are fixed, the subproblem of computing the optimal
values for the variables in the remaining set is easy to solve. Hence, problem (7)
can be solved by iteratively updating {w, ξ}, {πc}kc=1 and {µc}kc=1 so that the
objective value gradually decreases. This approach can be thought of as a “block
coordinate descent” method [4].

3.1 The Computation of {πc}k
c=1 for Given {µc}k

c=1 and {w, ξ}
Given an existing set of cluster representatives {µc}kc=1 and {w, ξ}, comput-
ing the optimal clustering {πc}kc=1 in problem (7) is equivalent to solving the
following minimization problem

min
{πc}k

c=1

k∑
c=1

∑
xi∈πc

Dw(xi,µc) (8)

where Dw(xi,µc) =
∑d

j=1
wj

vj
dφ(xij , µcj). Therefore, each data point xi should

be assigned to a cluster πc so that Dw(xi,µc) is minimized (ties are resolved
arbitrarily). After the cluster assignment, we obtain

πc = {x ∈ {xi}ni=1 |Dw(x,µc) ≤ Dw(x,µl) for all 1 ≤ l ≤ k} . (9)



Clustering with Feature Order Preferences 387

3.2 The Computation of {µc}k
c=1 for Given {πc}k

c=1 and {w, ξ}
Given an existing clustering {πc}kc=1 and {w, ξ}, computing the optimal cluster
representatives {µc}kc=1 in problem (7) is equivalent to solving the following
minimization problem

min
{µc}k

c=1

k∑
c=1

∑
xi∈πc

d∑
j=1

wj

vj
dφ(xij , µcj) =

k∑
c=1

d∑
j=1

wj

vj
g(µcj) (10)

where g(µcj) =
∑

xi∈πc
dφ(xij , µcj). Since wj , vj ≥ 0, problem (10) is equivalent

to minimizing g(µcj) for each µcj where 1 ≤ c ≤ k and 1 ≤ j ≤ d. According to
Lemma 1, µcj = 1

nc

∑
xi∈πc

xij is the minimizer of g(µcj). Therefore, the optimal
value of problem (10) is achieved when µc = 1

nc

∑
xi∈πc

xi.

3.3 The Computation of {w, ξ} for Given {πc}k
c=1 and {µc}k

c=1

Given an existing clustering {πc}kc=1 and cluster representatives {µc}kc=1, com-
puting the optimal {w, ξ} in problem (7) is equivalent to solving the following
minimization problem

min
{w,ξ}

d∑
j=1

wj aj + λ1

∑
p∈P

ξp + λ2 wT w

subject to w ∈ ∆d

ws − wt ≥ δ − ξp for all p = (s, t, δ) ∈ P
ξp ≥ 0 for all p ∈ P (11)

where aj = 1
n

∑k
c=1

∑
xi∈πc

1
vj

dφ(xij , µcj). Problem (11) is a (convex) quadratic
programming problem [5] with d + m variables, d + 2m linear inequality con-
straints and 1 linear equality constraint. The globally optimal solution to this
problem can be determined efficiently.

In [13], the criterion for selecting the optimal feature weighting in cluster-
ing makes the feature weights difficult to determine. In fact, they calculate the
weights through an exhaustive search over a coarse grid on ∆d. In practice,
their method can only determine the approximately optimal values of a few
weights. Instead, our problem formulation makes the subproblem of determining
feature weights much easier to solve. Furthermore, the incorporation of domain
knowledge such as feature order preferences becomes natural. Even with the
generalized entropy discussed in Section 4.2, this subproblem for computing w
is still a convex programming problem in which any locally optimal solution is
also globally optimal. There’re very effective algorithms that can solve convex
programs reliably and efficiently [5].

3.4 The Main Algorithm

The outline of our algorithm for Clustering with Feature order Preferences (CFP)
is presented in Fig. 1. The “convergence” criterion is met when the change in



388 J. Sun et al.

Algorithm: CFP ({xi}n
i=1, k, P , λ1, λ2)

Input: Dataset {xi}n
i=1, number of output clusters k, a set of feature order pref-

erences P , parameters λ1 and λ2.
Output: Output clustering {πc}k

c=1.
Procedure:

1. Initialize k cluster representatives {µc}k
c=1 and set w = [ 1

d
, · · · , 1

d
]T ;

2. repeat

2a. E-step : Given {µc}k
c=1 and {w}, re-assign data points to clusters as in

Section 3.1, thus obtaining {πc}k
c=1.

2b. M-step1: Given {πc}k
c=1, re-calculate cluster representatives {µc}k

c=1 as
in Section 3.2;

2c. M-step2: Given {πc}k
c=1 and {µc}k

c=1, re-compute {w, ξ} by solving the
quadratic programming problem (11);

until convergence;
3. return {πc}k

c=1;

Fig. 1. CFP algorithm

the clustering objective value between two successive iterations is less than some
pre-specified threshold. In our experiments, our algorithm typically converges
within less than 50 iterations.

As discussed in the previous subsections, the iterative updating procedure of
CFP decreases the objective value in problem (7) after each iteration. Besides,
the objective value is bounded below by zero. Therefore, the algorithm CFP
converges to a locally optimal solution in a finite number of steps.

4 Extensions

4.1 Extension to Other Distortion Measures

Our clustering framework can be extended to other types of distortion (or sim-
ilarity) measures including directional similarity functions such as cosine simi-
larity and Pearson’s correlation [12,3]. We use cosine similarity as an example
to explain the extension. We define parameterized cosine distortion as follows.

Dw(x,y) = 1− 〈x,y〉w
‖x‖w ‖y‖w

(12)

where 〈x,y〉w =
∑d

j=1 wjxjyj and ‖x‖w =
√
〈x,x〉w. The updating procedure

for µc in M-step1 of Fig. 1 becomes

µc =

∑
xi∈πc

xi∥∥∑
xi∈πc

xi

∥∥
w

(13)

Note that if other distortion measures are used, the subproblem of computing the
feature weights given {πc}kc=1 and {µc}kc=1 may not be a convex programming
problem any more, so locally optimal solution to the subproblem of feature
weight learning may not be globally optimal.
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4.2 Extension to Generalized Entropy

Generalized entropy measures the degree of uncertainty or impurity within a
probability distribution. Here we only consider the discrete probability distribu-
tion represented by the probability simplex ∆d. Each vector w ∈ ∆d corresponds
to a probability distribution on a set of d elements, with wj interpreted as the
probability of the j-th element. A recently proposed definition of generalized
entropy is formulated as follows [11].

Definition 2. We define generalized entropy as a mapping

Ĥ : ∆d �→ R+

that satisfies the following two criteria (symmetry and concavity):

1. For any w1 ∈ ∆d, and any w2 ∈ ∆d whose elements are a permutation of
the elements of w1, Ĥ(w1) = Ĥ(w2).

2. Ĥ(·) is a concave function.

A key intuition in this definition is that the more uniform the elements of w ∈ ∆d

are, the larger the value of generalized entropy becomes. Here we give some
specific examples of generalized entropy as follows:

1. Ĥ(w) =
∑d

i=1−wi log(wi), which is the celebrated Shannon entropy.
2. Ĥ(w) = 1−wT w, which will be referred to as �2-entropy.
3. Ĥ(w) = 2−

∑d
i=1 |wi − 1

d |, which will be referred to as �1-entropy.
4. Ĥ(w) = 1− max

1≤i≤d
wi, which will be referred to as �∞-entropy.

Many other entropies which are special cases of this definition have been proposed
in the literature [11]. Since this definition of entropy is very general, our framework
can lead to many instantiations. In our proposed algorithm in Section 3, we use �2-
entropy and so the optimization problem in M-step2 of Fig. 1 is a quadratic pro-
gramming problem.When �1-entropy is used, the optimizationproblem inM-step2
can be formulated as a linear programming problem. With distortion measure (5),
whichever entropy is used, the optimization problem in M-step2 will always be a
convex programming problem, since Ĥ(·) is a concave function and all the
constraints in the clustering problem (2) are linear.

4.3 Extension to Multiple, Heterogeneous Feature Spaces

Our framework can be directly extended to multiple, heterogeneous feature
spaces [13]. Each object is represented by a tuple of d component feature vectors,
specifically, x = (x(1), · · · ,x(d)) where x(j) comes from the j-th feature space,
which is associated with a weight wj . Here, the order preference (s, t, δ) with
δ > 0 means that “feature space s is more important than feature space t”. The
distortion measure in Eq. (5) becomes

Dw(xi,µc) =
d∑

j=1

wj

vj
dφ(x(j)

i ,µ(j)
c ) (14)

The corresponding clustering algorithm can be easily derived.
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Table 1. Summary of datasets

Dataset iris optdigits pageblocks pendigits usps vowel wdbc

n 150 5620 5473 10992 9298 990 569
d 4 64 10 16 256 10 30
k 3 10 5 10 10 11 2

5 Experiments

In this section, we present an empirical evaluation of our clustering method
on a number of datasets. First, we briefly introduce the basic information of
the datasets. We use six datasets from the UCI machine learning repository [1]
and a dataset usps which comprises all the examples from the USPS dataset1.
Table 1 summarizes the basic properties of the datasets. These datasets provide a
good representation of different characteristics. Note that in all the experiments,
the “true” number of clusters k is provided to the clustering algorithms.

5.1 Experimental Setting

In practice, feature order preferences would be provided by domain experts.
However, for convenience, we generate simulated feature order preferences by
using the ground truth class information in our experiments. We first calculate
the within-class distortion for each dimension 1 ≤ j ≤ d, which is defined as Θj =
1
vj

∑k
c=1

∑
xi in class c dφ(xij , µcj) where µc is the centroid of class c. Then, for

each dimension 1 ≤ j ≤ d, we calculate the inverse within-class distortion Γj =∑
l �=j Θl

Θj
. After that, we estimate the optimal feature weights by w̃j = Γj∑

d
l=1 Γl

.
The weight vector w̃ is just a rough estimate of the optimal feature weighting.
We randomly sample without replacement m pairs (s, t) of features with the
constraint that w̃s is among the 0d

2, largest weights and w̃t is among the 0d
2,

smallest weights. Then our simulated feature order preference is (s, t, w̃s − w̃t).
In our experiments, we use Ĥ(w) = 1−wTw. Besides, we set the parameters

λ1 = d
m and λ2 = d. The reason for this is that we want the three terms in Eq.

(1) to contribute equally to the objective value. Since the first term is scaled to
[0,1] due to v, we want the other terms to be around 1. As the average weight of
each feature is 1

d , the second term is approximately less than m
d and so λ1 is set

to d
m . The minimum value of wT w is 1

d corresponding to the uniform weighting.
We want w to be as uniform as possible, so λ1 is set to d.

We compare the performance of our algorithm with Bregman hard clustering
[2] which is referred to as BClus. For the initialization, we randomly select k
points as the cluster representatives and uniform weighting as the initial w. We
set φ(x) = x2 for BClus and CFP. Unless otherwise stated, each performance
result is the average of 20 runs of the whole algorithm. Besides, we use the
MOSEK package2 to solve the quadratic programming subproblem in M-Step2.
1 ftp://ftp.kyb.tuebingen.mpg.de/pub/bs/data/
2 http://www.mosek.com

ftp://ftp.kyb.tuebingen.mpg.de/pub/bs/data/
http://www.mosek.com
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Table 2. Clustering results on the iris dataset. “C.M.” denotes confusion matrices.
CFP(m) is our proposed algorithm with m feature order preferences. This is the clus-
tering result of only a single run of the algorithms.

Algo. BClus CFP(1) CFP(2) CFP(3) CFP(4)
50 0 0 50 0 0 50 0 0 50 0 0 50 0 0

C.M. 0 39 14 0 42 10 0 49 6 0 48 4 0 48 4
0 11 36 0 8 40 0 1 44 0 2 46 0 2 46

NMI 0.6595 ↗0.7145 ↗0.8572 ↗0.8642 →0.8642
Acc 0.8333 ↗0.8800 ↗0.9533 ↗0.9600 →0.9600

5.2 Evaluation Criteria

Given class labels, we adopt two external validity measures, Normalized Mutual
Information (NMI ) [15] and Clustering Accuracy (Acc) [16], as our criteria.

Given a clustering C and the “true” partitioning B (class labels). The number
of clusters in C and classes in B are both k. Suppose ni is the number of objects
in the i-th cluster, n

′
j is the number of objects in the j-th class and nij is the

number of objects which are in both the i-th cluster and j-th class. NMI between
C and B is calculated as follows [15]:

NMI (C,B) =

∑k
i=1

∑k
j=1 nij log n·nij

ni·n′
j√∑k

i=1 ni log ni

n

∑k
j=1 n

′
j log

n
′
j

n

. (15)

Clustering Accuracy (Acc) builds a one-to-one correspondence between the
clusters and the classes. Suppose the permutation function Map(·) : {i}ki=1 �→
{j}kj=1 maps each cluster index to a class index, i.e., Map(i) is the class index
that corresponds to the i-th cluster. Acc between C and B is calculated as follows:

Acc (C,B) =
max

(∑k
i=1 ni,Map(i)

)
n

(16)

Larger values of NMI and Acc indicate better clustering performance.

5.3 Comparison of Clustering Performance

In this section, we compare the performance of the algorithms. We test our
proposed clustering algorithm with various numbers of feature order preferences.

First, we consider a small dataset iris. Table 2 shows the confusion matrices,
NMI and Acc values obtained by BClus and CFP on the iris dataset. The arrows
at the left side of NMI and Acc values indicate whether the value increases (↗)
or remains unchanged (→), compared with the algorithm in the previous column.
Note that this is the clustering result of only a single run of the algorithms. It
can be observed from Table 2 that CFP produces better clustering results as the
number of feature order preferences increases.
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Fig. 2. The clustering performance (NMI ) on datasets optdigits and wdbc

Table 3. Experimental results on all the datasets. Both NMI and Acc results are
provided here. CFP(m) is our proposed algorithm with m feature order preferences.
The results produced by CFP when m = � d

4
�, � d

2
�, d are shown.

NMI Acc

BClus CFP(� d
4 �)CFP(� d

2 �)CFP(d) BClus CFP(� d
4 �)CFP(� d

2 �)CFP(d)
iris 0.6547 0.7559 0.8290 0.8642 0.8280 0.8987 0.9353 0.9600

optdigits 0.6412 0.6824 0.6980 0.7090 0.6390 0.6919 0.7137 0.7252
pageblocks 0.1103 0.1422 0.1554 0.1865 0.4599 0.5720 0.6177 0.6868
pendigits 0.6957 0.6973 0.6983 0.7043 0.6868 0.6962 0.6896 0.7179

usps 0.5796 0.5846 0.5872 0.5898 0.5948 0.6013 0.6063 0.6120
vowel 0.3636 0.3960 0.4123 0.4254 0.3145 0.3316 0.3563 0.3627
wdbc 0.5436 0.6111 0.6172 0.6256 0.9077 0.9221 0.9236 0.9251

Then we compare the clustering results of the algorithms on datasets optdigits
and wdbc. The results (NMI ) with various values of m are shown in Fig. 2. It
can be observed that our algorithm CFP consistently outperforms BClus, even
with a small number of feature order preferences. With an increasing m, CFP
generally produces increasing NMI values. Therefore, larger gains in clustering
performance can be obtained with more feature order preferences.

The clustering results on all the datasets are shown in Table 3. As for CFP,
results with m = 0d

4,, 0
d
2,, d are shown. As can be seen from Table 3, CFP

generally produces better clustering results than BClus, and more feature order
preferences often lead to better performance. For each dataset, the best result
is often achieved by CFP(d). The results demonstrate that CFP effectively im-
proves clustering quality when some feature order preferences are available.

6 Conclusions

In this paper, we propose a clustering algorithm that takes into account feature
order preferences. Our clustering objective integrates feature weight learning
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into prototype-based clustering. Experimental results show that our proposed
algorithm effectively improves clustering quality. Potential future work includes
investigating automatic parameter selection method for λ1 and λ2 instead of
using pre-specified values. Besides, it might be fruitful to incorporate feature
order preferences into the process of cluster initialization.

Acknowledgments. This work is supported in part by NSFC grants 60673103
and 60721061.
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Abstract. A pervasive computing environment consists typically of a large  
heterogeneous collection of networked devices which can acquire and reason on 
context information. Embedded devices are used extensively in pervasive envi-
ronments but they face some key challenges. Common path searching algorithms 
like A* Search can have exponential number of node expansions. In this paper, 
we describe a special variant of this problem called Multiple Objective Path 
Search (MOPS) and propose a memory bounded solution to implement it in a 
pervasive environment. Experimental results show that an efficient path with  
40-60 times less node expansions can be obtained with the proposed solution. 

Keywords: Pervasive computing, context-aware services, network services, 
context reasoning, path finding, memory bounded search. 

1   Introduction 

The key objective of pervasive computing [1,2,3] is to provide ‘anytime’ anywhere 
computing where users can interact with the sentient environment and where we de-
couple users from devices and view applications as just entities that perform task on 
behalf of users. 

Embedded systems play an inherent role in providing seamless connectivity and in-
teractivity to end-users in the pervasive environment. They provide efficient support 
for acquiring, discovering and interpreting (reasoning) user context information. But 
the major obstacle for the use of embedded devices in such environments is their 
limited memory resource. Unlike desktop machines, they generally do not have a 
typical hard disk to store their application files [4, 5]. Remote Memory Paging tech-
niques have been proposed [6] where unused memory of the remote workstations, 
personal computers etc in the smart space of a pervasive computing environment are 
used to store the unused processes/pages of the smaller device, incurring large mem-
ory latencies as  pages are fetched across a network.  

In this paper, we focus on a special graph search problem – Multiple objective 
Path search. The Gas Station Problem [7] discusses several routing problems that 
generalize shortest path and the Traveling Salesman Problem. It proposes polynomial 
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time solutions for finding the best path that also minimizes gas cost involved in the 
path traversal. Other similar work include [8] and [9], where a Hopfield neural net-
work is used in an n×n configuration to solve the traveling salesman problem, with 
the provision that a columnar competitive model with a winner-takes-all learning rule 
is used to eliminate invalid states and the need to find a suitable starting point in the 
search. In [10] Jin and Wang consider a multi-agent framework of communicating 
agents that co-operate to perform distributed multi-objective optimization. In our 
paper we consider a multi-objective path search problem for pervasive embedded 
devices that have limited memory resources and are hence unable to maintain com-
plete information at any point in time. 

2   Multiple Objective Path Search 

The objective of a Multiple Objective Path Search (MOPS) is to find the best path  
from a Start node to End in a given graph/Map via a set of nodes (Vi) satisfying a set 
of predefined constraints.  In this paper the two main constraints are to complete an 
intermediate dynamic objective, and minimizing the path distance cost. Our map is 
represented as an undirected, possibly cycle graph with nodes V and edges E, where 
each edge bears a cost d(vi, vj) representing the distance between nodes vi and vj. We 
consider a Shopping Problem where a shopper has to purchase a list of items in his 
checklist, starting from some node v1 to an end node vn in the shortest distance. 

Some well known graph traversal algorithms that can be used to solve the MOPS 
are Breadth-first search, Depth-first search, Dijkstra’s and Best-first A* search [13]. 
There have been constant improvements to these algorithms, over the past. The more 
interesting variations are the memory bounded versions like the Iterative-deepening-
A* (IDA*) and the simplified memory-bounded A* (SMA*) [14]. 

A* guarantees [13] to find the shortest path, as long as the heuristic estimate, h(n), 
is admissible that is, it is never greater than the true remaining distance to the goal. 
The SMA* algorithm is optimal and complete if enough memory is available; other-
wise, it returns the best solution that can be found using the given memory. A global 
variable, MAX nodes is used to represent the maximum number of nodes that can be 
fit into memory. If there is no memory left and the algorithm still needs to generate a 
successor, the most unpromising node is dropped off from the open list. 

SMA* seems to be the likely choice as we are working in a memory constraint 
domain. Our algorithm should produce the best available result when the device runs 
out of memory, which SMA* guarantees. In the rest of the paper, A* and the modi-
fied SMA* will be used as our base algorithm for discussion. 

Preliminary results indicated that SMA* with MAX nodes equal to Map length had 
a 37% lesser node expansions, 49% smaller open queue size with a 98% success rate 
and 3 % longer shortest path length compared to A*.  

A couple of more interesting observations were made. Firstly, In order to best util-
ize the available memory, a small improvement can be performed in the SMA* algo-
rithm. The next-successor function can be made to return successors which have the 
shortest straight line distance to the destination, first. This improvement helps to se-
lect better successors first and add the lesser good ones into the open queue in later 
iterations. This further increases the accuracy when memory is scarce. From here on, 
we will use this technique in all our SMA derivatives, in the later sections.  



396 A.R. Sundar and C. Keng-Yan Tan 

Secondly, a major chunk of memory is utilized in storing and manipulating the 
graph/map. We further have to maintain open and closed queues whose sizes also de-
pend on the size of the map. In real world applications, graph sizes can be huge and it 
would be unreasonable to compute local searches on a single embedded device. Hence, 
there is an inherent need for a distributed alternative where the bigger task is divided 
and assigned to the underlying reasoners, which we propose in the next section. 

3   Distributed Multiple Objective Path Search (DMOPS) 

From our observations in the previous section it is clear that in order to use embedded 
reasoners for this task, we need to reduce the problem size. Let us first define our 
pervasive environment as follows: 

 Terrain Map/Graph contains walkable and unwalkable nodes 
 Some of the walkable nodes, satisfy a part of the given objective 
 The entire path search is done using embedded reasoners distributed in this 

environment over a P2P network  
 Each reasoner is assigned a small chunk of the bigger map, depending on the 

resources available in them for computation 
 Each node that can satisfy one or more of the objective, itself is a reasoner 

and decides which is the next node to visit from there 

The above approach divides the bigger task and distributes it to the reasoners ac-
cording to the resources they can afford. Each reasoner heuristically decides the next 
best node to visit, which satisfies both our constraints – Objective completion and 
shortest path. To simplify the problem, we also assume that Objective completion has 
a higher priority i.e. finishing it in the least hops. We also assume that sub-
components of the initial objective are readily available in a "lot" of nodes, hence 
backtracking is disallowed. Our prime focus is to develop a memory efficient solu-
tion, hence we assume underlying network infrastructure is infinitely fast and has zero 
communication cost. We will propose a solution later to avoid this assumption. 

3.1   Proposed Algorithm  

We start off with an objective list (ObjList) and the start (A) and end points (B). Opt 
[A, B, ObjList] refers to the optimal path from A to B, satisfying all the constraints in 
the Objective List and within the memory and resource limits of our reasoners. From 
our assumptions, we can break the problem into two phases – Optimal path to com-
plete the objective (keeping B in mind) and optimal path to finally reach B. 

Also, as we are assuming all the nodes that satisfy the objectives are themselves 
reasoners, the Objective List is updated as we visit each reasoner node that satisfies a 
part of the original objective. Each reasoner that we visit has two primary tasks. First, 
search for the next best reasoner for forwarding the sub-problem and then compute 
the shortest Path to reach it. 

The final path generated would be the sum of all the shortest paths computed by 
each visited node. Let Rn be the last node visited to complete all objectives. We can 
represent the problem as follows: 
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Opt [A, B, ObjList] = Opt1[A, Rn, ObjList] + Opt2[Rn, B, emptyList] 

                 { Phase1}      +       { Phase2 } (1) 

By Dynamic programming, we can represent Phase1 as follows 
 

Opt1[A, Rn, ObjList] = ShortestPath[A, R1] + Opt1[R1, Rn, ObjList1]  

                                    = ShortestPath[A, R1] + … + ShortestPath[R i-1, Ri] 

+ Opt1[Ri, Rn, ObjListi] 
(2) 

Where, ObjListi <= ObjList i-1. 

The selection of the set of reasoners (Ri) that satisfy the Optimality function is an 
exponential problem. In order to get an efficient and scalable solution, we use a heu-
ristics function (F1) to prune our search space and decide which reasoner (Ri) to visit 
next. Ri in turn will compute the next node that needs to be visited from the informa-
tion available to it. Finally, once all the objectives in the Objective List are satisfied, 
we compute the best path to reach the end(B) using a heuristic function (F2). 

We can represent Phase2 as follows 

Opt2[Rn, B, emptyList] 

 = ShortestPath[Rn, Rn+1, emptyList] +  Opt2[Rn+1, B, emptyList] (3) 

Finally, 

Opt[A, B, ObjList] = ∑ ShortestPath[Phase1] + ∑ ShortestPath[Phase2] (4) 

This reason and route method has two main advantages. Firstly, the big map is 
distributed among low level reasoners. Each reasoner sees only a small section of the 
map for instance, around its geographical location only. Secondly, as the map size is 
small, ShortestPath[Ri-1, Ri] can now be computed easily by Ri-1 using A* search or 
SMA* search as discussed in preceding sections. 

The Optimal path algorithm discussed here relies a lot on the functions that select 
the next node to visit. In phase 1, the goal is to complete the objective as fast as pos-
sible (distance or time) and in phase 2; goal is to reach the destination (B).   

Let us discuss the next node selection process for both these phases. 

3.2   Heuristics Functions for Phase 1 (F1 Objective Completion) 

In this paper, to chose which node to expand next (say from Ri), we use the following 
heuristics in order of their decreasing priority 

H1 = (% of Objective satisfied by R i+1 and R i+1’s best child) 
 H2 = straight line distance from Ri to Ri+1 
 H3 = straight line distance from Ri+1 to B 

As Objective completion has a higher priority, H2 cost and then H3 cost would be 
used in case of a tie. The obvious advantage of this method is that it reduces network 
traffic compared to a greedy search, which might be exponential in nature. Here a 
maximum total of 8x8 nodes are searched. It is easier to implement and the exponen-
tial search issue can be avoided. The major disadvantage of this method is that the 
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path might not be optimum. There is no way to guarantee that local success will en-
sure an overall success in the future. This might still be useful if the sub-objectives 
are readily satisfied by a large number of nodes on the map. This is discussed in detail 
later in the implementation of the shopping problem later. 

3.3   Heuristics Functions for phase 2 (F2 Path Completion) 

Let Rn be the last reasoner visited after which the Objective list is marked completed. 
Now the goal is to find the shortest path to B. We will use a simple straight line dis-
tance heuristics. We use this Hcost to determine which child node to visit next: 

H = (straight line distance from Rn to Rn+1) + (straight line distance from Rn+1 to B)      

In order to test the performance of our algorithm and the various cost functions, the 
shopping problem was implemented. The next section describes the problem and our 
implementation along with the experiment results. 

4   Application: Shopping in a Pervasive Environment 

Consider this situation. A shopper gets down at a train station A with a list of items to 
buy. He wants to find out the shortest path to purchase all the items and reach the next 
station B to catch a train back home. 

The two objectives that we need to satisfy 

• Buy all the items in the List (ObjList)  
• Reach the destination (B) 

This Shopping problem can be solved using modified MOPS. One main difference 
to MOPS is that the rank of future nodes decreases as we visit more nodes in present. 
Reason being, once an item is bought at shop S1, the shopper won’t buy it again from 
shop S2. In this paper we solve this common problem using a variant of DMOPS. 

We describe the pervasive environment as follows 

• Map contains walkable, un-walkable, Reasoner and Shop nodes (V) 
• Reasoners (R) distributed on the environment help compute the best path 
• Some Shop Nodes could sell the required items (satisfy part of objective) 
• All Shop Nodes are also Reasoners and will direct the shopper to the next 

shop/Reasoner node once he finished purchasing there 
• Items in the List are common items and are readily available in the shop Nodes 

scattered in the Map 

Shopper’s interaction with the environment is done via a server. A centralised 
server takes in the shopper’s request (position, List) and forwards his request to the 
nearest reasoner and from there on the shopper gets directions from the reason-
ers/Shop Nodes which he visits. This server is also responsible for initialising and 
distributing the big map to all the reasoners depending on their geographical location 
(Figure 2).  
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Fig. 1. A Shopper interacting with the pervasive environment 

As discussed in the previous section, we used the Nearest Best Neighbour heuris-
tics to determine which reasoner to forward the remaining List and visit next. As the 
items are assumed to be readily available in the Map, backtracking is not allowed. 
This was done to save path cost involved in reversing the direction. The Nearest Best 
Neighbour was preferred as the experiment was conducted with a large map and the 
items were readily available.  

For the Shortest Path component in DMOPS, we used A* and SMA* and com-
pared their performance. We compared their results against a simplified MOPS im-
plementation that uses A* search. This represents a non-distributed, centralised 
MOPS algorithm.  

In this Simplified MOPS implementation, we assumed that path computation takes 
place on a single reasoner, infinite memory and computation resources are available 
and the entire Map is available for path search. Objective completion phase still 
works similar to the DMOPS phase1 search seen earlier, to avoid an exponential 
search i.e. a maximum immediate search area is defined to locate the best node and 
forward. Hence, our simplified MOPS can be described as 

Opt[A,B, ObjList] = ∑ ShortestPath[Phase1] + ShortestPath[Rn, B] (5) 

4.1   Experiment Parameters 

Most of the experiment parameters were randomly generated. A map size of 100 x 
100 nodes was defined with random number of obstacles, shop nodes and simple 
reasoners distributed randomly in the terrain. Reasoners were assigned map sizes of 
11 x 11 and 21 x 21. For the SMA* versions, the MAX nodes was set as 5 and 10 
respectively. Each reasoner stores a map, with its own location as the centre. Hence, 
using an 11x11 map for instance, a reasoner can compute the shortest path to a maxi-
mum of 5 steps in any particular direction from itself. From our preliminary results in 
Section 2.2, it is clear that a MAX nodes >= Map Width gives us a decent success % 
with a significant reduction in space. A random list of items was generated and as-
signed to the Shop Nodes.  
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4.2   Evaluation Criteria 

Path Length and Nodes expanded were used as our main parameters for comparison. 

1. Path finding success rate: This represents the % of queries whose path will 
be successfully computed by the algorithm 

2. Path Length: This represents the length of the final path generated 
3. Nodes Expanded: This gives us an estimate of computation and memory re-

source spent on computing the final path 

4.3   Results 

A total of 310 sets of test cases were generated and the following 6 instances were 
compared.  

Table 1. Algorithms and summary of parameters used 

Algorithm Parameters Representation 

MOPS A* search Search area of 5 OA5 

MOPS A* search Search area of10 OA10 

DMOPS A* search Map Size 11 x 11 DOA5 

DMOPS A* search Map Size 21 x 21 DOA10 

DMOPS SMA* search MAX nodes 5   (map 11x11) DOSMA5 

DMOPS SMA* search MAX nodes 10 (map 21x21) DOSMA10 

Instances of similar search area and map size were compared to evaluate the per-
formance of the algorithm. 

4.3.1   Path Finding Success Rate 
In more than 40% cases, DOA5 and DOSMA5 failed to compute any valid path. 
DOA10 and DOSMA10 performed reasonably well, failing in about 5% cases. 

Table 2. Path finding Success rate comparison 

 OA5 OA10 DOA5 DOA10 DOSMA5 DOSMA10 

Paths found 265 309 183 294 184 295 

Success% 85.21 99.36 58.84 94.53 59.16 94.86 

Failure of the DOA5 and DOSMA5 can be accounted to the random distribution of 
reasoners on the map. Both these algorithms work on a “reason and forward” (Section 
3.1) mechanism. If density of reasoners distributed on a map is skewed, both these 
algorithms will fail. In cases of uniformly distributed maps, their success % should 
increase. See Section 5: Further Work. 
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4.3.2   Path Length 
We compared the length of path produced by OA against the two distributed algo-
rithms. For the smaller map versions of these algorithms (DOA5 and DOSMA5), this 
result was generated from cases where a valid path < 150% length of OA5 was re-
turned. This was done to prune out all bad maps from the results. Map classification is 
discussed later (Section 5: Further Work). 

This result clearly shows that having the entire map (as in OA instances) does help 
in generating the better path.  

Table 3. Comparing performance of DOA, DOSMA against OA 

DOA10 DOSMA10 

 9.89% more 9.89 % more 
 

DOA5 DOSMA5 

16.59% more 17.64 % more 
 

Both DOA10 and DOSMA10 produce 10% longer paths compared to the OA10. 
DOA5 and DOSMA5 continued to fare badly due to their small map sizes. Both these 
algorithms have to deduce the bigger picture using a very small image of the map that 
they posses. A non-uniform distribution of reasoners on a map further degrades their 
performance. 

4.3.3   Nodes Expanded 
We compared the number of nodes expanded in computing the final path. Memory 
and computation resource needed to compute the path can be directly associated with 
the nodes expanded during the whole process. 

Table 4. Comparing total nodes expanded in DOA5 and DOSMA5 against OA5 

DOA5 vs. OA5 DOSMA5 vs. OA5 DOSMA5 vs. DOA5 

4.26 times less 45.87 times less 10.77 times less 

As represented in Table 4, the distributed SMA* version computed the path using 
46 times less total node expansions compared to the OA* version. It also used 11 
times less resource compared to the DOA*. This is attributed to the MAX nodes limit 
set in SMA*, which constantly prunes bad nodes from the open list and reduces the 
number of nodes expanded.  

Table 5. Comparing total nodes expanded in DOA10 and DOSMA10 against OA10 

DOA10 vs. OA10 DOSMA10 vs. OA10 DOSMA10 vs. DOA10 

3.10 times less 57.87 times less 18.67 times less 
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From Table 5, the bigger map versions of distributed SMA* version computed the 
path using 58 times less node expansions compared to the OA* version. It also used 
19 times less resource compared to the DOA*. This again is attributed to the MAX 
nodes limit set in SMA*, which constantly prunes bad nodes from the open list and 
reduces the number of nodes expanded. 

4.4   Summary 

After comparing the three algorithms, we can conclude that the size of maps allocated 
to reasoners play a key role in increasing the accuracy and path quality of the com-
puted result. The DOSMA algorithm consistently performed well in all three criteria 
when adequate map sizes were allocated to each reasoner. Hence, if adequately sized 
maps are assigned, DOSMA can generate reasonably good paths at a fraction of com-
putation and memory cost.  

5   Further Work 

Sometimes, even assigning a large map to individual reasoners might not be enough. 
Take the example shown in Figure 3. Once all objectives are completed, OA10 
reaches the destination following the best available path as it has the entire map to 
compute the A* shortest path. However in DOA10, each shop node relies on its 
neighbour reasoner nodes to generate the best path. Non-uniform and skewed maps 
can lead to a really inefficient path. Hence, there is a need to classify maps and prune 
bad neighbours which lead to inefficient paths. A simple classification scheme could 
be used to identify the number of neighbours for a given reasoner in each direction so 
that any query to that reasoner can be forwarded in any of the 4 directions. 

  

Fig. 2. Path OA10 and DOA10 Fig. 3. Map stored by a reasoner (center) 

For instance, using the test cases in Section 4.1, map classification was done for the 
individual reasoners. Then, for each of their maps, additional reasoners were added in 
order to forward queries in all the four directions as in Figure 4. With this uniform 
distribution, path efficiency of DOSMA5 almost matches with OA5. This is an im-
portant correction as in a practical pervasive environment, new forwarding reasoners 
can be added to improve the path efficiency. Small embedded devices like motes are 
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cheap when manufactured in a large number. They can act as efficient forwarding 
devices. 

In solving the shopping problem, we assumed that all the reasoning nodes are simi-
lar devices in terms of their computation power and memory resource. In a practical 
real world pervasive environment, different types of devices co-exist. For instance, 
the shop reasoners could be powerful desktop computers whereas the reasoners on the 
path could be small devices like motes. Hence a good map allocation scheme at the 
centralized server can help in ensuring a more uniform reasoning environment.  

Due to our initial assumption of an infinitely fast underlying network infrastructure 
and zero communication cost, we have completely ignored the communication cost. 
This may not be a valid assumption in real world environments. A path learning algo-
rithm can be used that tries to compute paths for new requests from historical search 
results. To implement it, we first store path searches in a Knowledge Base (KB) and 
use it to derive sub paths for new search queries. This method will help reduce a lot of 
network queries as components of the original problem will be pre-computed (by 
centralised servers) as efficiently as possible and then requests would be sent to the 
embedded reasoners to compute the remaining path. More work needs to be done in 
this context as path formulations in some cases could be more complex.  Another key 
challenge in this implementation is the update cost. For instance, when a shop stops 
selling a particular item or simply stops functioning, all the paths stored in the KB 
involving the node has to be marked invalid. But in the long run, when the KB is 
comprehensive and a path update protocol is in place, the path learning algorithm 
could improve the query processing and computation time considerably.  

6   Conclusion 

In this paper, we focused on one special graph search problem – Multiple objective 
Path search and discussed the challenges involved in extending this problem into the 
embedded domain. 

The “reason and route” framework proposed here, enables us to perform a large 
and complex problem in an embedded domain. It also gives an acceptable solution 
when memory and computation resources are scarce. The results can be improved 
further with some enhancements as discussed in Section5: Further Work. 

In conclusion, the results obtained from the method are highly encouraging. It en-
ables us to perform a large problem by dividing the work to a distributed embedded 
domain. It also gives an acceptable solution with the fraction of original resource. The 
major obstacle for the use of embedded devices in such environments earlier was their 
limited memory resource. With this method, more complex problems can be extended 
into the embedded domain and hence, enable a seamless pervasive experience in the 
future. 
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Abstract. Although clause weighting local search algorithms have pro-
duced some of the best results on a range of challenging satisfiability
(SAT) benchmarks, this performance is dependent on the careful hand-
tuning of sensitive parameters. When such hand-tuning is not possible,
clause weighting algorithms are generally outperformed by self-tuning
WalkSAT-based algorithms such as AdaptNovelty+ and AdaptG2WSAT.

In this paper we investigate tuning the weight decay parameter of
two clause weighting algorithms using the statistical properties of cost
distributions that are dynamically accumulated as the search progresses.
This method selects a parameter setting both according to the speed
of descent in the cost space and according to the shape of the accumu-
lated cost distribution, where we take the shape to be a predictor of
future performance. In a wide ranging empirical study we show that this
automated approach to parameter tuning can outperform the default
settings for two state-of-the-art algorithms that employ clause weighting
(PAWS and gNovelty+). We also show that these self-tuning algorithms
are competitive with three of the best-known self-tuning SAT local search
techniques: RSAPS, AdaptNovelty+ and AdaptG2WSAT.

Keywords: Local search, clause weighting, automated parameter tun-
ing, satisfiability.

1 Introduction

One way to categorize the currently best performing satisfiability (SAT) local
search algorithms is according to the method used to escape local minima. Firstly,
there are those approaches that use randomized decision strategies, such as the
WalkSAT family of algorithms [1] and the more recent G2WSAT algorithms [2].
Secondly, there are those that use weights to penalize local minima features, such as
DLM [3], SAPS [4], GLSSAT [5], and PAWS [6]. To date, clause weighting
algorithmshaveoutperformedWalkSATonmanyof the standardbenchmarkprob-
lems, but only when careful parameter tuning is allowed. Conversely, WalkSAT-
based algorithms have consistently dominated the recent SAT competitions1,
where the hand-tuning of parameters is not possible because the details of the com-
petition problems are not known in advance. This restriction more accurately re-
flects real-world situationswhere ananswer is requiredas quicklyaspossible, rather
1 http://www.satcompetition.org/

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 405–416, 2008.
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than needing to know how quickly we could have found an answer if we had known
the optimal parameter settings in advance.

One of the main reasons for the success of WalkSAT algorithms is that their
performance is primarily influenced by the value of a single noise parameter
(noise controls the degree of randomness in each flip decision). While the best
setting for this parameter varies widely from problem to problem, it can be
effectively adapted during the search using a simple heuristic that measures the
degree of search stagnation [7]. A similar heuristic was developed for the SAPS
clause weighting algorithm [4] but this remains uncompetitive with the best
WalkSAT techniques [8]

Of the other current clause weighting algorithms, the pure additive weighting
scheme (PAWS) is probably the best candidate for the development of a param-
eter adapting heuristic because its performance depends on a single MaxInc
parameter which controls the rate of decay of the clause weights [6]. However,
despite considerable effort, no effective online method for adapting MaxInc
has been discovered. More recently, the gNovelty+ algorithm has combined a
WalkSAT-based heuristic with a clause weighting mechanism to produce the
2007 SAT competition random satisfiable category winner [8]. gNovelty+ uses
the WalkSAT heuristic to adapt noise and has a second parameter to control the
rate of clause weight decay. Although it is known that gNovelty+’s performance
is affected by the setting of this second parameter, to date no method has been
proposed to adapt it automatically.

In this paper we investigate an online method to automatically adapt clause
weight decay using information extracted from distributions of false clause counts
recorded at each flip. By accumulating distributions at various parameter set-
tings, we can predict the best setting as the search continues. We have applied
this method to both PAWS and gNovelty+ in order to improve their average
case performance in comparison to the standard default weight decay settings.

In the remainder of the paper we provide more detail on existing approaches to
parameter tuning and then provide an in-depth description of our new approach
and how it has been incorporated into PAWS and gNovelty+. Using an empirical
study, we compare the performance of the new approach against PAWS and
gNovelty+, and against AdaptG2WSAT, AdaptNovelty+ and RSAPS. Finally
we discuss the results and present our conclusions.

2 Parameter Tuning and Performance Prediction

The literature on predicting algorithm performance can be divided along several
axes depending on whether the prediction is based on: (i) an off-line training
phase (e.g. [9]) or purely on feedback obtained while solving online instances
(e.g. [10])(ii) measuring problem features (e.g. [11]) or on measuring an algo-
rithm’s past runtime performance (e.g. [12]) (iii) deciding between a portfolio of
algorithms (e.g. [13]) or determining the parameter settings of a single algorithm
(e.g. [14]) (iv) predicting performance on a per instance basis (e.g. [14]) or on
a per distribution basis (e.g. [11]) (v) using a high or low complexity prediction
model (giving rise to so-called “low knowledge” approaches [15]).
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While these distinctions cover a broad range of potential methods, there is
considerable overlap across axes and between the kinds of machine learning tech-
nique that are effective. In relation to the current research, we are interested
in using a “low knowledge” approach based on online feedback about runtime
performance to predict parameter settings. Our aim is to improve the average
performance of a candidate parametized SAT algorithm in situations where we
are only allowed a single run on a problem instance and where the problem
characteristics are not known in advance.

Online SAT Implementations: The best known online self-tuning local search
SAT algorithms have not explicitly predicted performance, but instead have ex-
ploited measures of search stagnation. For example, AdaptNovelty+ (the self-
tuning version of Novelty+) adapts its noise parameter according to whether an
improvement is observed in the overall best cost after a fixed number of flips, i.e.:
if no improvement occurs, the value of the noise parameter is increased, thereby
increasing the probability that non-greedy moves are accepted; otherwise, if a
new minimum cost solution is found, then the noise value is immediately de-
creased. Hoos [7] demonstrated experimentally that this adaptive mechanism
is effective both with Novelty+ and other WalkSAT variants. The same basic
mechanism was also used to adapt the probability that clause weights will be
multiplicatively reduced in the RSAPS algorithm [4] and, in earlier work, stag-
nation measures were used in reactive tabu search [16]. Again, referring to the
SAT 2007 competition, the best individual local search algorithms (gNovelty+

and AdaptG2WSAT) both employ the AdaptNovelty+ self-tuning mechanism -
making this the state-of-the-art for online adaptation (at least within the SAT
local search community). However, in relation to the current research, stagnation
measures have not proved effective for tuning the clause weight decay parameter
of any clause weighting algorithm except RSAPS (and RSAPS is known to be
uncompetitive with gNovelty+ or AdaptG2WSAT [8]).

Local Search Invariants: In their influential paper, McAllester et al. [17] re-
ported an invariant statistical relationship in the cost distributions for a range
of SAT algorithms on a selection of planning, graph colouring and hard random
3-SAT problems. Here, and in the rest of the paper, we define a local search
cost distribution to be the distribution of the count of false clauses recorded at
each flip during a sequence of local search steps. McAllester et al.’s invariant
relationship was calculated as the mean divided by the standard deviation of
the local search cost distribution recorded over a large number of runs for a par-
ticular algorithm, on both single instances and on groups of similar instances.
We term this measure the range statistic, where the range specifies the distance
of the mean search cost from the origin in standard deviation units. McAllester
et al. found that the optimal setting for the noise parameters they were inves-
tigating consistently occurred at a value 10% greater than the noise value that
minimized the range measure. They consequently conjectured that range could
be an effective online and off-line performance predictor for tuning local search
parameters.
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“Low Knowledge” Algorithm Control: Outside the SAT domain there are
several other approaches that attempt to predict performance on the basis of
search behaviour (e.g. [10,12]). The most interesting of these for current pur-
poses is “low knowledge” algorithm control which uses reinforcement learning
to dynamically allocate runtime slices to different algorithms as the search pro-
gresses. Each algorithm has a weight that is updated after a given number of
iterations according to a reinforcement learning formula that takes the cost im-
provement per second as input, i.e. the faster an algorithm is descending in the
cost space, the greater the increase in its weight and the larger the time slice
it is allowed in the next series of iterations. In empirical tests, this method was
able to exceed the average performance of the pure algorithms on which it was
based. The “low knowledge” approach shows that an online application that
only examines the current best cost can effectively allocate time slices between
competing algorithms. The main differences between this work and our own, are
that we need to decide between different parameter settings rather than different
algorithms, and that we cannot accumulate knowledge between runs on different
instances.

3 Tuning PAWS Online

The preceding analysis has yielded two promising avenues for further investi-
gation: i) exploiting McAllester et al.’s range statistic as an online guide to
parameter performance and ii) using the “low knowledge” approach of dividing
online runtime resources according to the speed of descent of different parame-
ter settings in the cost space. The challenge is that both these approaches have
previously required multiple runs on the same problem or on distributions of
similar problems before they can act as reliable guides. If we limit ourselves to
looking at a single run, the stochastic nature of local search means we get little
better than vague hints of which direction to move. In addition, the problem of
tuning the PAWS MaxInc parameter is complicated by the large range of possi-
ble values (from 4 to 500) and the sensitivity of the parameter to small changes
(for example, see [18]). To counteract these issues we developed two strategies.
Firstly, we looked at changing the way that PAWS reduces weight to create a
more robust parameter with a smaller range of possible values. And secondly,
we broadened our view of the cost data available during each problem run to
include the shape of the local search cost distribution.

The MaxThres Parameter: The effect of periodically reducing clause weights
is to reduce the total number of clauses that have weight. An analysis of the run-
time behaviour of PAWS on individual problems shows that eachMaxInc setting
yields a fairly stable mean number of false clauses. We therefore experimented with
reducing weight whenever the number of false clauses exceeds a given threshold.
This produced a new MaxThres parameter that exhibited similar performance
to MaxInc except that it proved more robust to small changes in its value.

The operation of MaxThres is detailed in the pseudocode of the Update-
ClauseWeights function in Algorithm 1. This function is called whenever PAWS
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decides it has reached a local minimum and differs from the original PAWS only at
lines 5 and 6. Previously, PAWS reduced weight at line 5 if IncCounter > MaxInc
and omitted the while loop of line 6. Now theMaxThres parameter causes weight
to be reduced when the number of weighted clauses (|W|) and the number of false
clauses (|F|) both exceed MaxThres and only after at least MinInc consecutive
weight increase phases have been completed (MinInc is fixed at 3). In addition,
the while loop at line 6 ensures that each weight reduction phase reduces |W| to
a value less than MaxThres (this step becomes necessary when evaluating the
performance of different MaxThres values during the same run).

The new MaxThres parameter alters the behaviour of PAWS by tending to
reduce weight relatively less frequently when there are fewer false clauses and
relatively more frequently when there are more false clauses. This change pro-
duced small differences in performance in comparison with the original PAWS,
but on the average the two approaches proved very similar. The main advantage
of MaxThres is that we can (on average) obtain equivalent performance with
the original PAWS while also reducing the set of parameter values from {4 5 6
7 8 9 10 11 12 13 15 20 25 30 35 40 50 75 100 125 250 ∞} for MaxInc to {25
50 75 125 250 500 750 ∞} for MaxThres.

Algorithm 1: UpdateClauseWeights
Input: F ← the set of currently false clauses; W ← the set of currently weighted clauses;
Output: updated membership of W; updated clause weights for F ∪W;
for each ci ∈ F do1

Weight(ci) ← Weight(ci) + 1;2
if Weight(ci) = 2 then W ← W ∪ ci;3

IncCounter ← IncCounter + 1;4
if |W| > MaxThres and |F| > MaxThres and IncCounter > MinInc then5

while |W| > MaxThres do6
for each ci ∈ W do7

Weight(ci) ← Weight(ci) − 1;8
if Weight(ci) = 1 then W ← W − ci;9

IncCounter ← 0;10

Local Search Cost Distribution Shape: Given a single run, the information
available to select a parameter setting is scarce and highly variable. Our first ap-
proach to ameliorate this situation was to set up a version of PAWS that progres-
sively accumulates local search cost distributions for each parameter setting and
allows the user to change parameter settings and graphically visualize the differ-
ent cost distributions. From these observations it became clearer what shape of
cost distribution was most often associated with the best parameter setting. The
general rule of thumb is: select the distribution with the smallest mean, given the
distribution has a roughly normal shape. As a result of extensive preliminary ex-
perimentation, we decided to use skewness and kurtosis statistics as an additional
guide for parameter setting. Skewness measures the degree of symmetry of a distri-
bution (where a zerovalue indicates perfect symmetry) and is calculated as follows:

1
n

∑n
i=1

(
xi−x

σ

)3
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In the case of measuring the skewness of a local search cost distribution for a
particular MaxThres value, n would be the number of flips taken at the selected
MaxThres value, xi the number of false clauses observed at flip i, and x and σ
the mean and standard deviation respectively of the distribution of xi’s.

Kurtosis measures the degree of “peakedness” of a distribution, where a higher
value indicates a sharper peak with flatter tails (in comparison to a standard
normal distribution). We calculated kurtosis as follows:

1
n

∑n
i=1

(
xi−x

σ

)4 − 3

Simulated Annealing: Having identified a few promising measures, we required
a method to control the parameter value selection process during the lifetime of a
single run. Inspired by the the ”low knowledge” approach, we used two interleaved
searches on the same problem, one with a high MaxThres setting (750) and the
otherwith a good lowdefault setting (75), as follows: each search startswith its own
copy of the same problem initialisation, and then pursues its own separate search
trajectory; the two search procedures then compete for processor time according
to a simulated annealing (SA) [19] schedule shown in Algorithm 2.

Algorithm 2: DecideUpperOrLowerSetting
Input: lowerThres ← lower MaxThres setting; upperThres ← upper MaxThres setting;
temp ← 1024; step ← 400; tempStep ← initial steps allocated to upper setting;
upperStep ← current steps allocated to upper setting;
lowerStep ← current steps allocated to lower setting;
if lowerStep < upperStep then tempStep ← tempStep + lowerStep;1
else tempStep ← tempStep + upperStep;2
while tempStep ≥ step do3

temp ← temp ÷ 2;4
step ← step × 2;5

cost ← CostDifference(lowerThres, upperThres);6
diff ← AbsoluteValue(cost);7

uphillProb ← 50e
−( diff

temp
)
;8

if probability ≤ uphillProb then9
if cost ≥ 0 then return lowerThres; else return upperThres;10

else11
if cost ≤ 0 then return lowerThres; else return upperThres;12

Here, SA is used to control a decision model that begins by randomly allocating
time slices to the two search procedures and then, as the temperature decreases,
biases decisions more and more towards respecting the CostDifference measure
defined in Algorithm 3. This measure quantifies our notion of local search cost dis-
tribution shape. An important point to note here is that all statistics for each dis-
tribution (i.e. the mean, standard deviation, skewness and kurtosis) are reset each
time the distribution reaches a solution that improves on the previously best min-
imum cost (for that distribution). This eliminates the initial high variance phase
of the search and avoids the distorting effects of outlying cost values. In addition,
we ignore the sign of the skewness and kurtosis measures, taking their absolute
value only (see AbsSkew and AbsKurt in Algorithm 3).

The DecideUpperOrLowerSetting procedure controls the PAWS MaxThres
setting for the first 50,000 flips of the combined search trajectories. During this
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Algorithm 3: CostDifference(thres1, thres2)
minCostRatio ← 10 × (MinCost(thres1) ÷ (MinCost(thres1) + MinCost(thres2));1
rangeRatio ← 10 × (Range(thres1) ÷ (Range(thres1) + Range(thres2));2
skewRatio ← 10 × (AbsSkew(thres1) ÷ (AbsSkew(thres1) + AbsSkew(thres2));3
kurtRatio ← 10 × (AbsKurt(thres1) ÷ (AbsKurt(thres1) + AbsKurt(thres2));4
return 100 − ((9× rangeRatio) + (7× minCostRatio) + (2 × (skewRatio + kurtRatio)));5

phase, the new PAWS will behave much like its predecessor (with MaxInc set
to 10), except that it will “waste” a certain number of flips exploring the non-
optimal distribution. Such exploration will help if the best setting is in the upper
distribution, but otherwise it will degrade the relative performance.

Binary Search: After the 50,000 flip threshold, both the upper and lower search
trajectories are allowed to explore other MaxThres settings within a lower range
of {25 50 75 125} and an upper range of {250 500 750∞}. This procedure takes
the form of a binary search, such that after every search step of 100 flips (where
the value of MaxThres remains fixed) the DecideUpperOrLowerSetting function
determines which half of the parameter space will be used next. Then we use the
DecideSetting and FindBestCost functions to further subdivide the parameter
space into a single setting. For example, if DecideUpperOrLowerSetting selects
lower, then we will call:

DecideSetting(FindBestCost(25, 50), FindBestCost(75, 125))
Otherwise we will call:

DecideSetting(FindBestCost(250, 500), FindBestCost(750, ∞))
The DecideSetting function follows the simulated annealing approach of Decide-
UpperOrLowerSetting with two changes to reflect the finer grain of the decision.
Firstly, the annealing function has a consistently higher probability of returning
an uphill move, replacing line 8 of Algorithm 2 with:

uphillProb← 30e−( diff
temp ) + 20

Secondly, the annealing schedule is only reduced according to the number of
steps taken since the last minimum cost was discovered for each distribution,
replacing lines 1-2 from Algorithm 2 with:

if (lowerStep < upperStep) then tempStep← lowerStep;
else tempStep← upperStep;

Finally, we limit the parameter search space on problems with more than 50,000
clauses to only consider 25 or 50 in the lower distribution (the upper distribu-
tion parameter range remains unchanged). This reflects empirical observations
showing that larger problems tend to have smaller optimal MaxThres settings.

4 Experimental Study

To test the new self-tuning version of PAWS (which we term iPAWS), we selected
a range of random problems from the SAT competition satisfiable benchmarks
and a range of structured problems from the SATLIB library. The SAT competi-
tion problems are to give an idea of potential performance in the competition’s
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satisfiable random category (this is the category where SAT local search algo-
rithms have consistently outperformed complete search techniques), while the
other problems allow comparison with the existing SAT literature. Firstly, to form
the SATLIB structured benchmark, we took two “flat” graph colouring problems
(flat200-median and hard2), two blocksworld planning problems (bw large.c and
d), two logistics planning problems (logistics.c and d), three all interval series
problems (ais10, 12 and 14), five hard quasigroup problems (qg1-08, qg2-08, qg5-
11, qg6-09, qg7-13), five 16-bit parity learning problems (par16-1-c to par16-5-c),
four large graph colouring problems (g125.17, g125.18, g250.15, g250.29), four cir-
cuit synthesis formula problems (2bitadd 11, 2bitadd 12, 3bitadd 31, 3bitadd 32)
and four Beijing scheduling problems (enddr2-1, enddr2-8, ewddr2-1 and ewddr2-
8). Secondly, to form the random benchmark set, we randomly selected 12 k3-SAT
instances, 12 k5-SAT instances and 10 k7-SAT instances from the large satisfiable
random problems used in the 2005 SAT competition.

To obtain a measure of the improvement in iPAWS over the original PAWS we
included a manually tuned PAWS (PAWS(t)) with MaxInc optimized for each
problem category and a default-valued PAWS (PAWS(d)) with MaxInc fixed
at 10. We also included the best-known self-tuning SAT local search algorithms:
AdaptNovelty+ [7], AdaptG2WSAT [2] and RSAPS [4]. Both AdaptNovelty+

and AdaptG2WSAT are included for their class leading performance in the re-
cent SAT competitions and RSAPS is included to compare iPAWS with another
clause weighting adaptive algorithm. Finally, we included gNovelty+, the winner
of the random satisfiable category of the 2007 SAT competition, and arguably
the best general purpose SAT local search solver currently available [8].

iNovelty+: As discussed in the introduction, gNovelty+ also performs clause
weighting and has a parameter that can control the rate of clause weight de-
cay. Experimental observations have shown that gNovelty+’s performance can
be significantly enhanced by treating this parameter as a binary switch that
either allows weight to accumulate without reduction, or turns off clause weight-
ing altogether [8]. To investigate the applicability of the iPAWS weight decay
heuristic to other clause weighting algorithms, we decided to partially implement
the iPAWS tuning process into gNovelty+. This involved controlling the binary
decision about whether or not to accumulate weight in gNovelty+ in the same
way that iPAWS decides whether to use an upper or lower setting of MaxThres.
More specifically, gNovelty+ was adapted to match iPAWS so that it runs two
separate searches on same problem starting point, one with weight accumula-
tion turned on and the other with it turned off. Each search then competes
for processor time using the DecideUpperOrLowerSetting procedure defined in
Algorithm 2. We term this new weight-tuning version of gNovelty+ as iNovelty+.

4.1 Results

To obtain an overall measure of performance, we adapted the SAT competition
scoring metric (see http://www.satcompetition.org/2007/rules07.html) to suit
2 We take all designations of median and hard problems from [4].
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the situation of our allowing each algorithm 100 runs on each instance with a
600 second cutoff for each run. This required us to divide the SAT competition
solution purse up in proportion to the number of successful runs for solver s on
problem p, as follows:

solutionAward(p, s)← 1000×successCount(p,s)∑n
i=1 successCount(p,i)

where successCount counts the number of runs where a solution has been found
within the standard timeout of 600 seconds. Similarly, the SAT competition speed
purse is divided as follows:

speedAward(p, s) = 1000×speedFactor(p,s)∑n
i=1 speedFactor(p,i)

where speedFactor(p, s) calculates the sum, in seconds, of: 600 ÷ (1+solution
time) for each successful run of algorithm s on problem p. Finally, the SAT compe-
tition series purse allocates 3000 points for a problem series containing 5 or more
problems (i.e. the parity, quasigroup, k3-SAT, k5-SAT and k7-SAT series), oth-
erwise it allocates 1000 points. Here the points are divided equally amongst all
algorithms that can find any solution to any problem within a given series. The
final measure for each solver is then calculated as the sum of the three purses.

Structured Benchmarks: Table 1 shows the scores for the structured bench-
mark problems using the SAT competition measure, both overall and on a per
series basis. These results clearly show the gNovelty+ variants outperform the
other solvers regardless of the parameter tuning methods employed. Within the
gNovelty+ solvers, iNovelty+ produced a slight improvement over gNovelty+(d)
but this almost entirely rests on iNovelty+’s ability to beat the default algorithm
on the parity series. There are other signs of improvement on the bw large and
large graph colouring problems, but on the remaining problems the improve-
ments have not outweighed the overhead of performing two interleaved searches.

The iPAWS results show that the self-tuning heuristic has produced a more siz-
able improvement in comparison to the default PAWS(d), raising the overall score
from 4,656 to 7,940. In particular, iPAWS has performed better than PAWS(d)
on all the structured series except bw large (where performance is still similar),
having the largest improvement on the parity problems. Comparing iPAWS with
the optimally tuned PAWS(t) shows that iPAWS sometimes gains an advantage
from being able to adapt to individual problems (particularly in the bitadd and
qg series). Overall, however, the prior tuning of PAWS(t) outperforms iPAWS,
particularly on the bw large problems.

Looking at PAWS in comparison with AdaptG2WSAT, AdaptNovelty and
RSAPS shows that the improvement on PAWS(d) is enough to move PAWS
from being the worst performing solver, to being the best (excepting gNovelty+).
While the difference between iPAWS and AdaptG2WSAT is slight, the relative
effect of the iPAWS self-tuning method is impressive, especially considering the
extra effort needed to perform an interleaved search on two problem instantia-
tions, of which one is necessarily exploring the worse half of the parameter space.

Random Benchmarks: Table 2 shows the results for the random benchmark
problems (again using the SAT competition metric). Here we have reproduced



414 J. Thornton and D. Nghia Pham

Table 1. Scoring of solvers’ performance on structured problems

Solver bitadd ais bw large e*ddr flat g* logistics par16 qg Total

gNovelty+ (t) 1, 477.2 916.1 820.7 1, 333.9 594.7 1, 199.4 571.9 1, 855.3 2, 911.5 11, 680.6

gNovelty+ (d) 1, 477.2 916.1 609.1 1, 333.9 594.7 875.4 571.9 466.6 2, 447.9 9, 292.7

iNovelty+ 1, 440.0 830.3 677.8 1, 156.0 530.2 1, 072.7 566.4 1, 296.4 1, 941.0 9, 510.7

PAWS (t) 380.1 822.5 835.8 1, 166.9 569.2 1, 298.2 569.2 2, 685.4 805.6 9, 132.8

PAWS (d) 380.1 694.8 324.4 377.5 528.2 578.7 535.3 407.4 829.7 4, 656.1

iPAWS 640.2 824.3 310.8 971.9 537.1 1, 021.8 561.9 2, 011.2 1, 060.6 7, 940.0

AdaptG2WSAT0 1, 283.5 631.6 546.6 787.6 576.8 1, 252.3 496.6 1, 529.4 749.4 7, 853.7

AdaptNovelty+ 1, 348.9 505.1 491.7 708.5 507.7 1, 216.1 555.9 1, 392.4 743.3 7, 469.6

RSAPS 572.8 859.3 383.2 1, 163.9 561.4 485.4 570.8 1, 355.9 1, 511.0 7, 463.8

Table 2. Scoring of solvers’ performance on random problems

Series gNovelty+ PAWS (d) iPAWS AdaptG2WSAT0 AdaptNovelty+ RSAPS

k3-SAT 7, 468.6 11, 364.3 1, 476.5 2, 618.7 4, 071.9 0.0

k5-SAT 5, 892.8 742.3 7, 052.4 7, 174.3 5, 633.6 504.6

k7-SAT 4, 424.2 2, 966.6 3, 600.6 4, 973.8 5, 335.8 1, 699.0

Total 17, 785.7 15, 073.1 12, 129.5 14, 766.9 15, 041.3 2, 203.6

the parameter settings for PAWS (MaxInc = 10) and gNovelty+ that were used
in the original SAT competitions. In this case, gNovelty+ used a heuristic that
sets its clause weight decay parameter to 1.0 for all 5-SAT and 7-SAT prob-
lems (turning clause weighting off) and to 0.4 for all 3-SAT problems (reducing
weight after an increase with probability 0.4) [8]. This heuristic means gNovelty+

is no longer using a fixed parameter value for these problems and makes a di-
rect comparison with iNovelty+ unfair. We therefore propose that iNovelty+ use
the gNovelty+ heuristic whenever it detects uniform 3, 5, and 7-SAT problems
(making it equivalent to gNovelty+ on these problems).

The results again show gNovelty+ outperforming all other solvers by a sizeable
margin, with PAWS(d) and AdaptNovelty+ coming in a close second and third
respectively, followed by AdaptG2WSAT, iPAWS and finally RSAPS (after a
large gap). Looking in more detail, we can see the relatively poor performance
of iPAWS is due to the 3-SAT problems, otherwise it outperforms PAWS(d) on
both the 5-SAT and 7-SAT series. If we allow the gNovelty+ heuristic to be
legitimate, then a similar heuristic applied to iPAWS could switch it to perform
a default PAWS search on all 3-SAT problems. In this case, iPAWS would defeat
both PAWS(d) and gNovelty+ on the random benchmarks.

5 Discussion and Conclusions

The primary aim of this paper was to develop an effective online method to
tune the PAWS weight decay parameter within single runs on single problems.
The secondary aim was to explore the use of this method within another clause
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weighting algorithm. The results have shown the new iPAWS heuristic to be
effective across a range of structured problems and across two of the three classes
of uniform random SAT problems. We have also proposed a simple heuristic to
improve iPAWS on the 3-SAT benchmarks.

However, our attempt to extend the iPAWS approach to gNovelty+ did not
produce such dramatic improvements. We propose two reasons for this. Firstly,
gNovelty+ already uses an adaptive online mechanism to tune the Novelty noise
parameter. It may be that the two adaptive mechanisms do not interact to good
effect. A promising area of future research would therefore be to use an iPAWS ap-
proach to simultaneously tune the gNovelty+ noise and weight decay parameters.
This also suggests using the local search cost distributions to tune the noise pa-
rameters of other WalkSAT algorithms, to test if this would be more effective than
using the current stagnation measures. Secondly, the relatively small improvement
of iNovelty+ over gNovelty+(d) could also be explained by iNovelty+ not having
the advantage of being able to do a more refined search of the parameter space. As
the gNovelty+ weight decay parameter has so far proved relatively insensitive to
intermediary settings between 0 and 1 - with the exception of preferring a 0.4 set-
ting on 3-SAT problems and a 0.1 setting on the parity 16 problems - this suggests
the gNovelty+ parameter may not be suitable for an iPAWS-type heuristic.

Overall, the iPAWS heuristic is complex (e.g. in comparison to AdaptNovelty)
and relies on a large number of hand-tuned (but robust) settings. This would ar-
gue against it if there were an effective, simpler heuristic available. However, after
extensive exploration, we were unable to find a more compact combination of mea-
sures that correlated well with an optimal weight decay setting and were reliable
across a wide range of problem types. Also, despite the complexity of the imple-
mentation, the underlying principles remain quite simple, i.e. we use the statistical
properties of local search cost distributions, accumulated for different parameter
settings, to bias future parameter selection decisions, according to a simulated an-
nealing schedule. Nevertheless, it would be worthwhile to search for a more prin-
cipled way to fix (or remove) the various settings on which the algorithm depends
- most obviously by using existing machine learning approaches (e.g. as in [14]).

In conclusion, the paper has introduced a new approach to tuning local search
parameters online. The initial implementation has been the product of consider-
able trial and error and should not be considered definitive. Rather, it is intended
to show that the underlying concept is workable and to act as a foundation for
further investigation. Nevertheless, the initial results are encouraging, and the
new iPAWS algorithm has been shown to be competitive with a range of the
best known local search SAT solvers.
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Abstract. We present a study of reasoning methods in Case-Based Rea-
soning, which can be applied for the communication system fault domain.
Inspired by the reasoning approach of the experts in medical diagnosis,
we propose a probabilistic reasoning method which comprises two pro-
cesses: a ranking process restricting the scope of a problem and a selection
process finding promising solutions for the problem. We experimentally
evaluate this method and draw lessons from the results to improve it.

Keywords: Case-Based Reasoning, Probabilistic Reasoning, Fault Res-
olution, Fault Management.

1 Introduction

The Case-Based Reasoning (CBR) [1] approach seeks to find solutions for sim-
ilar problems by exploiting experience. A CBR system operates four modules:
case retrieval, case reuse, case revision and case retention on the case database
to resolve problems. The case reuse module involves inferring a correct solution
for the current problem from experienced solutions. This module contains an
adaptation process that differentiates the current problem from the retrieved
cases to acquire key differences before adapting them to the retrieved cases to
obtain the adapted solutions. Two prevailing approaches for the adaptation pro-
cess are transformational reuse [2,3] and derivational reuse [4,5]. The salient
characteristic of these approaches is to avoid choosing an identical solution from
the retrieved cases, they instead resolve a problem by mapping the source and
target case structures using transformational rules, or by replaying a problem-
solving process using inference traces captured before. These approaches, how-
ever, demand substantial knowledge sources, complicated case representation
and processing to which many problem domains cannot afford [6,7]. Developing
an efficient reuse module in CBR systems thus remains challenging for many
problem domains; in particular, for problem domains where cases are poorly
represented.

Our study aims at providing a reasoning method for a distributed CBR system
[8,9], which assists operators in finding solutions for faults in large-scale commu-
nication systems. This problem domain is concerned with semi-structured fault
records; i.e., pre-defined fields are used to keep track of the status of a fault while
textual descriptions are used to describe the problem. The multi-vector repre-
sentation method [9] describes fault cases in vectors that exploit fault symptoms
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to facilitate fault retrieval and reasoning. This study focuses on applying the
reasoning approach of the experts in medical diagnosis [10] to resolving faults.
Briefly, when examining patients, practicing physicians use appropriate exami-
nations for typical clinical situations and formal schemes for difficult decisions.
Our proposed method contains two processes: (i) a ranking process aims to
narrow down the scope of a problem by using the k-Nearest-Neighbor (kNN)
algorithm [11] to determine a set of cases that share common symptoms, and
(ii) a selection process aims to predict promising solutions by using Bayesian
computation to evaluate the correlation between those cases and the problem
through symptoms. An essential demand of this method is to quickly provide
useful information (e.g., similar solutions) for fixing problems.

The rest of the paper is structured as follows: the next section provides some
background about reasoning methods in the CBR system, and also revises the
multi-vector representation method. Section 3 concentrates on the proposed rea-
soning method. Section 4 describes the evaluation of this method that includes
the creation of datasets, experiments and results. Related work is presented in
Section 5 before the paper concludes in Section 6.

2 Background

Most CBR systems operate on a local case database. We are working on a dis-
tributed CBR system extending the capability of the conventional CBR system
by exploring multiple problem-solving knowledge sources. It takes advantage of
computation and storage power at various sites, where independent CBR engines
can operate in parallel, thus improving the efficiency of resolving complicated
problems and the performance of managing huge federated case databases.

Our distributed CBR system, namely DCBR, takes advantage of P2P technolo-
gies to acquire some degree of self-organization, scalability in architecture, and
flexibility in search in decentralized and federated environments. DCBR comprises
several powerful peers acting as independent CBR engines to explore multiple
knowledge sources; i.e., sharing knowledge resources and search facilities with
other peers. DCBR also uses the multi-vector representation method to exploit
semi-structured fault records for retrieval and reasoning.

This paper focuses on the case reuse module in DCBR, particularly on case
adaptation or case reasoning. It is difficult to perform automated adaptation
to the communication system fault domain, shortly the fault domain, because
fault cases contain semi-structured data and present a variety of problems and
solutions without a guarantee for the existence of correct solutions. The trans-
formational approach requires experienced problems structurally similar to the
problem or the derivational approach requires adapting traces captured be-
fore. Other proposed approaches identify the problem into problem categories
[12,13,14,15], or seek promising solutions among experienced solutions [16,17].
Our method aims to provide promising solutions quickly with less support from
operators.
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2.1 Probabilistic Reasoning

The motivation for applying a probabilistic reasoning (PR) method to CBR sys-
tems comes from the demand of making decision under uncertain situations.
This method built on probability theory has been used either for indexing cases
in case retrieval or for inferring cases in case reuse. We study the application
of PR methods to the reasoning engine of CBR systems for dealing with the
limitation of knowledge sources. In particular, an engine rests on an incomplete
case database to decide which cases potentially resolve the problem, and which
case properties properly infer facts related to the possible solution. We have seen
several reasoning methods that broadly fall into two categories:

Using the entire case database [12,13,14,15]: This method constructs a prob-
abilistic model based on the whole case database; e.g., determining the problem
distribution of a case database based on case properties. The model can then
be used to conjecture the class of the problem. The method usually requires a
large case database to build the model as accurate as possible. It is appropriate
for classifying problems in problem domains that possess a small set of problem
categories. In several studies, this method takes advantage of automatic learning
algorithms to establish the probabilistic model that can also be used for indexing
and retrieving cases in CBR systems.

Using the partial case database [16,17]: This method is suitable for select-
ing solutions (diagnosing and searching) in problem domains with a variety of
problems and solutions. The method relies on a small number of relevant cases
obtained by case retrieval and provides more concrete solutions for problems.
A probabilistic model can be built up by using the typical properties of the
retrieved cases and then be used to select or infer promising solutions; e.g., de-
termining case properties such as symptoms and causes influencing a problem
significantly. The probabilistic model can be established by the experts and au-
tomatic learning algorithms.

Bayesian Formulas. [18] This part briefly revisits Bayesian formulas that will
be used in this paper. Considering H as a hypothesis and en = e1, . . . , en as a
sequence of evidence pieces obtained from a scenario with an assumption that
e1, . . . , en are independent from each other. The posterior probability for the
multi-evidence scenario is derived by the conditional probability formula:

P (H |en) =
P (H)P (en|H)

P (en)
=

P (H)
∏n

k=1 P (ek|H)
P (en)

(1)

where P (en|H) =
∏n

k=1 P (ek|H) since evidence pieces ek are independent from
each other, P (H) is the prior probability of hypothesis H and [P (en)]−1 is deter-
mined by the requirement P (H |en)+P (¬H |en) = 1. This formula indicates that
the belief of hypothesis H upon receiving ek can be computed by the previous
belief P (H) and the likelihood P (ek|H) that ek will materialize if H is true.

This formula also serves the purpose of prediction and diagnosis. The prior
probability P (H) measures the predictive support accorded to H by the
background knowledge, while the likelihood P (en|H) represents the diagnostic
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support given to H by the evidence pieces actually observed. The posterior prob-
ability P (H |en) indicates the strength of belief in a hypothesis H based on the
previous knowledge and the observed evidence pieces en.

2.2 Multi-Vector Representation

Cases in the fault domain contain semi-structured data. It is difficult to extract
symptoms from textual fault data for precise comparison and reliable inference.
We have proposed the multi-vector representation method [9] (MVR) to facilitate
case retrieval and case reasoning in DCBR. Briefly, a case contains a problem and
a solution represented by a set of semantic and feature vectors. We only use
problem vectors for case reasoning.

A Semantic vector is generated by indexing significant terms using text pro-
cessing techniques [19,20]. The indexing process involves building term vectors
from the textual description of cases, weighting each term by calculating the
appearance frequency of this term in cases using the Vector Space Model [20]
and producing semantic vectors by removing noise from term vectors using alge-
braic computation. Since the process works on the basis of terms, the majority
of information of symptoms and diagnoses (i.e., debug and probe information)
is usually lost, as in the following example:

After upgrading to 0.070-1 udev stopped working on my system (sid, kernel: 2.6.12-6). For
example, ipw2200 could not load the firmware anymore:
Sep 16 22:15:02 localhost kernel: ipw2200: Detected Intel Wireless Network Connection
Sep 16 22:15:02 localhost kernel: ipw2200: ipw-2.3-boot.fw load failed: reason-2
Sep 16 22:15:02 localhost kernel: ipw2200: Unable to load firmware: 0xFFFFFFFE
Sep 16 22:15:02 localhost kernel: ipw2200: failed to register network device

A semantic vector cannot express the meaning of ipw2200, 0.070-1 udev stopped
working, unable to load firmware and failed to register network device, etc. This
vector is mostly used for case retrieval, and to some extent it can support case
classification based on specific keywords; i.e., each keyword points to a list of
cases. Case similarity is measured by the cosine function of two vectors.

A Feature vector contains field-value pairs to describe symptoms in cases,
where fields are pre-defined, domain-specific and values are either binary, nu-
meric or symbolic; e.g., component : kernel 2.6.12-6, package: udev, package
version: 0.070-1, problem type: upgrading failed, problem area: software, etc.
Still, these values cannot capture the complete meaning of symptoms and di-
agnoses that are crucial for reasoning. The field-value pairs are thus extended to
facilitate the expression of symptoms and diagnoses, as in the following example:

S1 = Detected Intel Wireless Network Connection
S2 = ipw-2.3-boot.fw load failed
S3 = Unable to load firmware
S4 = Failed to register network device
S5 = udev stopped working after upgrading to 0.070-1

Case similarity is measured by the sum of weight values of matched field-value
pairs of two vectors. The implementation of symptom weight assignment and
comparison requires some support from the experts in the beginning. As the
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case database has been built up, the situation can be improved by providing
fields and values recommended by similar fault cases; i.e., with specific problem
types, DCBR can demand the result of specific probes along with new symptoms
found by users. This vector plays a key role in case reasoning.

Using the feature and semantic vectors for case retrieval has been studied in
[9]. The experimental evaluation has shown that the combination of these vectors
improves the performance of case retrieval.

3 Reasoning Method

We propose a probabilistic reasoning method that uses the partial case database
for case reasoning in DCBR. Since DCBR has already included a case retrieval
method that obtains relevant cases from peers’ entire case database [9], we only
focus on a case reasoning method that infers promising solutions from a set
of the retrieved cases in this study. The solution selection method tends to be
more successful for a small, well-constrained set of problems [10]. Moreover, this
method can obtain better processing time by working with a small set of cases.

Our PR method contains two ranking and selection processes. The first process
operates on symptoms to figure out cases showing the same symptoms as the
problem’s, see Fig. 1b (Fig. 1a only demonstrates case retrieval). This process
aims to narrow down the scope of the problem by providing a smaller set of
promising cases. Note that complicated cases comprise many symptoms and di-
agnoses, reducing a number of cases leads to a smaller number of symptoms and
thus lower computation cost. Formally, given the problem Cp and the relevant
cases Cr acquired by case retrieval, both Cp and Cr share a set of common symp-
toms. The process estimates their similarity by using the k-Nearest-Neighbor
algorithm [11] with a similarity function defined as follows:

sim(Cr, Cp) =
t∑

i=1

wriwpi (2)

where t is number of common symptoms, and wri and wpi are the weight values of
these symptoms in Cr and Cp respectively. The similarity function considers two
factors: the number of common symptoms between two cases and the significance
of these symptoms in each case.

The second process aims at predicting promising solutions for the problem
using Bayesian computation, see Fig. 1c. Given a set of cases C, where a case Cr

contains a set of symptoms {S1, . . . , Sk} and a solution, we assume that solutions
in C as a set of exhaustive and mutually exclusive hypotheses {H1, . . . , Hn},
and that any symptom is the result of a diagnosing probe, e.g., a ping probe
provides either the high probability of success or the low probability of success
(i.e., failure). The problem contains a set of symptoms {S1, . . . , Sh} without
a solution (note that cases and the problem can share the same symptoms).
Thus, the puzzle is to find the highest conditional probability of the hypotheses
P (Hi|S1, . . . , Sh) with i = 1, . . . , n.



422 H.M. Tran and J. Schönwälder
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Fig. 1. {Si}, H , ? and Hfinal denote a set of symptoms in a case, a hypothesis, the
unknown hypothesis and the promising hypothesis respectively. (a) Case retrieval based
on the evaluation between the problem and cases through vectors, (b) Case ranking
based on the evaluation between the problem and cases through symptoms, (c) Case
selection based on the correlation among cases and the problem through symptoms.

Considering a set of exhaustive and mutually exclusive hypotheses H1, . . . , Hn

and S1, . . . , Sh as a set of evidence pieces (or symptoms) obtained from the
problem with an assumption that S1, . . . , Sh are independent from each other.
Applying Eq. 1, we obtain:

P (Hi|S1, . . . , Sh) =
P (S1, . . . , Sh|Hi)P (Hi)

P (S1, . . . , Sh)
= αP (Hi)

h∏
j=1

P (Sj |Hi) (3)

where P (S1, . . . , Sh|Hi) =
∏h

j=1 P (Sj |Hi) since Sj are independent from each
other, P (Hi) are the prior probabilities of hypotheses, and α = [P (S1, . . . , Sh)]−1

is determined via the requirement
∑n

i=1 P (Hi|S1, . . . , Sh) = 1.
In case the evidence set S contains a new evidence piece Snew (e.g., the

problem has a new symptom), updating the new evidence piece first computes
P (Hi|S) and then uses P (Hi|S, Snew), as follows:

P (Hi|S, Snew) =
P (Hi|S)P (Snew|S,Hi)

P (Snew|S)
= βP (Hi|S)P (Snew|Hi) (4)

where β is determined by the same method as α, P (Hi|S) is computed as pre-
viously, and P (Snew |Hi) is determined by the experts.

The algorithms simply reflect the above discussions. Algorithm 1 iterates over
cases (2), finds common symptoms (3) and accumulates weight values (6, 7)
before ranking cases in the resulting set (8). Algorithm 2 iterates over hypotheses
(2), initializes the prior probability with a value 1

n , where n is the number of
hypotheses (3), computes and normalizes the posterior probabilities (4, 5, 6, 7)
before ranking cases in the resulting set (8).

Example: We have a set of cases with the following solutions and symptoms
related to the connection failure problem:
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Algorithm 1: Case Ranking
Input: C: a set of cases Cr

Cr, wr : sets of symptoms & weight values
Cp, wp: sets of symptoms & weight values
Output: R: a ranked set of cases

1 R ← ∅
2 for each Cr ∈ C do
3 S = Cr ∩ Cp

4 if S = ∅ then
5 Tr = 0
6 for each Si ∈ S do
7 Tr = Tr + wriwpi

8 insert Cr in R in the order of Tr

Algorithm 2: Case Selection
Input: C: a set of cases Cr & solutions Hr

V : a list of probability values Vr

Cr, wr : sets of symptoms & weight values
Cp: sets of symptoms {S1, . . . , Sh}
Output: F : a final set of solution cases

1 F ← ∅
2 for each Hr ∈ C do
3 Vr = 1

n
4 for each Si ∈ Cp do
5 Vr = Vrwri

6 for each Vr ∈ V & Cr ∈ C do
7 Vr = Vr‖V ‖−1

8 insert Cr to F in the order of Vr

– H1 = Checking firewall software for blocking connections
• S1 = Desktop keeps disconnecting from the Internet
• S2 = Desktop and Laptop keeps connecting from the router
• S3 = Connection usually goes really slow
• S4 = Connection is fine before updating the firewall software
• S5 = Router is WHR-HP-G54 and wireless adapter is Linksys WMP54G

– H2 = Reinstalling networking components (TCP/IP)
• S1 = Desktop completely stops connecting to the Internet
• S2 = Laptop can connect to desktop and the Internet
• S3 = Desktop disconnects to laptop and D-Link router with a limited

connectivity
• S6 = Desktop uses an Etherlink 10/100 PCI card and laptop uses a

wireless adapter
• S7 = Registry was damaged on desktop few days ago

– H3 = Checking router configuration for the IP address range
• S1 = Desktop cannot connect to a router and the Internet
• S2 = Laptop connects to the router and the Internet
• S4 = The firewall software is often updated on those machines
• S8 = Desktop gets error message of address already used when renewing

The following table presents the weight values of symptoms to the solutions (note
that updated weight values are not bold). This table is for demonstration, we
only need weight values related to the problem’s symptoms for implementation:

S1 S2 S3 S4 S5 S6 S7 S8

H1 0.1 0.1 0.25 0.448 0.001 0 0.1 0.001
H2 0.1 0.1 0.3 0.001 0 0.048 0.45 0.001
H3 0.25 0.245 0 0.005 0 0.05 0 0.45

In order to fulfill the requirement of exhaustive and mutually exclusive hypothe-
ses, we examine a set of hypotheses H1, H2 and H3, and ignore other hypotheses;
i.e., the conditional probability of other hypotheses is 0. This, however, can be
a problem in practice if the examined set of hypotheses does not contain the
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desired hypothesis. We also consider a set of evidence pieces S1,. . .,S8 obtained
by distinct probes independent because the effect of a probe to other evidence
pieces is minor, and evidence pieces can only be correlated if probes are not
distinct; e.g., if a connection failure occurs, symptoms collected by the ping and
ftp probes can be correlated. Hypotheses possess the same prior probabilities
P (Hi) = (0.33, 0.33, 0.34), and the problem contains the following symptoms:

– H =?
• S1 = Desktop gets connection failure
• S2 = Other machines still connect to routers and to the Internet,
• S4 = Desktop updated the firewall software two days ago.

By applying Eq. 3, we obtain P (Hi|S1, S2, S4) = (0.8719, 0.0019, 0.1261) with
i = 1, 2, 3. The result indicates that the chance of firewall software blocking con-
nections is 87.19% given the symptoms of the problem. Intuitively, a solution
is deduced by an incomplete set of symptoms; solutions likely share a subset
of symptoms. Bayesian computation distinguishes those solutions by the signif-
icance of symptoms in a case and the significance of symptoms among cases.

4 Evaluation

We have created a dataset to evaluate the performance of our reasoning method.
The dataset contains bug reports crawled from four bug tracking systems (Trac,
Bugzilla, Mantis, and Debian) and stored in a unified data model [21]. For the
ranking process, we have generated a set of 50 queried problems. Each queried
problem possesses a set of significant keywords and symptoms extracted from the
dataset. After retrieving similar bugs from the dataset, see Fig. 1a, we perform
the ranking process on the retrieved bugs, and then verify the precision of the
process. The precision rate is measured by the ratio of the number of correct
bugs obtained to the total number of bugs obtained. A correct bug shares a
high number of common symptoms with the queried problem. We ignore the
recall rate because all of the retrieved bugs from case retrieval were similar to
the queried problem already. We use a threshold θ to obtain bugs, where θ is
determined by the average value of ranked values of bugs (Tr) in the ranked set,
see Algorithm 1. The small dataset for experiments contains 71,450 bugs.

Fig. 2 depicts the performance of the ranking process based on the precision
metric. The line graph increases from 0.65 to 0.78 over 50 problems because cor-
rect bugs dominate in all bugs obtained for each problem. The criteria of correct
bugs therefore have an impact on this result. The ranking process achieves a pre-
cision rate higher than 0.7 on average. Since the resulting bugs from the ranking
process contain a high number of common symptoms, the selection process can
effectively use them for reasoning. The bar graph also characterizes 83% of prob-
lems receiving precision values higher than 0.7 and 17% of problems receiving
precision values lower than 0.7. We learned that the bug dataset is wide and
diverse in scope and only a few cases specifically focus on the same problem in
the fault domain, thus it is difficult to apply the dataset for the selection process.
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We have created another dataset to evaluate the selection process because the
crawled bug dataset currently requires extra work on symptoms extraction and
problem classification. This dataset comprises problem scenarios published at a
networking forum [22] that concentrates on problems in a small-scale network
such as a home network or an office network. This dataset contains 60 connection
failure cases resulting from various causes: (i) hardware including network card
malfunctioning, router malfunctioning, bad cable, etc (13 cases), (ii) software
including firewall blocking, bad network card driver, bad networking component,
router upgrading, etc (22 cases), and (iii) configuration including bad router
setting, bad network setting, bad security setting (25 cases). Cases contain a
hypothesis and a set of symptoms with weight values, see the example in Section
3. We have generated three sets of queried problems with one (S1), two (S2) and
three (S3) common symptoms extracted from the dataset.

We perform the selection process on the queried problems, and verify the
proposed solutions with correct or incorrect. The left bar graph in Fig. 3 indicates
that, with the increasing number of common symptoms in S1, S2 and S3, the
distribution of incorrect and correct solutions are inverted. S1 receives 82% of
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incorrect solutions and S3 receives 38% of incorrect solutions. We observed that
while incorrect solutions in S1 are caused by ambiguous information (e.g., vague
symptoms with high weight values), incorrect solutions in S3 are caused by
confusing information (e.g., two salient symptoms with high weight values). Thus
assigning weight values to symptoms crucially affects the outcome of solutions.

We investigate the probability distribution of correct solutions in S1, S2, and
S3 to learn further the dataset and the queried problems. The right bar graph
in Fig. 3 shows that the number of solutions with P ≥ 0.75 is very small com-
pared to the number of solutions with P < 0.75. A solution with more common
symptoms receives high probability due to the accumulation of weight values. A
solution with fewer symptoms still receives high probability if these symptoms
are distinct. A solution receiving low probability indicates that either the case
or the problem provides too general information such as vague symptoms. Re-
ducing these vague symptoms can make the dataset better, thus ameliorating
the performance of the selection process.

5 Related Work

Our study involves fault resolution in communication systems and probabilis-
tic reasoning methods in CBR. The study in [23] improves managing faults in
computer network using the CBR approach. The idea is to extend the trouble
ticket system (TTS) to applying CBR, where trouble tickets are represented in
field-value pairs as cases. The retrieval and reasoning processes employ simple
similarity functions dealing with binary and numeric values to solve novel faults.
The study of Heckerman et al. [16] has proposed an approach to problem diagno-
sis and troubleshooting for printers using probabilistic reasoning in CBR. Their
approach involves indexing the case database, retrieving relevant case properties
such as symptom, issue, cause, and constructing Bayesian networks for solving
problems. The DUMBO system [24] takes advantage of the knowledge hoarded
in TTS to propose solutions for problems. The system contains six types of fea-
tures to express cases, and provides both similarity and reliability measurements
for evaluating cases. However, these systems are relatively limited by several as-
pects; e.g., the representation of trouble tickets is only suitable for simple feature
matching mechanisms, thus restricting the feature exploitation and the reasoning
engine, or the knowledge source is only based on local case databases.

Several studies [14,25,15] exploit Bayesian computation to manipulate the
case database for ameliorating case retrieval; e.g., indexing cases, computing
similarity metrics and extracting contextual information. Other studies also ex-
tend Bayesian computation to case classification and adaptation. A probabilistic
framework [13] has been built on data-intensive domains for CBR. Case adap-
tation constructs a Bayesian probability model from the case database. This
model is used to perform classification prediction for public domain datasets.
The study of Rodŕıguez et al. [14] has proposed a probabilistic model for in-
dexing and classifying in CBR. Their model uses two Bayesian networks to rep-
resent the relationship among category, exemplar and feature corresponding to
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cases. Their model determines a new case’s class by using Bayesian formulas to
compute the probability of categories and exemplars based on the new case’s
features. Features are limited to binary values only. The study of Lazkano et al.
[17] focuses on problem classification using a hybrid method that combines the
kNN algorithm with the Bayesian network paradigm. Their approach uses the
kNN algorithm to acquire the nearest case based on the discretized case database
and the new case, it then propagates the observations of the nearest case to the
previously learned Bayesian network as Naive Bayes classifier.

6 Conclusion

We present in this paper a probabilistic reasoning method for the communication
system fault domain. When a fault is found in a system, the operator obtains all
data related to the fault and endeavors to find the solution quickly. As a matter
of fact, fault data usually contains several symptoms that can be exploited to
resolve the fault. Motivated by the reasoning approach of the experts in med-
ical diagnosis [10], the proposed probabilistic reasoning method exploits fault
symptoms by using the ranking and selection processes based on Bayesian com-
putation. The former process provides a smaller set of similar cases that narrows
down the scope of the fault, whereas the latter process evaluates the correlation
between cases and the fault to find promising solutions. The simplicity of this
method helps providing solutions quickly.

This study is a part of our distributed CBR system [8], which aims at assisting
operators in finding solutions for faults in large-scale communication systems.
Experiments thus depend on the multi-vector representation method [9] for de-
scribing and retrieving cases before running the reasoning processes. The exper-
imental results characterize the performance of the ranking process on a bug
dataset crawled from several bug tracking systems [21] and the performance of
the selection process on another dataset extracted from a networking forum [22].
We learned that when the bug dataset is wide and diverse in scope, it is difficult
to apply the selection process that works on particular classes of problems in the
fault domain. We also learned that the performance of the reasoning processes
heavily depends on the refinement of the case database; i.e., the case database
without vague symptoms and incorrect weight values. Future work focuses on
these issues and experiments for a distributed setting.
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IST-EMANICS Network of Excellence (#26854).
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Abstract. This paper addresses lexical ambiguity with focus on a par-
ticular problem known as accent prediction, in that given an accentless
sequence, we need to restore correct accents. This can be modelled as
a sequence classification problem for which variants of Markov chains
can be applied. Although the state space is large (about the vocabulary
size), it is highly constrained when conditioned on the data observation.
We investigate the application of several methods, including Powered
Product-of-N-grams, Structured Perceptron and Conditional Random
Fields (CRFs). We empirically show in the Vietnamese case that these
methods are fairly robust and efficient. The second-order CRFs achieve
best results with about 94% term accuracy.

Keywords: constrained sequence classification, lexical disambiguation,
Vietnamese accent restoration, conditional random fields.

1 Introduction

Lexical ambiguity is a common problem in natural language processing because
lexical analysis is often a first step for high level understanding. In this paper, we
focus on a particular problem known as accent prediction1, although the methods
can be similarly adapted to other lexical problems such as case prediction and
spelling correction (e.g. see [5]).

Accent prediction here refers to the situation where accents are removed (e.g.
by some email preprocessing systems), cannot be entered (e.g. by standard En-
glish keyboards), or not explicitly represented in the text (e.g. in Arabic). Here
we deal with languages that use Roman characters in writing together with ad-
ditional accent and diacritical marks. Examples are European languages such as
Spanish and French (see [8] for comprehensive list) and Asian languages such as
Chinese Pinyin and Vietnamese.

The problem often arises because most keyboards today are designed for En-
glish, which means without further help, we can only type the Roman alphabets
and get an ‘approximate’ message that is closed to the intended message. The
1 We use ‘accent’ to refer to either accents or any diacritical marks.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 430–441, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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practice is popular in email communication, instant messaging and mobile SMS.
For example, a Vietnamese sentence: ba. n hãy thǎm Viê. t Nam ngay hôm nay
(‘please visit Vietnam today’) will be written as an accentless sequence as ban
hay tham Viet Nam ngay hom nay. Decoding such a message can be quite hard
for both human and machine. For instance, the accentless term ngay can easily
lead to confusion between the original Vietnamese ngay (‘now’ or ‘straight’) and
the plausible alternative ngày (‘day’).

Thus predicting accents is not only useful to recover lost accents, it also
reduces typing burden when it provides online suggestions as a shortcut for
multiple key combinations. Our approach to this problem is to apply sequence
classification techniques. The approach is expected to be more robust than lo-
cal methods that look only for local context of surrounding words. In addi-
tion, training data is not a problem as it is often readily available without any
cost of manual labeling. In this paper, we investigate the application of Pow-
ered Product-of-N -grams (PPoNs), Structured Perceptron [2] and Conditional
Random Fields [7] (CRFs).

The rest of the paper is organised as follows. Related work and background
are reviewed in Section 2. The statistical modelling and the PPoNs are proposed
in Section 3. Section 4 details the constrained sequence classification methods.
In Section 5, we describe the experiments and results for evaluating the proposed
methods. Finally, Section 6 concludes the paper.

2 Background

2.1 Previous Work

The most popular approach to lexical ambiguity is corpus-based, where rules and
statistical decisions are estimated from the training data. In the case of accent
prediction, this is particularly suitable because training data is often readily
available without any manual annotation.

A wide range of classification techniques have been used for the accent pre-
diction problem. A comparative study of local methods including most frequent
pattern, Bayesian is reported in [14]. These are limited to Spanish and French,
where the ambiguity is not very high. For example, using just most frequent
accent pattern gives 98.7% accuracy for Spanish. The same approach for Viet-
namese, however, achieves only 71.83% accuracy.

Other classification methods include Memory-Based Learning [4], Weighted
Finite-State Transducers [9], Hidden Markov Models [12].

The view of accent prediction as sequence classification was considered in [15].
In this work, the Maximum Entropy (MaxEnt) method [1] is used. This is a local
method that is adapted for sequences by including label history as features. Our
proposal, on the contrary, is to use global methods for classifying sequences.

With respect to lexical analysis there are two main levels: the word level and
letter level [8,13]. While the former may be more natural with smoother language
models, the latter is more useful when training data is limited (e.g. for languages
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with little electronic corpora), or when we have to deal with unknown words (e.g.
in medical text [16]).

We are only aware of the published result for Vietnamese in [4], where the
best result is only 75.5% term accuracy, much lower than our result of 94.3%.
Some software packages are also available, such as AMPad2 and VietPad3 but
we have not been able to experimentally compare with our methods using the
same setup.

2.2 Vietnamese Writing System

The Vietnamese writing system utilises a set of Roman alphabets (the characters
‘f’, ‘j’, ‘w’ and ‘z’ are not used) and a small set of new symbols and a set of five
tonal marks. The five tonal marks are associated with vowels to account for
voice stress. Each vowel, and therefore each term, either has zero or one tonal
mark. In combination of consonants and vowels, there are about 104 unique
terms (syllables or unigrams). One or more consecutive terms constitute a word,
which is the smallest meaningful text unit. A typical word, especially those in
formal writing, has two terms. There are about 105 words in the dictionary.
Note that word boundaries are not predefined by white spaces as in English. For
higher level of understanding, we need to do word segmentation [3], and this is
an interesting and important problem of its own right.

3 Problem Modelling

An input sentence s = (s1, s2, ..., sT ) can be considered as a distorted version of
the original (but unknown) sentence v = (v1, v2, ..., vT ), where there is typically a
correspondence between the original term vt and the input term st. An exception
is that the terms are mistakenly swapped during keying, but this is out of scope
of this paper.

In particular, in accent prediction an accentless term is generated by de-
accenting the accented counterpart

st = R(vt) , (1)

where R(vt) is a deterministic function, in that each vt would yield a unique st.
In other lexical problems, however, each vt may correspond to multiple possible
assignments of st.

The prediction is defined as finding the correct sequence v̂ given the distorted
sequence s

v̂|s = arg max
v∈V(s)

P (v|s) (2)

= arg max
v∈V(s)

P (v)P (s|v) , (3)

where V(s) is the space of all possible correct sentences whose distorted form
is s.
2 http://www.echip.com.vn/echiproot/weblh/qcbg/duynghi/ampad/readme.htm
3 http://vietunicode.sourceforge.net/download/vietpad/
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3.1 Powered Product-of-N-Grams

In the case of accent prediction we have P (s|v) = 1 since the de-accenting is
deterministic, and thus

v̂|s = arg max
v∈V(s)

P (v) . (4)

The problem is now to estimate the language model P (v). In this subsection,
we propose to use n-grams as they are still the simplest and effective method. In
general, as n increases, we have better language model but we may need a huge
data set to have reliable estimate. One effective strategy is to combine n-gram
models as follows4

P (v) =
1
Z

∏
n

Pn(v)wn , (5)

where Z =
∑

v

∏
n Pn(v)wn , wn ≥ 0 and Pn(v) are distribution of given by n-

gram model. Let us call this method the Powered Product-of-N -grams (PPoNs).
The beauty of PPoNs is that the computational complexity is the same as its
components, whilst we can adjust the contribution of the components by tuning
the extra parameters wn. The distribution by the PPoNs is often more peaked
than the component parts. For example, if the component models agree on a
particular sentence v, the PPoNs would yield a very high or very low probability.

The main drawback of the PPoNs model is that we cannot evaluate the
normalisation term Z. It prevents estimating the parameters wn using stan-
dard methods such as maximum likelihood. In this work, we manually tune wn

through trials and errors.

4 Constrained Sequence Classification

In standard sequence classification such as part-of-speech tagging we deal with
the full state set, and thus with all possible state paths from the start to the end
of the sequence. However, in word prediction the state set is particularly large
(e.g. in order of 104− 105), it is not practical to perform dynamic programming
because the time complexity is quadratic in the size of the state set. Fortunately,
in lexical analysis, for each input term, there is a quite small number of corre-
sponding alternatives. We call the set of alternatives by proposal set, which can
be estimated from a large enough corpus. For example, in accent prediction, the
size of proposal sets are less than 25 in the case of Vietnamese, and 5 in Chinese
Pinyin. Thus any state path that does not go through those in the proposal set
will be eliminated. In other words, the state space is constrained.

4 One reviewer pointed out that PPoNs are similar to smoothing techniques which
approximate n-gram distribution by lower-order distributions. This is interesting
because we are originally motivated by the the ensemble methods from the machine
learning view.
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Fig. 1. State paths in constrained first-order Markov chain. Filled circles denotes ad-
missible states, lines denote possible paths, and rounded rectangles denote input terms.

The constraint suggests a better way to model the problem: we do not need to
deal with the full state space, rather, for each input sequence, we limit ourselves
to the constrained space, conditioned on the input sequence. In other words, we
estimate the conditional distribution P (v|s) directly.

Denote by V(st) the proposal set for the input term st, thus V(s) = V(s1)×
V(s1)× ...× V(sT ).

4.1 Conditional Random Fields Modelling

Conditional random fields (CRFs) are particularly suitable for modeling P (v|s).
Assuming the (n + 1)th order Markov chain, the CRF distribution is given as

P (v|s) =
1

Z(s)
exp(

∑
c

∑
k

λkfk(vc, s)) , (6)

where vc is the (n + 1)-gram occurring in the sentence v, fk(vc, s) are feature
functions, and Z(s) =

∑
v∈V(s) exp(

∑
c

∑
k λkfk(vc, s)).

For example, we can convert the PPoNs into the conditional form by setting

fk(vt−n:t, s) = logPn(vt|vt−n, ..., vt−1) . (7)

In our study of accent prediction, we do not use the accentless input s in the
feature function. The n-grams are used features instead

fk(v1:n, s) = δ(C(v1:n) > τ) , (8)

where τ ≥ 0 is the threshold for the number of occurrences C(.), and δ(.) is
the indicator function. The thresholding is important to reduce overfitting and
to reduce the number of features significantly because the majority of n-grams
appear only once in the corpus.

4.2 Learning CRF Models

Given D training sentences, we learn the parameters of CRF models by max-
imising the regularised likelihood

λ̂ = arg max
λ
L(λ) , (9)
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where

L(λ) =
1
D

D∑
i=1

logP (v(i)|s)− ‖λ‖
2

2σ2 . (10)

In this study we are interested in online-learning in which parameters are
updated after each sentence. This is important in interactive applications where
the system may output several possible alternatives and let the user select the one
which is most appropriate to his context. Letting the user correct the prediction
will allow the system to gradually adapt the model to the domain.

In this study we investigate two online-learning strategies. The first one uses
the stochastic gradient ascent [11] to update the parameter as soon as it see
the ith sentence. We call this strategy by online maximum likelihood (ML). To
smooth the update with fast learning rates and to control the overfitting at the
same time, we add a Gaussian regularisation term with mean 0 and variance σ
to the likelihood:

L̄(λ) = L(λ) − ‖λ‖
2

2σ2 . (11)

This term basically prevents the weight from being too large, and thus it reduces
the tendency of the model to fit the training data too well. It also encourages
small parameter changes after seeing each sentence, which is crucial for the
stability of the algorithm. The parameter update thus becomes

λ← λ+ αi{∇L(λ)} − λ

σ2 . (12)

where αi > 0 is the learning rate. We set σ = 10 and αi = 0.1 through empirical
trials.

The second strategy is based on the Structured Perceptron [2] and is given as

λk ← λk + {fk(vi)− fk(v̂i)} , (13)

where v̂ is from Eq. 2. Note that the Structured Perceptron method does not
estimate the maximum likelihood but minimises the classification errors. In our
implementation, at each step, a sentence is randomly selected from the corpus.
We then compute the final parameter by averaging over the parameters learnt
after each pass through all data points.

The details of computing the log-likelihood, the optimal v̂, and the gradients
required for CRF learning are presented in Appendix for clarity.

5 Evaluations

5.1 Corpus and Processing

We collect data from Vietnamese online news sources, split it into a training set
of 426K sentences and a test set of 28K sentences. The corpus contains a wide
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range of subjects worth reporting5. The writing styles vary since the materials
come from a dozen news sources.

In order to effectively deal with foreign words, acronyms and non-alphabets,
we consider only accentless terms which may correspond to some Vietnamese
terms. To obtain the accentless vocabulary, we de-accent the terms in a Viet-
namese dictionary. The accentless vocabulary has 1.4K accentless terms, which is
much smaller than the typical Vietnamese set of terms (around 10K)6. Through
de-accenting we obtain the proposal sets, each of which is a set of Vietnamese
terms corresponding to a particular accentless term. The number of Vietnamese
terms which share the same accentless form ranges from 1 to 24, and is about 4
on average.

For testing, we first perform de-accenting to obtain the accentless form and
then decode back the accented form. The decoded text is compared against the
original. Here we do not distinguish between upper-case and lower-case. The
learning and comparison are done in lower-case.

The performance is measured within the accentless vocabulary. The term
accuracy is the portion of restored terms that are correct. A restored sentence is
considered correct if all of its restored terms (within the accentless vocabulary)
are correct.

From the training data we estimate the unigram, bigram and trigram distri-
butions. There are 7K unique unigrams whose accentless form is in the accentless
dictionary. We count a bigram if it occurs and one of the component unigrams
is in the unigram list. We obtain a bigram list of size 842K. If we remove those
bigrams that happen only once in the corpus, the list is reduced to 465K. Sim-
ilarly, we count a trigram if it occurs and one of the component unigrams is
in the unigram list. This gives 3137K unique trigrams. Removing the trigrams
with a single occurrence we obtain a trigram list of size 1264K. We then apply
Laplace smoothing, where vocabulary sizes for unigrams, bigrams and trigrams
are estimated to be 104, 7× 108, and 7× 1013, respectively. The first estimate is
from the 7K unigrams we obtain from the corpus. To estimate the second, recall
that the bigrams have two components, one of them must be Vietnamese, and
one can be non-Vietnamese. We estimate 105 unique non-Vietnamese unigrams
in the components of the 842K bigrams from the corpus. Multiplying with the
7K Vietnamese unigrams we obtain 7× 108. Similarly, multiplying this with 105

to obtain the estimate for the trigram vocabulary size.

5.2 Results

For the Powered Product-of-N -grams method described in Section 3, we do
not optimise the feature weights λ1, λ2, λ3 corresponding to three component
models of unigram, bigram and trigram, respectively. Rather, we set the weight
manually, and obtain good performance with:
5 They are: politics, social issues, IT, family & life-style, education, science, economics,

legal issues, health, world, sports, arts & culture, and personal opinions.
6 Note that the evaluation is done after restoration, that is, we still use all Vietnamese

terms for evaluation.
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– first-order PPoNs (unigram & bigram): w1 = 1;w2 = 1,
– second-order PPoNs (unigram & bigram & trigram): w1 = 2;w2 = 2;w3 = 1

First we perform a set of experiments with first-order models, which include
the bigrams, the first-order PPoNs and the first-order CRF. One problem with the
bigram model is how it handles the unseen bigrams. As the majority of the Viet-
namese words used in writing are bigrams, this means that a bigram is not simply
random combination of two unigrams. Therefore, most random combinations of
two unigrams should have extremely low probability, or at least their probabilities
are not equal. The popular Laplace smoothing, on the other hand, tries to assign
every unseen bigram an equally small probability under the assumption of prior
uniform distribution. This is unrealistic in Vietnamese. To deal with this we assign
unseen bigrams with a very low probability, which is practically zero, so that any
sequence with unseen bigrams is severely penalised. Although this is not optimal
since some plausible bigrams are cut off, it seems to solve the problem. Luckily,
the PPoNs does not have this problem, probably because the unseen bigrams will
be compensated by the component unigrams.

In the first-order CRF model, we use only the bigram features. For training,
we run the Structured Perceptron for 20 iterations and the online ML for 15 it-
erations over the whole training data set. This is obviously much slower than the
bigram and first-order PPoNs models since we need to estimate the bigram dis-
tribution using only one run through the data. However, such a cost can be well
justified by the higher performance of the CRF model compared with the bigram
and the PPoNs as shown in Table 1. In this study, we use 465K bigram features for
all the first-order models. The simple unigram model works poorly as expected,
and its performance is unacceptable for practical use. The PPoNs, which is just
a product of the unigram and the bigram models, works surprisingly well with
significant improvement over the bigram model. The CRF model is the winner
despite the fact that it uses no more information than that for the PPoNs.

The second set of experiments is performed on second-order models. For the
moment, only the second-order PPoNs is used with 7K unigram features, 465K
bigram features, and 1264K trigram features. We run the Structured Perceptron

Table 1. Term and sentence accuracy (%) of first/second-order models compared with
the baseline unigram model

Model Term accuracy Sentence accuracy
Baseline 71.8 6.3
Bigram 90.7 30.9
1st-order PPoNs 92.4 37.6
1st-order CRF (Structured Perceptron) 93.2 38.4
1st-order CRF (Online ML) 93.7 42.0
2st-order PPoNs 93.5 42.7
2st-order CRF (Structured Perceptron) 93.5 41.8
2st-order CRF (Online ML) 94.3 44.8
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for 10 iterations and the online ML for 5 iterations. The last rows in Table 1 show
the accuracy of the PPoNs and the CRF. The trigram model is not used since
it performs fairly poorly, possibly due to the limited corpus. Interestingly, the
PPoNs can compensate the poor estimate of the trigrams by using the unigram
and bigram components.

Overall for both experiment sets, the CRF trained by online ML performs best.
We observe that the Structured Perceptron minimises the error over training data
quickly since it is specifically designed for this task. The PPoNs, although not as
good as the CRF, provides a simple and fast method for model estimation.

A online prototype is available for evaluation at [http://vietlabs.com].

6 Discussion

This paper evaluates a set of constrained sequence classification methods with a
particular application in accent prediction. The idea of constrained inference in
the context of sequence classification has been proposed earlier [6] in which in the
prediction phase some of the labels in the sequence (e.g. accents in our case) are
deterministically known. Our work can be considered as an extension to this be-
cause we consider a subset of labels as constraints, and use the constraints in both
learning and prediction phases. We conjecture that the constraints used in learning
can produce better a conditional language model for the given restoration task.

Although experimental results on Vietnamese so far indicate that the ap-
proach is suitable and can achieve high quality in online news domains, there are
open rooms for further improvement. First, there are different genres and writ-
ing styles, and it is likely that a sequence of accentless terms can correspond to
several plausible Vietnamese sequences, depending on the context of use. A very
challenging domain is creative writing, especially in poetry, where the authors
make deliberate use of word reordering and repetition to achieve stylistic and
artistic effect. The most challenging form is perhaps spoken language, especially
in the online environments such as chatting and SMS, where the use of language
is largely distorted due to the constraints of writing space and personal interests.

An issue not addressed in this work is the analysis of syntax and semantics. It
is likely that the analysis will provide more consistent and grammatical results
as well as coherence within and between sentences in the document. Through
the CRF framework, for example, it is possible to incorporate a richer set of
features to address the correlation between sentences in the same paragraph.
Also, we can create different models to address different linguistic aspects and
then combine them together in the PPoNs approach.
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A Constrained Inference

In this appendix, we provide a general account for inference in first and second-
order models with constrained state spaces.

Inference in the n-gram models is mostly Viterbi decoding (as in Eq. 2) since
maximum likelihood learning of such models is done through frequency counting.
This also applies for the PPoNs method since we do not perform further learn-
ing after estimating the n-gram components. However, inference in the CRF
is needed for estimating the partition function (as in Eq. 6) and the feature
expectation as shown in Section 4.2.



440 T.T. Truyen, D.Q. Phung, and S. Venkatesh

A.1 First-Order Models

Associated with each node t in the first-order Markov chain is a positive potential
φ(vt, s) to account for the statistics of the distorted term vt given the input
s. Similarly, associated with each edge is a positive potential ψ(vt−1, vt, s) to
account for the statistics of the transition from vt−1 to vt. The correspondence
between these potentials and the proposed models are as follows

– In the unigram model, φ(vt, s) = P (vt),
– In the bigram model, φ(v1, s) = P (v1), φ(vt) = 1 for t > 1, and ψ(vt−1, vt, s)

= P (vt|vt−1),
– In the bigram PPoNs model, φ(vt, s) = P (vt)λ1 , ψ(vt−1, vt, s)=P (vt|vt−1)λ2 ,

and
– In the first-order CRF model, φ(vt, s) = exp(λkfk(vt, s)), and ψ(vt−1, vt, s)

= exp(λkfk(vt−1, vt, s)).

For the first-order Markov chains, inference can be done using the forward-
backward procedure.The forward αt is defined recursively as

αt(vt ∈ V(st)|s) ∝
∑

vt−1∈V(st−1)

αt−1(vt−1|s)φ(vt−1, s)ψ(vt−1, vt, s) , (14)

where α1(v1 ∈ V(s1)|s) = 1; Similarly, the backward βt is

βt(vt ∈ V(st)|s) ∝
∑

vt+1∈V(st+1)

βt+1(vt+1|s)φ(vt+1, s)ψ(vt, vt+1, s) . (15)

For the feature expectations in CRFs (as in Eq. 12), we need to compute the
marginal

P (vt|s) ∝ αt(vt|s)βt(vt|s)φ(vt, s) , (16)

and the joint marginals

P (vt, vt+1|s) ∝ αt(vt|s)βt(vt+1|s)φ(vt, s)φ(vt+1, s)ψ(vt, vt+1, s) . (17)

The complexity of these procedures is therefore O(T |S|2) where |S| =
maxt |V(st)|.

To do restoration we can use the Viterbi decoding [10], paying attention to
the constraints. Alternatively, we can use the equivalent Pearl’s max-product
algorithm where the summations in Eqs. 14 and 15 are replaced by the max-
imisations. Similar to the forward-backward, this max-product algorithm takes
O(T |S|2) time.

A.2 Second-Order Model

Now we need to take the trigrams into account by using the extension of the
edge potential ψ(vt−1, vt, s) to incorporate the state vt−2. With a slight abuse
of notation, denote by ψ(vt−2, vt−1, vt, s) the trigram potentials.
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– In the trigram model, ψ(vt−2, vt−1, vt, s) = P (vt|vt−1, vt−2),
– In the bigram PPoNs model, ψ(vt−2, vt−1, vt, s) = P (vt|vt−1, vt−2)λ3 , and
– In the second-order CRF model, ψ(vt−2, vt−1, vt, s) = exp(λkfk(vt−2,
vt−1, vt, s)).

Efficient inference in the second-order Markov chains is a bit more tricky
since we do not have the chains. First, we need to convert the second-order
Markov chains into the first-order equivalence. The conversion is done by join-
ing two successive nodes {vt−1, vt} into a composite-node Vt−1 = {vt−1, vt}.
Let the composite-node potential be φ(Vt−1, s) = φ(vt−1)ψ(vt−1, vt, s) and the
composite-edge potential be and ψ(Vt−1, Vt, s) = ψ(vt−1, vt, vt+1, s). Given these
potentials, it can be seen that we now have a new first-order Markov chain with
the combined state space:

Vt−1 ∈ V(st−1, st) = V(st−1)× V(st) . (18)

The näıve implementation of this Markov chain takes O((T − 1)|S|4) time in
this combined state space. However, by paying attention to the fact that the two
composite-states Vt−1 = {vt−1, vt} and Vt = {vt, vt+1} share the same term vt,
we can implement the forward-backward procedure in O((T −1)|S|3) time using

αt(Vt|s) =
∑

xt−1∈V(xt−1)

αt−1(Vt−1|s)φ(Vt−1, s)ψ(Vt−1, Vt, s) ,

βt(Vt|s) =
∑

xt+2∈V(xt+2)

βt+1(Vt+1|s)φ(Vt+1, s)ψ(Vt, Vt+1, s) ,

and the joint marginals are computed as

P (Vt|s) ∝ αt(Vt|s)βt(Vt|s)φ(Vt, s) ,
P (Vt, Vt+1|s) ∝ αt(Vt|s)βt(Vt+1|s)φ(Vt, s)φ(Vt+1, s)ψ(Vt, Vt+1, s) .
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Abstract. This paper proposes an alternative solution to a mapping
problem in two different cases; when bearing measurement to features
(landmarks) and odometry are measured and when local position of
features are measured. Our approach named M-SEIFD (Mapping by
Sequential Estimation of Inter-Feature Distances) first estimates inter-
feature distances, then finds global position of all features by enhanced
multi-dimensional scaling (MDS). M-SEIFD is different from the con-
ventional SLAM methods based on Bayesian filtering in that robot self-
localization is not compulsory and that M-SEIFD is able to utilize prior
information about relative distances among features directly. We show
that M-SEIFD is able to achieve a decent map of features both in simu-
lation and in real-world environment with a mobile robot.

Keywords: Mapping, SLAM, mobile robot, multi-dimensional scaling.

1 Introduction

Most of the studies on mobile robot map building have employed the problem
formulation of simultaneous localization and mapping (SLAM) which states the
problem of estimating both robot states and feature positions from a series of
sensor measurements. Recently, a number of studies (e.g.[1],[2],[3]) have been
made on Bearing-only SLAM (BOSLAM), which is a problem of SLAM using
only relative bearing measurements to the features and odometry information
of the robot’s motion. This is because there is a demand for building afford-
able robots with low cost sensors such as monocular cameras which provide
only bearing data related to environmental features. A conventional approach
to BOSLAM can be described as follows. First, prepare motion and measure-
ment models which contain robot’s pose and positions of all features as the state
variables, and relative bearing measurements to the features as the observation
variables. Then, apply some Bayesian filtering method such as Extended Kalman
Filter (EKF) to update sequentially the estimates of the state variables.

On the other hand, we propose an alternative solution to the bearing-only
mapping problem (we call it Bearing-odometry mapping in this paper : BOM),
which is named Mapping by Sequential Estimation of Inter-Feature Distances

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 442–453, 2008.
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Fig. 1. Assumed map building task of a mobile robot

(M-SEIFD). In M-SEIFD, the robot first attempts to estimate the relative dis-
tances among the features sequentially using the bearing measurements and
odometry information in each time step, then reconstructs the coordinates of
the features by applying enhanced versions of multi-dimensional scaling (MDS)
to the matrix of inter-feature distances (Fig. 1). This two step estimation proce-
dure is significantly different from the ordinary SLAM methods which estimate
the feature locations and robot pose directly from the measurements. This is the
main point of this paper. Our proposed method is to estimate inter-feature dis-
tances which are independent of any coordinate system, so it is easy to integrate
measurements which are obtained in different coordinate systems or places. This
feature-based method can also be applied in the case when feature-positions in
robot local frame are measured (Bearing-range mapping : BRM). In this case,
relative distances among the features are computed directly from local positions
of features without odometry data. Another remarkable feature of M-SEIFD is
that robot self-localization is not compulsory (but optional; in the previous work,
this feature-based method achieved reasonable accuracy in self localization[4]),
whereas mapping and localization are inseparable in the conventional methods.
The rest of this paper is organized as follows. In Sect. 2, we will briefly review
the related work on mobile robot map building including BOSLAM. In Sect. 3,
we will describe the principles of the proposed method, such as sequential esti-
mation of inter-feature distances, updates of inter-feature distance matrix, and
reconstruction of feature coordinates by MDS. In Sect. 4 and 5, we will demon-
strate how the proposed method actually works by simulations and experiments
using a real robot. Finally, in Sect. 6, we will conclude with a summary and
future works.

2 Related Work

2.1 SLAM

In the last decade, SLAM (simultaneous localization and mapping) based on the
probabilistic modeling (or state space models) and Bayesian filtering has been the
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mainstream of mobile robot map building research[5]. In the general framework
of SLAM, motion and measurement models containing robot’s pose and features’
positions as state variables are prepared beforehand. Then, those state variables
are sequentially estimated from obtained measurements by applying Bayesian
inference techniques to the models. As is widely known, several approaches have
been developed for solving this SLAM problem, including EKF[6], alternate es-
timation by EM algorithm[7], and Rao-Blackwellized particle filter[8].

Recently, Bearing-only SLAM (BOSLAM) has drawn much attention in this
field, mainly due to the requirement or performing SLAM only with inexpensive
sensors such as monocular cameras (e.g.[1],[2],[3]). Although BOSLAM poses
several challenges such as landmark (feature) initialization problem because of
the insufficient information of single bearing measurement, it is still based on
the ordinary SLAM framework above. Actually, Bekris et al.[3] have compared a
variety of existing SLAM techniques in BOSLAM setting, and reported that Rao-
Blackwelized particle filters are faster and more robust than others. Moreover, a
solution based on the sparse least squares problem has lately been proposed[9].

2.2 Embedding Approach

The SLAM framework, as seen above, inherently focuses on the spatial relation-
ships between the robot’s poses and features’ locations. In contrast, there are
other approaches to the map building problem focusing on the spatial relation-
ships among the features themselves. In other words, they attempt to construct
a global map by merging and embedding pieces of information of local spatial re-
lationships among features which are obtained by observations. Intuitively, this
process is similar to putting puzzle pieces together into a picture. For example,
local map alignment by Lu and Millios[10] and relaxation by Duckett et al.[11]
are representative map building techniques based on this idea.

On the other hand, the authors have proposed methods of building feature-
based maps by applying multi-dimensional scaling (MDS) and related techniques
to the inter-feature distance matrices which are estimated from covisibility[12]
and similarity of observation history[13]. While these methods also focus on the
relationships among features rather than robot-features relationships, they are
more distinct from SLAM in that they do not require robot localization.

The proposed method in this paper can be regarded as a special case of the
authors’ previous studies in which the inter-feature distance matrix is estimated
by quantitative measurements.

3 Proposed Method: M-SEIFD

In this section, we describe the proposed method named Mapping by Sequential
Estimation of Inter-Feature Distances (M-SEIFD).

3.1 Problem Definition and Outline

Fig. 2 illustrates an ideal relationship among measurements and feature posi-
tions, assuming there are no measurement errors in {lt, φt, θi,t−1, θj,t−1, θi,t, θj,t}



Map Building by Sequential Estimation of Inter-feature Distances 445

(a), and {xRt

Fi
,xRt

Fj
} (b). Note that these measurements are subject to errors and

sometimes missing in the real environment.
Bearing-odometry mapping (BOM) is defined as a problem of finding 2-D co-

ordinates of all features {xFi}i=1,...,N for given measurements {lt, φt, θi,t}t=1,...,T
i=1,...,N

up to time T; whereas given measurements are {xRt

Fi
,xRt

Fj
}t=1,...,T

i<j=2,...,N in Bearing-
range mapping (BRM). In conventional SLAM methods, not only features’ po-
sitions but also robot’s position at each time step {xRt}t=1,...,T is required to be
estimated.

The process of map building by M-SEIFD is summarized as follows:

Step 1. First, in Inter-Feature Distance Estimation step (3.2), for each pair of
features Fi, Fj , an estimate of squared distance d̂2

Fi,Fj |t with its variances
σ̂2

Fi,Fj |t is computed from two successive bearing measurements to the fea-
tures {θi,t−1, θj,t−1, θi,t, θj,t}, and odometry readings {lt, φt} in BOM, or
from a single local feature-location measurements {xRt

Fi
,xRt

Fj
} in BRM.

Step 2. Next, in Distance Update step (3.3), for each pair of features, d̂2
Fi,Fj |t

is merged with d̂2
Fi,Fj |1:t−1, and a new estimate d̂2

Fi,Fj |1:t is obtained.
Step 3. Finally, in Coordinates Reconstruction step (3.4), estimates of feature

positions {xFi|1:t}i=1,...,N are found by applying MDS to the set of estimated
inter-feature squared distances {d̂2

Fi,Fj |1:t}i,j=1,...,N .

In the rest of this section, we will explain these processes in detail.

3.2 Inter-feature Distance Estimation

In Fig. 2(a), we assume there is no measurement error and the location of a
feature Fi in this local coordinate system can be represented in terms of two
successive bearing measurements θi,t−1, θi,t and odometry readings lt, φt as,

xRt

Fi
=

sin(φt + θi,t) · lt
sin(φt + θi,t − θi,t−1)

[cos θi,t−1, sin θi,t−1]T (1)

This is the well-known principle of triangulation. Using this equation, distance
between two arbitrary features dFi,Fj can be easily computed. In BRM, the
distance is computed directly from measurements, xRt

Fi
. As actual measurements

are subject to measurement errors, we denote the instantaneous estimate of the
squared distance at time t by d̂2

Fi,Fj |t. And we consider the estimated variance of

d̂2
Fi,Fj |t which is denoted by σ̂2

Fi,Fj |t. If the covariance matrix of the measurement
vector is given as Σi,j,t, σ̂2

Fi,Fj |t can be approximated to the first order using the

Jacobian J ≡ [
∂(d̂2

Fi,Fj |t)

∂lt
,

∂(d̂2
Fi,Fj |t)

∂φt
,

∂(d̂2
Fi,Fj |t)

∂θi,t−1
, . . .] as,

σ̂2
Fi,Fj |t = JΣi,j,tJ

T (2)

Intuitively, the variance σ̂2
Fi,Fj|t implies the magnitude of estimation error in

d̂2
Fi,Fj |t. It should be noted that an estimated distance between features is
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independent of the local coordinate system or trajectory of the robot. Thanks to
this property, the update process of the distances becomes easy as explained later.

(a) Bearing-odometry mappping (b) Bearing-range mapping

Fig. 2. Ideal relationships among measurements and positions of features and robot

3.3 Update of Distance Estimates

We assume that the estimation error of a squared distance between features
at each time step ei,j|t = d̂2

Fi,Fj |t − d2
Fi,Fj

(t = 1, . . . , T ) is independent of each
other. We denote the estimates of squared distance of a pair of features and
its variance estimated taking all measurements up to time t by d̂2

Fi,Fj |1:t and
σ̂2

Fi,Fj |1:t, respectively.

Now consider an instantaneous distance estimate d̂2
Fi,Fj |t+1 and its variance

σ̂2
Fi,Fj |t+1 are obtained at the next time step t + 1. Then a reasonable update

rule of d̂2
Fi,Fj |1:t+1 and σ̂2

Fi,Fj |1:t+1 are given as below:

σ̂2
Fi,Fj|1:t+1 = (σ̂−2

Fi,Fj|1:t + σ̂−2
Fi,Fj|t+1)

−1 (3)

d̂2
Fi,Fj|1:t+1 = σ̂2

Fi,Fj |1:t+1 · (σ̂−2
Fi,Fj |1:t · d̂

2
Fi,Fj |1:t + σ̂−2

Fi,Fj |t+1 · d̂
2
Fi,Fj |t+1) (4)

This update rule is optimal in the sense that it minimizes the estimated variance
σ̂2

Fi,Fj |1:t+1.
When prior information on the relative distances between a specific pair of

features is given, it can be utilized directly by setting the initial estimates d̂2
Fi,Fj |0

and σ̂2
Fi,Fj |0 properly.

Now we define the estimated squared distance matrix (ESDM) ∆F |1:t whose
(i, j) element is given by d̂2

Fi,Fj |1:t. That is to say,

∆F |1:t ≡

⎡⎢⎢⎢⎢⎣
0 d̂2

F1,F2|1:t · · · d̂
2
F1,FN |1:t

d̂2
F1,F2|1:t 0 · · · d̂2

F2,FN |1:t
...

...
. . .

...
d̂2

F1,FN |1:t d̂
2
F2,FN |1:t · · · 0

⎤⎥⎥⎥⎥⎦ (5)
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3.4 Coordinates Reconstruction by Multi-dimensional Scaling

The problem of finding coordinates of items in a low dimensional space given
a matrix of dissimilarities between them is known as multi-dimensional scal-
ing (MDS), and a variety of techniques to solve this problem have been devel-
oped[14]. In our case, if the squared distances between all pairs of features are
given classical scaling which is the most famous and fundamental MDS tech-
nique can be used. An advantage of using classical scaling is that its solution
is guaranteed to globally minimize a loss function called Strain. A drawback of
classical scaling, on the other hand, is that it is not able to deal with missing
elements in the dissimilarity matrix directly. Obviously, this is a serious prob-
lem for us, because in the real environment it is very likely that some part of
the relative distances between the features are not obtained directly from the
measurements due to various constraints. For example, the distance between two
features which are very far from each other or occluded by an obstacle is likely
to be missing or too inaccurate.

To overcome these obstacles, we propose two approaches, (1) completion of
missing or inaccurate elements in the distance matrix by shortest path lengths,
and (2) use of another MDS technique called SMACOF. We will explain them
in detail.

(1) Distance Matrix Correction by Shortest Path Length
The idea of the first approach is to apply the ordinary classical scaling to a
repaired distance matrix ∆′

F |1:t whose missing elements are completed by approx-
imated values using available inter-feature distance information. More specifi-
cally, we approximate the missing distance between each pair of features by the
shortest path length from one to the other. The shortest paths among features
can be found efficiently by Floyd-Warshall algorithm. We call this technique
Distance Matrix Correction by Shortest Path Length (DMC-SPL) in this paper.
DMC-SPL is basically the same technique introduced in ISOMAP[15] which is
a non-linear dimensionality reduction method. An advantage using DMC-SPL
is that the global optimum solution is always guaranteed once the estimated
squared distance matrix is corrected. A major drawback of DMC-SPL is that
it is an off-line algorithm because it needs to be recomputed every time a new
estimate is obtained.

(2) SMACOF with Weighted Distance Matrix
In this study, we chose SMACOF algorithm[16] among a number of MDS meth-
ods using loss functions of this type, because of its performance and efficiency[12].
In SMACOF, the loss function named raw stress as below is locally minimized
by iterative majorization technique.

Lsma(X) =
∑
i<j

wi,j(d̂Fi,Fj |1:t− ‖ x̂Fi − x̂Fj ‖)2 (6)

Compared with DMC-SPL (together with classical scaling), it is easy to modify
SMACOF into an on-line algorithm as it is inherently an iterative process. A
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critical issue for SMACOF, however, is that it depends on initial solution whether
it finds only a local minimum.

In the later experiment, we applied SMACOF to the estimated distance matrix
with an initial solution which is computed by the classical scaling together with
DMC-SPL.

4 Simulation Experiments

We conducted several experiments to evaluate the proposed method in two differ-
ent cases, Bearing-odometry mapping and Bearing-range mapping in a simulated
environment.

4.1 General Settings

The simulated environment is a square region whose side length is 2.5[m] con-
taining N=50 randomly placed features. At each time step, the robot moves to
the next position according to the randomly chosen lt and φt, then obtains a
set of relative bearing measurements to recognizable features {θi,t} in BOM,
or a set of local feature-location measurements {xRt

Fi
} in BRM. In this exper-

iment, we simulated the observation uncertainty by adding Gaussian noises to
the ideal measurements of {lt, φt, θi,t} or {xRt

Fi
, yRt

Fi
}. The standard deviations of

the noises are {σl, σφ, σθ, σx, σy} = {0.03[m], 3[deg], 3[deg], 0.03[m], 0.03[m]}. In
addition, we assumed that the sensor range is limited and each feature is rec-
ognizable only if it is within the distance of 1[m] from the robot position. This
means that the estimated squared distance matrix ∆F,1:t necessarily contains a
number of missing elements. Fig. 3(a) shows examples of ground truth map of
features. We evaluated the accuracy of estimated positions of the features after
applying coordinate transformation of translation, rotation and reflection to the
initially obtained map so that it minimizes the sum of squared positional errors
of all features.

4.2 Results of BOM: Bearing-Odometry Mapping

The purpose of the first experiment is to examine the performance of M-SEIFD.
In this experiment, we compared four methods (following Method 1 and Method 2
and each with prior information) of reconstructing the feature coordinates.

Method 1: Classical scaling with DMC-SPL (3.4-(1)) all the step.
Method 2: Same as Method 1 before 50 steps, then SMACOF with weights
(3.4-(2)) afterward.

In this simulation, 10% of all the feature pairs (that is 0.1 × (50×49
2 ) = 123

pairs) were randomly chosen and their distances were given with the accuracy
of σ = 3[cm] as prior information in advance. This prior information was used
to determine initial distance matrix ∆F,0. Fig. 4(a) shows how mean position
errors (MPEs) change along with the time. MPEs at t = 300 in the two cases
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(a) Real configuration (b) Estimated map

Fig. 3. A real configuration of features (a) and obtained map after 100 steps (b). The
differences between estimated and true feature positions are emphasized with thin lines.
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(a) Feature-position errors in BOM (b)Feature-position errors in BRM

Fig. 4. Mean errors in estimated feature positions in BOM (a) and in BRM (b)

are 4.78[cm] (Method 1) and 2.87[cm] (Method 2), respectively. It is considered
that this difference in accuracy is caused mainly by the difference in the loss
functions of classical scaling and SMACOF[16]. The result of each method with
prior information demonstrated that using this kind of prior knowledge leads
to a significant improvement in the estimation accuracy, especially in the early
stages.

4.3 Results of BRM: Bearing-Range Mapping

We compared four methods of reconstructing the feature coordinates as well as
BOM.

Fig. 4(b) shows how MPEs change along with the time. MPEs at t = 300
in the four methods are 1.08[cm] (Method 1), 0.616[cm] (Method 2), 1.04[cm]
(Method 1 with prior information) and 0.574[cm] (Method 2 with prior informa-
tion) respectively. Compared with the results of BOM, maps are estimated with
higher accuracy as a whole. This means that M-SEIFD in BRM is subject to
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fewer measurement errors and has more information to estimate an inter-feature
distance than in BOM. This is because it is measured using four measurements
only in a single step without odometry measurement, whereas BOM needs six
measurements including odometry measurements from two successive steps.

5 Real Robot Experiments

5.1 General Settings

We used X80 robot produced by Dr Robot inc. (Fig. 5) to verify the proposed
approach in real-world environment. It has a cylinder shape with 40[cm] in height
and 60[cm] in diameter approximately. The robot has wheel encoders that mea-
sure distance traveled and estimate heading. It is equipped with two web cam-
eras, which is well calibrated, placed on the left top and the right top of the robot
at about 33[cm] above the floor and each provides 180-degree field of view. The
workspace is an 2[m]×2[m] area with 20 features. ARTag markers (the size is
7[cm]×7[cm]), or visual marker, are attached to each feature at 45[cm] in height
for feature detection. ARTag marker[17] is a 2D visual marker and useful for
Augmented Reality (AR), robot navigation and general applications where the
relative pose between a camera and a object is required. Features in the image
frame are detected by finding tags’ edges and checked against the stored tem-
plate to identify tags and measure rotation and translation between a tag and
a camera. The robot was controlled by an operator who drove the robot using
a wireless link. It moved approximate 40[cm] in each step. In each measurement
step, both cameras were rotated by about 20[deg] in 14 times to achieve 360-
degree ranging capability. This experiment consists of 35 steps which enabled
the robot to move around twice in the workspace.

Fig. 5. The above is a robot used for our experiments with two cameras attached to
both sides. Tags attached to white boxes around the robot are ARTag markers.
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Fig. 6. Mean errors in estimated feature-position in BOM (a) and in BRM (b)
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Fig. 7. A real configuration of 20 features (a) and obtained maps by classical scaling
with DMC-SPL in BOM (b), SMACOF in BOM (c), and SMACOF in BRM (d)
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5.2 Results of BOM: Bearing-Odometry Mapping

We compared four methods of reconstructing the feature coordinates as well
as the simulation experiment. In Method 2, it is changed from Method 1 into
SMACOF at 10th step. As the prior information, 10 feature pairs (1-2, 3-4, 5-
6, . . ., 19-20) out of 190 pairs were given. Fig. 6(a) shows how MPEs change
as the observation data increases in each method. MPEs at 35th step in each
method are 17.6[cm] (Method 1), 11.3[cm] (Method 2), 17.5[cm] (Method 1 with
prior information) and 10.9[cm] (Method 2 with prior information) respectively.
Fig. 7(b) and (c) illustrates a constructed map after 35 steps by Method 1
and by Method 2, respectively. (Fig. 7(a) shows ground truth of 20 features.)
The accuracy of Method 1 was far from that of simulation, but Method 2 had
almost similar accuracy to simulation in such small number of steps. We can see
usefulness of prior information in the early stages.

5.3 Results of BRM: Bearing-Range Mapping

ARTag makers give the local position of detected features. So, this case seems to
be natural in this experiment (in BOM, we reduced information of measurements
of range data). As we expected, this case outperformed BOM. Fig. 6(b) shows
how MPEs change as the observation data increases in each method. MPEs at
35th step in each method showed almost same results, 5.1[cm] approximately.
Fig. 7(d) illustrates a constructed map after 35 steps.

6 Conclusion

In this paper, we proposed an alternative approach to a mapping problem in two
different cases, bearing-odometry mapping and bearing-range mapping. The key
ideas are to estimate the inter-feature distance matrix from measurements to use
multi-dimensional scaling for reconstructing the coordinates of the features from
the distance matrix. Our proposed method M-SEIFD showed an achievement
of mapping both in simulation and in real-world environment, especially in the
second case, bearing-range mapping. It also has unique properties that prior
information of inter-feature distances is efficiently utilized and that the robot
self-localization is not necessary.

There are still many interesting issues related to this method, such as data
association problem, extension to 3D mapping, and hybridization with the con-
ventional SLAM methods.
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Abstract. The PageRank model has been successfully exploited for multi-
document summarization by making use of the link relationships between sen-
tences in the document set, under the assumption that all the sentences are  
indistinguishable from each other. However, different documents in the set are 
usually not equally important, and the sentences in an important document are 
deemed more salient than the sentences in a trivial document. This paper pro-
poses the document-based HITS model (DocHITS) to fully leverage the docu-
ment-level information by considering documents and sentences as hubs and 
authorities. Experimental results on the DUC2001 and DUC2002 datasets dem-
onstrate the good effectiveness of our proposed model. 

1   Introduction 

Generic multi-document summarization aims to produce a summary delivering the 
majority of information content from a set of documents, without any prior knowl-
edge. Automated multi-document summarization has drawn much attention in recent 
years. Multi-document summary is usually used to provide concise topic description 
about a cluster of documents and facilitate the users to browse the document cluster. 
For example, a number of news services, such as GoogleNews1, NewsInEssence2, 
have been developed to group news articles into news topics, and then produce a short 
summary for each news topic. The users can easily understand the topic they have 
interest in by taking a look at the short summary. 

A particular challenge for generic multi-document summarization is how to extract 
and merge the globally important information from different documents. The docu-
ments might contain much information unrelated to the main topic. Hence we need 
effective summarization methods to analyze the information stored in different docu-
ments and extract the important information related to the main topic. In other words, 
a good summary is expected to preserve the globally important information contained 
in the documents as much as possible, and at the same time keep the information as 
novel as possible. 

In recent years, multi-document summarization has been widely explored in the 
natural language processing and information retrieval communities. A series of work-

                                                           
1 http:// news.google.com 
2 http://lada.si.umich.edu:8080/clair/nie1/nie.cgi 
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shops and conferences on automatic text summarization (e.g. DUC3), special topic 
sessions in ACL, COLING, and SIGIR have advanced the technology and produced a 
couple of experimental online systems. Generally speaking, the methods can be ab-
stractive summarization or extractive summarization. Extractive summarization is a 
simple but robust method for text summarization and it involves assigning saliency 
scores to some units (e.g. sentences, paragraphs) of the documents and extracting 
those with highest scores, while abstraction summarization usually needs information 
fusion, sentence compression and reformulation. In this study, we focus on extractive 
summarization.  

Most recently, the PageRank Model has been successfully applied for multi-
document summarization by making use of the “voting” or “recommendations” be-
tween sentences in the documents [3, 14, 17]. The model first constructs a directed or 
undirected graph to reflect the relationships between the sentences and then applies 
the PageRank algorithm [15] to compute the rank scores for the sentences. The sen-
tences with large rank scores are chosen into the summary.  However, the model 
makes uniform use of the sentences in different documents, i.e. all the sentences are 
ranked without considering the document-level information. Actually, given a docu-
ment set, different documents are not equally important. For example, the documents 
close to the main topic of the document set are usually more important than the 
documents far away from the main topic of the document set. This document-level 
information is deemed to have great influence on the sentence ranking process. In 
brief, the document-level information cannot be taken into account in the existing 
PageRank Model. 

In order to address the limitations of the PageRank Model, we propose the docu-
ment-based HITS Model to incorporate the document-level information in this study. 
The documents and sentences are considered as hubs and authorities, respectively, 
and then the HITS algorithm [7] is applied on the document-to-sentence bipartite 
graph to compute the saliency scores of the sentences. Experiments on the DUC2001 
and DUC2002 datasets have been performed and the results demonstrate the good 
effectiveness of the proposed model. Our proposed model can significantly outper-
form the baseline PageRank model and the baseline sentence-based HITS model over 
all three ROUGE metrics.  The parameters in the proposed model have also been 
investigated through experiments and the results show the robustness of the proposed 
model.  

The rest of this paper is organized as follows: Section 2 briefly introduces the re-
lated work. The basic PageRank model is introduced in Section 3 and the document-
based HITS model is proposed in Section 4. We describe the experiments and results 
in Sections 5 and 6, respectively. Lastly we conclude this paper in Section 7. 

2   Related Work 

A variety of extractive multi-document summarization methods have been developed 
recently. The centroid-based method [16] is one of the most popular extractive sum-
marization methods. MEAD4

 is an implementation of the centroid-based method that 

                                                           
3 http://duc.nist.gov 
4 http://www.summarization.com/mead/ 
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scores sentences based on sentence-level and inter-sentence features, including cluster 
centroids, position, TFIDF, etc. NeATS [10] uses sentence position, term frequency, 
topic signature and term clustering to select important content, and use MMR [4] to 
remove redundancy. To further explore user interface issues, iNeATS [9] is developed 
based on NeATS. XDoX [6] is a cross document summarizer designed specifically to 
summarize large document sets by identifying the most salient themes within the set 
by passage clustering and then composes an extraction summary, which reflects these 
main themes. The passages are clustered based on n-gram matching. Much other work 
also explores to find topic themes in the documents for summarization, e.g. Harabagiu 
and Lacatusu [5] investigate five different topic representations and introduce a novel 
representation of topics based on topic themes. In addition, Marcu [13] selects impor-
tant sentences based on the discourse structure of the text. TNO’s system [8] scores 
sentences by combining a unigram language model approach with a Bayesian classi-
fier based on surface features. 

Most recently, the graph-based ranking methods have been proposed to rank sen-
tences or passages based on the “votes” or “recommendations” between each other. 
Websumm [12] uses a graph-connectivity model and operates under the assumption 
that nodes which are connected to many other nodes are likely to carry salient infor-
mation. LexPageRank [3] is an approach for computing sentence importance based on 
the concept of eigenvector centrality. It constructs a sentence connectivity matrix and 
computes sentence importance based on an algorithm similar to PageRank [15].  
Mihalcea and Tarau [14] also propose a similar algorithm based on PageRank to com-
pute sentence importance for single document summarization, and for multi-
document summarization, they use a meta-summarization process to summarize the 
meta-document produced by assembling all the single summary of each document. 
Wan and Yang [17] improve the graph-ranking algorithm by differentiating intra-
document links and inter-document links between sentences. All these methods make 
use of the relationships between sentences and select sentences according to the 
“votes” or “recommendations” from their neighboring sentences. 

Other related work includes topic-focused document summarization [2], which 
aims to produce summary biased to a given topic or query.  

3   The PageRank Model 

The basic idea of the PageRank model is that of “voting” or “recommendation” be-
tween the sentences. A link between two sentences is considered as a vote cast from 
one sentence to the other sentence. The score of a sentence is determined by the votes 
that are cast for it, and the scores of the sentences casting these votes.  

 

Fig. 1. One-layer link graph 

Sentences

ESS 
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Formally, given a document set D, let G=(S, ESS) be an undirected graph to reflect 
the relationships between sentences in the document set, as shown in Figure 1. S={si | 
1≤i≤n} is the set of vertices and each vertex si in S is a sentence in the document set. 
ESS ={eij | si, sj∈S and i≠j} is the set of edges. Each edge eij in ESS is associated with an 
affinity weight affij between sentences si and sj. The weight is computed by using the 
standard cosine measure [1] between the two sentences as follows.  

ji

ji
jiineij

ss

ss
sssimaff rr

rr

×
⋅

== ),(cos
 (1) 

where 
is

r  and 
js

r  are the corresponding term vectors for sentences si and sj, respec-

tively.  The term weight in the vector is set to the TFIDF value of the term in the 
sentence. Here, we have affij = affji because G is an undirected graph.  

We use an affinity matrix M = (Mi,j)|S|×|S|  to describe G with each entry correspond-
ing to the weight of an edge in the graph, i.e., Mi,j = affij  if i≠j, and otherwise Mi,j = 0. 
Then M is normalized to M

~  to make the sum of each row equal to 1. The saliency 
score SenScore(si) for sentence si can be deduced from those of all other sentences 
linked with it and it can be formulated in a recursive form as in the PageRank  
algorithm: 
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And the matrix form is: 
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where 1||)]([ ×= SisSenScoreλ
r

is the vector of sentence saliency scores. e
r

 is a vec-

tor with all elements equaling to 1. µ is the damping factor usually set to 0.85, as in 
the PageRank algorithm. 

The above process can be considered as a Markov chain by taking the sentences as 

the states and the corresponding transition matrix is given by TT ee
|S|

M
rr)1(~ µµ −+ . 

The stationary probability distribution of each state is obtained by the principal eigen-
vector of the transition matrix. For numerical computation of the scores, the initial 
scores of all sentences are set to 1 and Equation (2) is used to compute the new scores 
until convergence.  

We can see that the PageRank Model is built on the single-layer sentence graph and 
the transition probability between two sentences in the Markov chain depends only on 
the sentences themselves, not taking into account the document-level information.  

4   The Proposed Document-Based HITS Model 

Different from the PageRank Model, the HITS model distinguishes the hubs and au-
thorities in the objects. A hub object has links to many good authorities, and an au-
thority object has high quality content and there are many hubs linking to it. The hub 
scores and authority scores are computed in a reinforcement way.  



458 X. Wan 

In this study, we consider the documents as hubs and the sentences as authorities. 
Figure 2 gives the bipartite graph representation, where the upper layer is the hubs and 
the lower layer is the authorities. The HITS model can naturally take into account the 
document-level information by making use of the sentence-to-document relationships.  

 

Fig. 2. Bipartite link graph 

Formally, the representation for the bipartite graph is denoted as G*=<S, D, ESD>, 
where S={si | 1≤i≤n} is the set of sentences (i.e. authorities) and D={dj | 1≤j≤m } is the 
set of documents (i.e. hubs); ESD={eij | si∈S, dj∈D} corresponds to the correlations 
between any sentence and any document. Each edge eij is associated with a weight wij 
denoting the strength of the relationship between sentence si and document dj. The 
weight wij is computed by using the standard cosine measure. We let 

DSjiLL ×= )( ,
 

denote the association matrix and L is defined as follows. 

),(cos, jiineijji dssimwL ==  (4) 

Then the authority score AuthScore(t+1)(si) of sentence si and the hub score Hub-
Score(t+1)(dj) of document dj at the (t+1)th iteration are computed based on the hub 
scores and authority scores at the tth iteration as follows: 

∑
∈
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(6) 

And the matrix form is as follows: 

)()1( tt LHA =+  (7) 

)()1( tTt ALH =+  (8) 

where 1||
)( )]([ ×= Si

t sAuthScoreA  is the vector of authority scores for the sentences 

at the tth iteration and 
1||

)( )]([ ×= Dj
t dHubScoreH  is the vector of hub scores for the 

Sentences 

ESD 

Documents 
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documents at the tth iteration. In order to guarantee the convergence of the iterative 
form, A and H are normalized after each iteration as follows: 

)1()1()1( / +++ = ttt AAA  (9) 

)1()1()1( / +++ = ttt HHH  (10) 

It can be proved that the authority vector A converges to the dominant eigenvector 
of the authority matrix LLT, and the hub vector H converges to the dominant eigen-
vector of the hub matrix LTL. For numerical computation of the scores, the initial 
authority scores of all sentences and the initial hub scores of all documents are set to 1 
and the above iterative steps are used to compute the new scores until convergence. 
Usually the convergence of the iteration algorithm is achieved when the difference 
between the scores computed at two successive iterations for any sentences and 
documents falls below a given threshold (0.0001 in this study). 

Finally, we use the authority scores as the saliency scores for the sentences, i.e., we 
have SenScore(si)= AuthScore(si). 

The above document-based HITS model can take into account the document-level 
information by making use of the mutual influences between documents and sen-
tences. The importance of a document is decided by the saliency of the sentences that 
relate with the document, and the saliency of a sentence is decided by the importance 
of the documents that relate with the sentence.  

5   Evaluation Setup 

5.1   Summary Extraction 

Note that after the saliency scores of sentences have been obtained using the above 
PageRank model or the HITS model, a variant version of the MMR algorithm [4] is 
used to remove redundancy and choose both informative and novel sentences into the 
summary. The basic idea of the algorithm is to decrease the final rank score of less 
informative sentences by the part conveyed from the most informative one. The algo-
rithm goes in a greedy way as follows [17]: 

1. Initialize two sets A=Ø, B={si | i=1, 2,…, n}, and each sentence’s rank score is 
initialized to its saliency score computed by the above PageRank or HITS model, 
i.e. RankScore(si) = SenScore(si), i=1, 2,…, n. 

2. Sort the sentences in B by their current rank scores in descending order. 
3. Suppose si is the highest ranked sentence, i.e. the first sentence in the ranked list. 

Move the sentence si from B to A, and then the diversity penalty is imposed on the 
rank score of each sentence linked with si as follows:  

For each sentence sj in B, j≠i 

)(
~

)()( ij,ijj sSenScoreMωsRankScoresRankScore ⋅⋅−=  (11) 

where M
~  is the normalized affinity matrix as defined in Section 3, reflecting the 

similarity relationships between all sentences. ω>0 is the penalty degree factor. 
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The larger ω is, the greater penalty is imposed on the rank score. If ω=0, no diver-
sity penalty is imposed at all. ω is typically set to 10 in the experiments.  

4. Go to step 2 and iterate until B= Ø or the iteration count reaches a predefined 
maximum number. 

After the final rank scores are obtained for all the sentences, a few sentences with 
highest final rank scores are chosen to produce the summary according to the sum-
mary length limit. 

5.2   Datasets and Metrics 

Generic multi-document summarization has been one of the fundamental tasks in 
DUC 20015 and DUC 20026 (i.e. task 2 in DUC 2001 and task 2 in DUC 2002), and 
we used the two tasks for evaluation. DUC2001 provided 30 document sets and DUC 
2002 provided 59 document sets (D088 is excluded from the original 60 document 
sets by NIST) and generic abstracts of each document set with lengths of approxi-
mately 100 words or less were required to be created. The documents were news 
articles collected from TREC-9. The sentences in each article have been separated and 
the sentence information has been stored into files.  The summary of the datasets are 
shown in Table 1.  

Table 1. Summary of datasets 

 DUC 2001 DUC 2002 
Task Task 2 Task 2 
Number of documents 309 567 
Number of clusters 30 59 
Data source TREC-9 TREC-9 
Summary length 100 words 100 words 

We used the ROUGE [11] toolkit (i.e. ROUGEeval-1.4.2 in this study) for evalua-
tion, which has been widely adopted by DUC for automatic summarization evalua-
tion. It measured summary quality by counting overlapping units such as the n-gram, 
word sequences and word pairs between the candidate summary and the reference 
summary. ROUGE-N was an n-gram recall measure computed as follows: 

∑ ∑
∑ ∑

∈ ∈

∈ ∈

−

−
=−

f Sum}{S Sn-gram

f Sum}{S Sn-gram
match

gramnCount

gramnCount

NROUGE

Re

Re

)(

)(
 

(12) 

where n stands for the length of the n-gram, and Countmatch(n-gram) is the maximum 
number of n-grams co-occurring in a candidate summary and a set of reference sum-
maries. Count(n-gram) is the number of n-grams in the reference summaries. 

The ROUGE toolkit reported separate scores for 1, 2, 3 and 4-gram, and also for 
longest common subsequence co-occurrences. Among these different scores,  

                                                           
5 http://www-nlpir.nist.gov/projects/duc/guidelines/2001.html 
6 http://www-nlpir.nist.gov/projects/duc/guidelines/2002.html 
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unigram-based ROUGE score (ROUGE-1) has been shown to agree with human judg-
ment most [11]. We showed three of the ROUGE metrics in the experimental results: 
ROUGE-1 (unigram-based), ROUGE-2 (bigram-based), and ROUGE-W (based on 
weighted longest common subsequence, weight=1.2). In order to truncate summaries 
longer than length limit, we used the “-l” option in ROUGE toolkit. 

6   Evaluation Results 

In the experiments, the proposed document-based HITS model (DocHITS) is com-
pared with the following typical baseline systems: the PageRank model (PageRank), 
the sentence-based HITS model (SenHITS), the top three performing systems and two 
baseline systems defined by DUC. The SenHITS model does not take into account the 
document-level information. It considers sentences as both hubs and authorities by 
assigning a hub score and an authority score to each sentence, and then uses the rein-
forcement algorithm for the DocHITS model in Section 4 to iteratively compute the 
saliency scores of the sentences. The top three performing systems are the systems with 
highest ROUGE scores, chosen from the performing systems on each task respectively 
(i.e. SystemN, SystemP and SystemT in Table 2; System19, System26, System28 in 
Table 3). The lead baseline and coverage baseline are two baselines employed in the 
generic multi-document summarization tasks of DUC2001 and DUC2002. The lead 
baseline takes the first sentences one by one in the last document in the collection, 
where documents are assumed to be ordered chronologically. And the coverage baseline 
takes the first sentence one by one from the first document to the last document. Tables 2 
and 3 show the comparison results on DUC2001 and DUC2002, respectively.  

Table 2. Comparison results on DUC2001 

System  ROUGE-1   ROUGE-2 ROUGE-W 
DocHITS 0.37744 0.06966 0.11252 
PageRank 0.35474 0.05733 0.10667 
SenHITS 0.35320 0.06037 0.10737 
SystemN 0.33910 0.06853 0.10240 
SystemP 0.33332 0.06651 0.10068 
SystemT 0.33029 0.07862 0.10215 
Coverage 0.33130 0.06898 0.10182 
Lead 0.29419 0.04033 0.08880 

Table 3. Comparison results on DUC2002 

System  ROUGE-1  ROUGE-2  ROUGE-W 
DocHITS 0.38569 0.08519 0.12500 
PageRank 0.37510 0.07973 0.12198 
SenHITS 0.37057 0.07739 0.12132 
System26 0.35151 0.07642 0.11448 
System19 0.34504 0.07936 0.11332 
System28 0.34355 0.07521 0.10956 
Coverage 0.32894 0.07148 0.10847 
Lead 0.28684 0.05283 0.09525 
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Fig. 3. ROUGE-1 vs.  ω on DUC2001 
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Fig. 4. ROUGE-2 vs.  ω on DUC2001 

0.09

0.095

0.1

0.105

0.11

0.115

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
ω

R
O

U
G

E
-W

DocHITS PageRank SenHITS

 

Fig. 5. ROUGE-W vs.  ω on DUC2001 
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Fig. 6. ROUGE-1 vs.  ω on DUC2002 
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Fig. 7. ROUGE-2 vs.  ω on DUC2002 

0.11

0.115

0.12

0.125

0.13

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
ω

R
O

U
G

E
-W

DocHITS PageRank SenHITS

 

Fig. 8. ROUGE-W vs.  ω on DUC2002 
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Seen from Tables 2 and 3, both the HITS models (DocHITS & SenHITS) and the 
PageRank model perform much better than the top performing systems and the cover-
age and lead baselines. Our proposed DocHITS model outperforms the PageRank 
model and the SenHITS model over all three metrics on both datasets7, which demon-
strates that the document-level information does benefit the sentence ranking process 
and help to extract salient sentences. Out proposed document-based HITS model is 
validated to be very effective to leverage the document-level information in the sum-
marization process. 

In the above experiments, the penalty factor  is typically set to 10 for all the Do-
cHITS, PageRank and SenHITS models. In order to investigate how the factor influ-
ences the summarization performances, we vary the parameter  from 0 to 15. Figures 
3-5 show the ROUGE-1, ROUGE-2 and ROUGE-W performances with respect to  
on the DUC2001 dataset, respectively. And Figures 6-8 show the ROUGE-1, 
ROUGE-2 and ROUGE-W performances with respect to  on the DUC2002 dataset, 
respectively. With the increase of , the greater penalty is imposed on the sentences.   

Seen from the figures,  our proposed DocHITS model can always perform better 
than the baseline PageRank and SenHITS models on both datasets, no matter how the 
penalty factor ω is set. The results demonstrate the robustness of our proposed docu-
ment-based HITS model for multi-document summarization. The document-level 
information is further validated to be always beneficial to extract salient sentences 
from multiple documents.  

7   Conclusion and Future Work 

This paper proposes a novel document-based HITS model for multi-document sum-
marization, which can naturally incorporate the document-level information in the 
sentence ranking process. The experimental results on DUC2001 and DUC2002 dem-
onstrate the good effectiveness of the proposed model.  

In future work, we will use more fine-grained model to exploiting the paragraph-
level information to improve the summarization performance. 
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Abstract. Active contours, or Snakes, have been widely used in image process-
ing and computer vision and intensively studied over the last two decades. The 
philosophy of these models involves designing the internal and external forces 
and the external force drives the contours to locate objects in images. This pa-
per presents a novel external force called gradient vector convolution (GVC) for 
active contours. The proposed method is motivated by gradient vector flow 
(GVF) and possesses some advantages of GVF, such as enlarged capture range, 
initialization insensitivity and high performance on concavity convergence; in 
addition, it can be implemented in real time owing to its convolution mecha-
nism. Some experiments are presented to demonstrate the effectiveness of the 
proposed method.  

Keywords: active contour, gradient vector flow (GVF), gradient vector convolution, 
image segmentation. 

1   Introduction 

Image segmentation is one of the fundamental problems in image processing and 
computer vision, its main goal is to divide an image into several meaningful regions 
such that each region is homogeneous with respect to a certain criterion. Exploring 
accurate and efficient segmentation algorithms remains open because of image inho-
mogeneity and variability of object shapes. During the last twenty years, variational 
methods have been broadly studied for image segmentation and promising results are 
obtained [1~3]. The advantages of variational methods lie in their flexibility in model-
ing and various existing numerical implementation. The rationale of variational  
methods is to minimize an image-dependent energy functional; therefore, image  
segmentation is transferred to a mathematical optimization problem. 

Active contour models, or snakes, have been one of the most successful variational 
models for image segmentation [1,3,4], and they are elastic curves with internal and 
external energies; under these energies, the curves move and change their shapes to 
seek their local minimum energy. The internal energy keeps the contour continuous 
and smooth during deformation, while the external force drives the contour toward an 
object boundary or other desired features within an image. By constraining extracted 
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boundaries to be smooth and by incorporating other prior information about the object 
shape, active contours are robust to both image noise and boundary gaps. According 
to the representation of active contours, there are two kinds of active contours: para-
metric active contour (PAC) which adopts an explicit representation and geometric 
active contour (GAC) resorting to implicit manner. GAC is superior to the PAC in 
terms of topological changing issue; when there is no topology change, PAC still has 
some advantages such as noise robustness and low computation load and one can get 
directly meaningful description of objects from PAC.  

Since the external energy, or external force, plays a leading role in driving the 
snake contour to approach objects, it is widely studied in literatures. For example, Xu 
and Prince [5] proposed the GVF external force which outperforms the other gradient-
based methods in capture range enlarging and concavities convergence and becomes 
the focus of many research [6]. Park [7] and Yuan [8] almost simultaneously pro-
posed the virtual electric field (VEF) external force, in which each pixel is considered 
as a static charge. The VEF possesses some properties similar to the GVF, but has 
much shorter computational time than the GVF. Very recently, Li and Acton [9] pro-
posed an extended version of the VEF model by modifying the distance metric in 
VEF. Sum and Cheung [10] proposed the boundary vector field external force, under 
this external force framework, the snake contour evolves in two phases. Jalba et al. 
[11] recently proposed the charged particle model (CPM), where each pixel is also 
considered as a static charge. Later, the concepts proposed in [11] were generalized to 
geometric models [12]. 

In this paper, a convolution-based external force called gradient vector convolution 
(GVC) is proposed. The GVC method is motivated by gradient vector flow (GVF) 
and possesses some advantages of the GVF such as enlarged capture range, initializa-
tion insensitivity, concavity convergence, but its computational cost is low owing to 
its convolution mechanism. Some experiments are presented to demonstrate these 
advantages.  

The remainder of this paper is organized as follows: the snake model and GVF ex-
ternal force are briefly reviewed in Section 2; in Section 3, we detail the proposed 
method, including the philosophies and experimental results and Section 4 concludes 
this paper. 

2   Brief Review of the Snake Model and GVF External Force 

A snake contour is an elastic curve that moves and changes its shape to minimize the 
following energy [1]: 

( ) ( )( )∫ ++= dssEE extssssnake ccc
22

2

1 βα  . (1) 

where c(s) = [x(s) y(s)],s∈[0,1],is the snake contour parameterized by arc length, 
cs(s) and css(s) are the first and second derivative of c(s)with respect to s and posi-
tively weighted by α and β respectively. Eext(c(s)) is the image potential which may 
result from various events, e.g., lines and edges. By calculus of variation, the Euler 
equation to minimize Esnake is 
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0)()( =∇−− extssssss Ess cc βα  . (2) 

This can be considered as a force balance equation as follows: 

0int =+ extFF  . (3) 

where Fint= αcss(s)- βcssss(s) and Fext= extE∇− . The internal force Fint makes the 

snake contour to be smooth while the external force Fext attracts the snake to the  
desired image features. 

In a departure from this perspective, the gradient vector flow external force is  

introduced to replace extE∇− with a new vector v(x,y) =[u(x,y),v(x,y)] which is 

derived by minimizing the following function [5]: 

dxdyff ∇−∇+∫∫ ∇= vv
222µε  . (4) 

where f is the edge map of image I, usually, IGf ∗∇= σ  µ is a positive weight. 

Using calculus of variation, the Euler equations seeking the minimum of ε  are 
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where 2∇  is the Laplacian operator. The snake model with v as external force is 
called GVF snake. 

3   GVC: Gradient Vector Convolution External Force  

3.1   GVC: Rationale and Experiments 

The external force of the original snake model is the gradient of image edge maps, 
therefore, its magnitude is large only in the immediate vicinity of the edges and dies 
out rapidly when moving away from the image boundaries, even zero in homogene-
ous regions [5], this implies the capture range of the original snake is very small, so 
that the initial contour should be close to the desired boundaries and the snake contour 
even cannot dive into deep concavities. Also, image noise can cause spurious edges 
and the contour can easily be trapped by these false edges. To address these difficul-
ties, Xu and Prince [5] proposed the GVF external force by diffusing the gradient 
vector; as a result, the original gradient vector is smoothed and extended far from 
image edges.  

Although the performance of GVF is really high at capture range enlarging and 
concavities convergence, but it is computationally expensive in that one has to itera-
tively solve the generalized diffusion Eqs.(5) on the whole image. In order to solve 
this problem, we argue that one can extend the gradient vector and suppress noise by 
convolving the gradient vector with a certain kernel. Thanks to fast Fourier transform, 
this convolution operation would be implemented in real time and the snake model 
would benefit much from this convolution operation in computation time. We refer to 
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this convolution based external force as gradient vector convolution, in short, GVC. 
Denote the convolution kernel by K(x,y), GVC takes the following form:  

( )
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⎨
⎧

⊗=
⊗=

yxKfv

yxKfu

y

x

,

,
. (6) 

where [fx,fy] is the gradient vector of image edge map f. In practice, we take 
n

hryxK 1),( = , h,n +∈ R , hyxrh ++= 22 , which always works well in terms 

of extending and smoothing gradient vector. Generally, large ‘n’ makes the potential to 
decay fast with distance and vice versa; this property allows the GVC snake adapting 
to different applications. The factor ‘h’ plays a role analogous to scale space filtering, 
the greater the value of h, the greater the smoothing effect on the results; this property 
suggests that GVC would be very robust to noise. In addition, the kernel size also af-
fects the final GVC, the larger the size, the greater the smoothing effect on final GVC. 

We will conduct several experiments to demonstrate the properties of GVC. These 
experiments presented here are implemented in MATLAB 6.5 and run on a 1.83GHz 
CPU with 512M RAM. We first calculate the GVC on the room and u-shape images 
used in [5] to demonstrate concavity convergence and capture range enlarging. The 
parameters for GVC are: h =0, n=2.0, the kernel size is the same as that of the image. 
Size of both images is 64×64. Fig.1 shows the results. It can be seen from these re-
sults that GVC works very well and similar to GVF (see [5]). But the execution time 
of GVC for both images is 0.046s while that of GVF is 0.235s with 50 iterations.  

(a)                   (b)                (c) 

            
(d)                  (e)                   (f)  

Fig. 1. GVC External force and convergence of snakes. (a)~(c) On room image; (d)~(f) On  
u-shape image. 

As a second example, a comparative study of GVC and GVF is conducted on the 
heart image used in [5], shown in Fig.2(a). The heart image is first blurred with a 
Gaussian kernel with standard deviation 3.0, and the edge map is shown in Fig.2(b). 
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The GVC is calculated with n=2.0, h=2.0, and execution time is 0.531s, as shown in 
Fig.2(c). A circle is used as initial contour, the snake contour can correctly locate the 
left ventricle and the result is in Fig.2(d). The GVF is also calculated, for all GVF in 
this experiment, µ =0.15 and time step is 0.5. Fig.2(e) presents the GVF after 200 
iterations, and execution time is 6.407s. The same circle as in Fig.2(d) is used as ini-
tialization, but due to the critical points in GVF [13], the snake contour collapses to a 
tangled curve, see Fig.2 (f), therefore, a larger circle including the critical points is 
employed as initialization and the segmentation result is fairly satisfactory, see 
Fig.2(g). This result implies that the critical point issue of GVC snake is less serious 
than that of the GVF snake. In addition, comparing Fig.2 (d) and (g), although the 
initial contour in Fig.2 (g) is larger, but the segmentation result of the GVC snake is 
much better than that of the GVF snake at the 12- and 1-oclock position. We also 
observe this phenomenon in the room image that GVC snake can detect the corner 
more accurately than that of the GVF snake (see the result in [5] and in Fig.1). What’s 
more, let’s keep in mind: the computation time of the GVC is much shorter than that 
of the GVF. 

   

                  (a)                           (b)                              (c)                          (d) 

     

                                  (e)                            (f)                             (g)       

Fig. 2. Comparison of GVC and GVF on heart image. See text for details. 

3.2   Remarks on GVC 

It is well-known that for any bounded )( 2RCg ∈ , the linear diffusion process 
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where Gσ is the Gaussian kernel with standard deviation σ. This fact tells us that the 
solution of diffusion equation can be obtained by convolution operation. Meanwhile, 
just as stated by Xu and Prince [5], the GVF equation (Eqs.(5)) is a biased version of 
Eqs.(7), can the solution of Eqs.(5) also be obtained via convolution? Unfortunately, 
we can not explore the exact relationship between the solution of Eqs.(5) and a certain 
convolution, but this motivates us to convolve the gradient vector with a certain ker-
nel to extend the gradient vector and suppress noise so as to facilitate initialization of 
snake model. In some sense, the GVC can be considered as an approximation of 
GVF; it is very interesting that the GVC, an approximation, outperforms the GVF, the 
original one, particularly in computational time. The GVC external force can serve as 
an alternative to GVF, not only for active contours, but also for other applications 
such as finding symmetry axes [14] and extraction of curve skeletons [15]. 

4   Conclusion  

In this paper, we have presented a novel external force called gradient vector convolu-
tion (GVC) for active contours. The GVC is obtained by convolving the gradient 
vector with a certain kernel and a practical form of the kernel is also presented. We 
have also showed qualitatively that the GVC is an approximation of the GVF. Ex-
periments demonstrate that the GVC snake outperforms the GVF snake, in particular 
in computational time. For further study, we will launch an in-depth theoretical analy-
sis of the GVC and explore the performance of the GVC for more applications. 
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Abstract. The grounding problem remains one of the most fundamental issues 
in the field of Artificial Intelligence. We argue that representations are 
grounded information and that an intelligent system should be able to make and 
manage its own representations. A perusal of the literature reveals much confu-
sion and little progress in understanding the grounding problem. In this paper 
we delineate between information and representation where a representation is 
grounded information; as a result we provide much needed clarity and a new 
base from which to conduct an innovative analysis of grounding that delivers a 
novel and insightful understanding of intelligence that can be used to guide and 
inform the design and construction of robust autonomous intelligent systems 
with intention and that know what they are doing and why they are doing it. 

Keywords: Robotics, Perception, Knowledge Representation, Intelligent  
Systems. 

1   Introduction 

Knowledge representation is a key pillar of knowledge management, artificial intelli-
gence, cognitive science and software engineering. The field of Artificial Intelligence 
(AI) explores ways to build representations of information from the world’s richness 
and to manage these representations over time for a range of purposes from decision 
making to actuation. Like humans, a truly intelligent system should be able to build 
its own representations. This paper argues that the field of AI should devote more 
effort and resources to the development of a practical understanding of how to design 
systems that can build their own representations, possess intention and know what 
they are doing and why. 

Despite its fundamental importance there are few formal frameworks for exploring 
and evaluating knowledge representations. Even worse there is no common agreement 
on what a representation actually is or should be, not even an informal description of a 
representation. Terms like information, representation, and models are often used inter-
changeably which only fuels the confusion. In this paper we distinguish information 
from representation, and classify models as either informational or representational. 

In the early 1990s Brooks challenged the prevailing assumption that representa-
tions are needed for intelligence. His work generated much lively debate and argu-
ment. His so-called behavior-based architecture is founded on the idea that a system 
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need not build and maintain models of the world because the world is its own best 
model and an intelligent system can simply sense the world directly, instead of invest-
ing in building and maintaining a so called world model [2, 3]. Despite giving the 
status quo a shakeup and putting robot behavior and experience alongside rationality 
on the research agenda, Brooks’ approach has not lead to major advances or scientific 
breakthroughs. Furthermore, whilst his robot designs were not based on logical repre-
sentations they were not devoid of symbolic representation e.g. they used entities in 
computer memory such as numbers.  

In this paper we put forward the proposal that representations are grounded  
information, and that human intelligence stems from our astounding ability to build 
representations, i.e. to ground information. In fact, we ground most information so 
effortlessly that we take the process and the capability to do so for granted, and as a 
result we often conflate information, models and representations, and even worse our 
perception of reality with reality itself. When we try to build artificially intelligent  
systems like robots and design their grounding capabilities we come up against the 
complexity and challenge that the grounding problem presents. This paper takes an 
important step towards clarifying the underlying concepts and terminology that we 
can use to advance our understanding of the grounding problem.  

AI researchers have designed and built impressive robotic systems that demon-
strate complex skills and that can perform sophisticated tasks; however these systems 
are limited in their capacity for autonomous representation construction, because the 
robot’s mechanisms to ground information are carefully crafted by system designers 
and the robots operate with significant human assistance and intervention over their 
whole lifetime. Few robots can build representations on the fly by themselves. As a 
result most systems perform poorly in novel or unexpected situations because they 
cannot create effective representations of their new experiences. 

The idea that representations are grounded information provides a crucial distinc-
tion between the basic concepts of representation and information. We believe that 
the conflation of these concepts has lead to unnecessary confusion and a lack of clar-
ity in the literature and the grounding debate, and as a result our understanding of 
grounding has been hampered and led to a lack of progress towards the development 
of genuinely intelligent systems that know what they are doing and that can build 
their own representations autonomously via their own experiences, rather than relying 
on human designers to interpret the world and craft their representations for them. 

It is fair to say that the reason logic-based methods have come to dominate the 
field of Knowledge Representation is because they provide mechanisms that help 
“make sense” of information by providing guidelines that minimize the number of 
interpretations, the number of representations that can be legally constructed, or pro-
vide a truth-based semantics which can be used to interpret information using a 
straightforward procedure. In addition significant strides have been made in areas like 
databases and the Semantic Web because the representation-information dichotomy 
underlies conceptual schema that embed “meaning” into information so that it can be 
made sense of and converted to representations during subsequent processing. In 
these highly constrained relatively simple systems there is often a 1:1 relationship 
between information and representation, but this relationship is lost when we move 
outside simple domains into more open, complex and dynamic environments of the 
kind that mobile robots inhabit. There is little work that explicitly recognizes the 
difference between information and representation in the field of robotics. 
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Fig. 1. Schrödinger’s Equation 

To emphasize the need to recognize and address the issues that the information-
representation dichotomy raises consider Schrödinger’s Equation (in Fig. 1.), the 
source of a rich representational model that predicts the future behavior of a dynamic 
system; written on a piece of paper it is merely a source of information. In most of the 
literature no distinction is made between the model as information in the external 
world and the model as representation in the mind of a cognitive agent like a person. 
There are many levels, perspectives and lens through which we can ground the infor-
mation encapsulated in Figure 1; the pixel level, the character level, the general 
mathematical lens, or the physics lens. The information conveyed in Figure 1 would 
almost certainly be grounded differently and therefore converted into different repre-
sentations, by a child, an AI researcher, a mathematician, a chemist, a physicist, an 
historian, and a cat.      

2   The Grounding Problem in Retrospect 

In this section we provide a brief history of the progress towards an understanding of 
grounding, and we argue that the next best constructive step is the development of a 
framework based on well defined concepts which can be used to design and analyse 
grounding capabilities, and to explicitly compare grounding across systems and 
agents. The key purpose being to develop cognitive agents, like robots, that can build 
and manage their own representations all by themselves, i.e. autonomously. 

Grounding has been occurring at least as long as there have been living systems on 
the Earth. One could take the view that evolution has been busy at work pursuing the 
challenge of inventing increasingly better designs and technologies for grounding, 
which so far has culminated in the human body and mind.     

In contrast to Brooks we consider cockroaches to have representations that help 
them determine how to respond to information captured by their senses, e.g. light, 
chemicals, and physical surfaces. There is no evidence that cockroaches develop and 
maintain world models, in the same way that people or a robot does, however, they do 
have representations that allow them to interpret information impinging on their 
senses so as to support their behaviour and survival. Even simple nematodes such as 
Caenorhabditis Elegans have a rudimentary memory which they use to represent 
chemical gradients and to control chemotaxis [8]. Clearly the better a systems’ 
grounding capability relative to its environment, the more successful it will be and the 
more likely it will multiply and pass its DNA to the next generation. Evolution re-
wards and propagates well grounded systems over poorly grounded systems where a 
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well grounded system has or creates high quality representations that help it make 
sense of its inner and outer worlds [8].  If a system has a memory, it probably has 
representations that need to be grounded. Representations can take a wide range of 
forms, we are not suggesting they are necessarily symbolic, and our approach makes 
no particular assumptions about the form or content of representations. Our approach 
can be used to analyse grounding capabilities of cockroaches just as well as the Mars 
Rovers, Spirit and Opportunity, or to compare a chimpanzee’s grounding capabilities 
with that of a human’s [22].  

The Ancient Greeks were fascinated by grounding; they pondered the relationship 
between ideas and reality incessantly and obsessively. We have made some progress 
in understanding grounding over the ensuing millennia but a thorough and compre-
hensive understanding still alludes us today. Socrates, Plato, and Aristotle were inter-
ested in the relationship between physical reality and the reality of ideas; they gave 
ideas the highest value and saw physical reality as the imperfect reflection of ideal 
reality. From this base scientists and philosophers across the ages have explored 
grounding. Undoubtedly, Galileo had a sophisticated and unique understanding of the 
interplay between concrete abstract ideas and reality due to his broad knowledge and 
experience in mathematics, theoretical physics, experimental physics, and astronomy. 
So it is a great pity that he lived during the Roman Inquisition which meant that he 
had to obfuscate many of his theories and thoughts on such matters. A younger con-
temporary Rene Descartes, however, was able to propose a dualistic’ understanding of 
reality, and later Leibnitz considered reality as mental phenomena and insightfully 
wrote “... matter and motion are not substances or things as much as they are the phe-
nomena of perceivers, the reality of which is situated in the harmony of the perceivers 
with themselves (at different times) and with other perceivers.” 

From a more formal perspective Tarski invented a theory of truth based on syntax 
and semantics [17], and for his system truth is reality. Peirce wanted more and devel-
oped his theory of semiotics with the extra feature of a referent. According to David-
son, a Tarskian theory of truth for a language is a theory of meaning for that language. 
The Deflationists believe that to assert a statement is true is the same as asserting the 
statement itself [18]. 

Albert Einstein, like Leibnitz, was also a phenomenalist and playfully stated “Real-
ity is merely an illusion, albeit a very persistent one.” Feynman viewed the world as 
teeming with information like energised waves and particles whizzing around us of 
which only a tiny percentage is captured by our sensors. He often noted that there was 
a close relationship between the laws of physics and reality, and that the laws of phys-
ics were only ever mere conjectures, since they could never be proved correct, only 
proven false when contradicted by experimental evidence. One of the more inventive 
approaches to describing reality is the Clifford Pickover’s Hawking Reality Scale [14] 
where reality as people experience it is 0 on the exponential Reality Scale, and suc-
cessive 10 units on the scale account for a reality one hundred times more distorted 
than the last. Hawking himself, continues to maintain that something as incomprehen-
sible as quantum mechanics, “should concern us all, because it is a completely differ-
ent picture of the physical universe and of reality itself”.  

Searle reinvigorated the grounding debate in Artificial Intelligence with the now 
well known and provocative Chinese Room thought experiment [15] where a non-
Chinese speaking man trapped in a room, answers questions in Chinese by following 
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stepwise instructions with access to a Chinese questions and answers database. Apart 
from the fact that, such a database does not exist, Searle convincingly demonstrated 
that the man gave the impression he understood Chinese, but in actual fact he was 
unable to attribute meaning to the questions encoded in Chinese directly. Instead he 
was merely following instructions and had absolutely no understanding of the content 
of the questions or the answers. It is noteworthy that although he was unable to attrib-
ute the same meaning to the Chinese characters as say a Mandarin speaker might, he 
was able to ground the characters in order to match the correct response. 

Brooks [2, 3] attacked the high level symbolic approach, the dominant approach at 
the time, in an attempt to make a case for his layered activity based bottom-up ap-
proach to intelligence. According to Brooks “the world is its own best model” [3]. He 
is a strong proponent of the need to ground systems in the physical world, and he 
continues to maintain that it is only through physical grounding that a system can give 
meaning to its processing. Harnad introduced the term “symbolic grounding” and 
appears to have taken the debate off in the direction of symbolic processing and 
something he calls “intrinsic meaning” [10]. Steels [19] has argued that labelling the 
grounding problem, the symbol grounding problem, has lead to widespread confusion 
because there is no unique or widely accepted interpretation of “symbol” and a broad 
range of interpretations span researchers from AI to Linguistics. In particular, the 
nonsymbolic systems described by Harnad, namely neural nets, are implemented as 
computer programs and one could argue that they are as symbolic as a logic-based 
knowledge base or an Arabic dictionary. 

Rapid recent progress in the field of robotics has raised the grounding problem 
once more [5, 9], since intelligent robots need to ground information and build repre-
sentations autonomously. The main challenge is how to discover how to make repre-
sentations from information so that we can build artificially intelligent systems that 
can do it.  For humans, a representation is the result of grounding information where 
grounding involves making sense of information.  Not only do humans make sense of 
raw information from sensors, but we are aware we do it, and are even conscious of 
some of our representation making. Unfortunately, we are not typically aware of how 
we do it and as a result trying to replicate it in artificial systems is a challenge.  

The importance of the distinction between representation and information is clev-
erly illustrated by the Belgian Surrealist René Magritte in his painting reproduced in 
Figure 2 below. First the object of interest is the image/picture on the page which is 
just a bunch of pixels/ink dots organized in a certain way. Consider a computer-based 
photocopy machine which is able to capture the information in the image and repro-
duce it with a high degree of fidelity, and able to make an almost exact copy. Should 
we say it can make representations? It has a form of memory/storage where the cap-
tured information takes on meaning for the machine, so it seems reasonable to suggest 
that a modern photocopier can represent attributes of pixels in an image. At the other 
end of the spectrum people can trivially “make sense” of the pixels and “see” an ob-
ject, some might recognize as a pipe, some can represent and read the French text 
“Ceci n'est pas une pipe”.  Some people may ignore the text, others try to interpret it; 
some may conclude it is a mistake, a contradiction, a joke, or an allusion, and others 
may see truth in the statement, after all a picture of a pipe, is not a pipe. Presented 
with this picture reflected photons impinge on the rods and cones in our further proc-
essing in the brain to create a conscious representation. 
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Fig. 2. Ceci n'est pas une pipe. (This is not a pipe) by René Magritte 1926. 

The information continuously captured by our senses is used to produce our per-
ceptions, concepts and knowledge to produce rich and complex representations, and 
we are only conscious of some of it, mostly the end product of all the complex proc-
essing. We are constantly bombarded with information; it impinges on our senses in 
steady streams and fluctuating bursts. Our grounding capability meticulously finds 
patterns in the information streaming in through our senses, and we carefully (and 
magically) massage the information we capture from multiple sensors into (meaning-
ful) representations of physical and abstract things that we are able to subsequently 
comprehend and interpret. 

There is a significant difference between information and representation; one can 
think of them as the input and output to a grounding process which for many applica-
tions could be conceived as a service and, therefore, it makes sense to consider the 
quality of a grounding service. Williams et al develop a Grounding Framework for 
evaluating how well a system grounds its information in [22]. 

3   Information and Representation 

Information is non-representational; it creates the so-called raw feels that our senses 
detect internally and externally, and also particles/waves/energy we cannot detect 
with our limited human senses, e.g. radio waves.  We are immersed in a sea of infor-
mation and we are able to sense some directly like electromagnetic radiation in the so-
called visible part of the spectrum, to conceive and imagine information beyond our 
senses such as radio waves and to create information in our own minds that we some-
times transpose for others to sense and make sense of such as the drawing of a dragon. 
We place no restrictions on information; it can be anything: a photon, a particle, a 
wave, a physical object, an abstract object, a class, an event, an action, relationship, or 
a representation. 

Making sense of information creates representations. Making sense can involve 
recognizing simple patterns like a snake from information impinging on its heat sen-
sors or a university chemistry student trying to understanding the wave function, ψ, in 
Schrödinger’s Equation. Representations for our purposes are open and the only re-
quirement is that they ground some information. Representations can be generated 
from sensorimotor information, logic-based information, linguistic expressions, arte-
facts like a web page, a cave painting, a wristwatch, a hammer. Representations of 
physical objects are important but so too are representations of abstract entities such 
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as object functionalities and relationships between objects, and descriptions of ways 
to interact with specific objects such as affordances.  

For the purpose of understanding the process of grounding it is insightful to clas-
sify representations into two important classes: cued and detached [6]. Cued represen-
tations are associated with the perception of things that are present, and detached 
representations are associated with entities that are not currently perceived. Sensations 
are immediate sensorimotor impressions, perceptions are grounded sensorimotor 
impressions, and simulations are detached representations. Sensations provide sys-
tems with information from the external (e.g. environment) and internal (e.g. body) 
world that a system can use to build representations and awareness. They exist in the 
present, are localised in the body/system, and are modality specific, e.g. visual, audi-
tory, not both. Perceptions can ground more information than raw sensorimotor  
information, e.g. they can merge information from multiple sources to create multi-
modal representations. They can represent accumulated sensorimotor information and 
sensorimotor information reinforced with simulations [6, 8]. Sensations are raw feels 
and involve signals from external sensors or from inside the system itself, but percep-
tions can use additional information derived from previous experiences and/or out-
comes of learning. In contrast to sensation, perception can be cross-modal and can 
generate persistent representations which give raise to important cognitive capabilities 
such as object permanence. A detached representation is a simulation or abstract con-
cept; something that can be utilized regardless of whether what it represents is present 
or not. A detached representation can even stand for something that does not exist at 
all. It turns out that humans readily use detached representations however other ani-
mals tend to use cued representations, and as a result they require a less responsive 
memory and they take fewer things into consideration when generating future possi-
bilities during  planning [8, 13] because they tend to plan with cued representations. A 
cognitive agent using detached representations will be more powerful in terms of 
explanation, prediction, planning, and collaboration provided they have high quality 
grounding capabilities and sufficient information processing power to build and man-
age them.   Representations can be generated from information that has been gathered 
from a wide range of sources e.g. internal and external sensors, internal and external 
effectors, external instruments, and external systems. In addition they can result from 
fusing sensorimotor information with high level representations such as perceptions, 
concepts and linguistic expressions. Consider a doctor who not only grounds his own 
sensorimotor information, but information acquired from colleagues, books, lab tests, 
instruments that measure temperature, heart beat, blood pressure and oxygen content 
of the blood. Detached representations are extremely powerful. They can be manipu-
lated independently of the external world, i.e. can be conceived and do not need to be 
directly perceived. Some examples of important detached representations are absent 
objects, past and potential future world states. 

4   Grounding Capabilities  

Grounding impacts how and what representations are created. For example, for a 
system to plan it needs representations of potential future needs and future world 
states [6, 8]. Chimpanzees can construct elaborate but limited plans where elements in 
the plan are usually constructed from cued representations of objects. Our current 
understanding suggest that chimpanzees do not tend to make representations of future 
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needs based on the observation that they do not tend to carry tools such as stones that 
can be used to crack  nuts, from place to place [6].  

We define the process of grounding to be the construction, management and inter-
pretation of representations. Systems from airline reservations to autonomous mobile 
robots rely on well grounded representations [22]. A grounding capability provides 
basic infrastructure for cognition and intelligence. Consequently, what, how, and how 
well, information is grounded is of significant interest and crucial importance in AI. 
Grounding can be goal specific, domain specific, context specific, and system spe-
cific. Having defined grounding and grounded information we can focus on exploring 
the nature of the quality of the representation. A representation is created by a sys-
tem’s grounding capability, i.e. the capability to make sense of information.  

Clearly, the ability to make representations is closely related to what we call intel-
ligence. In order to build a truly intelligent system we need to ensure that once de-
ployed the system can generate high quality representations on the fly without the 
assistance or direct intervention of humans, even in novel situations.  

Cognitive agents manage representations about their internal states and the external 
world they inhabit; they use these representations to perform and achieve their design 
goals. As the complexity of the world they seek to exploit increases they have a grow-
ing need for more sophisticated methods to generate and manage representations 
effectively over time in the face of uncertainty, inconsistency, incompleteness, and 
change in complex and dynamic environments.  

Significant work in the area of logic-based AI has been carried out in the quest to 
address these issues, however how these high level constructs are grounded so that 
systems can manage them autonomously over time in complex and dynamic environ-
ments remains an important and open challenge.  Much of AI explores agent beliefs 
and many of the problems belief management faces stem from the conflation of the 
information and its corresponding representation. 

In Intellectual Property Law ideas and their expression are treated entirely differ-
ently. This is known as the idea-expression dichotomy [20]. For example, one cannot 
copyright an idea, only the expression of an idea. In AI however, the expression of 
belief is often treated as the belief, but isa(John,father) is not a belief, in the same 
way the object depicted in Figure 1 is not a pipe.  Beliefs are ideas while 
isa(John,father) and the pipe as depicted in Figure 2 are expressions of ideas. The 
distinction between a representation and information, or idea and expression, becomes 
crucially important when we try to design and build any intelligent system, not just AI 
systems on robots.  

Having defined the process of grounding and an information-representation di-
chotomy, we can focus on the quality of the process of grounding. In order to be intel-
ligent a system needs to be suitably grounded. Poorly grounded representations give 
rise to deluded systems that exhibit poor quality decision making, an inability to 
communicate and collaboration, and potentially dangerous behaviour. Representations 
are grounded information and are said to possess the property of groundedness. 
Groundedness is rich and complex, and it has a definitive impact on the possible at-
tributes and behaviours that a system can display, and capabilities it can possess. 
Clearly, systems are not just grounded or ungrounded, but they can exhibit degrees of 
groundedness in a range of different dimensions. It makes sense to say of two 
grounded systems that one is more grounded than another. 



 Representation = Grounded Information 481 

5   Evaluating Grounding 

The grounding process needs to be analysed and assessed on three important aspects: 
the construction, the management and the interpretation of representations. For repre-
sentation construction we note that most contemporary artificially intelligent systems 
do not construct, or even manage their own representations, instead the mechanisms 
to do so are crafted by human designers; little of the construction and management 
mechanism is autonomous even in agents that use unsupervised machine learning. 
Once human designers deploy the mechanisms for systems to build, manage and in-
terpret representations, systems can perform highly sophisticated tasks and their per-
formance reflects the abilities of the designers. 

A crucial ingredient for intelligence is the ability to make sense of information, in 
other words to ground information into representations. Even Brooksian robots, like 
Genus Khan, attempt to make sense of the world and produce representations in this 
sense. Many aspects of intelligence rely on representations for example: 

• Knowing what you know, e.g. I know that my son was born in 1998, what you 
don’t know, e.g. where my son is right now, what you are doing e.g. writing, 
how you are doing it e.g. on a computer, why you are doing it e.g. its fun, what 
your goals are, e.g. to convey innovative ideas, how to achieve your goals, why 
they are your goals, etc. 

• Knowing what others know, what others don’t know, what others are doing 
(and how and why), what interests others and what will get their attention  
(and why). 

• Anticipating future developments; intelligent agents need to anticipate events 
and eventualities by exploiting their ability to represent and rehearse the fu-
ture; to conduct risk assessment and risk management. 

Intelligence involves various abilities including intention, motivation, adaptability, 
reasoning, foresight, insight, reactivity, proactivity, creativity, problem solving, 
judgement, decision making, planning, strategizing, learning, empathy, communica-
tion, collaboration.     The quality of these powers and abilities is directly dependent 
on the quality of the systems’ grounding capabilities, the representations they make 
and their ability to interpret them. High quality grounding is crucial to intelligent 
behaviour; moreover the ability to reason about other agents grounding capabilities is 
crucial for meaningful communication, and effective collaboration.     

Contemporary robots do not experience the world like us because their grounding 
capabilities are significantly different to our own. For example, as illustrated in  
Figure 3 a typical soccer playing AIBO lives in a colour coded world and does not 
have stereo vision, and as a result the its perception of the objects like the ball is as a 
2D blob in an image, and not as a 3D sphere. It is important to note that even though 
the soccer playing robots live in a colour coded world colours are completely depend-
ent on ambient lighting conditions so that lowering the ambient lighting makes the 
ball appear a darker colour and eventually not orange at all. People tend to conceptu-
alise colour as an intrinsic property of objects but it is not intrinsic at all. 

Our perceptions of reality are uniquely human, and when we design and analyse 
the grounding capabilities of other systems, like soccer playing robots, we often im-
plicitly compare them to ourselves and fail to clearly identify the assumptions we 
make  in  that  comparison.  Reality  is  experienced  and  represented (perceived  and  
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Fig. 3. (a) Raw image derived from a robots camera (b) Perceptual representation of the ball, 
beacon and 

conceived) differently by different systems; it is dependent on sensory, motor and 
cognitive capabilities. Systems with similar grounding capabilities probably experi-
ence the world similarly, e.g. you and me; chimpanzees and gorillas. Humans have a 
tendency to anthropomorphise other agents; this essentially amounts to projecting our 
grounding capabilities onto other entities like Honda’s humanoid Asimo, as a means 
to design and interpret their behaviour. 

We conceptualize grounding as a capability since it can be more than a transforma-
tive step by step process; it can be a complex capability that is experienced and dis-
tributed. A grounding capability could be an agent or a group of agents like a team or 
organization. It is sometimes useful to formally describe grounding capabilities and 
we use a simple relational description because we want to illustrate the main ideas 
and to build agents that can reason about the grounding capabilities of other agents.  

Grounding capabilities are those capabilities required to produce representations. 
We say grounding capability G grounds information I to generate representation R, 
and denote it as grounds(G, R, I) and we define a relation  represents such that R = 
represents(I). Note, some special cases may require the relation represents to be a 
function and clearly I may be a label for the actual information, e.g. when I is a form 
of energy.  Consider the pain Agent007 feels when someone punches him, we can say 
grounds(Agent007,  pain, punch_impact), but the string “pain” hardly represents the 
pain he feels, and the word punch leaves much unrepresented about that action, espe-
cially if Agent007 would like to anticipate and avoid it next time. These difficulties 
and deficiencies need to be addressed in system design, serious problems arise if we 
just say ‘pain’ = pain and ‘punch impact’ = punch_impact as the Deflationists do.  In 
robotic system design in particular it is often crucially important to identify and de-
scribe grounding via experience and to analyse a particular grounding or representa-
tion by making it explicit. Other examples include grounds(Agent007,“Doctor”, 
image(doctor.jpg)) which says Agent007 uses the word “Doctor” to represent image 
information contained in a file called doctor.jpg. We can also use grounds to make 
statements about a common or social grounding which is a shared among a group of 
agents such as the Australian Medical Board (AMB)   grounds(AMB, ”Doctor”, im-
age(doctor.jpg)). 

Conceptualizing grounding as a capability raises the following obvious and impor-
tant research questions: (i) what are the important features of a grounding capability, 
(ii) how can different grounding capabilities be compared and measured, (iii) how can 
we understand grounding capabilities better, (iv) how can we reason about the differ-
ent grounding capabilities, and (v) how can we construct a grounding capability for 
artificially developed systems so that they can build their own representations.  
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Ownership of representations is important and the ability to reason about ownership 
and privacy for example is a powerful ability.   

On this view if grounding creates representations from information then the search 
for better representations for humans and computers is a valuable line of research, but 
a more valuable challenge to pursue is a better understanding of how information can 
be grounded to create representations by an artificial system through its own experi-
ence all by itself. The relationship between making representations and intention also 
raises many important research questions. 

We need to develop tools and techniques that help us explore the process of 
grounding, only then will we be able to develop systems that can ground themselves 
effectively, i.e. generate, manage and interpret their own high quality representations.  

6   Discussion 

A poorly grounded system will struggle to exhibit intelligence, no matter how sophis-
ticated its decision making ability. Despite its significance, a trawl of the literature 
soon highlights that grounding is still a poorly understood concept and capability. 
Even worse confusion abounds. Similarly for intelligence, for example, there is  
no widely accepted definition of intelligence – in this paper we have argued that intel-
ligence involves the ability to make representations. Given the importance of  
grounding and its major impact in system design it is surprising that it is rarely ad-
dressed head. Progress towards building intelligent systems with rich flexible repre-
sentations has been retarded because the concept of grounding is complex and poorly  
understood. 

The quality of representations singularly determines the choice, quality and power 
of problem solving approaches and the scope for creativity, innovation, and intelli-
gence. The field of AI has taken some impressive steps towards building systems that 
can ground themselves but in order to take those achievements to the next level we 
need to have a better understanding of grounding so as to build robust autonomously 
grounded systems that can adapt and respond appropriately in novel and unexpected 
situations. 

We provided an innovative conceptualization of representation that delivers sig-
nificant value given there was no such conceptualization previously; it identifies an 
important distinction between information and representation much like the distinc-
tion between an idea and its expression in Copyright Law. Furthermore, it improves 
our understanding of intelligence and cognition, and has implications for systems 
design. In addition, it highlights the need for future research to operationalise the 
operator grounds, since it is this operator that makes representations.  

We argue that without a clear and deep understanding of grounding, and practical 
methods for systems to use to autonomously make representations the achievement of 
Artificial Intelligence will remain a dream and beyond our grasp. 
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Abstract. Thousands of Machine Learning research papers contain ex-
perimental comparisons that usually have been conducted with a single
focus of interest, often losing detailed results after publication. Yet, when
collecting all these past experiments in experiment databases, they can
readily be reused for additional and possibly much broader investiga-
tion. In this paper, we make use of such a database to answer various
interesting research questions about learning algorithms and to verify a
number of recent studies. Alongside performing elaborate comparisons of
algorithms, we also investigate the effects of algorithm parameters and
data properties, and seek deeper insights into the behavior of learning
algorithms by studying their learning curves and bias-variance profiles.

Keywords: machine learning, meta-learning, data analysis.

1 Introduction

“Study the past”, Confucius said, “if you would divine the future”. Also in
machine learning, studying the results of earlier analysis is essential to gain a
deeper understanding of learning methods.

As learning algorithms are typically heuristic in nature, learning experiments
are needed to investigate the (combined) effects of different kinds of data, differ-
ent preprocessing methods and, in many cases, different parameter settings. With
so many factors influencing an algorithm’s behavior, these experiments are (or
should be) quite general, which means that they probably have more uses than
originally intended and, when brought together, may lead to many new insights.

To make these learning experiments available for future use, they can be
submitted to an experiment database [1]. This is a database specifically de-
signed to store learning experiments, including all details about the algorithms
used, parameter settings, dataset properties, preprocessing methods, evaluation
procedures and results. When new learning experiments, as well as meta-level
descriptions of its components, are submitted to the database, they are automat-
ically stored in a well-organized way, creating a detailed map of known learning
approaches, their performance on past problems, and all known theoretical prop-
erties. All this information can then be accessed by writing the right database
query (e.g. in SQL). As we will demonstrate, this provides a very versatile means

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 485–496, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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to investigate large amounts of experimental results, both under very specific and
very general conditions.

The concept of experiment databases has been introduced before, and detailed
information is available on how to design [1] and query [10] them, and how exper-
imental information can be formally described in order to be submitted to public
experiment repositories [11]. In this paper, we employ such a large, publicly avail-
able experiment database, with the goal of learning from those past results and
answering a range of fundamental questions in machine learning research.

More specifically, we distinguish between three types of studies, increasingly
making use of the available meta-level descriptions, and offering increasingly
generalizable results1:

1. Model-level analysis. These studies evaluate the produced models through
a range of performance measures, but typically consider only individual
datasets and algorithms. They typically try to identify HOW a specific al-
gorithm performs, either on average or under specific conditions.

2. Data-level analysis. These studies investigate how known or measured data
properties, not individual datasets, affect the performance of specific algo-
rithms. They identify WHEN (on which kinds of data) an algorithm can be
expected to behave a certain way.

3. Method-level analysis. These studies don’t look at individual algorithms,
but take general properties of the algorithms (eg. their bias-variance profile)
into account, using these properties to identify WHY an algorithm behaves
a certain way.

In the next section, we first give a short overview of the experiments available
in the database. The three ensuing sections cover the different types of studies
mentioned above. Section 6 concludes.

2 A Repository of Learning Experiments

The experiment database used in this study contains about 500.000 experi-
ments of supervised classification. It stores 54 classification algorithms from the
WEKA platform[12], together with all their parameters. It also holds 86 com-
monly used classification datasets taken from the UCI repository, described by
56 data characteristics, most of which are mentioned in [7]. Moreover, it contains
a range of preprocessed datasets created by sampling the original datasets by
removing 10%, 20%,... of their instances, and by applying feature selection with
Correlation-based Feature Subset Selection using a best-first search method [4].

As for the available experiments, it contains the results of running all algo-
rithms, with default parameter settings, on all datasets. Furthermore, the al-
gorithms SMO (a support vector machine trainer), MultilayerPerceptron, J48
(C4.5), 1R, Random Forests, Bagging and Boosting are varied over their most

1 A similar distinction is identified by Van Someren [9].
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important parameter settings2. For all these algorithms, 20 sensible values were
defined for each parameter3, and the algorithms were run using those values
while keeping the other parameters on their default value. In the case of J48,
Bagging and 1R, parameters were additionally varied randomly to achieve at
least 1000 experiments per algorithm on each dataset. For all randomized al-
gorithms, each experiment was repeated 20 times with different random seeds.
All experiments where evaluated with 10-fold cross-validation, using the same
folds on each dataset, and a large subset was additionally evaluated with a bias-
variance analysis.

The database is publicly available on http://expdb.cs.kuleuven.be/. All
SQL queries used in this paper (not printed here because of space constraints)
are also available there, and most of the graphs can be instantly generated online
as well.

3 Model-Level Analysis

In the first type of study, we are interested in how individual algorithms perform
on specific datasets. This is the most common type of study, typically used to
benchmark, compare or rank algorithms, but also to investigate how specific
parameter settings affect performance.

3.1 Comparing Algorithms

To compare the performance of all algorithms on one specific dataset, we could
select the name of the algorithm used and the predictive accuracy recorded in all
experiments on, for instance, the dataset ‘letter’. For more detail, we can also se-
lect the kernel in the case of a SVM and the base-learner in the case of an ensemble.
We order the results by their performance and plot the results in Fig. 1.

Since the returned results are always as general as the query allows, we now
have a complete overview of how each algorithm performed. Next to their opti-
mal performance, it is also immediately clear how much variance is caused by
suboptimal parameter settings (at least for those algorithms whose parameters
were varied). For instance, when looking at SVMs, it is clear that especially the
RBF-kernel is of great use here, while the polynomial kernel is much less inter-
esting4. However, there is still much variation in the performance of the SVM’s,
so it might be interesting to investigate this in more detail. Also, while most
algorithms vary smoothly as their parameters are altered, there seem to be large
jumps in the performances of SVMs and RandomForests, which are, in all like-
lihood, caused by parameters that heavily affect their performance. Moreover,

2 For the ensemble methods, all non-ensemble learners were used as possible base-
learners, each with default parameter settings.

3 Reasonable ranges for these parameter values were chosen based on the experi-
menter’s experience with the involved algorithms, and can be retrieved from the
database’s website.

4 RBF kernels are popular in letter recognition problems.
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Fig. 1. Performance of all algorithms on dataset ‘letter’, including base-learners and
kernels

when looking at bagging and boosting, it is clear that some base-learners are
much more interesting than others. For instance, it appears that while bagging
and boosting give an extra edge to the Nearest Neighbor algorithms, the effect is
rather limited, and the same holds for Logistic Regression. Conversely, bagging
RandomTree seems to be hugely profitable, but this does not hold for boosting.
It also seems more rewarding to fine-tune RandomForests, MultiLayerPercep-
trons and SVMs than to bag or boost their default setting. Still, this is only
one dataset, further querying is needed. Given the generality of the returned
results, each query is likely to highlight things we were not expecting, providing
interesting cases for further study.

3.2 Investigating Parameter Effects

First, we examine the effect of the parameters of the RBF kernel. Based on the
first query, we can zoom in on the SVM’s results by adding a constraint, and
additionally asking for the value of the parameter we are interested in. Selecting
the value of the gamma parameter and plotting the results, we obtain Fig. 2.
While we are doing that, we can just as easily ask for the effect of this parameter
on a number of other datasets as well.

When comparing the effect of gamma to the variation in RBF-kernel perfor-
mance in the previous plot, we see that the variation corresponds exactly with
the variation caused by this parameter. On the ‘letter’ dataset, performance in-
creases when increasing gamma up to value 20, after which it slowly declines.
The other curves show that the effect on other datasets is very different. On some
datasets, performance increases until reaching a maximum and then slowly de-
clines, while on other datasets, performance immediately starts decreasing up to
a point, after which it quickly drops down to default accuracy. Looking at the
number of attributes in each dataset (shown in brackets) seems to show some
correlation, which we will investigate further in Sect.4.1.
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Fig. 2. The effect of parameter gamma of the RBF-kernel in SVMs on a number of
different datasets, with their number of attributes shown in brackets

3.3 Ranking Algorithms

Previous queries investigated the performance of algorithms under rather specific
conditions. Yet, by just dropping the constraints on the datasets used, we can
query for their performance over a large number of different problems.

An interesting and sizable comparison of supervised learning algorithms was
performed by Caruana and Niculescu-Mizil [3]. Most interestingly, this study
compares across different performance measures by normalizing all performance
metrics between the baseline performance and the best observed performance on
each dataset. Using the aggregation functions of SQL, we can do this normal-
ization right inside a query5.

To verify the conclusions of [3], we select all datasets, and all algorithms
whose parameters were varied (see Sect.2). We also added naive bayes, logistic
regression and 1NN, but only as a point of comparison, their ranking should not
be interpreted as optimal. As for the performance metrics, we used predictive
accuracy, F-score, precision and recall, the last three of which were averaged over
all classes. We then queried for the maximal (normalized) performance of each
algorithm for each metric, averaged over all datasets, and then averaged over all
metrics to obtain the overall score for each algorithm. The results are shown in
Fig.3.

Taking care not to overload the figure, we compacted groups of similar and
similarly performing algorithms, indicated with an asterix (*). The overall best
performing algorithms are mostly bagged and, to a lesser extent, boosted ensem-
bles. Especially bagged trees6 perform very well, which corresponds nicely to [3].
Another shared conclusion is that boosting full trees performs dramatically bet-
ter than boosting stumps. One notable difference is that RandomForests and

5 We normalized between the performance of the algorithm ZeroR and the maximum
observed performance over all algorithms on each dataset.

6 These are PART, LMT, NBTree, J48 and similar tree-based learners.
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Fig. 3. Ranking of algorithms over all datasets and over different performance metrics

MultiLayerPerceptrons perform much worse in our study, while J48 seems to
perform better. A possible explanation lies in the fact that we use a somewhat
different set of performance measures in the ranking, although it may also depend
on the (non-binary) datasets used. Furthermore, this study contains many more
algorithms, in particular, the bagged versions of other strong learners (BayesNet,
RandomForest, MultiLayerPerceptron,etc.) which perform very well in this rank-
ing. Note however that these bagged versions primarily improve on precision and
recall, while the original base-learners perform better on accuracy.

While this is a very comprehensive comparison of learning algorithms, each
such comparison is still only a snapshot in time. However, as new algorithms,
datasets and experiments are added to the database, one can at any time rerun
the query and immediately see how things have evolved.

4 Data-Level Analysis

While the queries in the previous section allow the examination of the behavior of
learning algorithms to a high degree of detail, they give no indication of exactly
when (on which kind of datasets) a certain behavior is to be expected. In order
to obtain results that generalize over different datasets, we need to look at the
properties of each individual dataset, and investigate how they affect learning
performance.

4.1 Investigating the Effect of Specific Data Properties

In a first such study, we examine what causes the ‘performance jumps’ that we
noticed with the Random Forest algorithm in Fig. 1. Querying for the effect of
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Fig. 4. The effect of dataset size and the number of trees for random forests

the number of trees in the forest on all datasets, ordering from small to large
yields Fig. 4.

This shows that predictive accuracy increases with the number of trees, usu-
ally leveling off between 33 and 101 trees7. We also see that as dataset size
increases, the accuracies for a given forest size vary less as trees become more
stable on large datasets, eventually causing clear performance jumps on very
large datasets. However, for very small datasets, the benefit of using more trees
is overpowered by the randomness in the trees. All this illustrates that even
quite simple queries can give a very detailed picture of an algorithm’s behavior,
showing the combined effects of parameters and data properties.

A second effect we can investigate is whether the optimal value for the gamma-
parameter of the RBF-kernel is indeed linked to the number of attributes in the
dataset. After querying for the relationship between the gamma-value corre-
sponding with the optimal performance and the number of attributes in the
dataset used, we get Fig. 5.

Although the number of attributes and the optimal gamma-value are not
directly correlated, it is clear that high optimal gamma values predominantly
occur on datasets with a small number of attributes. A possible explanation for
this lies in the fact that SMO normalizes all attributes into the interval [0,1].
Therefore, the maximal squared distance between two examples,

∑
(ai − bi)

2

for every attribute i, is equal to the number of attributes. Since the RBF-
Kernel computes e(−γ∗∑ (ai−bi)2), the kernel value will go to zero very quickly
for large gamma-values and a large number of attributes, making the non-zero
7 monks-problems-2 test is a notable exception: obtaining less than 50% accuracy

on a binary problem, it actually performs worse as more trees are included.
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Fig. 5. The effect of the number of at-
tributes on the optimal gamma-value

Fig. 6. Learning curves on the Letter-
dataset

neighborhood around a support vector very small. Consequently, SMO will over-
fit these support vectors, resulting in low accuracies. This suggests that the RBF
kernel should take the number of attributes into account to make the default
gamma value more suitable across a range of datasets. It also illustrates how the
experiment database allows the investigation of algorithms in detail and assist
their development.

4.2 Investigating the Effect of Preprocessing Methods

Since the database can also store preprocessing methods, we can investigate their
effect on the performance of learning algorithms. For instance, to investigate if
the results in Fig. 2 are also valid on smaller samples of the ‘letter’ dataset,
we can query for the results on downsampled versions of the dataset, yielding
a learning curve for each algorithm, as shown in Fig. 6. It is now clear that
the ranking of algorithms also depends on the size of the sample. While logistic
regression is initially stronger than J48, the latter keeps on improving when
given more data8. Also note that RandomForest is consequently better, that
RacedIncrementalLogitBoost has a particularly steep learning curve, crossing
two other curves, and that the performance of the HyperPipes algorithm actually
worsens given more data.

4.3 Mining for Patterns in Learning Behavior

Instead of studying different dataset properties independently, we could also
use data mining techniques to relate the effect of many different properties to
an algorithm’s performance. For instance, when looking at Fig. 3, we see that
OneR performs obviously much worse than the other algorithms. Still, some
earlier studies, most notably one by Holte [5], found very little performance
differences between OneR and the more complex J48. To study this discrepancy
8 This confirms earlier analysis by Perlich et al. [8], even though in that study, the

dataset was transformed to a binary problem.
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Fig. 7. J48’s performance against
OneR’s for all datasets, discretized into
3 classes: draw (red), win J48 (yellow),
large win J48 (green)

Fig. 8. A meta-decision tree predicting
J48’s superiority over OneR based on
dataset characteristics

Fig. 9. Number of classes in UCI datasets
over time and moving average

Fig. 10. Gain of J48 over OneR over time
and moving average

in more detail, we can query for the default performance of OneR and J48 on
all UCI datasets, and plot them against each other, as shown in Fig. 7. This
shows that on some datasets, the performances are similar (crossing near the
diagonal), while on other, J48 is the clear winner. Discretizing these results into
three classes as shown in Fig. 7, and querying for the characteristics of each
dataset, we can train a meta-decision tree predicting on which kinds of datasets
J48 has the advantage (see Fig. 8). From this we learn that a high number of
class values often leads to a large win of J48 over 1R [1].

When we query for the date (the date it was entered into the UCI repository)
and number of classes of each dataset (see Fig. 9), we find a likely explanation
for the earlier reported results. The datasets in [5] were all from the period
1988-1989, and few of those datasets have many class values. Fig. 10 displays
the average gain of J48 over OneR per year, showing that depending on the
period in which a study is performed, or better, the datasets known at that
time, different results may be expected.
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Fig. 11. The average percentage of bias-related error for each algorithm averaged over
all datasets

5 Method Level Analysis

While the results in the previous section are clearly more generalizable towards
the datasets used, they don’t explain why algorithms behave a certain way. They
only consider individual algorithms and thus do not generalize over different
techniques. Hence, we need to extend the description of learning algorithms
with a range of algorithm properties, and include these in our queries.

5.1 Bias-Variance Profiles

One very interesting property of an algorithm is it’s bias-variance profile[6].
Since the database contains a large number of bias-variance decomposition ex-
periments9, we can give a realistic, numerical assessment of how capable each
algorithm is in reducing bias and variance error. In Fig. 11 we show, for each
algorithm, the proportion of the total error that can be attributed to bias error,
using default parameter settings and averaged over all datasets.

The algorithms are ordered from large bias (low variance), to low bias (high
variance). NaiveBayes is, as expected, one of the algorithms with the strongest
variance management, but poor bias management, while RandomTree has very
good bias management, but generates more variance error. When looking at the
ensemble methods, it also shows that Bagging is a variance-reduction method, as
it causes REPTree to shift significantly to the left. Conversely, Boosting reduces
bias, shifting DecisionStump to the right in AdaBoostM1 and LogitBoost.

9 The database stores both Kohavi-Wolpert’s and Webb’s definition of bias/variance,
but we use the former in our queries.
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5.2 Investigating Bias-Variance Effects

As a final study, we investigate the claim by Brain and Webb [2] that on large
datasets, the bias-component of the error becomes the most important factor,
and that we should use algorithms with high bias management to tackle them. To
verify this, we look for a connection between the dataset size and the proportion
of bias error in the total error of a number of algorithms, using the previous
figure to select algorithms with very different bias-variance profiles. Averaging
the bias-variance results over datasets of similar size for each algorithm produces
the result shown in Fig. 12. It shows that bias error is of varying significance
on small datasets, but steadily increases in importance on larger datasets, for
all algorithms. This validates the previous study on a larger set of datasets. In
this case (on UCI datasets), bias becomes the most important factor on datasets
larger than 50000 examples, no matter which algorithm is used. As such, it is
indeed advisable to look to algorithms with good bias management when dealing
with large datasets.

Fig. 12. The average percentage of bias-related error in algorithms as a function of
dataset size

6 Conclusions

Much can be learned by looking at past learning experiments, and the creation
of repositories of learning experiments provides an effective way of tapping into
this information, often yielding surprising new insights or generating interesting
research questions. In a series of increasingly in-depth studies, we first used such
a repository to perform an elaborate comparison and ranking of supervised clas-
sification algorithms. Next, the available data characteristics were used to inves-
tigate their effects on learning performance and we discovered relationships that
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suggest further improvements on learning algorithms, as well as meta-models
of algorithm performance. Taking preprocessing methods into account, we also
found crossing learning curves for several algorithms. Finally, we studied the
bias-variance profiles of learning algorithms, and provided further evidence that
managing bias error is particularly important on large datasets. We are confi-
dent that many more interesting results can be discovered by learning from past
experiments. In the words of Albert Einstein, “Learn from yesterday, live for
today, hope for tomorrow. The important thing is not to stop questioning.”
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Abstract. We propose a framework to allow an agent to cope with inconsistent
beliefs and to handle conflicting inferences. Our approach is based on a well-
established line of research on assumption-based argumentation frameworks and
defeasible reasoning. We propose a language to allow defeasible assumptions and
context-sensitive priorities to be explicitly expressed and reasoned about by the
agent. Our work reveals some interesting problems to conditional priority-based
argumentation and establishes the fundamental properties of these frameworks.
We also establish a sufficient condition for a conditional priority-based argumen-
tation to have a unique stable extension based on the notion of stratification.

1 Introduction

Most information we obtain, via observation or communication, bears some degree of
uncertainty. On the other hand, no one has complete knowledge of the world and about
other agents. Such informational incompleteness together with the need for the agent
to act effectively in its environment requires the agent to derive further information by
some forms of reasoning. These forms of reasoning are generally defeasible as they are
mostly based on the agent’s common sense rather than hard facts and sound inferences.

There has been a vast literature, mainly within the field of Artificial Intelligence (AI),
in which these issues have been discussed and addressed. These works include works in
defeasible reasoning, non-monotonic reasoning, belief revision and belief updates, etc.
More recently, works around argumentation frameworks have shown great promises for
reasoning with inconsistent information. These are based on the construction and the
comparison of arguments [8]. Given the defeasibility nature of arguments, it is perhaps
not surprising that argumentation frameworks have been used to formalise and capture
defeasible (or, default) reasoning [6,18].

Nevertheless, three problems remain to be addressed in these frameworks:

i. The problem of multiple extensions: Under the reasoning framework, more than one
consistent sets of beliefs (i.e., extensions) can be derived. Any pair of extensions put
together will result in inconsistency. This problem presents the reasoner a dilemma
as he might have to choose one extension to believe if he wants to maximise his
information.
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ii. The problem of none extension: Under the reasoning framework, no extensions
can be derived. Accepting any piece of information will lead to a contradiction.
This problem presents the reasoner a paradox as none of the information can be
consistently believed.

iii. The problem of context-sensitivity of priorities: One piece of information can take
precedence over another and, in case the two are conflicting, the former should be
accepted. However, such priority information is context-specific, in the sense that
it is only applicable in certain contexts [10].

The approach we introduce in this paper, bearing in mind the above problems, combines
the following characteristics:

1. It employs an argumentation framework as the underlying engine for reasoning.
This is because the abstract argumentation framework [8] is very generic and flex-
ible. In particular, it is sufficiently powerful to allow most defeasible reasoning
frameworks to be captured in an argumentation-theoretic approach [6,18].

2. The defeasibility of the agent’s reasoning and beliefs is rendered by assumptions.
That is, all inference rules are applicable (and undefeasible), but the acceptability
of a conclusion may be dependent on defeasible assumptions.

3. Context-sensitivity of priorities between defeasible information is rendered by ex-
plicit conditional priorities between defeasible assumptions.

The advantage of our approach is in a simple language to allow an agent’s beliefs to
be easily expressed and reasoning in such a knowledge base can be carried out using
well-known techniques. Our handling of context-sensitive priorities based on defeasible
assumptions is a novel aspect of our approach. As a consequence, our conditions are
defined on the arguments, rather than by classes of logic. In addition, we also identify a
class of well-behaving conditional priorities.

2 Background

Consider a propositional language L over a finite alphabet of atoms, which is closed
under the usual connectives ¬,∨,∧, and →. We use Cn to denote the consequence
operation of classical logic. We often write K 2 x for x ∈ Cn(K). Consider also a
finite set A of assumptions, such that A ∩ L = ∅. An inference rule is of the form:
α⇐ β1, . . . , βm : δ1, . . . , δn (m,n ≥ 0), where α ∈ L is the conclusion, or the head,
of the inference rule, and β1, . . . , βm ∈ L are its pre-requisites and δ1, . . . , δn ∈ A
are its (supporting) assumptions. Furthermore, for each assumption δ ∈ A, there is a
set of propositions, denoted by δ(⊆ L), that deny the applicability of the assumption δ.
Observe that an assumption can be denied on several different grounds.

Several types of assumptions usually encountered in the literature of knowledge rep-
resentation and reasoning include: closed-world assumptions (i.e., what is not currently
known to be true is assumed to be false), taxonomical assumptions (e.g., birds normally
fly), assumptions about dynamic domains, which allow an agent to conjecture about
certain fluents and features of the world in relation to the actions performed in those
domains (see e.g., [17]).
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Let R be a finite set of inference rules, an argument (wrt. R) is a tree defined as
follows: If α ⇐ β1, . . . , βm : δ1, . . . , δn is an inference rule in R and T1, . . . , Tm are
arguments whose heads are β1, . . . , βm, then the tree T whose root is labeled by α and
(m+n) subtrees are T1, . . . , Tm plus the n leafs labeled by the assumptions δ1, . . . , δn

is an argument; α is the head of this argument.
We will refer to a triple (L,A,R) as an assumption-based framework.
We require that the head of each argument be logically consistent. That is, if h is the

head of an argument thenCn(h) �= L. Let T be an argument, we denote by head(T ) the
head of T . Given an argument T , a subtree T ′ of T is a sub-argument of T . The set of all
sub-arguments of an argument T is denoted by sub(T ). Given an argument tree T , by
collecting all propositions appearing onT , we have the set of beliefs supported by T , de-
noted by theory(T ). If Θ is a set of arguments, we denote: theory(Θ) �

⋃
θ∈Θ

theory(θ).

Example 1. Let us consider the following set of inference rules, representing an
inheritance network, reproduced from [10]:

r1 ¬m⇐ s : TxNorm〈s,¬m〉
r2 m⇐ a : TxNorm〈a,m〉
r3 y ⇐ s : TxNorm〈s, y〉
r4 a⇐ y
r5 s⇐

The normative interpretation of the above inference rules is that

(r1) “normally, students (s) are not married (¬m),” where TxNorm〈s,¬m〉 expresses
the taxonomical assumption of the normality of the class of “students” regarding the
property “not married;” (We will provide the formal specifications of assumptions
in the next section.)

(r2) “normally, adults (a) are married (m);”
(r3) “normally, students (s) are young adults (y);” and
(r4) “all young adults (y) are adults (a),” relying on no defeasible assumptions.

The desirable semantics here is represented by the model M = {s, y, a,¬m}. To de-
liver this semantics, traditional priority-based approaches in the literature (e.g., [16,7])
assign rule r2 a lower priority than rule r1 (as r1 is considered to be more specific than
r2). Let us consider now the marital status of another student who is an adult but not a
young one. That is, the rule

(r6) ¬y ⇐
is added to the above set of rules. Now, since y does not hold, rule r1 can no longer
be considered more specific than r2. Hence, it is intuitive to expect that neither m nor
¬m should be concluded in this case. This is also the result sanctioned by all seman-
tics of defeasible inheritance networks [15]. In any priority-based system in which the
priorities between rules are insensitive to the contextual information (e.g., [16,7]), the
model M1 = {s,¬y, a,¬m} would be considered to be of higher priority than the
model M2 = {s,¬y, a,m} due to the pre-imposed priority between the two rules r1
and r2. That means priority-based approaches in the literature conclude ¬m given the
knowledge base {r1, r2, r3, r4, r5, r6}, which is not the intuitive result we expect.

We now proceed to elaborate one of the most fundamental notions of argumenta-
tion frameworks, namely the attack relation, which represents the defeasibility relation
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between arguments. In this paper, we will consider two kinds of attack between argu-
ments: An argument can (i) rebuts another argument by contradicting its conclusion, or
(ii) undercuts another argument by denying one of its supporting assumptions.

Definition 1. Let T1 and T2 be two arguments.

1. T1 rebuts T2 iff head(T1) and head(T2) are inconsistent, i.e., Cn({head(T1), head
(T2)}) = L.

2. T1 undercuts T2 at δ iff δ occurs as one of the supporting assumptions in T2 and
∃γ ∈ δ.head(T1) 2 γ.

Observation 1. The rebut relation is symmetric. That is, T1 rebuts T2 if and only if T2
rebuts T1.

The notions of one argument attacking another is naturally extended to a set of ar-
guments attacking an argument. For instance, a set of argument T1, . . . , Tk rebuts an
argument T if {head(T1), . . . , head(Tk)} is consistent and {head(T1), . . . , head(Tk),
head(T )} is not. A set of arguments undercutting another argument can similarly be
defined. However, if the inference rules of classical logic are included in R then an
attack of a set of argumentsΘ on an argument T can be reduced to an attack on T by an
argument TΘ, which is derived from the arguments in Θ using the classical inference
rules. In the rest of this paper, we will assume that R includes all classical inference
rules, e.g. from the Sequent Calculus. Furthermore, as we are concerned not only with
any particular conclusion but also with all constructible arguments from a given back-
ground theory K ⊆ L and the appropriate sets of assumptions, we will be interested
mainly on the defeasible relation between sets of arguments.

We are not particularly interested in self-conflicting sets of arguments as they are
usually considered to be invalid.

Definition 2. A set of arguments Θ is conflict-free if there doesn’t exist a pair of sub-
arguments T1, T2 ∈

⋃
θ∈Θ sub(θ) such that T1 attacks T2.

Observation 2. If a set of arguments Θ is conflict-free then
⋃

θ∈Θ theory(θ) is
consistent.

Definition 3. Let a conflict-free set of arguments Θ be given.

1. If T is an argument and Θ rebuts T or Θ undercuts one of the supporting assump-
tions of T , then Θ is said to attack T , denoted by attack(Θ, T ).

2. If Θ′ is a set of arguments and attack(Θ, T ) for some T ∈
⋃

θ∈Θ′ sub(θ) then
Θ attacks Θ′, denoted by attack(Θ,Θ′).

Before we proceed, we will reproduce the basic argumentation-theoretic notions of ac-
ceptability of arguments, also known as the stability semantics and the preferability
semantics.

Definition 4. Let a conflict-free set Θ of arguments be given,

1. Θ is admissible if it defends itself against all attacks on its members: ∀Θ′.(attack
(Θ′, Θ)→ attack(Θ,Θ′)).
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2. Θ is stable if it attacks every argument outside of Θ; i.e., ∀T �∈ Θ.(attack(Θ, T ).
3. Θ is preferable if it is a maximal (with respect to set inclusion) admissible set of

arguments.

Recently, several semantics for argumentation have been introduced, including the de-
feasible semantics with ambiguity blocking by Governatori et al [14] and the ideal se-
mantics by Dung et al. [9].

3 A Language of Assumptions and Priorities

Given that different types of assumptions play different roles in common sense reason-
ing (see Section 2), an assumption can (i) express a presumption about a single pred-
icate (e.g., in the case of the Negation-As-Failure operator not), or (ii) express some
presumed relationship between several predicates (e.g., in the case of the normality of
a bird with respect to fly).

Our aim is to design a simple language to allow rules about the priorities between
assumptions to be expressed. The assumptions take the following form:

assumption ::= assumption name〈parameter+〉

where parameter is a member of the underlying language L.
Examples of assumptions include:

– naf〈atom〉, where atom is an atomic proposition from L, indicating the Negation-
As-Failure assumption.

– TxNorm〈atom, lit〉, where lit is a literal from L, indicating the taxonomical nor-
mality of a class of objects represented by atom regarding the property indicated
by the literal lit.

Subsequently, let SoA1 and SoA2 denote non-empty sets of assumptions, the priority
rules take the following form:

priority rule ::= If C then SoA1 < SoA2

where C ∈ L is the context condition in which the priority expression SoA1 < SoA2 is
applicable.

Example 1 (cont.) The defeasible knowledge base presented earlier can now be aug-
mented with the following priority rule:

If y then {TxNorm〈a,m〉} < {TxNorm〈s,¬m〉}

While the syntax of priority rules allows for comparison between sets of assumptions,
their intended use is to compare between single assumptions. Nevertheless, most ar-
guments involve more than one assumption. Thus we have to determine the ordering
between collective sets of assumptions to allow arguments to be compared. We will
introduce the relation ≺ between sets of assumptions, possibly under some condition.
Formally, the relation≺ is a ternary relation, taking three arguments: a formula (fromL)
and two sets of assumptions. However, the first argument will be placed in the subscript
of the relation ≺ for the sake of presentation.



502 Q.B. Vo

Definition 5. Let a set P of priority rules be given. A set ≺ is said to satisfies P if:

1. (C,∆1, ∆2) ∈≺ when [If C then ∆1 < ∆2] ∈ P .

A set of priority rules P can be inconsistent as the rules might state that under the same
condition a set of assumptions is both of less and higher priority than another set of
assumptions. We will write ∆1 ≺K ∆2 instead of (K,∆1, ∆2) ∈≺.

Definition 6. A set of priority rules P is possibly consistent if there exists a relation≺
that satisfies P such that ∀∆1, ∆2 ⊆ A.∀K ∈ L.∆1 �≺K ∆1 ∪∆2 & (∆1 ≺K ∆2 →
∆2 �≺K ∆1).

A relation ≺ that (i) satisfies a possibly consistent set of priority rules P , and (ii) is
minimal (wrt. set-inclusion), is called a preliminary conditional priority relation (or,
PCPR) wrt.P . Of course, the above definition of PCPRs is too weak to render a priority
relation between sets of assumptions. For instance, if we haveK,K ′ ∈ L and∆1, ∆2 ⊆
A such that ∆1 ≺K ∆2 and K ′ 2 K then it is natural to expect that ∆1 ≺K′ ∆2.
Nevertheless, the above definitions of the PCPRs doesn’t include such an extension.
In order to allow the defined priority relations to cover such cases, we need to extend
PCPRs as shown in the following definition.

A subset coverage of a set S is defined to be a set {S1, . . . , Sk} so that ∀i ∈

{1, . . . , k}.Si ⊆ S and
n⋃

i=1

Si = S.

Definition 7. Let a relation ≺⊆ L × A×A be given, the extension of ≺, denoted by
≺Ext, is defined as follows.

1. ∀K ∈ L.∀∆ ⊆ A.∆ �= ∅ → ∆ ≺Ext
K ∅; that is, the empty set of assumptions is

always of higher priority than any non-empty set of assumptions.
2. If ∆1, ∆2 ⊆ A are two non-empty sets of assumptions, and K ∈ L, ∆1 ≺Ext

K ∆2
iff there exists a subset coverage {∆1

2, . . . , ∆
k
2} of ∆2 so that

∀j ∈ {1, . . . , k}.∃∆′
1 ⊆ ∆1.∃κ ∈ Cn(K).∆′

1 ≺κ ∆j
2.

3. ∀K ∈ L.∀∆1, ∆2, ∆3 ⊆ A.∆1 ≺Ext
K ∆2 & ∆2 ≺Ext

K ∆3 → ∆1 ≺Ext
K ∆3.

Example 2. Consider the following set of inference rules:

{p⇐; s⇐; u⇐ s; q ⇐ p : δ1, δ2;
r ⇐ q : δ3; t⇐ p : δ4; ¬r ⇐ t, u : δ2, δ5}.

Assume that the set P of priority rules contains the following two rules:

If u then {δ4} < {δ2} and If u ∧ p then {δ5} < {δ1, δ3}.

Then we have {δ4} ≺u {δ2} and {δ5} ≺u∧p {δ1, δ3}. Moreover, after extending≺ we
also have {δ2, δ4, δ5} ≺Ext

u∧p {δ1, δ2, δ3}. Given the set of assumptions {δ1, δ2, δ3}, the
argument for [p, q, r] can be constructed. On the other hand, given the set of assumptions
{δ2, δ4, δ5}, the argument for [s, t,¬r] can be constructed. Based on the the extended
priority relation between the supporting sets of assumptions, the former argument can
be considered to defeat the latter, allowing r to be accepted.
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Essentially, while the proposed language allows the knowledge engineer to make simple
statements about the priority relationship between assumptions (and thus, arguments),
the above definition aims to complete such description as a legitimate priority relation.
The first condition allows strict arguments (i.e., those that don’t require the support of
defeasible assumptions) to defeat non-strict arguments. The second condition allows a
collection of priority rules to be put together so that sets of assumptions can be com-
pared. The third conditon enables the transitivity of the extended priority relation. Some
properties of the extension of a PCPR can be established:

Proposition 1. Let ≺ be a PCPR, the following holds:

1. ≺Ext= (≺Ext)Ext.
2. ∀K,K ′ ∈ L.∀∆1, ∆2 ⊆ A.(K ∈ Cn(K ′)&∆1 ≺Ext

K ∆2)→ ∆1 ≺Ext
K′ ∆2.

However, there is another disturbing observation about the extension of a PCPR:

Observation 3. Assume that a possibly consistent set of priority rules P is given. Let
≺ be the PCPR wrt. P , the relation ≺Ext satisfying P may not exist.

The above Observation actually reveals a much deeper problem to the priority rules.
Essentially, a possibly consistent set of priority rules can still be inconsistent.

Definition 8. Let ≺ be the PCPR wrt. a possibly consistent set of priority rules P , the
set P is consistent if the extension ≺Ext exists.

If P is consistent then the relation ≺Ext is called the conditional priority relation
wrt. P and denoted by ≺P .

From Definition 6 and Definition 7, it’s trivial to show that:

Lemma 1. Given a consistent set of priority rules P , the relation ≺P is a strict pre-
order.

4 Acceptability of Arguments

The basic notions of acceptability of arguments in various argumentation frameworks
have mostly been defined purely on the basis of other constructible and interacting argu-
ments [12,11,8]. A number of recent works (e.g., [7,10,1,5]) have shown that preference
and priority relations allow for more sophisticated and appropriate handling of conflicts
and uncertain information. In this paper, we aim at taking these ideas to another level
by combining (i) the internal construction of arguments (via defeasible assumptions and
inference rules), and (ii) the interaction between arguments (via a defeasibility relation
such as the attack relation between arguments), with (iii) other criteria of reasoning
(possibly domain-specific) that are expressible in the proposed language for assump-
tions and priority relations between arguments.

Given that (i) the only defeasible part in an argument θ constructible in our frame-
work is the supporting assumptions used in the construction of θ, and (ii) the priority
rules allow the agent to compare arguments, conflicts can be resolved based on the rel-
ative strength of the conflicting arguments. However, there are two issues that need to
be addressed before we proceed to define a notion of acceptability.
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4.1 Priority Relations Can Interfere with Argumentation-Theoretic Semantics

Priority relations can help resolving conflicts. For instance, let A and B be two argu-
ments such that A attacks B, and B attacks A. If we further know that A is of higher
priority than B then this dilemma can be easily resolved as the attack of B on A can be
deemed incredible, allowing A to be accepted. Subsequently, B should be rejected. On
the other hand, priority relations can also interfere with an accepted resolution produced
by argumentation-theoretic semantics. For instance, if we have three arguments A,B,
and C so that A attacks B and B attacks C, most argumentation-theoretic semantics
(e.g., stability semantics and preferability semantics) accept arguments A and C while
rejecting B. But if according to some priority relation B is considered to be of higher
priority than A then most preference-theoretic approaches would accept A (on the ba-
sis that it is not attacked by any known arguments) and B (on the basis that its only
attacker, A, is weaker than itself and thus giving B an automatic self-defence against
this attacker) while rejecting C. Argumentation-theoretically, this outcome (i.e., the set
of accepted arguments {A,B}) is self-conflicting as A attacks B.

In general, the important requirement is that the agent’s beliefs have to be always
consistent. Note that, earlier in this paper, we distinguish between two types of attack,
namely undercutting and rebutting, between arguments. When an argument T1 under-
cuts another argument T2, T1 essentially denies one of the supporting assumptions used
in the construction of T2. And that doesn’t necessarily result in an inconsistency. On
the other hand, when two arguments T1 and T2 rebut each other, the conclusion of T1
is essentially the negation of the conclusion of T2. Thus, it’s not possible to accept both
T1 and T2 without having an inconsistency. Fortunately it can be shown that, under any
priority relation, if the arguments T1 and T2 rebut each other, they can not be both ac-
cepted under the standard argumentation-theoretic semantics. Before we proceed, we
need to clarify what it means for an argument to attack another one given a priority
relation.

Definition 9. Let P be a consistent set of priority rules. Let Asmptn(θ) denote the set
of assumptions occurring in the argument θ and K ∈ L,

– Argument T1 ≺P
K-rebuts argument T2 iff T1 rebuts T2 and Asmptn(T1) �≺P

K

Asmptn(T2).
– Argument T1 ≺P

K-undercuts argumentT2 at δ iff T1 undercutsT2 at δ andAsmptn
(T1) �≺P

K {δ}.

Lemma 2. The ≺P-rebut relation is asymmetric, i.e., it may be the case that T1 ≺P
K-

rebuts T2 and T2 does not ≺P
K-rebut T1.

Proposition 2. Let P be a consistent set of priority rules and K ∈ L, if an argument
T1 rebuts another argument T2 then at most one of them is accepted under the stability
semantics or the preferability semantics.

To summarise, priority-based defeasibility relation allows for the agent to accept ar-
guments that may undercut each other while still maintaining consistency within her
beliefs. We are now considering the second issue that is more native to our approach.
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4.2 Context Conditions Are Interdependent with the Involved Arguments

As a reminder, conditional priority relations essentially assert that an argument is
stronger (or more acceptable) than another argument under some context condition. For
an agent to decide whether she should use this assertion, the context condition needs
to be checked against the current beliefs held by the agent. However, these beliefs are
derived from the constructible (and possibly conflicting) arguments that also include
the arguments under consideration. We have a circularity problem!

These problems come in two critical forms, and we will consider them one after the
other.

Cycles of Self-Defeating Arguments. As an example, let a consistent set of priority
rules P , a context condition K ∈ L, and three arguments T1, T2, and T3 be such that
(i) T1 attacks T2, (ii) Asmptn(T1) ≺P

K Asmptn(T2), (iii) T2 attacks T3, and (iv) K is
not derivable from the current beliefs, unless head(T3) is added to the current beliefs.

The paradox here is that, without head(T3) the conditional priority ≺P
K is not ap-

plicable, allowing T1 to defeat T2, which in turn stops the attack of T2 on T3, and
subsequently allowing T3 and head(T3) to be accepted. That would make the condi-
tional priority ≺P

K applicable, which blocks the attack of T1 on T2.

Cycles of Self-Supporting Arguments. Again, we consider an example with a consis-
tent set of priority rules P , a context condition K ∈ L, and two arguments T1 and T2
so that (i) T1 undercuts T2 at δ ∈ Asmptn(T2), (ii) Asmptn(T1) ≺P

K δ, and (iii) K is
not derivable from the current beliefs, unless head(T2) is added to the current beliefs.

The dilemma here is that, without head(T2) the conditional priority≺P
K is not appli-

cable, allowing T1 to defeat T2. On the other hand, by allowing T2 and head(T2) to be
accepted, we can also block the attack of T1 on T2, resulting in a consistent extension
containing both T1 and T2.

REMARK. The problem discussed here is not unique to our approach. In fact, it could be
shown that this problem is inherent to any approach that is based on conditional priori-
ties, e.g., Dung and Son’s [10] argument-based approach to reasoning with specificity.

4.3 Stratified Argumentation

We have also examined various cases of fallacious argumentation in which argumenta-
tion frameworks with conditional priorities could result in undesirable reasoning out-
comes. To prevent such fallacious reasoning, we will look for some well-formed classes
of argument systems for which acceptability of arguments is well defined.

The following definition extends the notion of stratification for logic programs [4,13,3]
to set of arguments with conditional priorities. Note that we write attack∗(Θ, θ) when
the set of arguments Θ attacks the argument θ and no strict subset of Θ attacks θ.

Definition 10. Let a set of arguments Θ be such that Θ contains the subarguments of
every argument in Θ (i.e., Θ =

⋃
θ∈Θ

sub(θ)).

1. A stratification for Θ is a function ρ from Θ to the countable ordinals.
2. An argument θ ∈ Θ, whose subarguments are θ1, . . . , θk, (k ≥ 1) is stratified wrt.

ρ if
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(i) ρ(θ) ≥ ρ(θi), for i = 1 . . . k; and
(ii) ∀Ψ ⊆ Θ. attack∗(Ψ, θ)→ ρ(θ) > maxψ∈Ψ{ρ(ψ)}.

3. Θ is stratified wrt. ρ if all of its arguments are stratified wrt. ρ. And, Θ is stratified
if it is stratified wrt. some stratification.

Proposition 3. Let Θ be a set of arguments, if Θ is stratified then it has a unique stable
extension.

Essentially, being stratified prevents a set of arguments from having any cycle of attack.
Nevertheless, the above definition and property are only applicable to non-prioritised
sets of arguments. As priority relations can help break cycles of attack, they can also
help turn non-stratified sets of arguments to stratified ones. Observe that when there is
an unconditional priority relation≺ between arguments we can simply replace the rela-
tion attack∗ in the above definition by the relation≺ -attack∗, and a notion of priority-
based stratification can be straightforwardly produced. Furthermore, ≺ -attack∗ ⊆
attack∗ as the priority relation may block some attacks between arguments due to the
attacked arguments being more prioritised than their respective attackers. By allowing
the priority relation to block attacks between arguments, we effectively provide a reso-
lution for the first issue discussed above. That is, the priority relation takes precedence
over the argumentation structures.

Nevertheless, it’s getting more complicated when the priority relations are condi-
tional. This is because of the second issue. That is, in addition to the cycles of attack
between arguments, a stratified argumentation also needs to rule out cycles created by
the interaction between arguments and the context conditions of priority rules.

Definition 11. 1. Let T be an argument and K ∈ L a context condition. T con-
tributes in a derivation of K if there exists K ′ ∈ L s.t. K ′ �2 K and K ′ ∪
{head(T )} 2 K .

2. Argument T1 blocks an attack by argument T2, denoted by block(T1, T2), if ei-
ther (i) T2 rebuts an argument T3 and Asmptn(T2) ≺P

K Asmptn(T3) and T1
contributes in a derivation of K; or (ii) T2 undercuts an argument T3 at δ and
Asmptn(T2) ≺P

K {δ} and T1 contributes in a derivation of K .1

3. Let a consistent set of priority rules P be given, argument T1 unconditionally
attacks argument T2 wrt. P , denoted by attackP(T1, T2), if either T1 ≺P

�-rebuts
T2, or T1 ≺P

�-undercuts T2 at δ ∈ Asmptn(T2), where � ≡ ¬A ∨A.

Definition 12. LetP be a consistent set of priority rules. Assume thatΘ is a set of argu-
mentsΘ that contains the subarguments of every argument inΘ (i.e., Θ =

⋃
θ∈Θ

sub(θ)).

1. A P-stratification for Θ is a function ρ from Θ to the countable ordinals.
2. An argument θ ∈ Θ, whose subarguments are θ1, . . . , θk, (k ≥ 1) is P-stratified

wrt. ρ if
(i) ρ(θ) ≥ ρ(θi), for i = 1 . . . k;
(ii) ∀θ′ ∈ Θ. attackP(θ′, θ)→ ρ(θ) > ρ(θ′); and
(iii) ∀θ′ ∈ Θ. block(θ′, θ)→ ρ(θ) > ρ(θ′).

1 Note that it’s perfectly legitimate for T3 and T1 to be the same argument.
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3. Θ is P-stratified wrt. ρ if all of its arguments are P-stratified wrt. ρ. And, Θ is
P-stratified if it is P-stratified wrt. some P-stratification.

Proposition 4. Let P be a consistent set of priority rules and Θ a set of arguments, if
Θ is P-stratified then it has a unique stable extension.

5 Related Work

The work that is most relevant to our approach presented in this paper is by Prakken
and Sartor [16]. In their approach, a priority relation between inference rules is intro-
duced. Moreover, statements expressing this priority relation is part of the knowledge
base. That allows their approach to reason about this priority relation. Prakken and Sar-
tor’s approach also allows dynamic priorities to be defined, enabling context-sensitive
inferences. Antoniou [2] also introduces dynamic priorities to defeasible logic.

Unlike the approaches introduced by Prakken and Sartor and by Antoniou as well
as many other priority-based approaches in the literature (e.g., [7,1]) in which the pri-
ority relation is defined between inference rules, in our approach the priority relation
is defined between assumptions. This is important because in many situations, the ap-
plicability of a defeasible inference rule needs to be examined in the presence of other
conflicting rules (see e.g., [17]). Furthermore, while most of the conditions in other
approaches are defined by classes of logic, our conditions are defined on arguments.

Amgoud and Cayrol ([1]) also systematically study preference-based argumentation
frameworks. However, their study is based on the assumption that a priority relation
between defeasible beliefs of the knowledge base is in place to allow arguments (con-
structed from these beliefs and classical logics) to be compared. Furthermore, their
priority relation is also context-insensitive.

6 Conclusion

In this paper we re-visit an argumentation-theoretic approach to defeasible reasoning.
Based on the premises that (i) the defeasibility in an agent’ beliefs and reasoning is due
to the (context-specific) assumptions made by the agent to enrich her knowledge about
the world; and (ii) argumentation frameworks capture the essence of practical reasoning
in many application and problem domains as explored throughout the literature, we
investigate the feasibility of assumption-based argumentation frameworks.

We introduced a common language for expressing assumptions and conditional pri-
orities. We then came back to the notion of argument acceptability which is arguably
the central notion of all argumentation-based approaches. We identified the major is-
sues that could intrinsically impede the determination of whether an argument, or a
set of arguments, should be accepted. We then introduced the conditions under which
acceptability of arguments can be cleanly determined by inhibiting the above issues.

For future work, we will investigate how the proposed argumentation framework with
conditional priorities can be employed to render not only an agent’s beliefs, but also her
intentions, goals, and plans. We would like to see how the additional constructs interact
and the effects they will have on the agent’s arguments as well as on the acceptability
of arguments.



508 Q.B. Vo

References

1. Amgoud, L., Cayrol, C.: Inferring from inconsistency in preference-based argumentation
frameworks. J. Autom. Reason. 29(2), 125–169 (2002)

2. Antoniou, G.: Defeasible logic with dynamic priorities. Int. J. Intell. Syst. 19(5), 463–472
(2004)

3. Apt, K.R., Blair, H.A.: Arithmetic classification of perfect models of stratified programs.
Fundam. Inform. 14(3), 339–343 (1991)

4. Apt, K.R., Blair, H.A., Walker, A.: Towards a theory of declarative knowledge. In: Minker,
J. (ed.) Foundations of deductive databases and logic programming, pp. 89–148. Morgan
Kaufmann Publishers Inc., San Francisco (1988)

5. Bench-Capon, T.J.M.: Persuasion in Practical Argument Using Value-based Argumentation
Frameworks. J Logic Computation 13(3), 429–448 (2003)

6. Bondarenko, A., Dung, P.M., Kowalski, R.A., Toni, F.: An abstract, argumentation-theoretic
approach to default reasoning. Artificial Intelligence Journal 93, 63–101 (1997)

7. Brewka, G.: Reasoning about priorities in default logic. In: AAAI, pp. 940–945 (1994)
8. Dung, P.M.: On the acceptability of arguments and its fundamental role in nonmonotonic

reasoning, logic programming and n-person games. Artificial Intelligence Journal 77, 321–
357 (1995)

9. Dung, P.M., Mancarella, P., Toni, F.: Computing ideal sceptical argumentation. Artif. In-
tell. 171(10-15), 642–674 (2007)

10. Dung, P.M., Son, T.C.: An argument-based approach to reasoning with specificity. Artif.
Intell. 133(1-2), 35–85 (2001)

11. Elvang-Gøransson, M., Hunter, A.: Argumentative logics: Reasoning with classically incon-
sistent information. Data Knowl. Eng. 16(2), 125–145 (1995)

12. Elvang-Gøransson, M., Krause, P., Fox, J.: Acceptability of arguments as ‘logical uncer-
tainty’. In: ECSQARU, pp. 85–90 (1993)

13. Gelfond, M.: On stratified autoepistemic theories. In: AAAI, pp. 207–211 (1987)
14. Governatori, G., Maher, M.J., Antoniou, G., Billington, D.: Argumentation semantics for

defeasible logic. J. Log. Comput. 14(5), 675–702 (2004)
15. Horty, J.F., Thomason, R.H., Touretzky, D.S.: A skeptical theory of inheritance in nonmono-

tonic semantic networks. Artif. Intell. 42(2-3), 311–348 (1990)
16. Prakken, H., Sartor, G.: Argument-based extended logic programming with defeasible prior-

ities. Journal of Applied Non–classical Logics 7, 25–75 (1997)
17. Vo, Q.B., Foo, N.Y.: Reasoning about action: An argumentation-theoretic approach. Journal

of Artificial Intelligence Research 24, 465–518 (2005)
18. Vo, Q.B., Foo, N.Y., Thurbon, J.: Semantics for a theory of defeasible reasoning. Annals of

Mathematics and Artificial Intelligence 44(1-2), 87–119 (2005)



Knowledge Supervised Text Classification with
No Labeled Documents

Congle Zhang1,2, Gui-Rong Xue1,2, and Yong Yu

1 Apex Lab, Shanghai Jiaotong University, Shanghai, 200240
2 State Key Lab of CAD & CG, Zhejiang University, Hangzhou, 310058

{zhangcongle,grxue,yyu}@apex.sjtu.edu.cn

Abstract. In traditional text classification approaches, the semantic
meanings of the classes are described by the labeled documents. Since la-
beling documents is often time consuming and expensive, it is a promising
idea that asking users to provide some keywords to depict the classes, in-
stead of labeling any documents. However, short pieces of keywords may
not contain enough information and therefore may lead to unreliable clas-
sifier. Fortunately, there are large amount of public data easily available
in web directories, such as ODP, Wikipedia, etc. We are interested in
exploring the enormous crowd intelligence contained in such public data
to enhance text classification. In this paper, we propose a novel text
classification framework called “Knowledge Supervised Learning”(KSL),
which utilizes the knowledge in keywords and the crowd intelligence to
learn the classifier without any labeled documents. We design a two-stage
risk minimization (TSRM) approach for the KSL problem. It can opti-
mize the expected prediction risk and build the high quality classifier.
Empirical results verify our claim: our algorithm can achieve above 0.9
on Micro-F1 on average, which is much better than baselines and even
comparable against SVM classifier supervised by labeled documents.

1 Introduction

Supervised learning [2,5] and semi-supervised learning [18,19] algorithms are
widely used in text classification. They require high quality labeled documents
for each class to build the classifier. Some studies [13] propose another strat-
egy that users can provide representative keywords to depict the classes. Such
alternative is very promising because labeling documents is often much more ex-
pensive than giving some keywords. For example, when internet service providers
want to classify web pages according to users’ interests, it is much easier to ask
them issue some words to describe their interest than to collect web pages they
are really interested in.

However, one can hardly expect users to provide long and detailed keywords.
It means that the information of the keywords are not enough to learn a reli-
able classifier. The gap between the keywords and the corresponding semantic
meaning should be filled up. We notice that many web directories grows enor-
mous and easily available, e.g. Open directory project (ODP), Wikipedia, Ya-
hoo! Directory. Such public data sets contain huge amount of articles together
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(b) Knowledge with General Se-
mantic Meanings v.s. Special
Test Documents

Fig. 1. Idea Illustration

with annotated category attributes. We are interested in exploring such crowd
intelligence in large public data to enrich the short keywords, and obtain the
knowledge that reveals the semantic meaning of the classes. Such knowledge can
further supervise the text classification without any labeled documents. We call
this learning framework knowledge supervised learning(KSL) shown in Fig. 1(a).

There exists a challenge in above framework: knowledge for each class may
be general in semantic meanings and cover a mixture of topics because the
corresponding keywords are short. Meanwhile, test documents are often spe-
cial and focus on few topics. For example, knowledge for the class with keyword
“computer” may contain thousands of topics, including software, hardware, com-
panies and people, while test documents in “computer” class may be just about
computer courses. Figure 1(b) is an illustration for a binary classification task.
Knowledge KA and KB are that of the classes A and B. We use big circle
for them because they are general and cover many topics. They also intersect
because some topics may be shared. {ai,bi} are test documents, which are rep-
resented by small squares because they are special and cover few topics. Some
documents (e.g. a1,b1) are related to topics of a single class; some others (e.g.
a2, a3), may be relevant to topics of both; others (e.g. b2, b3), may cover topics
irrelevant to the knowledge of the keywords.

In this paper, we propose a two-stage risk minimization approach (TSRM)
to deal with the above challenge of the KSL problem. TSRM incorporates the
keywords and the crowd intelligence into the learning process under the risk
minimization framework [11] to learn a high quality classifier. TSRM is based
on two intuitions. Firstly, it is reasonable to predict a1 (or b1) to classA (or B) in
Figure 1(b) because it is related to topics only relevant to KA or KB. Secondly,
it is also reasonable for us to predict a2,a3 to class A and b2,b3 to class B, by
considering the fact that documents in one class are mutually close to each other.
Our TSRM algorithm contains two stages to fulfill these two intuitions: (1) the
first stage in TSRM is to minimize the independent risk, i.e. the prediction risk of
one test document is decided by taking into account the knowledge of the classes
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and the test document itself, but is irrelevant to the predictions of the other test
documents. (2) the second stage in TSRM is to update the independent risk into
the dependent risk, by considering the relationship among the test documents.

Experiments on 20-Newsgroup and Reuters-21578 show our TSRM approach is
effective and reliable. In order todemonstrate thatTSRMdealswell with short key-
words, we just use class name as the keywords for each class. TSRM achieves above
0.9 on Micro-F1, which significantly outperform baselines. We have also conducted
SVM with 10% labeled documents to prove that our algorithm has comparable per-
formance against supervised learning, though we use no labeled documents.

2 Related Work

Studies [13,3] propose that giving words is much more convenient than labeling
documents. Work in [3] propose active learning while work in [13] modifies naive
Bayes to bootstrap one and make it possible to classify by words. Compared with
them, we incorporate knowledge into learning process. In experiment, we have
compared with bootstrap and shown that KSL achieves better and more reliable
results than bootstrap, especially when class-description is short and general.

Several recent papers have modified learning approach to use extra informa-
tion in text classification. Some work use a set of keywords for each task class
as domain knowledge. Work in [1] combines key words with labeled documents
in a Bayesian logistic regression model to improve classification. Learning algo-
rithm SVM and logistic regression are modified in [15,22], which convert domain
knowledge into weighted training examples. A study [10] proposes interactive
approach to up-weight human selected terms in SVM learning. Out-task labeled
examples in logistic regression can be used to train in-task examples[4]. Work
in [9] applies a generative model with explicit aspect layer which are relevant
topics to task classes. Non-textual uses of Bayesian priors is employed in [6].
These works show extra information can help labeled documents in learning
tasks. Compared with them, our work focus on using knowledge to supervise
learning process without any labeled documents.

Some papers explores relationship among features in out-task documents and
then generate or select features to improve text classification task. Work in [14]
uses transfer learning to build covariance matrix for feature. Gabrilovich[7] pro-
pose the way to use world knowledge in large web directory for feature generation
and feature selection. This sort of techniques can be used to enhance text clas-
sification with labeled documents [8]. For our problem, since there is no labeled
documents, it will introduce noise if we extend general keywords in enormous
knowledge. We have conducted experiment comparing against this sort of strat-
egy to show this fact.

3 Two-Stage Risk Minimization Approach for Knowledge
Supervised Learning

In this section, We first formulate the knowledge supervised learning problem.
Secondly, we model the KSL problem in a risk minimization framework. This
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convert the problem to find a prediction having the least risk. Finally, we design
the two-stage risk minimization algorithm (TSRM) that can predict the test
documents with least risk by considering knowledge from the crowd intelligence,
and mutual relationship among test documents as well.

3.1 Problem Formulation

Our learning task in this paper is to classify the test documents into the classes
represented by the keywords, with the help of the crowd intelligence in the pub-
lic data. We denote them as follows. We have keywords for the classes as C =
{cα}�α=1, where cα is the representative keywords for one class α. The test doc-
ument set is X = {xi}ni=1, where xi is a document in vector form with words
belonging to word setW = {wj}mj=i. For the crowd intelligence, we denote them
as tuple set K = {κk = (dk, tk)}, where dk is an article and ti is the topic with re-
spect to dk. We can formulate crowd intelligence in this way because documents in
public data always annotated with tags or categories, which can be viewed as the
topic related to that document. The output of our learning task is the prediction
x→ y. We denote Y = {yi}ni=1, where yi ∈ {1, 2, ..., �} is a class.

3.2 Modeling KSL under the Risk Minimization Framework

In this subsection we model the knowledge supervised learning process under
the risk minimization framework, incorporating keywords, test documents and
crowd intelligence as well. This risk minimization framework is based on Bayesian
decision theory, which can further derive our TSRM algorithm.

We notice there are three roles in our learning process: users U who provide
the keywords; document source S that provides the test documents; public data
P that provides the crowd intelligence. We assume that U ,S,P generates C,X ,K
with respect to the Markov chains. For keywords, U generates cα according to
U → θα

C → cα. That is, U selects a model with parameter θα
C , according to

distribution p(θα
C |U). Then, using this model, the keywords cα is generated by

probability p(cα|θα
C ). In the same way, we have S → θi

X → xi with respect to
p(θi

X |S) and p(xi|θi
X ); P → θk

K → κk with respect to p(θk
K|P) and p(κk|θk

K).
This process is similar to language model for document retrieval [11].

We use a hidden binary variable Bi,α to model whether the test document xi

belong to the class α represented by the keywords cα or not. Its value follows
the probability p(Biα|θi

X , θ
α
C , θK), where θK = {θk

K|κk ∈ K}.
With the modeling process above, we can optimize the prediction under risk

minimization framework. Each prediction Y is associated with a loss function,
whose value is related to outside parameters, i.e. θ = {θK, {θi

X}ni=1, {θα
C }�α=1,

{Biα}i,α}. We denote the loss as L(Y, θ). With Bayesian decision theory, the
expect risk for prediction Y is given by

R(Y|U , C,S,X ,K) =
∫

Θ

L(Y, θ)p(θ|U , C,S,X ,K)dθ (1)

where the posterior distribution can be written as:
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p(θ|U , C,S,X ,K) ∝ p(θK|K)
∏
i,α

p(Bi,α|θi
X , θ

α
C , θK)p(θi

X |xi,S)p(θα
C |cα,U)

The rest of the paper will focus on designing two-stage algorithm to predict Y
with least expected risk for R(Y|U , C,S,X ,K).

First Stage: Minimizing Independent Risk. Now we consider the risk to
classify one single document with document independence assumption, which in-
dicates the risk to predict yi for xi is merely dependent on θ discussed above, and
independent to other predictions yi′ , where i′ �=i. Thus, the riskR(Y|U , C,S,X ,K)
can be written as R =

∑
i R

I(yi,xi). By some standard calculation, we derive:

RI(yi,xi) =
�∑

α=1

1∑
Bi,α=0

∫
ΘX

∫
ΘC

∫
ΘK

L(yi = α|Bi,α, θK, θi
X , θ

α
C )×

p(θK|K)p(Bi,α|θi
X , θ

α
C , θK)p(θα

C |cα,S)p(θi
X |xi,S)dθX dθKdθC (2)

In Equation (2), L(yi = α|θ) means with decision yi = α and environment
condition θ, the loss attached to classify xi to class α. We can combine the items
in left side of Equation (2) related to K and define LK as:

LK(yi=α|θi
X , θ

α
C , θK) �

∑
Biα∈{0,1}

∫
ΘK

L(yi|Biα, θK, θi
X , θ

α
C )p(Bi,α|θi

X , θ
α
C , θK)dθK

(3)
Notably, Bi,α completely depends on θi

X , θα
C and θK because xi, cα and K

supervises the learning and determines whether xi should be classify to class α.
Thus, we have

LK(yi = α|θi
X , θ

α
C , θK) ∝ h(yi, α)

∑
κ

L(yi = α|κ, θi
X , θ

α
C ) (4)

where h(yi, α) =
{

1 if yi = α
0 otherwise (5)

Up to now, L(yi|θ) is unspecified for generality. Next, we will take advantage
of knowledge K to specify a effective loss function. If xi is about one topic t
while keywords for cα is also very relevant to that topic, we can reduce the risk
if we predict xi as class α, even when xi seems to be unrelated to cα. We can
map both keywords and test documents into topic space of crowd intelligence
and then judge their relationship. Such mapping largely alleviate the sparseness
problem of keywords since topics in K covers a huge range. To formulate this
idea, we calculate LK as

LK(yi = α|θi
X , θ

α
C , θK) = h(yi, α)

∑
κ

L(yi = α|κ, θi
X , θ

α
C ) (6)

= h(yi, α)
∑

κ

p(κ|θi
X ) log

p(κ|θi
X )

p(κ|θα
C )

(7)



514 C. Zhang, G.-R. Xue, and Y. Yu

In Equation (7), the loss to predict xi as class α is evaluated in the Kullback-
Leibler (KL) divergence between their distributions on topic space.

With LK in Equation (7), one can rewrite Equation (2) as:

RI(yi,xi) =
�∑

α=1

∫
ΘX

∫
ΘC

LK(yi|θi
X , θ

α
C , θK)p(θα

C |cα,S)p(θi
X |xi,S)dθX dθC (8)

Equation (8) means the risk minimization criterion is equivalent to the sum
of expected loss value. Since explicitly computing the risk is difficult, like [11],
we approximate RI(yi,xi) at the posterior mode:

RI(yi,xi) ∝
�∑

α=1

LK(yi|θ̂i
X , θ̂

α
C , θK) (9)

where θ̂i
X and θ̂α

C are parameters in expected value. Replace LK(yi|·) with the
right side of Equation (7), we obtain the independent risk for predicting one
document:

RI(yi,xi) ∝
�∑

α=1

h(yi, α)
∑

κ

p(κ|θ̂i
X ) log

p(κ|θ̂i
X )

p(κ|θ̂α
C )

(10)

Let us see how independent risk in Equation (10) works and what its limitation
is. Back to Figure 1(b), we can verify that for the test document a1, RI(ya1 =
A, a1) is sure to have less value than RI(ya1 = B,a1). It is because a1 mostly
relate to topics of class A as shown in the figure, which leads to the result that∑

κ p(κ|θ̂i
X ) log p(κ|θ̂i

X )
p(κ|θ̂α

C )
varies big for α = A and α = B, and further leads to the

difference in independent risk. That is, independent risk is good to predict the
test documents that are distinguishable in topic space. However, for documents

like a3 or b3,
∑

κ p(κ|θ̂i
X ) log p(κ|θ̂i

X )
p(κ|θ̂α

C )
varies little for α = A and α = B, which

makes independent risk not enough to predict them. That is to say, it is necessary
to further utilize the structure in test documents to overcome the limitation of
the independent risk.

Second Stage: Minimizing Dependent Risk. Dependent risk in this section
cancels the independent assumption before. The key intuition is, since documents
in one classes are always mutually close to each other, prediction risk for one
document should be influenced by others. We explore such dependence by uti-
lizing the word-document relationship among the test documents. We apply a
probabilistic approach to incorporate the observed document-word co-occurrence
data X ×W into risk minimization framework. For document xi ∈ X and word
wj ∈ W , they are attached class-specific distribution for class α. We denote them
as pi|α � p(xi|α) and qj|α � p(wj |α). Meanwhile, each class is attached with a
prior distribution πα � p(α). We can assume xi and wj are conditional indepen-
dent given α. Formally, p(xi, wj |α) = p(xi|α) × p(wj |α). The joint probability
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distribution for the co-occurrence is a mixture of separable conditional distribu-
tions: p(xi, wj) =

∑�
α=1 p(α)p(xi, wj |α) =

∑�
α=1 παpi|αqj|α. Our purpose is to

identify pi|α that can further reveals the predictions for the test documents.
As discussed in the last sections, independent risk brings some reliable predic-

tions. We want to propagate likelihood from such reliable predictions to other
predictions with the probability distributions defined above. For example, we
can identify the relationship between a3 and α = A by p(a3|α = A) referring
p(a1|α = A) in Figure 1(b). To this end, the probabilities πα, pi|α and qj|α can
be decided by considering predictions obtained by independent risk. Meanwhile,
we can also utilize representative keywords given by users. Concretely, (1)we set
p(cα|wj) = 1 when word wj occur in class-description cα, since this word is
the representative word for that class identified by user. (2)we set p(cα|xj) = 1
when prediction yj = α for xj has a very low independent risk in Equation 10.
It is reasonable to set in this way because low independent risk means the test
document only relate to topics of a single class.

We define V = {wj |∃α, s.t. wj ∈ cα} as the set of all the words that appear
in keywords. We denote the projection between wj ∈ V and cα as g : wj →
α. Similarly, we use set U to denote those documents having predictions with
low independent risk in Equation (10). These prediction can be defined as the
projection f : xi → α.

Based on above discussion, we can identify the probability distributions by
maximizing log-likelihood L fitting word-document co-occurrence, keyword and
independent prediction risk as:

L =
∑
i,j

nij log p(xi, wj) =
∑

xi∈U

∑
wj∈V

nij log(
∑
α

παpi|αqj|α) (11)

+
∑

xi∈U

∑
wj∈V

nij log(qj|f(xi)) +
∑

xi∈U

∑
wj∈V

nij log(pi|g(wj))

where nij indicates the times that word wj occur in document xi. Equation (11)
comes from following facts, derived easily from the definitions of U, V :

∀wj ∈ V : qj|α =
p(cα|wj)p(wj)

p(α)
∝

{
1/πα if α = g(wj)
0 otherwise (12)

∀xi ∈ U : pi|α =
p(cα|xi)p(xi)

p(α)
∝

{
1/πα if α = f(xi)
0 otherwise (13)

The EM algorithm is known to increase the likelihood in every step. We
introduce the posterior probabilities φα|i,j = p(α|xi, wj), which is calculated in
E-step based on current estimates of parameters through Bayesian rule:

φα|i,j =
παpi|αqj|α∑

α′ πα′pi|α′qj|α′
(14)

In M-step, pi|α, qj|α and πα are derived by:

pi|α ∝
∑

j

nijφα|i,j ; qj|α ∝
∑

i

nijφα|i,j (15)
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πα ∝
∑

i

∑
j

nijφα|i,j (16)

Back to risk minimization framework, the loss should be high if we classify
xi to class α when p(cα|xi) ∝ pi|απα is high. With the distribution calculated
in equation 15, we can rewrite the loss function as: L(yi|·) = 1/πyipi|yi

. Fol-
lowing the same way we yield equation 10, we can updated independent risk to
dependent risk RD(yi = α,xi):

RD(yi = α,xi) ∝
�∑

j=1

h(yi, α)pi|α (17)

Let us see how Equation (17) overcomes the limitation of the independent
risk. Test documents in the same class share more common words and therefore
conditional probabilities of that class are propagated among them more strongly.
For test documents that cannot be distinguished by independent risk, e.g. a3 or
b3 in Figure 10, dependent risk can separate them apart with the help of pi|α
decided by the entire test document set.

4 Implementation Details

In order to estimate p(κ|θ̂i
X ), p(κ|θ̂α

C ) in Equation (10), we view θ̂i
X and θ̂α

C as
empirical distribution of document xi = w1

iw
2
i . . . w

|xi|
i and cα = w1

αw
2
α . . . w

|cα|
α .

For practical implementation, we count the number of word w occur in topic
attached document set, sum the number and normalize it to estimate the value.
Since there are huge amount of knowledge topics and it is time consuming to
enumerate them all, we select some κ to use in Equation (10). For each class α,
we prefer topics that are able to distinguish it from other classes. We choose the
knowledge topics κ that differ greatly in p(κ|θ̂α

C ) to other α′ �= α. We balanced
select reliable prediction based on independent risk for each class and add con-
straints according to these predictions. Adopting EM-algorithm, after coverage,
TSRM makes prediction for Y as Y = {yi|yi = argminα R

D(yi = α,xi)}.

5 Experiments

5.1 Experiment Design

We have evaluated the performance of our TSRM approach using two data corpus:
the Reuters-21578 and the 20 Newsgroups document corpora. These two data cor-
pus have been widely used for classification experiments. For Reuters, we discard
documents with multiple class labels and removed the classes with less than 60
documents. This lead to 14 classes with 8526 documents. The Newsgroup corpora
contains about 20,000 documents that were collected from 20 news groups in the
public domains. We focus on binary classification in this paper, which means we
can generate 190(C2

20) datasets for 20Ng and 91 datasets(C2
14) for Reuters.
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We use “Open Directory Project” as the crowd intelligence. We crawl web
pages from ODP and remove html tags. They are articles b of K. We use the
leaf categories in ODP category tree to serve as topics t of K. In this paper’s
experiment, K contains 1.3 million articles and 156 thousand categories. In order
to prove our TSRM approach can deal well with short, general keywords, we
just use the class names as the representative keywords for the classes whose
class names are not abbreviation. For other abbreviation cases, we extend it to
readable phrase in less than five words.

To study the performance of our proposed knowledge supervised learning
algorithm, we compare the performance of TSRM against that of three strategies.
(1)Bootstrap: follow [13], use keywords as the seed information, extend it in task
documents and execute Naive Bayes EM to train a model to classify documents;
(2)train from relevant knowledge articles (TRKA): find articles most relevant to
keywords in knowledgeK by cosine similarity, and use these articles as labeled set
to train the classifier; (3)supervised learning (SL): we randomly sample a portion
of documents from X as the labeled documents and train a supervised learning
model. Notable, the third strategy SL utilizes labeled documents, which is not
available in TSRM settings. We conduct this comparison to prove that TSRM
can reach the comparable performance against supervised learning approach
with labeled documents, though TSRM needs none of them. We use SVM-Light
[17] with carefully tuned parameters in strategy 2 and 3 to build the classifier.

We employ Micro-F1 defined as 2pr
p+r as performance metrics, where p and r are

precision and recall respectively. Besides overall performance comparison against
other strategies, we conducts a series of experiments to investigate our approach.
We check the precision-recall curve by predicting merely on independent risk,
which verify the necessarily and importance of dependent risk. We also evaluate
how parameters effect the final performance.

5.2 Experiment Results

Overall Performance. We have tested the TSRM approach for both the
Reuters and the Newsgroup document corpora on all datasets of the classes.
For limited space, we cannot list all 190 datasets for 20Ng and 91 datasets for
Reuters. We choose 7 and 10 datasets for 20ng/Reuters respectively, following
the rule that every class is in one dataset. We also give the average case (average
on 190/91 datasets).

For each class, top 200 relevant articles in K are extracted to train the classifier
for TRKA; we choose top twenty percent documents with smallest independent
risk for U in Equation (11). 10% documents are sampled as training samples for
strategy SL.

Table 1 is the performance comparison on Reuters and 20Ng. TRKA arrives at
a poor performance, because many articles relevant to keywords are noise for the
test documents. Bootstrap is very unreliable because representative keywords are
short and very general. It can obtain good performance in some cases but may
totally fail in others. Results of the baselines show that it is necessary to design
some delicate algorithm for our problem. TSRM approach greatly outperforms



518 C. Zhang, G.-R. Xue, and Y. Yu

Table 1. Performance Comparison by 4 strategies on Reuters and 20ng

Class Pair TRKA Bootstrap TSRM SL
Average for 190 pairs in 20ng 0.543 0.841 0.919 0.936

Average for 91 pairs in Reuters 0.498 0.711 0.906 0.924
alt.atheism / talk.politics.mideast 0.595 0.954 0.911 0.961

comp.sys.ibm.pc.hardware / rec.autos 0.422 0.950 0.926 0.935
comp.graphics / misc.forsale 0.516 0.518 0.882 0.957

comp.os.ms-windows / comp.sys.mac.hardware 0.672 0.477 0.851 0.890
comp.windows.x / rec.sport.baseball 0.622 0.973 0.980 0.984

rec.motorcycles / sci.space 0.385 0.785 0.974 0.964
rec.sport.hockey / soc.religion.christian 0.559 0.993 0.981 0.954

sci.electronics / sci.med 0.261 0.673 0.959 0.958
talk.politics.guns / talk.religion.misc 0.405 0.432 0.920 0.931
talk.politics.misc / talk.religion.misc 0.332 0.609 0.895 0.939

earn / acq 0.546 0.702 0.888 0.943
crude / trade 0.362 0.608 0.943 0.887

money-fx / interest 0.377 0.571 0.834 0.769
ship / money-supply 0.883 0.917 0.987 0.986

sugar / coffee 0.767 0.530 0.972 0.993
gold / gnp 0.650 0.956 0.862 0.912
cpi / cocoa 0.031 0.514 0.934 0.981

TRKA and Bootstrap. Meanwhile, its performance is comparable against su-
pervised learning methods SL with labeled documents. For some classes, TSRM
performs even better. TSRM is also reliable, because it effectively exploits the
valuable knowledge to supervise the learning process.

Performance of Independent Risk. In this part, we conduct experiments to
show the performance with independent risk only. In Figure 2(a), we make pre-
diction merely by independent risk in Equation (10), i.e. yi = argminα R

I(α,xi).
For three datasets and the average case on 20NG, we change the recall value and
record how precision changes. It can be seen that precision is satisfactory with
low recall. That is to say, it is reliable to predict those documents whose indepen-
dent risk is small. Figure 2(b) show average P/R curves for prediction on 20ng
by independent risk and dependent risk respectively. From this figure, dependent
risk outperforms independent risk greatly because it effectively improves recall.
These experiments verify our claim that (1)minimizing independent risk can lead
to high precision on test documents with small RI value. (2)it is necessary to
consider dependency among test documents to refine the predictions.

Parameters. There are two parameters in our algorithm. One is the number of
topics we used in equation 10, i.e. size of κ set. Another is the number of docu-
ments we adopt independent risk to make prediction, i.e. size of set U . Left side
of figure 3 show how Micro-F1 changes with |κ|. We see big |κ| helps the perfor-
mance generally, which means TSRM successfully exploits the crowd intelligence.
Right side show how performance changes with |U |. As expected, performance
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Fig. 3. Performance when changing parameters

increases at first and decrease later. The reason is that some documents should
be predicted by minimizing dependent risk rather than independent one along.

6 Conclusion

This paper introduce a novel text classification framework named Knowledge
Supervised Learning, which utilize the representative keywords for the classes
and the crowd intelligence to learn the high quality classifier without any labeled
documents. We propose a two-stage risk minimization algorithm to effectively
solve the KSL problem. The experiments show that TSRM can greatly improve
the baselines and achieve 0.91 in Reuters and 0.92 in 20 Newsgroup on Micro-
F1. The performance of TSRM is also comparable to that of supervised learning
techniques like SVM with labeled documents.
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Abstract. Transductive learning is proposed to incorporate both la-
beled and unlabeled examples into the learning process. Several meth-
ods have been developed and show encouraging performance. However,
people may meet complicated classification tasks in real world appli-
cations, where one category contains multiple components. Traditional
transductive learning algorithms are not very effective in such settings.
In this paper, we propose a novel transductive learning approach called
constrained local regularized transducer(CLRT) for multi-component cat-
egory classification. CLRT is based on the local separable assumption
that it is possible to build a linear predictor in one small area. We imple-
ment the assumption by minimizing a unified objective function, which
can be optimized globally. Experiment results validate that CLRT can
achieve satisfied performance robustly and efficiently.

1 Introduction

Transductive learning is widely used in many classification tasks [15]. Besides
labeled examples for each category, unlabeled examples are already known when
training the classifier. which can be called transducer in transductive learning.
Some approaches, such as TSVM [15,6], use unlabeled examples to adjust the
global hypothesis. Others like spectral graph transducer [7], normalized cut [14]
follows the local consistency assumption that near examples tend to have the
same assignment.

We notice in real world applications, people often meet complicated problems
where one category contains more than one component. For example, in user
interest classification, a user may have several interests that differ a lot from
each other. In automatic diagnosis, patients suffering from the same disease
often show quite different symptoms. We call such problem multi-component
category classification. Figure 1 is a simple example. There are two challenges for
transductive learning in such settings. Firstly, examples are not linearly separable
globally. Secondly, components of the same category can be far in distance, such
as components A and C in Figure 1. Comparatively, components of different
categories will be very close (like A and B), which makes near examples have
different labels. Because of these challenges, traditional approaches relying on
global linear predictor or local consistency assumption will not be very effective
in multi-component category setting.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 521–532, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. An multi-component category classification example, red/blue examples belong
to two categories

To overcome these challenges, we propose a novel constrained local regularized
transducer (CLRT) for multi-component category classification. CLRT is based
on local separable assumption, which means examples in a small area belong to
at most two components and can be separated by a linear predictor if they have
different labels. With this assumption in mind, besides keeping consistent with
pre-given labels on training set, the generalized assignments should follow the
principle that when examples of different categories are in one small area, their
assignments should meet the result of the local linear predictor. On one hand,
CLRT based on such principles enforces assignments fit multiple local predictors
instead of a global linear predictor. On the other hand, even when the unlabeled
example has neighbors on the components of different categories, local linear
predictor can separate them apart and prevent it having the same assignment
with its neighbors. Therefore, CLRT can deal well with challenges that global
linearly separable and local consistency properties do not hold in multi-category
setting.

In this paper, constrained local regularized transducer implements local sepa-
rable assumption by minimizing a unified objective function, which is a trade-off
between the constraint part and the local regularized part. The constrained part
gives square loss as the training error when transducer assigns the training ex-
amples with wrong labels. The local regularized part considers every example
on its neighborhood and enforce its assignment to keep consistent with the lo-
cal regularized linear predictor. The unified objective function can be globally
optimized by an extended spectral methods.

We conduct experiments on 20-Newsgroup / Reuters-21578 to provide empiri-
cal evidence for our approach. Randomly selected components are mixed together
to form both the positive and the negative categories. We apply the proposed
CLRT in such settings and compare it with several state-of-the-art classification
algorithms, including kNN, SGT, SVM and TSVM with radial basis kernel. For
categories containing two components, CLRT achieves 0.070/0.024 on error rate
averagely, and 0.091/0.041 averagely for categories containing three components.
Such results significantly outperform comparison methods. Besides, CLRT also
achieves satisfied performance on traditional settings (i.e. each category contains
a single component).
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2 Related Work

Transducitve learning is proposed by Vapnik in [15]. In this work, transductive
support vector machine (TSVM) is designed with the goal of using unlabeled data
to adjust the classifier, which is later refined in [6]. TSVM separates data into two
sides by maximizing margin for both labeled and unlabeled examples. Some trans-
ductive approaches tend to classify near data into the same category according to
the local consistency property. Works (such as Mincut [1], multi-way cuts [8], nor-
malized cut [14], and ratio-cut [2]) present the data relationship in an undirected
graph and put cut operations on that graph. Spectral graph partitioning (SGT)
in [7] added some additional heuristics to improve graph cut performance.

In practical, people will meet complicated classification problems that one
category contains multiple components. Work in [11] analyzes user behavior in
Internet and points out that users usually have multiple interests. Webblogs are
data sources with mixture topics for each blogger [10]. Our CLRT algorithm
is designed for such multi-component category setting, where local consistency
property may not hold well. We make empirical comparisons to prove this claim.

When categories contain multiple components, examples are not linear sepa-
rable globally. Kernel functions [13] can map the data into a higher dimensional
space and may make it possible to perform the linear separation. Using ker-
nel functions, support vector machines turn to alternative training methods for
polynomial, radial basis function (rbf) and multi-layer perceptron classifiers. In
our experiment, we test SVM and TSVM with rbf kernel to show that CLRT
can reach satisfied performance.

We are inspired by the idea that examples are linearly separable in a small
area. Work in [9] proposes the idea of training classifier locally. Locally linear em-
bedding [12,?] attempts to discover nonlinear structure in high dimensional data
by exploiting the local symmetries of linear reconstructions. Zhou [19] proposes
a learner keeping both local and global consistency. Works in [16,17] provide
novel clustering methods with local information. In this paper, we put the lo-
cal linearly separable idea in transductive learning and design our CLRT for
multi-component category classification.

3 Constrained Local Regularized Transducer

The learning task is defined on data arrayX of n examples X = (x1,x2, . . . ,xn).
xi is an m dimension feature array. For training, examples with ids in Sl ⊂
{1, 2, . . . , n} are labeled. For simplicity, let’s assume labels are binary. We denote
Y l = (yl

1, y
l
2, . . . , y

l
n), with yl

i ∈ {−1, 0, 1} representing the label of xi. We use
yl

i = 0 to denote that xi is unlabeled. With X and Y l, the input for transducer
is D = {(xi, y

l
i)|i = 1, 2, . . . , n}. Transducer estimates the function fD : xi → zi,

where zi = fD(xi) is the assignment for xi. Notice here X is an m× n feature
matrix while Y l is an n length vector.

Our idea is that for every example, its assignment should meet the result of
the linear predictor decided by its neighborhood. We extend regularized linear
classifier as our local linear predictor, which will be introduced first. Then we
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combine these local linear predictors together according to the rule of minimizing
leave-one-out error. After adding constraint to keep assignment consistent to
training examples and taking the normalizing problem into account, we arrives
at the objective function for CLRT.

3.1 Regularized Linear Classification

Regularized linear classification [18] is a supervised learning approach. It takes
labeled examples (i.e. {xi|i ∈ Sl}) as input and generates a unifier linear pre-
dictor w∗ for test examples. If the square loss is applied to estimate the linear
predictor, the objective function can be written as:

LRLC =
1
n

∑
i∈Sl

(wT xi − yl
i)

2 + µ||w||2 (1)

w∗ = arg min
w
LRLC (2)

zi = fD(xi) = sign(w∗T xi) (3)

The first term of Equation (1)is the loss on the training set, the second term is a
regularized term to prevent the predictor itself from overfitting. To solve above
equations, we can take ∂LRLC

∂w = 0 and get

w∗ = (
∑
i∈Sl

xixi
T + nµI)−1(

∑
i∈Sl

xi
T yl

i) (4)

For convenient discussion, we rewrite the loss using feature matrixX and label Y l

to
w∗ = (XXT + nλI)−1XY l (5)

X is an m× n matrix. When m >> n, calculating the inverse of XXT + nµI is
very expensive, an equivalent representation is proved in [16] that:

w∗ = X(XTX + nµI)−1Y l (6)

this makes it possible to obtain linear predictor by calculating the inverse of an
n × n matrix, which is much easier when m >> n. Linear regularized classi-
fier here is a global predictor. Its empirical success relies on the fitness of the
assumption that examples are linearly separable globally. In multi-component
category setting, we want to build linear classifier for every example in its neigh-
borhood according to locally separable assumption. However, labeled examples
are scattered among components, which makes labeled examples not enough
for training. To avoid this limitation, we utilize unlabeled examples to provide
structure information to help build local predictors.

3.2 Transductive Learning with Regularized Local Predictors

Local predictors are built for every example by mining the structure in their
neighborhoods. For one example, its assignment should keep consistent with the
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local linear predictor. In multi-component setting, when neighbors of xi belong
to different categories, local predictor helps us to tell xi from them. Formally, we
denote xi’s neighborhood as Xi = (xi1,xi2, . . . ,xik), where xij is the j-nearest
example to xi in X , i.e. Xi is an m× k matrix. Similar to Equation (1), a local
predictor wi for xi is to minimize:

Li =
1
k

∑
xj∈Xi

(wi
T xj − zj)2 + µ||wi||2 (7)

where zj = fD(xj) is the assignment for xj . We will carry these assignments
in local predictors until we can optimize them globally. We can apply the same
way in Equation (5) to find wi

∗ minimizing Li that:

wi
∗ = (XiX

T
i + kµiIi)−1Xzi (8)

where zi = (zi1, zi2, . . . , zik), with zij the assignment for xij . We convert wi
∗

to the form as equation (6) to reduce computation cost:

wi
∗ = Xi(XT

i Xi + kµiIi)−1zi (9)

Now the problem is to combine local predictors together and to optimize assign-
ments {zi} in {wi

∗}. Notice that each wi
∗ is obtained without the value of xi.

Thus, local regularized predictor is the result of “leave-one-out” learning. By
applying the rule of minimizing leave-one-out error [4], we can minimize:

Lloo =
1
n
�(f loo

D (xi)− zi)2 =
1
n

n∑
i=1

(xi
T w∗

i − zi)2

=
1
n

(xi
TXi(XT

i Xi − kµiIi)−1zi − zi)2 (10)

where f loo
D (xi) is the assignment of the local predictor for xi. We apply the

square loss for each local learner. In equation 10, only {zi} are unknown values.
If we define βi = ei (the i’th column of n× n identity matrix) and αi with j-th
entry as

αij =
{

(xi
TXi(XT

i Xi − kλiIi)−1)j j ∈ Ni

0 o.w
(11)

i.e. αi is obtained by extending xi
TXi(XT

i Xi − kµiIi)−1 to an n-length vector
by adding some zero entries. Then the leave-one-out loss is

Lloo =
1
n

n∑
i=1

((αi − βi)z)2

=
1
n

n∑
i=1

zT (αi − βi)(αi − βi)T z (12)

We denote an n× n matrix M as M = 1
n

∑n
i=1(αi − βi)(αi − βi)T , then Lloo =

zTMz.
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3.3 Normalized Local Predictors with Constraint

A minimized zTMz enforces the assignment for every example xi to keep con-
sistent with its local predictor decided by neighborhood Xi. M provides a good
foundation to design the transducer for multi-component category classification.
We first discuss some properties of M and then we can arrive at the objective
function for the transducer.

Lemma 1. With M ’s Laplacian LM = M ′ −M where M ′ is a diagonal matrix
with M ′

ii =
∑

j Mij, the leave-one-out loss can be written as:

Lloo = 1TM1− zTLMz (13)

Proof. Lloo = 1TM1− zTLMz

= 1TM1− (zTM ′z − zTMz)

=
∑
i,j

Mij − (
∑

i

z2
i

∑
j

Mij − zTMz)

= zTMz (14)

Lemma 2. For an undirected weighted graph G = (V,E), V = {vi} is the node
set with n nodes. Each node vi has the assignment zi ∈ {+1,−1}. E is the edge
set {(vi, vj ,Mij)|vi, vj ∈ V }, Mij is the weight between node vi and node vj. The
size of the cut which split G into positive nodes and negative nodes is zTLMz,
where LM is defined in lemma 1.

Lemma (2) can be proved easily. Lemma (1) rewrites the leave-one-out loss and
lemma (2) tells us its graph meaning. Combining lemma (1) and (2), we can
arrive at following conclusion:

Theorem 1. Finding z that minimize the leave-one-out error for regularized
local predictors in equation 12 can be converted to finding minimum cut in undi-
rected weighted graph G with adjacent matrix M .

Now we convert the multi-component category classification problem to mini-
mizing graph cut. For practical problems, it is necessary to balance the number
of nodes in each cut when minimizing the sum of the edge weights cut through.
It is because simply minimizing the cut size leads to degenerate cuts easily. For
example, one cut is very small while the other cut contains almost all nodes.

Fortunately, transductive learning problems have labeled data to guide graph
split. [7] proposes a reasonable principle to put on the transductive solution that
averages over examples (e.g. average margin, pos/neg ratio) should have the
same expected value in the training and test sets.

Suppose we are given n+ positive labeled data and n− negative labeled ex-
amples. Following [3], the normalized unsupervised optimization problem can
equivalently be written as

min
z

zTMz

zT z
with zi ∈ {γ+, γ−} (15)
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where γ+ =
√

n−
n+

and γ− =
√

n+
n−

. When “same expected value” principle is

met, we have zT z = n and zT 1 = 0, which balance the positive and negative
examples. Since solving (15) is NP hard, we can minimize its real relaxation as:

min
z

zTMz (16)

s.t. zT 1 = 0andzT z = n (17)

Taking the labeled examples in Y l into account, we employ the quadric loss to
constrain the transducer as:∑

i:yl
i=+1

ci(zi − γ+)2 +
∑

i:yl
i=−1

ci(zi − γ−)2 (18)

ci allows various cost for different labeled examples. The meaning of (18) is clear:
when zi is assigned the desired label in training set, the loss is zero; when they
are different, the above-zero value is added to the loss. Adding the quadric loss
to Equation (16) and then turning it to matrix form, we arrive at the objective
function for CLRT as:

min
z

zTMz + c(z − γ)C(z − γ) (19)

s.t. zT 1 = 0andzT z = n (20)

where the elements of γ is equal to γ+ for positive labeled examples, γ− for
negative labeled examples and zero for other unlabeled examples. c is the trade-
off parameter balance the effect of local regularized predictors and the constraint
on training set. C is a diagonal matrix with Cii = ci for labeled examples and
zero for unlabeled ones. In order to balance the effect of positive and negative
labeled examples, we can set Cii = n−

n++n− for positive labeled examples and
Cii = n+

n−+n+
for negative ones.

Minimizing (19) can well reach multi-component category classification
purpose. For every example, its assignment keeps consistent with examples in
neighborhood following local separable rule by minimizing local regularized part.
Meanwhile, classification results for all examples are consistent to training set by
minimizing constraint part. Consistency on the training set and local linear pre-
dictors make each example correctly influences its neighbors when they are in same
category and distinguish from its neighbors when they have different labels.

Equation (19),(20) can be solved by spectral methods introduced in [5]. ForM ,
we take its LaplacianLM defined in lemma 1. Then, we make eigen-decomposition
for LM and get LM = UΣUT . Each column of U is one eigenvector, whose corre-
sponding eigenvalue is in diagonal matrix Σ. For z, we can find a u and write z as
z = Uu because U is invertible. There is an easily verified property for LM that
LM ·1 = 0 ·1. This means LM has an eigenvector 1 corresponding to eigenvalue 0.
It is well known that for a real symmetric matrix, eigenvectors corresponding to
different eigenvalues are orthogonal to each other. Since eigenvalue 0 corresponds
to a single eigenvector1, all vectors except 1 inU are orthogonal to 1. LetΣ11 = 0,
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in order to make zT 1 = 0, the first element of u have to be zero. We denote U ′ as
the matrix obtained by removing eigenvector 1 from U . Then we have z = U ′u′,
where u′ is obtained by removing the first element in u. This guarantees zT ·1 = 0.
With U ′,u′, (19),(20) can be changed to the following equivalent optimization
problem:

minu′ u′TU ′TMU ′u′ + c(U ′u′ − γ)TC(U ′u′ − γ)
s.t. u′T u′ = n (21)

(21) comes from n = zT z = u′TU ′TU ′u′ = u′T u′. By merging square terms,
linear terms and constant terms respectively, we have the objective function in
following form:

minu′ u′TAu′ +Bu′ (22)

where A = U ′T (M + c · C)U ′, B = −2cU ′TCγ. The constant item has been
dropped in (22). Work in [5] shows the way to solve this kind of optimization
that the optimized u′∗ is u′∗ = (A−λ∗I)−1B, where λ∗ is the smallest eigenvalue
of

D =
(

A −I
− 1

4nBB
T A

)
(23)

With u′∗, we have optimized z∗ = U ′u′∗, whose entries are generalized assign-
ments for examples.

4 Experiments

In this section, we first introduce the design of the experiment, including compar-
ison methods and the way to obtain meaningful data sets for multi-component
setting. Then the experiment results are given to compare the performance
among various methods. We also test some properties of CLRT, such as pa-
rameter influence and time cost.

4.1 Experiment Design

We evaluate the performance of CLRT using two public data corpora: the
Reuters-21578 and the 20 Newsgroups. These two corpora have been widely
used for classification evaluations. The Newsgroup contains about 20,000 docu-
ments that were collected from 20 news groups in the public domains. We view
each news group as one component. Documents in Reuters have topic properties.
We discard the documents with multiple topics and remove the topics with less
than 60 documents. This lead to 8526 documents covering 14 topics. We view
each newsgroup in 20ng and each topic in reuters as one component.

To validate that CLRT can deal well in multi-component environment, we gen-
erate categories by merging components together. We use notation id1 id2 · · ·
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idn to denote a multi-component category, which contains documents on com-
ponents with corresponding ids according to their alphabet order. In this paper,
we conduct experiments on categories containing two and three components.

We adopt following state-of-the-art algorithms as comparison methods: (1)k
nearest neighbor classifier: kNN classifier implements local consistency property
in an intuitive method that classifying an example into the category having most
labeled examples in its k nearest neighbors; (2)spectral graph transducer (SGT)
[7]: finds a constrained normalized minimum cut in the graph with distance ma-
trix as adjacent matrix to enforce near examples classified into the same category;
(3) support vector machine with rbf kernel (SVM-R)[15]: rbf kernel maps the dis-
tance matrix to a new space and then conducts svm classification; (4)transductive
support vector machine with rbf kernel (TSVM-R)[6]: besides kernel mapping, it-
eratively adjusts classifier by taking unlabeled examples into account.

Among four comparison methods, SGT and SVM-R are transductive ap-
proaches. KNN and Sgt are based on local consistency assumption. SVM-R and
TSVM-R makes kernel mapping. Since SGT, SVM-R and TSVM-R are designed
for binary classification, the comparisons in this paper are also based on binary
classification for simplicity.

We employ error rate as the performance metric. Besides performance compar-
isons against other methods in multi-component setting, we also evaluate CLRT
in traditional setting, i.e. each category contains a single component. Relations of
InputSize-TimeCost and Parameter-Performance will be demonstrated finally.

4.2 Experiment Results

Overall Performance. For Reuters and 20ng, we test the various methods on
categories containing two topics and three topics respectively. Thus, there are
four groups of data sets. We randomly generate 100 data sets for each group. We
use ids according to alphabet order to describe them. For example, 1 2 vs 3 4
means that the positive category contains documents on “comp.graphics”, “ms-
windows” and the negative category contains “ibm.hardware”, “mac.hardware”.
We obtain performance of various methods for all 400 data sets. For limited
space, we show the results for part of them and the average cases for each group.

We randomly select 10 examples as the training set for each component to
test the performance with small training set. For CLRT, we adopt the same
parameters for all data sets to validate its robustness. We set local range k as
50, regularized term weight µ as 1, constraint weight c as 10. For kNN, we check
10 nearest neighbor for each test example. For SGT, we use default parameters
in [7]. For SVM-R and TSVM-R, we set the variance as 0.1 and use default
values for other parameters.

Table 1 shows the performance comparisons. Our CLRT approach outper-
forms all other methods in most of the data sets. KNN arrives at a poor per-
formance because nearest neighbors often belong to other categories with few
training examples. SGT may have good performance in some cases. But when
the local same assumption is not well satisfied, the performance will evidently
reduce. Thus it is not an reliable approach in our setting. Kernel mapping
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Table 1. Performance comparison of 5 methods on Reuters and 20Ng

Group Name Data Set
Error Rate Improvement

CLRT kNN SGT SVM-R TSVM-R kNN SGT SVM-R TSVM-R

Average

avg.20ng-2 0.070 0.216 0.173 0.209 0.160 2.06 1.46 1.96 1.28
avg.reuters-2 0.024 0.218 0.104 0.053 0.056 7.89 3.25 1.15 1.30
avg.20ng-3 0.091 0.276 0.218 0.213 0.369 2.04 1.40 1.35 3.07

avg.reuters-3 0.041 0.280 0.215 0.060 0.062 5.82 4.24 0.47 0.52

20ng-2

5 16 vs 15 6 0.056 0.272 0.253 0.165 0.487 3.81 3.47 1.92 7.62
9 3 vs 19 0 0.016 0.046 0.045 0.265 0.025 1.98 1.87 15.99 0.60

3 19 vs 13 12 0.101 0.283 0.318 0.384 0.550 1.81 2.16 2.81 4.46
0 9 vs 15 12 0.064 0.246 0.226 0.287 0.474 2.83 2.53 3.47 6.39
6 7 vs 15 12 0.140 0.313 0.275 0.263 0.155 1.23 0.96 0.87 0.11

Reuters-2

27 22 vs 30 29 0.015 0.251 0.045 0.025 0.025 16.03 2.07 0.68 0.68
30 21 vs 24 26 0.017 0.032 0.022 0.060 0.063 0.90 0.30 2.59 2.77
27 31 vs 22 29 0.003 0.192 0.051 0.068 0.068 75.70 19.40 26.07 26.07
22 21 vs 32 31 0.007 0.288 0.083 0.031 0.038 41.67 11.26 3.56 4.61
27 23 vs 21 25 0.005 0.009 0.005 0.018 0.022 1.00 0.06 3.04 3.94

20ng-3

8 18 0 vs 9 15 12 0.078 0.307 0.312 0.307 0.462 2.94 3.01 2.94 4.93
6 19 16 vs 11 7 5 0.072 0.267 0.184 0.211 0.456 2.71 1.56 1.94 5.35
3 19 13 vs 12 1 18 0.157 0.424 0.344 0.311 0.485 1.70 1.19 0.98 2.09
16 15 1 vs 4 7 12 0.069 0.186 0.218 0.187 0.187 1.70 2.16 1.71 1.70
8 15 3 vs 12 7 16 0.095 0.351 0.350 0.222 0.217 2.69 2.67 1.33 1.28

Reuters-3

32 21 23 vs 24 30 29 0.009 0.067 0.267 0.033 0.020 6.35 28.11 2.60 1.20
21 26 22 vs 27 23 20 0.025 0.365 0.242 0.053 0.031 13.48 8.60 1.10 0.22
26 33 30 vs 29 23 21 0.003 0.034 0.033 0.016 0.009 12.55 12.15 5.60 2.77
28 30 32 vs 31 21 24 0.061 0.339 0.116 0.047 0.018 4.56 0.91 -0.23 -0.71
20 29 22 vs 32 30 23 0.068 0.340 0.340 0.054 0.011 3.98 3.98 -0.21 -0.84

Table 2. Performance Comparison with SGT in traditional setting (category contains
a single component)

Data Set CLRT SGT Data Set CLRT SGT
avg.20ng 0.034 0.028 avg.reu 0.024 0.032
5 vs 16 0.008 0.005 22 vs 29 0.005 0.005
15 vs 6 0.022 0.021 20 vs 32 0.012 0.010
9 vs 3 0.008 0.006 20 vs 22 0.030 0.029
1 vs 18 0.014 0.013 21 vs 32 0.011 0.006
18 vs 6 0.033 0.030 31 vs 24 0.008 0.022
2 vs 6 0.159 0.122 23 vs 31 0.072 0.224
12 vs 8 0.024 0.022 10 vs 27 0.097 0.261
11 vs 12 0.036 0.020 23 vs 21 0.000 0.015
3 vs 19 0.013 0.013 25 vs 29 0.007 0.008
13 vs 12 0.048 0.046 30 vs 27 0.097 0.261

methods of SVM-R and TSVM-R can in some extent improve the performance.
The comparison shows that CLRT based on local separable assumption still has
advantage over such kernel mapping approaches.

We further test CLRT in traditional setting. We randomly generate 100 data
sets for 20ng and Reteurs with categories each containing a single component.
We compare CLRT with SGT on these data sets. The results in Table 2 show



Constrained Local Regularized Transducer 531

40 60 80 100 120 140
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

k

er
ro

r

5_16_vs_15_6
9_3_vs_19_0
3_19_vs_13_12

(a) changing k

0 20 40 60 80 100
0

0.02

0.04

0.06

0.08

0.1

0.12

c

er
ro

r

5_16_vs_15_6
9_3_vs_19_0
3_19_vs_13_12

(b) changing c

Fig. 2. Parameters k and c

10
−3

10
−2

10
−1

10
0

0

0.02

0.04

0.06

0.08

0.1

0.12

µ

er
ro

r

5_16_vs_15_6
9_3_vs_19_0
3_19_vs_13_12

(a) changing µ

0 1000 2000 3000 4000 5000 6000 7000 8000
0

10

20

30

40

50

60

70

#examples

T
im

e(
s)

9_3_vs_19_0

(b) time cost

Fig. 3. Parameter µ and time cost

that CLRT reaches comparable performance against SGT, which validates the
adaptivity of CLRT.

Parameters and Time Cost. CLRT has three parameters: local range k,
weight µ for regularized term and weight c for constraint. We hope the perfor-
mance is not sensitive to these parameters. Experiment results in figure 2(a),
2(b) and 3(a) practically validates this claim. The y-axis is the error rate while
the x-axis is the changing parameters. From these figure, we can see that CLRT
reach reliable performance with k between 40− 140, c between 10 − 100 and µ
between 0.001 − 1. Figure 3(b) show time cost with different input size. From
this figure, we know the time complexity of CLRT is almost linear to the size of
examples.

5 Conclusions and Future Works

In this paper, we derive a novel transductive learning algorithm called con-
strained local regularized transducer for multi-component category classification.
CLRT based on the local separable assumption deals well with the challenges
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that global linearly separable and local consistency properties do not hold in our
setting. Our experiment validates that the proposed CLRT can reach satisfied
performance robustly and efficiently which significantly outperform comparison
methods. In future, we will focus on extending CLRT to new applications, such
as images, sounds, videos and so on.

References

1. Blum, A., Chawla, S.: Learning from labeled and unlabeled data using graph min-
cuts. In: ICML, pp. 19–26 (2001)

2. Chan, P.K., Schlag, M.D.F., Zien, J.Y.: Spectral k-way ratio-cut partitioning and
clustering. In: DAC, pp. 749–754 (1993)

3. Dhillon, I.S.: Co-clustering documents and words using bipartite spectral graph
partitioning. In: KDD, pp. 269–274 (2001)

4. Evgeniou, T., Pontil, M., Elisseeff, A.: Leave one out error, stability, and general-
ization of voting combinations of classifiers. Machine Learning, 71–97 (2004)

5. Gander, W., Golub, G., von Matt, U.: A constrained eigenvalue problem. In: Linear
Algebra and its Application, pp. 114/115,815–839 (1989)

6. Joachims, T.: Transductive inference for text classification using support vector
machines. In: ICML, pp. 200–209 (1999)

7. Joachims, T.: Transductive learning via spectral graph partitioning. In: ICML, pp.
290–297 (2003)

8. Kleinberg, J.M., Tardos, E.: Approximation algorithms for classification problems
with pairwise relationships: Metric labeling and markov random fields. In: FOCS,
pp. 14–23 (1999)

9. Bottou, L., Vapnik, V.: Local learning algorithms. Neural Computation, 888–900
(1992)

10. Mei, Q., Ling, X., Wondra, M., Su, H., Zhai, C.: Topic sentiment mixture: modeling
facets and opinions in weblogs. In: WWW, pp. 171–180 (2007)

11. Pon, R., Cardenas, A., Buttler, D., Critchlow, T.: Tracking multiple topics for
finding interesting articles. In: KDD, pp. 560–569 (2007)

12. Roweis, S., Saul, L.: Nonlinear dimensionality reduction by locally linear embed-
ding. Science 290, 2323–2326 (2000)

13. Scholkopf, B., Smola, A.J.: Learning with kernels. MIT Press, Cambridge (2002)
14. Shi, J., Malik, J.: Normalized cuts and image segmentation. In: CVPR, pp. 731–737

(1997)
15. Vapnik, V.: Statistical Learning theory. Wiley, Chichester (1998)
16. Wang, F., Zhang, C.: Regularized clusteirng for documents. In: SIGIR, pp. 95–102

(2007)
17. Wu, M., Scholkopf, B.: A local learning approach for clustering. In: NIPS, pp.

1529–1536 (2006)
18. Zhang, T., Oles, F.J.: Text categorization based on regularized linear classification

methods. Journal of Information Retrieval 4, 5–31 (2001)
19. Zhou, D., Bousquet, O., Lal, J.W.T.N., Scholkopf, B.: Learning with local and

global consistency. In: NIPS (2003)



Low Resolution Gait Recognition with High
Frequency Super Resolution

Junping Zhang1,2, Yuan Cheng2, and Changyou Chen2

1 Shanghai Key Laboratory of Intelligent Information Processing
jpzhang@fudan.edu.cn

http://www.iipl.fudan.edu.cn/ zhangjp
2 Department of Computer Science and Engineering

Fudan university
Handan Road 220, Shanghai 200433, China

0472404@fudan.edu.cn, cchangyou@gmail.com

Abstract. Being non-invasive and effective at a distance, recognition
suffers from low resolution sequence case. In this paper, we attempt to
address the issue through the proposed high frequency super resolution
method. First, a group of high resolution training gait images are degen-
erated for capturing high-frequency information loss. Then the combina-
tion of neighbor embedding with interpolation methods is employed for
learning and recovering a high resolution test image from low resolution
counterpart. Finally, classification is performed based on nearest neigh-
bor classifier. The experiment indicates that the proposed method can
effectively improve the accuracy of gait recognition under low resolution
case.

Keywords: Gait Recognition; Super Resolution; Gait Energy Image.

1 Introduction

Unlike other biometric authentication techniques such as face recognition and
fingerprint recognition, gait recognition has attracted more and more attention
in last decade due to the fact that it is effective at a distance and non-invasive,
and gait is difficult to conceal. Wang et al. [1] employed procrust analysis, which
is one of direction statistics based methods, to capture the mean shapes of gait
silhouettes. Assuming that gait data can be viewed as cubic data, Kobayashi
[2] extracted the divergences between different states of gaits based on “Cubic
Higher-order Local Auto-correlation (CHLAC)”. To obtain more discriminant
features, Horita1 [3] refined the definition of CHLAC in [3]. Furthermore, gait
energy image (GEI) is proposed to transform gait sequences of each person into
image [4].

However, gait recognition easily suffers from some exterior factors including
long distance from camcorders to objects (e.g. ≥ 10meters), and inferior imaging
quality as well as uncontrollable environmental phenomena. One reason is that
such factors result in the appearance of low resolution gait images or sequences.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 533–543, 2008.
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Furthermore, in many places, low-resolution sampling devices which can degen-
erate the performance of gait recognition are helpful for saving cost. Therefore,
utilizing inexpensive software is a economical and rational way for recovering
the high resolution gait sequences. As a result, it arises a great challenge for
researchers and scientists in the domain of gait recognition.

Super resolution, which is a kind of image processing method, is devoted to
recovering high resolution image from at least one low resolution image. Roughly
speaking, it can be divided into three categories: interpolated-based, learning-
based and reconstruction-based ways [5,6]. Among them, learning-based method
is to learn high resolution image from a single or a collection of low resolution
pixel-based images. For example, Freeman et al. developed a one-pass example-
based super resolution algorithm through taking neighborhood effects into ac-
count [5]. The disadvantage is that non-photo-realistic artifacts which look like
the style of oil painting are introduced. More recently, Chang et al. proposed su-
per resolution through neighbor embedding (SRNE) [7]. A main assumption is
that neighborhood relationship between an image patch and its neighbor patches
should be preserved when these low resolution patches are up-sampled to the
high resolution counterparts. The reported results indicate that images being re-
covered by the SRNE algorithm look more natural and photo-realistic compared
to Freeman’ s method [5]. A major disadvantage is that the performance of the
SRNE algorithm depends on the selection of image features.

Considering the mentioned advantages and disadvantages of super resolution,
we thus attempt to resolve the issue of low resolution gait recognition through our
proposed super resolution method. First, a collection of high frequency training
patches are constructed through computing the difference between high reso-
lution training gait images and their corresponding downsampled gait images.
Secondly, these downsampled gait images are downsampled again for obtain-
ing high frequency low resolution patches. Thirdly, high frequency high resolu-
tion test patches are learned from the high frequency training gait image pairs.
Fourthly, high resolution test image is formed by merging high frequency test
patches and interpolated test patches. Finally, high resolution test image is clas-
sified by nearest neighbor classifier. Experiments on a gait benchmark database
show the promising advantages of the proposed algorithm.

The paper is organized as follows. In Section 1, we give a brief introduction on
gait recognition and super resolution. In Section 2, high frequency super resolu-
tion for low resolution gait recognition is proposed. In Section 3, experimental
result is reported. Finally, we discuss some further works and conclude the paper.

2 High Frequency Super Resolution for Gait Recognition

Generally speaking, when a subject is gradually away from a camcorder or sam-
pled under low resolution sensors, the resultant low resolution gait sequences
will impair the performance of gait recognition. A possible reason is that high
frequency details which are important for gait recognition have been lost. If high
frequency details of gait sequences can be recovered, therefore, the accuracy of
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low resolution gait recognition will be improved, and gait recognition will have
a possibility of recognizing subjects at longer distance with the same or higher
accuracy.

2.1 Gait Energy Image

Simple and easy to implement, Gait energy image (GEI) is an efficient way for
gait recognition[4]. Let B1, B2, · · · , Bn ∈ Rm be a sequence of gait frames in one
gait cycle. Formally, GEI is defined as follows [4]:

M =
1
n

n∑
i=1

Bi (1)

which is equivalent to:

M = argX min
1
n

n∑
i=1

‖Bi −X‖2

= argX min
1
n

n∑
i=1

(Bi −X)T (Bi −X) (2)

From equation (2) it is not difficult to see that essentially, GEI is to minimize
the sum of discrepancies of all gait frames. Fig.1 depicts some examples of GEIs.

2.2 Extraction of High Frequency Details

After the GEI is obtained, high frequency details will be extracted from both
high resolution GEIs and low resolution GEIs. More specifically, a high resolution
image G is β-times (e.g., β = 2) downsampled to a low resolution one GL. Then
GL is upsampled by some interpolation methods such as bilinear interpolation.
Because interpolation can only recover middle and low frequency information

Fig. 1. Several examples of gait energy images
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Fig. 2. Illustration of high frequency residual images of gait energy image

of images, high frequency residual information is extracted through computing
the difference between high resolution image G and its interpolated one GB.
Formally, let high frequency residual image GR be:

GR = G−GB (3)

The procedure is illustrated as in Fig. 2 . It is worth noting that we perform the
same procedure for extracting high frequency residual images for high and low
resolution training GEIs and low resolution test GEIs. As shown in Fig. 3 and
Fig. 4, TRHR and TRLR denote the high and low resolution residual training
GEIs of high resolution training image TRH and corresponding low resolution
training image TRL, respectively. TELR means low resolution residual test GEI
of low resolution test image TEL.

Fig. 3. Generating residual training patch pairs
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Fig. 4. Generating high frequency residual low resolution test patches

2.3 Neighbor Embedding

Among learning-based super resolution methods such as the SRNE algorithm[7],
images are usually cut into a collection of patches so that the super resolution
algorithm can pay more attention to general but not specific images. With the
same way, images are cut into patches in the proposed super resolution algorithm.
More precisely, if the downsample size is s, high resolution GEIs are cut into 3s×3s
patches TRHRpj with 2×s-pixel-width overlapped region, and the low resolution
counterparts are cut into 3× 3 patches TRLRpj with two-pixel-width overlapped
region. Furthermore, each low resolution test GEI TELR is also cut into 3 × 3
patches TELRpi. The cutting procedure can be seen in Fig. 3 and Fig. 4.

After images are divided into image patches, neighbor embedding algorithm
[7,8], which assumes that the neighborhood relationship between each patch and
its neighbor patches should be preserved when these patches are projected up
to high resolution counterparts, is performed for recovering the high resolution
ones of residual test patches. Unlike the SRNE algorithm which uses the first-
order and second-order gradients to be features [7], the gray-level values of high
frequency residual GEI are extracted to form low resolution test patch features
xq

t and low resolution training patch features xp
s. Here the superscript of variable

x means the ∗-th patch. The optimal weight vector Wq is thus achieved by
minimizing the local reconstruction error for xq

t :

εq = ‖xq
t −

∑
xp

s∈Nq

wqpxp
s‖2 (4)

Where Nq is the neighborhood of xq
t in training set Xs, and element wqp of

Wq is the weight for xp
s , subject to the constrains

∑
xp

s∈Nq

wqp = 1 and wqp = 0

for any xp
s /∈ Nq [8]. Actually, the weights are calculated in a simpler way as

follows [8]:

Wq =
G−1

q 1

1TG−1
q 1

. (5)

where
Gq = (xq

t1
T −X)T (xq

t1
T −X) (6)

Where 1 is a column vector of ones and X is a D×K (D: dimension; K: neighbor
factor) matrix with its columns being the neighbors of xq

t .
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Fig. 5. An example of neighbor embedding algorithm

Once the weight Wq is calculated, the target patch yq
t is computed by

yq
t =

∑
xp

s∈Nq

wqpyp
s (7)

where yp
s is the corresponding high resolution residual patch features of xp

s.
Fig. 5 is an illustration on the recovery of high resolution residual test patch by
neighbor embedding algorithm.

2.4 Generating High Resolution Test Images and Recognition

After each high resolution residual test patch is computed, we glue them into
a high resolution residual test patch shown in Fig. 6. It is noticeable that for
such overlapping region among TEHRpis, an average value for each pixel in the
overlapping area is calculated.

Finally, interpolation techniques such as Bilinear interpolation are employed
to get an estimate(TEHB) of the high resolution image for the test low resolu-
tion one(TEL). Then add the residue TEHR on TEHB to generate the final
result TEH as shown in Fig. 7. From the figure it is not difficult to see that the
boundary of TEH is sharper than the interpolated one TEHB.

Once the high resolution test images are attained, nearest neighborhood clas-
sifier is employed for gait recognition.

3 Experiment

To evaluate the performance of the proposed algorithm, experiments are carried
out on the CASIA Gait Database, which consists of 20 individuals and totally
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Fig. 6. Generating high resolution residual test image

Fig. 7. High resolution test image by super resolution method

240 gait sequences. The gait data are sampled from three view angles, namely,
0 ◦, 45 ◦, 90 ◦ between camera and walking direction. For each individual in a
specific view angle, gait data are sampled forward and backward to the camera,
and each gait sequence is collected twice. Fig.8 shows several examples on this
gait database. More details on this database can be seen in [9]. In this experiment,
one sequence is used for training, the other one is for testing. It is noticeable that
for the proposed algorithm, an additional training set is necessary for learning
high resolution ones from low resolution test gait images. Therefore, 6 GEIs of
the first subject are used for constructing a training pairs for achieving super
resolution.

When distance between camera and objects increases, as we mentioned before,
the gait sequences will be changed into the low-resolution counterparts which
impair the performance of recognition systems. Therefore, we here attempt to
evaluate the effectiveness of the proposed method compared to other interpola-
tion methods and the SRNE algorithm [7] under low resolution case. For this
intention, gait data are down-sampled followed by up-sampling via three in-
terpolate techniques, namely, Bicubic interpolation, Bilinear interpolation and



540 J. Zhang, Y. Cheng, and C. Chen

Fig. 8. Original gait data and data after background subtraction

Nearest-neighbor interpolation. The gait data are down-sampled under 5 differ-
ent scale levels, which are 2-time, 4-time, 8-time, 16-time and 32-time of the
original gait frames. Fig.9 shows the example of down-sample gait frames under
three mentioned interpolate methods. It can be seen from Fig.9 that gaits will
deform a lot under low resolutions, especially when the down-sample rate is 32,
gaits lose their original intrinsic structures. Furthermore, the high frequency low
resolution residual images are obtained using two different scale levels, namely,
2-time and 4-time. As a result, we have six variants of the proposed SRGR algo-
rithm. Finally, a neighbor factor K of neighbor embedding is set to be 5 without
loss of generality. The experimental results can be seen in Tab.1.

From Tab. 1 it can be seen that when down-sampling levels are less than 8,
the proposed algorithms make a big improvement in the aspect of accuracy. For
example, when down-sampling level is equal to 4, the accuracy of using high
frequency super resolution with bilinear-2 is 85.00%, while the accuracy of us-
ing bilinear interpolation is 71.67% and the accuracy of the SRNE algorithm is
83.33%. It indicates that the recovery of high frequency loss is indeed helpful
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(a)

(b) (c) (d) (e) (f)

(g) (h) (i) (j) (k)

(l) (m) (n) (o) (p)

Fig. 9. Example of down-sample gait frame under three different interpolate methods,
where (b)-(f)is the gait under 2-time, 4-time, 8-time, 16-time and 32-time down-sample
level respectively, using Bicubic interpolation method, and (g)-(k) is using Bilinear
interpolation method, while (l)-(p) is the Nearest-neighbor interpolation method

for improving the accuracy of low resolution gait recognition. Furthermore, the
recovery of middle and low frequency loss is also important to the refinement of
accuracy. From Tab. 1 it is clear that different interpolation methods have their
advantages at different down-sampling levels. Thirdly, the down-sampling lev-
els of test image which are used for extracting high frequency residue of low
resolution test image have a slight influence on the accuracy of gait recog-
nition. Finally, it can be observed that the super resolution method has its
limitation. That is to say, when down-sampling level is equal to 32 in which
image information is seriously missed, the super resolution method and other
interpolated methods have little help to the improvement of accuracy of gait
recognition.
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Table 1. Recognition Rates on different level of resolutions using three interpolation
methods. In the proposed SR algorithm, “-2” and “-4” denote different downsample
level for obtaining high frequency residue of low resolution test image.

Down-sampling levels 2 4 8 16 32

Bicubic interpolation 84.17% 72.50% 65.33% 39.17% 9.17%

Bilinear interpolation 84.17% 71.67% 64.17% 31.67% 10.00%

Nearest-neighbor interpolation 83.33% 58.33% 47.50% 32.50% 10.00%

SRNE [7] 83.33% 83.33% 66.67% 30.83% 7.50%

bicubic-2 84.17% 83.33% 65.83% 42.50% 12.50%

bicubic-4 84.17% 85.00% 69.17% 34.17% 14.17%

The proposed bilinear-2 84.17% 85.00% 70.00% 39.17% 11.67%

SR algorithm bilinear-4 84.17% 85.00% 69.17% 35.00% 15.00%

nearest-2 95.00% 80.83% 50.83% 29.17% 9.17%

nearest-4 82.50% 81.67% 60.83% 31.67% 15.00%

4 Conclusions and Future Work

In this paper, we propose a high frequency based super resolution for low res-
olution gait recognition. First of all, high frequency residue lost in the low res-
olution gait sequence is extracted by down-sampling followed by up-sampling
with interpolation methods. Secondly, high frequency residual of high resolution
is obtained with the neighbor embedding algorithm. Finally, with the combina-
tion of high frequency residual and interpolation results, the high resolution test
gait images are classified. The proposed algorithm has a potential value for gait
recognition at longer distance and low resolution case.

It is worth noting that the processing speed in this paper is indeed slower than
using the interpolation methods since more steps are involved. In the future, we
will consider to solve this problem by using KD tree to optimize the storing and
searching process, meanwhile, utilize parallel computing for the searching and
training process. Furthermore, the influence of noise to the performance of the
proposed algorithm will also be investigated.
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Abstract. Many missing data imputation methods are based on only complete 
instances (instances without missing values in a dataset) when estimating plau-
sible values for the missing values in the dataset. Actually, the information 
within incomplete instances (instances with missing values) can also play an 
important role in missing value imputation. For example, the information has 
been applied to identifying the neighbors of an instance with missing values in 
NN (nearest neighbor) imputation, and the class of the instance in clustering-
based imputation, where NN and clustering-based imputations are well-known 
efficient algorithms. Therefore, in this paper we advocate to well utilize the in-
formation within incomplete instances when estimating missing values. As an 
attempt, a simple and efficient nonparametric iterative imputation algorithm, 
called NIIA method, is designed for imputing iteratively missing target values. 
The NIIA method imputes each missing value several times until the algorithm 
converges. In the first iteration, all complete instances are used to estimate 
missing values. The information within incomplete instances is utilized since 
the second iteration. We conduct intensive experiments for evaluating the pro-
posed approach. Our experimental results show: (1) The utilization of informa-
tion within incomplete instances is of benefit to capture the distribution of a 
dataset much better and easier than parametric imputation. (2) NIIA method 
outperforms the existing methods at the accuracy, and this advantage is clearly 
highlighted when datasets are with high missing ratio.  

1   Introduction 

Missing values must be faced in intelligent data analysis, and various solutions for 
dealing with such issues have been developed in, such as data mining and statistics. 
Typical strategies for missing data include, for example, omitting all incomplete in-
stances with missing values from the datasets, re-weighting the complete records, and 
imputing missing values. In real application, missing data imputation is a popular 
strategy comparing to the others. Missing data imputation is a procedure of “guess” of 
the missing values based on the complete instances (instances without missing values) 
in a dataset. Usually used imputation methods include parametric regression and non-
parametric regression imputation methods. In the imputation strategy, missing data 
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treatment is independent of the learning algorithm used. This allows users to select 
the most suitable imputation method for their learning applications. 

From existing imputation algorithms, the information within incomplete instances 
(instances with missing values) can also play an important role to estimate missing 
values. For example, the information has been applied to identifying neighbors of an 
instance with missing values in NN (nearest neighbor) imputation algorithms, and the 
class of the instance in clustering-based imputation algorithms, where NN and cluster-
ing-based imputations are well-known efficient algorithms. Therefore, in this paper 
we advocate to well utilize the information within incomplete instances when estimat-
ing missing values.  

This is crucial due to the fact that there are great many incomplete datasets in real 
world applications that have not enough complete instances for estimating missing 
values, even if the datasets have only a low missing ratio. For example, the missing 
ratio in UCI dataset, Bridge, is only 5.56%. This is a low missing ratio in real applica-
tions because many datasets in industrial area often reach to 50% or above. However, 
there are 38 complete instances out of all 108 instances in the dataset with 6 class 
labels. We impute missing values with existing imputation algorithms, based on the 
38 complete instances. Our experimental results show that the imputation frequently 
generates bias due to the few complete instances, because the size of a large sample 
should be beyond 30 in statistics. Moreover, there are 6 classes in this dataset. And 
the maximal number of complete instances in a class is only 11. Therefore, it is diffi-
cult to obtain a satisfied classification accuracy based on the few complete instances, 
even if the most excellent classification algorithm is employed.  

As an attempt to utilize the information within incomplete instances, in this paper a 
simple and efficient nonparametric iterative imputation algorithm, called NIIA 
method, is designed for imputing iteratively missing target values when there is no 
priori knowledge to the distribution of a dataset. The NIIA method imputes each 
missing value several times until the algorithm converges. In the first iteration, all 
complete instances are used to estimate missing values. The information within in-
complete instances is used since the second iteration. Our experimental results (see 
Section 4) show: (1) The information within incomplete instances is of benefit to 
capture the distribution of a dataset much better and easier than parametric imputa-
tion.  (2) NIIA method outperforms the existing methods at the accuracy, and this 
advantage is clearly highlighted when datasets are with high missing ratio. 

In the reminder parts, we recall related work in Section 2. Section 3 presents our 
NIIA method that is a kernel-based approach. We illustrate the efficiency of the pro-
posed method with various kinds of experiments in Section 4. Finally, we conclude 
our work and put forward the future work in Section 5. 

2   Related Works 

There are at least three different ways of dealing with missing values based on [4]: 
single imputation, multiple imputation, and iterative procedure.  

Single imputation strategies provide a single estimate for each missing data value. 
Many methods for imputing missing values are single imputation methods, such as, 
C4.5 algorithm, kNN method, and so on. We can partition single imputation methods 
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into parametric methods and nonparametric ones. The parametric regression imputa-
tion methods (such as, linear regression imputation method, nonlinear imputation 
method) are superior if a dataset can be adequately modeled parametrically, or if users 
can correctly specify the parametric forms for the dataset. If the model is mis-
specified (in fact, it is usually impossible for us to know the distribution of the real 
dataset), the estimations of parametric methods may be highly biased and optimal 
control factor settings may be miscalculated. Moreover, we must expense much time 
to model the real distribution even if we can know the real distribute of the datasets. 
Non-parametric imputation method offers a nice alternative if users have no idea on 
the actual distribution of a dataset because the method can provide superior fits by 
capturing structure in datasets (a mis-specified parametric model cannot). In real 
application, we usually have no priori knowledge on our datasets, so in this paper, we 
will introduce an algorithm NIIA to impute iterative missing target values under the 
assumption of nonparametric model.  

A disadvantage of single imputation strategies is that they tend to artificially re-
duce the variability of characterizations of the imputed dataset. Moreover, single-
imputation cannot provide valid standard errors and confidence intervals, since it 
ignores the uncertainty implicit in the fact that the imputed values are not the actual 
values. The alternatives are to fill in the missing values with multiple imputation 
methods (e.g., Multiple Imputation (MI) [3]) and iterative imputation methods (EM 
algorithm). Multiple imputation strategies generate several (typically < 20) different 
imputed datasets and subject to be performed the same analysis, giving a set of results 
from which typical (e.g., mean) characterizations and variability estimates (e.g., stan-
dard deviations). In multivariate analysis, MI methods provide good estimations of 
the sample standard errors. However, data must be missed at random in order to gen-
erate a general-purpose imputation. In contrast, iterative approaches can be better 
developed for missing data since it can utilize all useful information including the 
instances with missing values [6]. That can receive significant performance in the 
datasets with high missing ratio. The well-known of these methods is the Expectation-
Maximization (EM) algorithm for parametric model. [2, 6] present an EM-style  
nonparametric iterative imputation model embedded with kNN algorithm to impute 
missing attribute values. 

In this paper, we present an iterative imputation method for dealing with missing 
target values. At first, we impute missing values with general methods (e.g., mean 
based regression method) in order to utilize any possible information in a dataset, then 
we impute each missing values iteratively based on kernel regression imputation 
method until the algorithm converges. In this process, we perform nonparametric 
iterative imputation algorithm (NIIA) while no supplement on the datasets. Different 
from the existing parametric methods, the proposed method can be easily applied to 
real application because we usually have no supplement knowledge on our datasets. 
Different from single imputation method and multiple imputation method, our itera-
tive method (NIIA) utilizes the information within incomplete instances for improv-
ing imputation performance. In real application, most of datasets contain missing 
values with high missing ratio. If we give up the information in incomplete instances, 
there is not enough information for us to impute missing values based on only the 
complete instances. And this will result in low imputation performance. Therefore, 
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our iterative imputation method is reasonable. Different from the existing nonpara-
metric iterative imputation methods which are designed to focus on missing attribute 
values, we employ kernel regression method which is popular in statistics and is sup-
ported by widely theorem to impute missing target values rather than kNN method in 
[2, 6].  

3   NIIA Algorithm 

This section presents our NIIA method, in which the information within incomplete 
instances is utilized when estimating missing values. This information assists in cap-
turing the distribution of a dataset. In the first imputation iteration of NIIA method, 
we employ a certain existing method, which fits for statistical proof (such as, 
mean/mode method), to estimate plausible values for all missing values in a dataset. 
Since the second imputation iteration, imputation is based on all instances in the data-
set, where missing values in incomplete instances have been replaced with the plausi-
ble values estimated in last iteration.  

Generally, we denote missing value as , 1,...,iMV i n=  (n is the number of missing 

values) corresponding to imputed missing values denoted as ˆ
i

jMV , 1,...,i n= , 

1,...,j t=  (j is the imputation time), all missing values iMV  are imputed as 1ˆ
i

MV  

with the first imputation. Since the second imputation, the observed information will 

include 1ˆ
i

jMV − , 1,... 1, 1,...,i k k n= − + , 2,..., 1j t= −  while we want to impute a miss-

ing value ˆ ,j
kMV k i≠ , 2,...,j t= , the imputation process will continue till algorithms 

reach to approximate convergence. Meanwhile, since the second imputation, we will 
employ kernel regression method for imputing missing values under nonparametric 
model. The pseudo codes of algorithm NIIA is presented as follows: 

 
 
//the first imputation, details in section 3.1 
FOR each MVi in Y 

1ˆ
iMV = mode ( rS in Y);                  // if Y is discrete variable 

1ˆ
iMV = mean ( rS in Y);                  // if Y is continuous ones 

END FOR 
 
//t-th iterative imputation(t>1), details in section 3.1 
t=1; 
REPEAT  
    t++; 
    FOR each missing value MVi  in Y 
         If MVi is current imputed missing value 

       ˆ ,  ,  1,..., ,  t
i i mMV MV p S p m p i= ∈ = ≠    // if Y is continuous variable 

        
ˆ0      if , ˆ   ,  ,  1,..., ,  
ˆ1      if ,

t
i t

i i mt
i

MV
MV MV p S p m p i

MV

χ

χ

⎧ <⎪= ∈ = ≠⎨
<⎪⎩

 // if Y is discrete variable 

        Else 
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         1ˆ ,  ,  1,..., ,  t
i i mMV MV p S p m p i−= ∈ = ≠  

    END FOR 
UNTIL //finishing iterative imputation, details in section 3.3 

     
1

1l

l

M

M +

→ , and
1

l

l

V

V
ε

+

≤  

 
3.0  //output the imputation times and imputation results, details in section 3.2 
OUTPUT 
    t;  // t is the iterative times 
   Completed dataset; 
    

The Pseudo-code of NIIA Algorithm 

3.1   The First Imputation Iteration 

There exist many methods to fill in missing values in the first imputation including 
any single imputation methods, such as, C4.5 algorithm, kNN algorithm, and so on. In 
[6], authors compute mean (or the mode if the attribute is discrete) to impute missing 
values in the first time. They think that the method is a popular and feasible imputa-
tion method in data mining and statistics. Meanwhile, they also believe to impute with 
the mean (or mode) is valid if and only if the dataset is chosen from a population with 
a normal distribution. However, in real world application, we cannot know the real 
distribution of the dataset in advance. So running the extra iteration imputations to 
improve imputation performance is reasonable based on the first imputation for deal-
ing with the missing values. Caruana in [2] thinks the first step, which imputes each 
missing value with the mean/mode values calculated from cases that are not missing 
that value, will cause cases missing many values to appear to be artificially close to 
each other. Hence, the author proposes a new method for avoiding this case. And the 
paper demonstrates this subtlety is not critical for the proper behavior of the method, 
but does speed convergence on datasets that have many missing values. However, the 
method in [2] is designed to impute missing attribute values rather than missing target 
values. In our paper, we will employ mean/mode method to impute missing values in 
the first imputation iteration. 

3.2   Successive Imputation Iterations  

In Section 2, we analyzed nonparametric techniques will be utilized to impute missing 
while there are no any prior knowledge for the current dataset. There exist many 
methods on kernel methods, such as, deterministic kernel method in [5], random ker-
nel imputation method in [7, 8].  

Assuming multi-dimension vectors without missing values are denoted as iX  and 

one dimension vector iY  with missing values. Let rS  and mS  denote the sets of ob-

served and missing respectively, n is the number of instances in the dataset, 

1

n

ii
r δ

=
=∑ , m n r= − ( 0iδ =  if iY  is missing, otherwise 1iδ = ). Let îY , mi S∈  be 

the imputed values and can be imputed with kernel imputation methods in [7, 8] as: 
ˆ ˆ ( ) *i n iY m X ε= + mi S∈  (1) 
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Where { *ε } is a simple random sample of size m with replacement from 
{ ˆ ( )j n iY m X− , rj S∈ }, and  

1

2

1

( )
ˆ ( )

( )

n i
i ii

n
n i

ii

x X
Y K

hm x
x X

K n
h

δ

δ

=

−
=

−

=
− +

∑

∑
 

 
  ˆ ( )nm x  is based on the completely observed pairs ( , )i iX Y . Where h  is a band-

width sequence that decreases toward 0 as the sample size n increases toward ∞ ; the 

term 2n−  is introduced to avoid the denominator to zero. ( )ix X
K

h

−
 is a symmetric 

probability density function and claimed kernel function. There are some widely used 
kernel functions in nonparametric inference, i.e. Gaussian kernel (standard normal 
density function) and uniform kernel. In practice, there is not any significant differ-
ence using these kernel functions. In the algorithm NIIA, we use the Gaussian kernel 
in our experiments. 

In NIIA algorithm, we will revise deterministic kernel method in [5] rather than 
random kernel imputation methods in [7, 8] as the variation of the value of *ε  is 
difficult to be controlled in iterative method. Moreover, our iterative method can 
reach to the aim for setting *ε  which is designed to avoid large variation of the im-
putation values. Hence, we define the t-th imputation values of the i-th missing value 

as ˆ t
iY : 

ˆ ˆ ( )t
i t iY m X=  (2) 

Where t is the number of iterative imputation, ˆ ( )tm x  denotes kernel estimator for 

mt(x) based on the completely observed pairs ( , )
i i

t tX Y : 
 

1

1

1 2

1

( )
ˆ ( )

( )

i

i

t t
n t

i ii

t t t
n

ii

x X
n Y K

hm x
x X

n K n
h

δ

δ

−
=

− −
=

−

=
−

+

∑

∑
 

 

Where 
i

1
i

,       if 0  or i= 1, ,r

ˆ ,    if 1  or i= r+1, ,n

it
i t

i

Y
Y

Y

δ

δ−

=⎧⎪= ⎨
=⎪⎩

K

K
  

In particular, 1

1

1ˆ r

i ii
Y Y

r =
= ∑ , coming from the result of the first imputation. The se-

lection of kernel function ( )i

t tx X
K

h

−
 is same the kernel function in deterministic 

kernel method. Hence, in algorithm NIIA, since the second imputation, we use Equa-
tion 2 to impute missing target values for continuous missing target attribute till the 
algorithm converges. 
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In fact, the imputed values based on Equation 2 always is continuous values, and 
our NIIA algorithm can also impute discrete missing target attribute which is pre-
sented in pseudo of NIIA algorithm 2.0. In our paper, we consider the case with two 
classes and the reader can extend our method to the case with multiple classes. In 
NIIA algorithm, instances are defined as belonging to class 0 if ˆ t

iMV χ< , and class 1 

otherwise. The actual value of the class for each incomplete instance ix is denoted by 

ixMC . The new class assignment based on the imputed class is denoted by ˆ
xi

tMC in t-

th imputation to stress the dependence of the classification on . More specifically, the 
imputed value ˆ ( )tm x ∈ R is transformed into a (binary) class 

xi

tMC ∈ {0, 1} ∀ ix ∈ D 

based on the rule specified in NIIA algorithm. χ  is specified by the user of the tech-

nique and in many applications is set so that ˆ| { | 1} | | { | 1} |
x xi i

t t
i ix MC x MC= = =  (i.e., 

the number of class 1 instances before and after the application of our technique is the 
same). This rule for class assignment is the most natural choice and is the one primar-
ily considered in our case studies, although the user of the technique may explore 
different choices near this preferred cutoff point. Based on this rule, our proposed 
algorithm NIIA can also be used to impute discrete missing target values. 

Finally, we can output the final imputation result after algorithm converged. Note 
that, the imputation times is (t+1) rather than (t+2) times even if the iterative proce-
dure is performed (t+1) times and the first iteration will be added. That is because the 
last imputation does not generate imputation result and only judge the fact whether 
the imputation reaches to convergence. 

3.3   Algorithm Convergence and Complexity    

An important practical issue concerning iterative imputation method is to determine at 
which point additional iterations have no meaningful effect on imputed values, i.e., 
how to judge the convergence of the algorithm. Literatures [2] and [8] conclude that 
the average distance that missing attribute values move in successive iterations drops 
to zero, that no missing values have changed and that the method has converged in 
nonparametric model. Here, we outline a strategy for the stopping criterion for our 
algorithms. With t imputation times, assuming mean and variance of three successive 
imputations are 1 2, ,l l lM M M+ + , and 1 2, ,l l lV V V+ + , (1 2l t< < − ) respectively. If 
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That can be inferred that there is little change in imputations between the last and the 
former imputation, and the algorithm can be stopped for imputing without substantial 
impact on the resulting inferences. Different from the converged condition in existing 
algorithms, we summarize our stopping strategy using terminology such as ‘satisfying 
a convergence diagnostic’ rather than ‘achieving convergence’ to clarify that conver-
gence is an elusive concept with iterative imputation.  

While the complexity of kernel method is 2( )O m n , where n is the number of in-

stances of the dataset, m is the number of attributes, so the algorithm complexity of 
both NIIA and SIIA is 2( )O km n (k is the number of  iteration imputation). 
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4   Experiments Analyses  

In order to show the effectiveness of the proposed methods, extensive experiments are 
done on real dataset with VC++ programming by using a DELL Workstation 
PWS650 with 2G main memory, 2.6G CPU, and WINDOWS 2000. We compare the 
performance of NIIA with the existing iterative method kNN in [8] as well as single 
imputation methods for imputing continuous missing target attribute in terms of impu-
tation accuracy with RMSE in Section 4.1, and we present the performance of NIIA 
algorithm with existing methods for imputing discrete missing target attribute in terms 
of classification accuracy in real dataset in Section 4.2.  

4.1   Experimental Study on Continuous Missing Target Attribute 

At first, we design different algorithms to impute target missing values, such as, our 
proposed algorithm NIIA, kNN algorithm in [8], and the two single imputation meth-
ods (deterministic method for single imputation in [7], DS for shorted, random 
method for single imputation in [9,10], RS for shorted). We use RMSE to assess the 
predictive ability after the algorithm has converged for iterative imputation methods 
or the missing values are imputed for single imputation methods: 

2

1

1
( )

m

i i
i

RMSE e e
m =

= −∑ %  

Where ei is the original attribute value; ie%  is the estimated attribute value, and m is 

the total number of predictions. The larger the value of the RMSE, the less accurate is 
the prediction.  

Two datasets from UCI in [1], Housing and Auto-mpg are used in our experiment. 
Housing contains 506 instances and 10 continuous attributes. Auto-mpg contains 398 
instances and 8 attributes. All the two datasets have no missing values, and we did not 
select intentionally those datasets that originally come with missing values, because if 
they contain missing values, we could not know the real values for the missing values. 
So we adopt the complete datasets and miss data at random to systematically study 
the performance of the proposed method, the percentage of missing values (missing 
ratio for short) was fixed at 10%, 20%, and 40% respectively for each dataset. 

Figures 1, 3, 5 and 2, 4, 6 present the values of RMSE in dataset Housing and 
Auto-mpg with missing ration 10%, 20% and 40% respectively. The experimental 
results show: 

NIIA algorithm can converge in all cases in the experiments. For example, in data-
set Housing, NIIA algorithm converges with the imputation times 5, 8 and 9 at differ-
ent missing ratio 10%, 20% and 40% respectively. Corresponding to the dataset Auto-
mpg, the number is 6, 8 and 10. The higher missing ratio, the more imputation time is. 
It is obviously as more missing values must be imputed and the imputation perform-
ance will be improved slower than the case with lower missing ratio. The results pre-
sent our proposed iterative imputation method is effective. 

Comparing iterative imputation methods (such as, kNN and NIIA) with single im-
putation methods (such as, DS and RS), in the first imputation, iterative imputation 
methods receive lower imputation performance than single imputation methods. It is 
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the fact since iterative imputation methods employ the most popular method (i.e., 
mean/mode method) to impute missing values. However, since then, the situation 
varies, that is, the iterative algorithms outperform single methods. That can imply the 
facts. Firstly, it is reasonable for us to employ kernel regression imputation method to 
impute iterative missing values rather than mean/mode which is the simplest imputa-
tion method since the second imputation. As to select mean/mode method as the first 
imputation method, it is because the method is simple and presents low computation 
complexity, and the most highlight thing in iterative imputation method is the succes-
sive imputation can incremental improve imputation performance. For instance, in the 
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former imputation times after the first imputation, the values of RMSE in NIIA or 
kNN algorithm are worse than the algorithm DS or RS, or the values of RMSE in 
NIIA or kNN algorithm are a little better than DS and RS algorithm. However, NIIA 
or kNN algorithm is better than DS or RS algorithm while the algorithm nearly con-
verges. That presents iterative imputation methods can improve imputation perform-
ance by successive imputation. Secondly, experimental results from Figure 1 to 6 
show iterative imputation methods outperform than single imputation methods. Fur-
thermore, the difference between iterative imputation methods and single ones present 
the maximal values while the missing ratio reach to 40%. That is because, the higher 
missing ratio, the more obvious advantages the iterative imputation methods are.  

Comparing kNN algorithm with NIIA method, NIIA is better than kNN method in 
[8] in terms of the values of RMSE or the imputation times after the algorithm con-
verges. We can find they contain the same performance in the first imputation be-
cause the two methods employ mean/mode method for the first imputation. Since the 
second imputation, kNN algorithm presents a little profit than our NIIA, for example, 
in dataset Housing, the values of RMSE of kNN algorithm is 1.486 at missing ratio 
20% in the second imputation, and the corresponding value in NIIA is 1.487. In the 
left iteration, the results of NIIA algorithm are better than the kNN, in particular in the 
high missing ratio, such as, at missing ration 40%. 

4.2   Experimental Study on Discrete Missing Target Attribute 

The UCI datasets ‘Abalone’, ‘Vowel’, and ‘CMC’, in which class attribute is discrete, 
are applied to compare the performances in terms of classification accuracy on the 
above four methods.  

We need to assess the performance of these prediction procedures. We will evalu-
ate their Classification Accuracy (CA), which is defined as: 
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Where t is the number of missing values, n is the number of instances in the dataset. 
The indicator function ( , )l x y =1 if x y= ; otherwise it is 0. iIC  and iRC  are the im-

putation and real class label for the i-th missing value respectively. Obviously, the 
larger value of CA, the more efficient is the algorithm. 

Table 1 shows the results of classification accuracy after iterative imputation algo-
rithms (such as, kNN and NIIA) reach to convergence or the result for single imputa-
tion methods (i.e., DS and RS) at the different missing ratio 10%, 20% and 40%  
respectively. Table 2 presents the results of iterative times after these two iterative 
algorithms have been terminated at the different missing ratio 10%, 20% and 40% 
respectively on datasets ‘Abalone’, ‘Vowel’, and ‘CMC’. Due to lack of space, we do 
not present the details as Section 4.1 with pictures. However, similar to the results in 
Section 4.1, the classification accuracy of iterative algorithms for imputing discrete 
missing values are better than the results of single imputation in different missing 
ratio, in particular, in the case with high missing ratio. For example, the minimal 
difference between iterative algorithms and single algorithms are 0.029 (kNN vs. RS 
in Abalone), 0.043 (kNN vs. RS in Vowel), 0.033 (kNN vs. RS in CMC), and the 
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maximum are 0.042 (NIIA vs. DS in abalone), 0.081 (NIIA vs. DS in Vowel), and 
0.11 (NIIA vs. DS in CMC) respectively while missing ratio is 40%. However, the 
corresponding minimal values only are 0.018, 0.024, and 0.021 at missing ration 10%, 
0.01, 0.011, and 0.023 at missing ration 20% respectively. And the corresponding 
maximum are 0.065, 0.042, and 0.048 at missing ratio 10%, 0.08, 0.059, and 0.068 at 
missing ration 20%. From table 2, we can find the two iterative algorithms (such as, 
kNN and NIIA) can reach to convergence with the similar imputation times while the 
missing ratio is low, such as, 10% or 20%. However, while the missing ratio is high, 
for example 40% in our experiments, the difference of imputation times begin to vary, 
that is, kNN algorithm converges slower than NIIA algorithm. Combining Tables 1 
and 2, we can make a conclusion that NIIA algorithm outperform kNN algorithm on 
both classification accuracy and imputation times for imputing discrete missing target 
values. 

Table 1. Classification Accuracy: iterative Algorithms reach to converge vs. single imputation 
algorithms 

Abalone Vowel CMC 
 10% 20% 40% 10% 20% 40% 10% 20% 40% 

NIIA 0.781 0.775 0.711 0.855 0.83 0.807 0.873 0.843 0.827 

kNN 0.773 0.742 0.672 0.842 0.801 0.773 0.859 0.821 0.792 

RS 0.755 0.732 0.643 0.818 0.788 0.73 0.838 0.798 0.739 

DS 0.716 0.695 0.639 0.813 0.771 0.726 0.825 0.775 0.717 

Table 2. Imputation Times after the Algorithms converge 

Abalone Vowel CMC 
 

10% 20% 40% 10% 20% 40% 10% 20% 40% 
NIIA 6 8 10 8 10 13 8 9 12 

kNN 7 10 12 8 11 17 8 10 15 

5   Conclusion and Future Work 

By experience from developed missing data imputation techniques, in this paper we 
have advocated to well utilize the information within incomplete instances in existing 
imputation algorithms. This is because that there are great many incomplete datasets 
in real world applications that have not enough complete instances for estimating 
missing values. As an attempt to utilize the information within missing data, a 
nonparametric iterative imputation algorithm, NIIA method, has been designed for 
imputing iteratively missing target values when there is no priori knowledge to the 
distribution of a dataset. The NIIA method imputes each missing value several times 
until the algorithm converges. The information within incomplete instances is used 
since the second iteration. We have conducted intensive experiments for evaluating 
the proposed approach. The experimental results have demonstrated that our NIIA 
method outperforms the existing methods in term of RMSE (for continuous missing 
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target attribute), or classification accuracy (for discrete missing target attribute) and 
the convergence times at different missing ratios in different real datasets. In particu-
lar, they have illustrated that the utilization of information within incomplete in-
stances is of benefit to capture the distribution of a dataset much better and easier than 
parametric imputation. The experiments have also shown that our iterative imputation 
methods are totally better than single imputation methods. 

In our future work, we will focus on the study how to more effective estimate and 
impute missing values with semi-parametric model. 
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Abstract. Mining multidimensional data has two major concerns. One is how to 
select the most salient attributes and another one is how to guarantee the preci-
sion of mining results. This paper introduces a novel approach to mine multidi-
mensional data through Element Oriented Analysis (EOA). In our approach, 
each observational data is considered to be comprised by two essential ele-
ments, the structure elements and the numerical elements. EOA firstly targets 
Structural Element Pattern (SEP) that is an aggregation of the structural ele-
ments. The successful SEP will be referenced by a Numerical Element Pattern 
(NEP) that is composed of the numerical elements. Given the results from both 
SEP and NEP, a global discriminant will be created for the efficient evaluation 
by the consequent data. In this paper, publicly available Turkish bank records 
are analyzed in an experiment that demonstrates the practical utility of our 
approach.  

Keywords: Element Oriented Analysis, Multidimensional Data. 

1   Introduction 

The essential purpose of multidimensional data mining is to group useful information 
and uncover hidden knowledge from variant dimensions.  In the last decade, the tech-
niques of multidimensional data mining have been developed in two main streams, 
classification and clustering [13]. The classification approach sets the related labels 
and uses these labels to influence the data mining process. Hence, many utilized algo-
rithms have preferential target classes. Those algorithms include decision tree based 
Iterative Dichotomize 3 (ID3) and its extension C4.5 [11], and Chi-square Automatic 
Interaction Detective (CHAID) [10], and statistical based Representative Bagging [2] 
and AdaBoost [1]. However, the effective performance of classification highly de-
pends on data labels (classifiers), which is partially non-robust to multidimensional 
data. For example, the classification approach is liable to mislead in predicting corpo-
rate collapse if observational financial data exhibits significant diversity of its dimen-
sions over a variant temporal domain. The predefined classifiers may not easily 
recognize changeable data space, and these spaces are difficult to frequently reset 
during the mining process. The usual solution is to enlarge the range of classifiers or 
increase the number of classifiers.  
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Clustering is another important attempt to solve the curse of dimensionality. The ma-
jor goal of clustering is to group data points into a set of clusters so that a data point has 
more similarity with the data points within the cluster than those outside of the cluster, 
such as K-Means clustering, which is to divide a set of data into k different groups ac-
cording to some criterion of similarity [12]. Since the clustering approach starts without 
predefined objective functions, it has been widely applied to multidimensional data. 
However, clustering approach has to face how to guarantee the precision of mining 
performance while it discards the limitation of classification’s label. Over-random 
searching and evaluating augment the error rate of mining results, especially in miming 
multidimensional data. For example, suppose that there exists a multidimensional data-
set , , … ,  where 1  is a dimension of D and our mining goal is 
to divide D into n sound groups. Due to the fact that assigning data into different groups 
in multidimensional data extraordinarily depends on the covariance matrix, this process 
might be exceedingly complicated to establish the number of groups. In addition, it is 
difficult to guarantee the precision of data grouping.  

In this paper, we provide a new approach of mining multidimensional data, called 
Element Oriented Analysis (EOA) which alters analytical orientation from data points 
to internal elements. According to EOA, we restructure traditional mining framework 
from a single level to local and global levels. In the local level, Structural Element 
Pattern (SEP) and Numerical Element Pattern (NEP) are discovered to define rough 
structural and accurate relationships, respectively. Then the integrated results are 
referenced by the global level and a set of general discriminant scores are created to 
classify the entire dataset. The goal of our approach is to make multidimensional data 
mining as good as possible in both flexibility and accuracy. 

The rest of the paper is organized as follows. Section 2 introduces some basic con-
cepts of the Element Oriented (EO) theory. In section 3, we present the detailed im-
plementation of EOA. In section 4 we apply our approach in an experiment based on 
Turkish Bank Data to identify the effect of EOA and discuss the results of our expe-
riments. Last section discusses related work and concludes the paper with a brief 
summary of our contributions. 

2   Element Oriented (EO) Theory 

Element Oriented (EO) theory is derived from Lin et al [8] and Zhang et al [14] and 
considered as a novel theory differing from the existing ones which only analyze pure 
data values directly. In EO, the observational data, either from sample or population is 
recognized as several elements. To better understand EO theory, we first give four 
basic definitions regarding elements and element patterns in dataset. 

Definition 1. Let ,  be a dataset and  1  be the  value in 
the dataset. If all   can be divided into k components, i.e.  ≈ , , ,  1  where ≈ represents a specified conjunctive relationship between differ-
ent components, then any  1 , 1  is an element of data point  and 

 is an Element Oriented data. 
Since the element addresses observational data from different point of views, the 

dataset can be described as the element patterns. 
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Definition 2. Let ,  be a dataset  and   1  be the  value in 
the dataset. If for all   1  1≈ 2, … , 1 ≈ , the dataset can be 
represented as ≈ ≈ , ≈ ≈ , … , ≈ ≈ , , ≈ , , ≈, ,≈ , ,  If for all  , ,  1   is represented 
by  1 , then the dataset is represented as  ≈ ≈…≈  and 1  is an element pattern of dataset . 

Definition 3. An analysis is named as Element Oriented Analysis (EOA) if the analy-
sis is aimed at Element Oriented data and the analytic architecture is structured 
through finding different element patterns. 

Logically, a common Element Oriented data might be decomposed into two ele-
ments. On the one hand, an element which contains the general data information, such 
as the structure of data, change tendency of data or qualitative relationship within the 
data, can be defined as the structural element. On the other hand, we might define 
another numerical element to describe the quantitive relationships within all structural 
elements. These two elements discover the information from two different points of 
view. Hence, the integrated results of these two elements can be better used for data 
analysis. 

Definition 4. Let ,  be a dataset  and   1  be the  value in 
the dataset. Suppose that for all  ≈( )  1 , where  is named the 
structure element and  is named the numerical element. Then there exist two  
patterns: 

1. Structure Element Pattern (SEP) aggregates all structural elements of the dataset. 
2. Numerical Element Pattern (NEP) aggregates all structural elements of the data-

set. 

Then the dataset can be represented as function (1) 
≈  (1) 

where  , , …   is a SEP corresponding to every data point with element  1   and , , …   is NEP corresponding to every data point with 
element   1 . 

We can build a new analytical framework based on Definition 4. On the one hand, 
we attempt to uncover the conditional dependence among the data through the SEP. 
After this initial detection, the SEP can be described as the overall structure or regu-
larity for the dataset. The NEP on the other hand refers to the deeper detection of 
accurate relationships from given SEP and presents them by a polynomial form. 

3   Element Oriented Analysis (EOA) in Multidimensional Data 

Element Oriented Analysis (EOA) method then applies EO theory into multilevel 
analysis area. Three different analytical levels, the Local Structural Level (LSL), the 
Local Numerical Level (LNL) and the Global Level (GL) are constructed by the ele-
ment patterns.  

In LSL, the specified mapping M is used to transfer the data set  , , … ,  to the SEP  , , … , . An effective SEP might save 
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computing resource by simplifying the original dataset. In addition, we can obtain an 
orientation or a hint in the further knowledge exploration stage since the SEP contains 
a general tendency or a rough regularity from the original dataset. 

The task in LNL is to estimate a numerical function based on the SEP from LSL 
and calculate the accurate coefficients. To perform this task, a SEP , , … ,  
is assigned into a NEP  , …  through a local polynomial regression  
function. 

The results from LNL are delivered to GL. The distinct global values are identified 
in this level, which might be employed for different purposes. For example, it might 
be regarded as a discriminant score to accurately form the original data into variant 
groups. 

The framework of EOA is therefore designed and shown in Fig.1 below. 

 

Fig. 1. The Framework of Element Oriented Analysis 

In order to implement our EOA and demonstrate its effectiveness in this paper, we 
adopt two algorithms, Principle Component Analysis (PCA) and Multiple Discrimi-
nant Analysis (MDA) into LSL and LNL respectively.  

3.1   Finding SEP in LSL 

According to Fig.1, the major purpose in LSL is to find a SEP , … ,  where  1  is any of the structural elements. The successful SEP contains most of 
information from the original data. We apply Principal Component Analysis (PCA) to 
detect SEP. PCA is a statistical procedure to qualify the major dimensions by the 
proportion criterion, which leads to a structural ranking with a specific gravity of 
information containing. The structural elements situate at the front ranking should 
comprise the most inherent content of the original data. Since the process in this level 
is in terms of total variance, only small numbers of structural elements are preserved. 

Grouped data 

Set number of 
structural ele-
ment for each 

group 

Check 
preset 

criterion 

SEP 

SEP 

Set prior 
parameters 

Check 
significant 

error 

NEP 

NEP 

Initial score 

Cross-
validation 

Global score 

Local Structural Level Local Numerical Level Global Level 

R
esults 



560 Y. Zhang et al. 

For the purpose to achieve precise results, we firstly rebuild normalized data ,  into a matrix with Pearson’s Correlation , from ,  
to , . Thus, Pearson’s coefficient   can be generally worked out 
by the following formula (2) ∑∑ ∑ , , œ  (2) 

According to the lemma of linear invariability , , , where z is any 
nonzero constant, all different possible Pearson’s coefficients are arranged into the 
new matrix R 

 

And formula (3) is then created 1 1  (3) 

where CR comprises the symmetric matrix with N columns and N rows. 
According to |CRV-λV|=0, the eigenvalue λ is expressed as λ=VTCRV, where 

vn
Tvm=0, it is also regarded as one of potential structural elements. Then we rank the 

valuable structural elements though the λ ordering, λ1 ≥…≥λp ≥0. At the same time, 
the cumulative proportion σ regarded as the threshold criterion is worked out by the 
following function (4). ∑ l∑ l

, 1,2, ,  (4) 

After enough λs are collected, we convert them to the structural elements   1
 and define the SEP , … , . 

3.2   Finding NEP in LNL 

Given the SEP , , … , , the task in LNL is to define a NEP , … , 
where each  1  can be associated with a specific polynomial function of 
SEP. Hence, the first step of finding NEP is to estimate all relationships between the 
numerical elements and SEP, which can be obtained by applying the multiple discri-
minant functions (5).  , 1 (5) 

where  is any numerical element of the NEP. The second step is to select the most 
accurate discriminant functions and corresponding numerical elements into the NEP.  

A successful NEP quantitatively estimates the relationship between SEP and the 
numerical elements on the one hand. On the other hand, this NEP can be used for 
reference to define discriminant or predictive score in the subsequent Global Level 
(GL).  
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3.3   Mining in Global Level (GL) 

The results from LNL are delivered to the last level of EOA, the Global Level (GL). 
The distinct discriminant scores are identified in this level so that the original data set 
can be uncovered accurately. 

The observational data is segmented into several groups in GL and each single 
group is reserved as the validation data to test the accuracy of discriminant scores. 
This validation process is repeated until all groups have been considered. An optimal 
set of discriminant scores is produced based on iterative comparison and set as predic-
tive benchmark in the further analysis. (Please note that the optimal discriminant 
scores might be variant due to the different observations). 

4   Experiments 

This section is dedicated to the empirical evaluation of our EOA that is described 
above. In the following, we discuss the real datasets in our experiment. We then ad-
dress the experimental setting and evaluation. We also report on the comparative 
results between EOA and K-Means Clustering. 

4.1   Experimental Data 

This section presents an experimental study on real-world datasets to test EOA in 
multidimensional data mining. In our experiments, the chosen dataset is the data from 
privately owned Turkish commercial banks during the period of 1997 to 2003, which 
is available at www.tbb.org.tr/english /default.htm. The selected data from privately 
owned Turkish commercial banks is based on the financial ratios. Those ratios are 
grouped into seven general financial fields, which are Capital Ratios, Assets Quality, 
Liquidity, Income-Expenditure Structure, and Share in Sector, Branch Ratios, and 
Activity Ratios. 

4.2   Experimental Setting 

In contrast to many other techniques that observe the original value of records, our 
approach needs data which is reduced into a limited and unique range because the 
perspective of our approach is to gain useful analysis through all variables together. 
The raw Turkish bank data is comprised by financial ratios and is cataloged to seven 
variant fields. Each field has a different ratio range. To better implement our experi-
ment, we firstly apply 0-1 normalization measure to transfer the original data value 
into the range of zero to one.  

In this experiment, we apply Principal Component Analysis (PCA) to detect SEP 
and we predetermine the cumulative proportion σ=80% to filter the effective structure 
elements from each sub-catalog. The selected structure elements are joined into a 
vector matrix of SEP and renamed to , ,  where l . 

We utilize Multiple Discriminant Analysis (MDA) in LNL to obtain NEP. Two 
Multiple Discriminant Functions are therefore expected because the experimental data 
consists of two groups, bankrupt banks and non-bankrupt banks. Furthermore, we set 
prior probabilities 50% of non-bankruptcy versus 50% of bankruptcy and significant 
level 0.05. 
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In GL, we need to determine the discriminant scores to predict Turkish bank data 
into bankrupt or non-bankrupt. The decision to classify a bank as bankrupt or non-
bankrupt is made by comparing its score to the discriminant score. 

4.3   Experimental Results 

In LSL, an eigenvalue greater than a certain level indicates a principal component that 
accounts for more of the variance than the original data. This can be confirmed by our 
statistical summary in Table 1 below and visual output of analysis between the eigen-
values and principal components that are shown in Fig.2 below. 

Table 1. The Result from LSL 

Catalogs Structural Elements 
Number of 
Structural 
Elements 

Reductive 
Percentage of 

Features 

Cumulative 
Percentage of 

Variance 
1 s1 s2 s3 3 50% 94.02% 
2 s4 s5 s6 3 25% 92.24% 
3 s7 s8 2 33.30% 88.92% 
4 s9 s10 s11 s12 4 76.47% 82.64% 
5 s13 s14 2 66.67% 96.69% 
6 s15 s16 s17 3 57.14% 88.72% 
7 s18 s19 s20 3 50% 93.89% 

Mean 2.857143 51.23% 91.02% 
Std 0.638877 0.1657 0.0432 

According to Table 1, 2.857 structural elements are selected to replace the original 
data on average. It assists to reduce observational size by 51.23%. However, it still 
contains 91.02% of the variance of the original data on average. A SEP is built by 20 
structural elements,  to . 

The seven plots combined in Fig. 2 show the change tendency between the quantity 
of eigenvalues and increasing numbers of principal components in all seven catalogs. 
The intersection between the reference line at a given point and the decline level of 
eigenvalues indicates the optimum numbers of principal components to be extracted. 
In this experiment, the principal components over reference line are selected as struc-
tural elements.  

A regression function is generated to mathematically describe the SEP which is 
shown in formula (6) below 1.1768 0.0635 5.9788 7.4251 8.5415 6.155211.6425 8.1323 2.7031 0.8992 2.42252.0981 0.1624 0.0182 1.0232 0.57151.5985 0.6453 1.5788 2.0647  (6) 

According to statistical testing which is shown in Table 2, this SEP has highly sig-
nificant statistical value and is suitable to utilize in LNL. 
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Table 2. The Multivariate Statistic Testing 

Statistic Value F Value Num DF Den DF Pr > F 
Wilks’ Lambda 0.22975257 6.03 20 36 <0.0001 
Pillais’ Trace 0.77024743 6.03 20 36 <0.0001 

Hotelling-Lawley Trace 3.35250847 6.03 20 36 <0.0001 
Roy’s Greatest Root 3.35250847 6.03 20 36 <0.0001 

However, we are still concerned with the disordered plot of correlation among 
structural elements s1 to s20. We cannot get any useful information from Fig. 3 to 
uncover bankrupt or non-bankrupt bank grouping. 

 

Remark 1. The intersection between “blue” decline tendency line and “red” reference 
line indicates the optimal numbers of principal components that need to be selected). 

 

Fig. 2. The Relationship Between Number of Principal Components and Decline Line of Ei-
genvalues in Seven Catalogs 
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Fig. 3. The Correlationship in Structural Element s1 to s20 

  

Fig. 4. Bankrupt and Non-Bankrupt Data are Grouped by Numerical Element N0 and N1 

Then, in order to express the quantitive correlation between NEP and the structural 
elements, LNL produces two numerical elements, n0 by formula (7)  0 1.6366 1.6166 0.0872 8.2129 10.1998 11.7333 8.4553 15.9931 11.1712 3.7132 1.23533.3278 2.8821 0.2231 0.0249 1.40550.7850 2.1959 0.8864 2.1688 2.8363  (7) 

and n1 by formula (8)  
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1 3.4659 2.7714  0.1495 14.0794 17.4854 20.114314.49479 27.4168 19.1507 6.3655 2.11765.7048 4.9408 0.3824 0.0428 2.40941.3458 3.7644 1.5196 3.7180 4.8622  (8) 

The results of discriminant by n0 and n1 are clearly shown in Fig. 4. The label of the 
blue circle in Fig. 4 addresses the bankrupt group. And the label of the red triangle 
represents the group of non-bankrupt bank. 

According to Table 3, we can obtain that the accuracy rates of bankruptcy predic-
tion are 95.24%, 95.24%, 95.24%, 100% and 100%. They uncover that EOA has 
extraordinarily strong capability in bankruptcy prediction. The precision and stability 
of EOA also demonstrate its feasibility in multidimensional data mining. 

Table 4 portrays the comparative results of predictive performance between EOA 
and K-Means Clustering. In general, our EOA presents distinct advantage in signaling 
bankruptcy over K-Means Clustering. These advantages are addressed by the follow-
ing observations. 

Table 3. The Accuracy of EOA in Signaling Bankruptcy of Turkish Bank Data 

Period 
Actual Bank 

Status 
Discriminant Group Membership 

Bankrupt Non-Bankrupt 

Year 1 
Bankrupt 95.24% 4.76% 

Non-Bankrupt 0% 100% 

Year 2 
Bankrupt 95.24% 4.76% 

Non-Bankrupt 5.56% 94.34 

Year 3 
Bankrupt 95.24% 4.76% 

Non-Bankrupt 5.56% 94.34 

Year 4 
Bankrupt 100% 0% 

Non-Bankrupt 16.67% 83.33% 

Year 5 
Bankrupt 100% 0% 

Non-Bankrupt 25% 75% 

Table 4. The Comparison of Overall Performance between EOA and K-Means 

 

•   The Accuracy Rate of EOA which is used to evaluate model predictive 
capability appears strongly accurate. On average, the result from EOA 
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stands at a very significant level, 92.34%. It is also 38.64% higher than the 
accuracy rate from the K-Means Clustering approach. 

• Model Precision of EOA that measures the quality of non-bankruptcy pre-
diction of the model shows 98.32% on average. In addition, the variation 
of Model Precision during five years is quite slight. However, the result 
from K-Means Clustering indicates 82.95% on non-bankrupt forecast on 
average. In particular, its results on Year 4 (77.78%) and Year 5 (63.83%) 
present obviously imprecision compared to the results of EOA from the 
same period. 

• Type I Error Rate of EOA is 2.86% on average. In particular, it is 0% error 
rate in Year 4 and Year 5. In other words, we only have a tiny chance to 
make a mistake when we detect a “Bankrupt Bank” by EOA. Hence, the 
corresponding Model Specificity that is used to assess the correctness of a 
bankrupt bank likewise shows 98.32% on average. At the same time, K-
Means Clustering produces 21.90% error rate on average. We especially 
note that the occurrence of error rate in Year 5 is 80.95%. 

Therefore, all the assessments of EOA and the comparative results with K-Means 
Clustering show that EOA is a successful approach in multidimensional data mining. 

5   Conclusion and Future Work 

In this paper, we have provided EOA as a novel approach to perform multidimension-
al data mining. In the experiment, this approach is employed to detect bankruptcy 
status of Turkish Bank data over five years. The high accuracy of results shows that 
EOA is an effective and efficient approach.  

EOA achieves multidimensional data mining through three levels. Firstly, it 
searches valuable structural elements and targets them as qualitative observations. 
Secondly, EOA provides quantitive analysis on these qualitative observations and 
generates numerical elements. Lastly, the results comprised of numerical elements 
which address precise correlation of previous structural elements are delivered to 
predictive validation. 

Our future work will include more in improving structural and numerical patterns. 
For example, we will attempt to use some decision tres algorithms such as C5.0 in SEP 
finding and apply AdaBoost to NEP, etc. In addition, we are planning to create dynam-
ic structural patterns to replace current static patterns. Dynamic structural patterns will 
be easily utilized in the detection of time-changing data and incomplete data. In the 
future, our EOA will be applied to stock data, medical data and taxation data. 
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Abstract. Various face detection techniques has been proposed over the past 
decade. Generally, a large number of features are required to be selected for 
training purposes of face detection system. Often some of these features are ir-
relevant and does not contribute directly to the face detection algorithm. This 
creates unnecessary computation and usage of large memory space. In this pa-
per we propose to enlarge the features search space by enriching it with more 
types of features. With an additional seven new feature types, we show how 
Genetic Algorithm (GA) can be used, within the Adaboost framework, to find 
sets of features which can provide better classifiers with a shorter training time. 
The technique is referred as GABoost for our face detection system. The GA 
carries out an evolutionary search over possible features search space which re-
sults in a higher number of feature types and sets selected in lesser time. Ex-
periments on a set of images from BioID database proved that by using GA to 
search on large number of feature types and sets, GABoost is able to obtain cas-
cade of boosted classifiers for a  face detection system that can give higher de-
tection rates, lower false positive rates and less training.  

Keywords: Genetic Algorithm, cascade of classifiers, Adaboost, rectangle features. 

1   Introduction 

To detect human faces in images in real-time is a real challenging problem. Viola and 
Jones [1] were the first who developed a real-time frontal face detector by introducing 
boosted cascade of simple features that achieves comparable detection and false posi-
tive rates to actual state-of-the-art systems [4][5][6][7]. Many researchers have pro-
posed to enhance the idea of boosting simple weak classifiers. Li et al. [8] describe a 
variant of Adaboost called Floatboost for learning better classifiers. Lienhart et al. [2] 
showed that by extending the basic feature types and sets, detectors with lower error 
rates are produced. However, extension of feature types automatically leads to much 
higher number of feature sets and expand the search space thus increases the training 
times. Recapitulating the research that is based on the publication of Viola and Jones 
[1] we can see that there are mainly two problems to deal with: (1) Extending the fea-
ture sets and being able to search over these very large sets in reasonable time. (2) 
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The best feature solution sets are not known in advance. To overcome these problems, 
we use GA in combination with Adaboost to search over a large number of possible 
features. Our goal is to find better cascade of classifiers by using a very large feature 
sets in less time, and that achieves comparable or even better classification results 
compared to the cascade of classifiers that are trained exhaustively over a small  
feature sets. The use of Evolutionary Algorithms in the field of image processing, 
especially automatic learning of features for object detection has received growing 
interest. Treptow and Zell [3] showed an Evolutionary Algorithm can be used within 
Adaboost framework in single stage classifiers to find features which provide better 
classifiers for object detections such as faces and balls. In 2006, J. S. Jang and J. H. 
Kim [9] introduced the employment of Evolutionary Pruning in cascaded structure of 
classifiers which has a purpose to reduce the number of weak classifiers found before 
by Adaboost for each stage of cascade training. However, this approach was aimed to 
focus more on increasing the performance of face detection speed by reducing the 
number of weak classifiers in already built cascade while ignoring the cascade train-
ing time. Our approach is focused on reducing the computational training time to 
build 15 stages cascade of boosted classifiers while having similar or better cascade 
performance. In order to achieve that goal, we enrich the possible feature solutions by 
adding seven new types of features. These additional features will increase the size of 
the search space thus the cascade of classifiers training time. GA is then implemented 
into Adaboost framework to select good features sets which represent sets of strong 
classifiers for each stage of cascade training. The cascade built consists of the combi-
nation of eight basic features and seven new feature types.  

The paper is organized as follows: In the next Section, Adaboost learning proce-
dure is introduced. Section 3 describes cascade of boosted classifiers. In Section 4, 
application of GA into Adaboost framework to build a cascade of classifiers using 
large number of feature types is introduced. This includes the characteristics of seven 
new feature types. Section 5 shows the result of performance of the cascade trained 
using GA compare with cascade trained exhaustively in terms of hit rates, missed 
rates, false positive rate and training time. The experiments were done by using open 
source software, Intel OpenCV, as done in [2]. Section 6 summarizes and concludes 
our work and points out perspectives for further future research. 

2   Adaboost Learning of Object Detectors 

Viola and Jones [1] developed a reliable method to detect objects such as faces in 
images in real-time. An object that has to be detected is described by a combination of 
a set of simple Haar-wavelet like features shown in Fig. 1. 

The sums of pixels in the white boxes are subtracted from the sum of pixels in the 
black areas. The advantage of using these simple features is that they can be calcu-
lated very quickly by using “integral image”. An integral image II  over an image I  
is defined as follows: 

∑
≤≤

=
yyxx

yxIyxII
','

)','(),(        (1) 
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Fig. 1. Five different basic types of rectangle features within their sub window of 24x24 pixels. 
These five types of features are the initial features used to train cascade of classifiers  
exhaustively. 

In [1] also, it is shown that every rectangular sum within an image can be com-
puted with the use of an integral image by four array references. A classifier has to be 
trained from a number of available discriminating features within a specific sub win-
dow in order to detect an object. The possible positions and scales of the five different 
feature types as shown in Fig. 1 produce about 90,000 possible alternative features 
within a sub window size of 24x24 pixels. This number exceeds largely the number of 
pixels itself. Therefore, a small set of features which best describe the object to be 
detected, has to be selected. Adaboost [10] is a technique that initially selects good 
classification functions, such that a final “strong classifier” will be formed, which is 
in fact, a linear combination of all weak classifiers. In the general context of learning 
features, each weak classifier )(xh j

consists of one single feature
jf : 

⎩
⎨
⎧ <

=
otherwise

pxfp
xh jjjj

j :0

)(:1
)(

ϑ
                                 (2) 

where 
jϑ is a threshold and 

jp  a parity to indicate the direction of the inequality. 

The description of Adaboost algorithm to select a predefined number of good features 
given a training set of positive and negative example images is shown in Fig. 2.  

The Adaboost algorithm iterates over a number of T  rounds. In each iteration, the 
space of all possible features is searched exhaustively to train weak classifiers that 
consist of one single feature. During this training, the threshold 

jϑ must be determined 

for the feature value to discriminate between positive and negative examples. There-
fore, for each possible feature and given training set, the weak learner determines two 
optimal values (thresholds), such that no training sample is misclassified. For each 
weak classifier )(xh j

, the error value 
jε  will be calculated using misclassification rate 

of all positive and negative training images. It gives each feature )(xh j
 trained with 

its respective error value
jε which is between 0 and 1. The best feature )(xht

 found 

with the lowest error rate 
tε  will be selected as the weak classifier for this 1/T  

iteration. After the best weak classifier is selected, all training examples concerned 
are re-weighted and normalized to concentrate in the next round particularly on those 
examples that were not correctly classified. At the end, the resulting strong classifier 
is a weighted linear combination of all T  weak classifiers. 
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Fig. 2. Adaboost learning algorithm as used in [1]. This algorithm is used to select sets of weak 
classifiers to form strong classifiers from all possible features types. The search of good feature 

th was done exhaustively as stated in step 3b above. 

3   Cascade of Boosted Classifiers 

This section describes an algorithm for constructing a cascade of classifiers which 
drastically reduces the computational time. The main idea is to build a set of cascade 
boosted classifiers which are smaller, but more efficient, that will reject most of the 
negative sub-windows while detecting almost all positive instances. Input for the 
cascade is the collection of all sub-windows also called scanning windows. They are 
first passed through the first stage in which all sub-windows will be classified as 
faces or non faces. The negative results will be discarded while the remaining posi-
tive sub-windows will trigger the evaluation of the next stage classifier. The sub-
windows that reach and pass the last layer are classified as faces (See Fig. 3). Every 
layer actually consists of only a small number of features. In the early stages, with 
only small number of selected features it is possible to determine the existence of a 
non-face. On the other hand, determining the presence of a face usually needs more 
features. The trained cascade boosted classifiers usually have an increasing number 
of features in each layer until its last layer and therefore became increasingly more 
complex.  
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Fig. 3. Cascade from simple to complex classifiers with N layers 

During the training of the cascade of boosted classifiers, the number of features per 
layer or stage was driven through a “trial and error” process. In this process, the num-
ber of features was increased until a significant reduction in the false positive rate 
could be achieved. In our case, each stage was trained to eliminate 50% of the non-
face patterns while falsely eliminating only 0.005% of the frontal face patterns; 15 
stages were trained and a false alarm rate about 515 1035.0 −≅ x and a hit rate 
about 93.0995.0 15 ≅  were expected. More features were added until the false positive 
rate on the each stage achieved the desired rate while still maintaining a high detec-
tion rate. At each training stage, the false positive images from previous stages are 
added to the sets of negative or non-faces images and this set of images is used as 
negative images in the next stages training [9]. 

4   Genetic Algorithm for Feature Selections 

Genetic Algorithms (GAs) [11] are a family of computational models inspired by 
natural evolution. GAs comprise a subset of evolution-based optimization techniques 
focusing on the application of selection, mutation, and recombination or crossover to 
a population of competing problem solutions. In our paper, the chromosome of GA 
represents the specific type and location of one single feature in the sub-window of 
24x24 pixels. Each chromosome has six elements. The first five elements are integer 
types which consist of: 

• type : type of feature 
• x : coordinate x in sub-window 
• y : coordinate y in sub-window 
• dx : width of feature 
• dy : height of feature 

The sixth element is a decimal number type between 0 and 1 which stores the fitness 
value of the respective feature. As described previously in Adaboost, every trained 
feature or weak classifier produce an error value 

jε  and the feature with the lowest 
jε  

will be selected. Therefore, fitness function chosen here is iε−1 where i is the number 

between 1 and population size N. By using this fitness function, the higher fitness 
value indicates the lower error value

jε .  To increase the possibility of selecting good 

features, we propose to enlarge the number of feature types. The existing three feature  
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Fig. 4. The existing three types of features within their sub window of 24x24 pixels. These 
feature sets are added in training of cascade of classifiers with GA search. 

types in Fig. 4 are added into the total feature sets. These three features are part of right 
rectangle features which already exist in Intel OpenCV along with the 5 basic feature 
types that had been shown in Fig. 1. In addition to that, we add our newly proposed 
seven types of features that increase the search space and possibilities of getting better 
cascade of classifiers with higher performance.  

In Fig. 5, features a, b, c and d with the style of an L-shape and an inverse L-shape 
should have the ability to distinguish the image of face and non-face based on the 
pattern of the side of the face specifically on the left and right foreheads, temples and 
jaw lines. Feature e is the inverse of the middle feature shown in Fig. 4. And lastly 
feature f should distinguish the pattern of both eyes region with forehead and feature g 
should make the difference between face images and non-face images based on the 
pattern of eyes location. With all these, the total feature types equaled to 15. As a re-
sult, while more valuable and better types of features might be created or existed as 
the potential sets of good feature solutions, the search space of all of these feature 
types increased dramatically. Therefore GA is used to select the features and to avoid 
the exhaustive search and high computational time. 

Initially, in the first generation of GA, all chromosomes are randomly generated 
and evaluated to determine their fitness value. Ranking Scheme selection is used 
 

a                          b                         e 

c                          d                         f 

g 
 

Fig. 5. The newly proposed seven types of features within their sub window of 24x24 pixels. 
These feature sets are proposed and added in training of cascade of classifiers with GA search. 
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when all chromosomes are ranked based on their fitness values. The first chromosome 
will have the highest fitness value while the last one will have the lowest one. In each 
generation, the chromosomes from half of the total populations will be selected and 
put into a mating pool and will become parent chromosomes. The two-point standard 

crossover is applied here. Based on the crossover probability rate, cop , where 

}{ 1...0∈cop , two different chromosomes are chosen from the mating pool. At the 

same time, two random positions of chromosome’s elements are chosen which are 

m and n  such that }{ 5..1, ∈nm  with nm ≠ . Then, the elements of m and n are 

crossover within these two parents to produce new children. In mutation process, mu-

tation probability rate mtp  where }{ 1...0∈mtp  is used. Based on this rate, mutation 

process will take place on the chromosome chosen from the mating pool. Once muta-
tion occurs, another random number between 1 and 5 is selected. This number repre-
sents the location of the gene to be mutated in this chromosome. If the first gene type 
is selected, the new and different type of feature will be selected randomly between 1 
and 15. While in the other cases such as genes x, y, dx or dy, its value will be added 
with an integer value randomly chosen between -2 and 2. 

All parent chromosomes that have undergone crossover and mutation process will 
produce new children chromosomes and they are re-evaluated to determine their fit-

ness values, iε−1 . The new chromosomes with high fitness values will have a better 

chance to be selected and inserted into its appropriate rank in main GA population. 
For the new chromosomes that become invalid or no longer feasible, for example the 
sum of their x-coordinate and their width exceed the allowed width of the sub-
window, here is 24x24, then their fitness value will be assigned with zero, in other 
word, these features are not the good features and they shall be discarded. While the 
chromosomes with modest or average fitness values will not have an opportunity to 
be selected and inserted neither in the main population nor in the next mating pool for 
the next generation. The 200-GA population size chosen is the result of a trial and 
error process in which a trade-off is made between speed and error rate. The size of a 
population should be sufficiently large to create sufficient diversity covering the pos-
sible solution space. Other parameters of GA are the probabilities for crossover and 
mutation operators. In their paper, Treptow and Zell [3] had preferred 20% of cross-
over rate and 80% of mutation rate. Since they used EA to select about 200 features in 
only a single stage of classifiers, the ratio used seems to be reasonable. In our case, 
we have proposed to use 90% as crossover rate and 10% as mutation rate. This is due 
to the fact that the training of 15 stages cascade of classifiers is slightly different from 
the training of a single stage classifiers as described in Section 3 even though both use 
Adaboost algorithm.  At each different stage in the cascade training, GABoost will 
select features from slightly different search spaces. This is due to the new generated 
images samples incorrectly classified (false positive) in the previous stages that are 
added into the training sets. In order to avoid early local optima or to loose good fea-
tures solutions, the exploration of feature search space should have higher priority. 
So, to train cascade of classifiers which involved 15 stages, as in our case, the ratio 
9:1 crossover-mutation rate seems to be logical and reasonable. The parameters of 
Genetic Algorithm are shown in Table 1. 
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Table 1. Parameters used in Genetic Algorithm 

GA parameters 

Population Size 200 

Crossover Type Two-points Std  

Crossover Rate 0.9 

Mutation Type Single Gene 

Mutation Rate 0.1 
 

5   Experiments of Evolutionary Search Using Genetic Algorithm 

In this Section, we compare the performance of the 15 stages cascade of classifiers 
built by using Adaboost with exhaustive search which we refer to as ExBoost and 
Adaboost with GA to select features, which we refer to as GABoost. ExBoost search 
over only five basic feature types while GABoost search over a larger set of 15 fea-
ture types. The training sets used consist of 7,000 positive images and 3,000 negative 
images that we gather from various sources (See Fig. 6). The dimensions of these 
gray value images are 24x24 pixels and are different one from another. 

 

 
 

Fig. 6. Examples of faces and non-faces images in the training set 

The test set consists of face dataset images from BioID [13]. This dataset contains 
1,200 face images with different people, gender, face expression, size and location, 
level of illumination and also appearance of non-face objects. The examples are 
shown in Fig. 7. All images in the training and testing datasets are different from one 
to another.  

 

 

 
 

Fig. 7. Examples of images containing faces with various conditions used in the BioID test set 
[13] 
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The total trainings were stopped after a set of 15 cascaded stages has been built. The 
population size is 200, all chromosomes are initialized randomly, crossover rate is 0.9 
and mutation rate is set to 0.1. GA is converged and will stop if no better single feature 
found within the next 50 consecutive generations. In case of no convergence, GA will 
stop as well if it reaches the maximum number of generations which is set to 200. Ex-
periments were carried out on an Intel Pentium IV 3.0 GHz processor. GABoost was 
run 10 times and the average results are taken. In Table 2, we can see that GABoost 
performs 3.7 times faster than ExBoost. The comparison of computational training 
time between ExBoost and GABoost in the ten experiments is shown in Fig. 8. 

Table 2. Training time taken to build 15 stages cascade of classifiers and their number of 
features selected 

Algorithm 
Average 

training 
time (sec) 

Average 
time to select 
single feature 

(sec) 

Average 
number of 
features in 

cascade 
ExBoost 5F 134225 336.4 400 
GABoost 15F 35634 56.6 630 
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Fig. 8. Comparison of computational training time between ExBoost and GABoost in ten  
experiments 

Table 2 also shows the total number of features found by both algorithms. We can 
see that GABoost selected more features compared to ExBoost. However, with less 
training time, selection of a single feature just require 56.6 seconds in GABoost while 
in ExBoost, 336.4 seconds need to find a single feature. This showed that selection of 
a single feature is 6 times faster in GABoost than in ExBoost.  

Table 3 presents the average hit rate of GABoost (90.13%) is slightly superior to 
the hit rate of ExBoost (90.01%). From the experiments also, the best hit rate 
achieved by GABoost is 94.25% while the worst hit rate is 85.68%. GABoost also 
performs better in false positive rates. False positive rate is calculated based on the 
sum of all false positives rectangles detected divided by the total number of detection 
rectangles in the whole test sets. The examples are shown if Fig. 9. 
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Table 3. Comparison of hit rates and false positive rate performed by the cascades of classifiers 
built by ExBoost and GABoost 

Algorithm 
Average 

hit rate 
(%) 

False positive 
detection/total 

number of detec-
tion (%) 

ExBoost 5F 90.01 62.97 
GABoost 15F(10 Exp) 90.13 61.56 
GABoost 15F(best-hit) 94.25 62.32 
GABoost 15F(worst-hit) 85.68 49.83 

 
 

 

 

Fig. 9. The examples of the test images show faces are detected. The top three images however 
show false positive detections in single image while in the bottom three images, detection of 
faces are done perfectly. 

In our experiments, the average false positive rate achieved by GABoost is 61.56% 
that is lower than false positive rate of ExBoost (62.97%). The hit rates and false posi-
tive rates of the ten experiments of GABoost is shown in Fig. 10.  

 

 

Fig. 10. Hit rates and False Positive rates in GABoost and ExBoost 
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Table 4. Details of the average number of seven new feature types selected by GABoost 

Feature Type a b c d e f g 
Average number of 

feature selection
27.90 15.40 11.50 2.20 37.30 30.90 4.50 

Total seven new 
features

129.70 

% from total 
features

20.60 
 

In Table 4, the results of the seven newly proposed feature types are examined. For 
each feature type a, b, c, d, e, f and g in Fig. 5, the average number of times that they 
are selected during cascade training using GABoost is shown.  

These seven feature types contribute about 21% of the total features selected by 
GABoost in various stages. Among them, feature types a, e and f  have important 
roles in the cascade training as they are selected many times. These three feature types 
contributes about 76.17% from the total seven new feature types proposed and about 
15.67% from the total features selected in the cascades of boosted classifiers built by 
GABoost. Feature types b and c have little impact on the cascades as they were se-
lected only 15.4 and 11.5 times. These numbers represent only 4.26% of the total fea-
tures selected. Table 4 also shows that feature types d and g can not be considered as 
good feature types since they are rarely selected in the cascade training. Fig. 11 show 
the distributions of number of feature types selected among these seven new feature 
types. 

 
Selections of seven new feature types in GABoost
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Fig. 11. Selection of seven new feature types in GABoost 

6   Conclusions and Future Works 

In this paper, we have extended the work of Treptow and Zell [3] by implementing 
GA inside the AdaBoost framework to select features. Fifteen stages of cascaded  
classifiers are set up rather than building just a single stage classifier only. The tech-
nique of Viola and Jones [1] is also referred as we implemented the cascade training. 
Seven new feature types were proposed in order to increase the quality of feature so-
lutions. As a consequence, the feature solutions sets become bigger and we have 
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shown how GA can be used to overcome the problem of feature selections in this 
huge search space. Training time was drastically reduced and the cascade of boosted 
classifiers trained using GABoost has achieved a better hit rate and lower false posi-
tive rate compared to the original exhaustive technique. This lower false positive rate 
might happen due to the higher number and more variety of features types selected by 
GABoost. We have shown also that the best cascade of boosted classifiers obtained 
by GABoost has outperformed the original cascade built exhaustively in computa-
tional training time, hit rate and false positive rate. On the other hand, the seven new 
feature types have shown different levels of importance in this training. Three of these 
new feature types have shown very significant roles in the training of cascade of 
boosted classifiers. However, we believe that the performance of these seven feature 
types could be different if another set of training samples is used. Nevertheless, they 
are many directions for further research in this field. Other search algorithms such as 
Memetic Algorithm [12] may be used to replace GA to select features in cascade 
training.  

In GA itself, the dynamic rates of crossover and mutation could also be imple-
mented and analyzed. This dynamic rate had been used as a tuning tool in one part of 
the research done by T. L. Seng, M. Khalid and R. Yusof [11]. On the other hand, 
since the speed of detection rate was not addressed in this paper and by looking at the 
number of features selected, it seems that the performance of the face detector will be 
slightly slower. This is due to a higher number of features selected by GABoost. 
Thus, the improvement of the cascaded classifiers built by GABoost with very large 
feature types could be done by using the Evolutionary Prunning, an approach intro-
duced recently in 2006 by J. S. Jang and J. H. Kim [9]. Its purpose is to reduce the 
number of weak classifiers while maintaining the performance achieved by the cas-
cade of classifiers. GABoost can then be further improved using this approach. 
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Abstract. In this paper we describe Scusi?, the speech interpretation component
of a spoken dialogue module designed for an autonomous robotic agent. Scusi?
postulates and maintains multiple interpretations of the spoken discourse, and
employs a probabilistic formalism to assess and rank hypotheses regarding the
meaning of spoken utterances. These constituents in combination enable Scusi?
to cope gracefully with ambiguity and speech recognition errors. The results of
our evaluation are encouraging, yielding good interpretation performance for ut-
terances of different types and lengths.

1 Introduction

The DORIS project aims to develop a spoken dialogue module for an autonomous
robotic agent, which supports the generation of responses that require physical as well
as dialogue actions. In this paper, we describe Scusi?, DORIS’s language interpreta-
tion component, focusing on the techniques used to postulate and assess hypotheses
regarding the meaning of a spoken utterance.

Minimally, a language interpretation component must be able to postulate promising
interpretations, and decide whether there is a clear winner or several likely candidates
to be passed to the dialogue system. These capabilities provide the basis for additional
desiderata, viz recovering from erroneous interpretations, and adjusting interpretations
dynamically as new information becomes available. The dialogue system in turn must
determine an appropriate action. For example, consider the request “get me the blue
mug”. If there is an aqua mug, an indigo mug and a light blue mug in view, the robot
could do one of the following: (1) pick the ‘bluest’ mug among these candidates, (2) se-
lect one of these mugs at random, (3) ask a clarification question, or (4) look for a mug
that better fits the request. The chosen action depends on the certainty associated with
the options returned by the language interpretation module, and the decision procedures
applied by the dialogue system.

In order to support the above capabilities, a discourse interpretation system should
(1) maintain multiple interpretations, and (2) apply a ranking process to assess the rela-
tive merit of each interpretation. Scusi? does this, employing a probabilistic mechanism
for the ranking component. Its interpretation process comprises three stages: speech
recognition, parsing and semantic interpretation. Each stage produces multiple candi-
date options, which are ranked according to their probability of matching the speaker’s

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 581–592, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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intention (Section 3). This probabilistic framework, together with the maintenance of
multiple interpretations at each stage of the process, enable Scusi? to cope with ambi-
guity and speech recognition errors (Section 5). In addition, these constituents support
the re-ranking of interpretations as new information becomes available, and hence the
recovery from erroneous interpretations; and they enable Scusi? to abstract features of
the interpretations which support the generation of appropriate dialogue or physical
actions. Examples of these features are: number of highly ranked interpretations, the
difference in their probability, and the similarity between them.

This paper is organized as follows. Section 2 outlines the interpretation process. The
estimation of the probability of an interpretation appears in Section 3, and the semantic
interpretation procedure in Section 4. Section 5 details our evaluation. Related research
and concluding remarks are given in Sections 6 and 7 respectively.

2 Multi-stage Processing

Scusi? processes spoken input in three stages: speech recognition, parsing and seman-
tic interpretation (Figure 1(a)). Our probabilistic approach resembles that of Miller et
al. [1]. However, they considered textual input, and used semantic grammars tailored
to a slot-filling application. In contrast, our grammars are syntactic, and we incorporate
domain-related information only in the final stage of the interpretation process, which
yields Conceptual Graphs [2] — a more general structure than frames.

In the first stage of our interpretation process, Scusi? runs Automatic Speech Recog-
nition (ASR) software (Microsoft Speech SDK 5.1) to generate candidate texts from a
speech signal. Each text is assigned a score that reflects the probability of the words
given the speech wave. The second stage applies Charniak’s probabilistic parser (ftp:
//ftp.cs.brown.edu/pub/nlparser/) to generate parse trees from the texts. The
parser generates up to N (= 50) parse trees for each text, associating each parse tree
with a probability. During semantic interpretation, parse trees are successively mapped
into two representations based on Conceptual Graphs: first Uninstantiated Concept
Graphs (UCGs), and then Instantiated Concept Graphs (ICGs). UCGs are obtained
from parse trees deterministically — one parse tree generates one UCG (but a UCG can
have more than one parent parse tree).

A UCG represents syntactic information, where the concepts correspond to the words
in the parent parse tree, and the relations between the concepts are directly derived
from syntactic information in the parse tree and prepositions. Each UCG can generate
many ICGs. This is done by nominating different instantiated concepts (relations) from
DORIS’s knowledge base as potential realizations for each concept (relation) in a UCG
(Section 4). Instantiated concepts are objects or actions in the domain, and instantiated
relations are similar to semantic role labels [3]. Figure 1(b) illustrates the generation
of one ICG for the request “leave the blue mug on the table”. The noun “mug” in the
parse tree is mapped to the concept mug in the UCG, which in turn is mapped to the
instantiated concept mug03 in the ICG. The preposition ‘on’ in the parse tree is mapped
to the relation on in the UCG, and then to the relation Destination in the ICG. Noun
modifiers, such as colour and size, are treated as features to be matched to those of
instantiated objects in the knowledge base. For instance, the colour BLUE is represented

ftp:
//ftp.cs.brown.edu/pub/nlparser/
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Fig. 1. Scusi?’s spoken language interpretation process

as a set of colour coordinates, which are then matched against the colour coordinates of
stored objects [4].

The consideration of all possible options at each stage of the interpretation process
is computationally intractable. Scusi? uses two computational devices to generate inter-
pretations in real time: (1) an anytime algorithm [5], and (2) a processing threshold.

The anytime algorithm ensures that the system can return a list of ranked interpre-
tations at any point after generating an interpretation component (text, parse tree, UCG
or ICG). In each stage of the interpretation process, the algorithm applies a selection-
expansion cycle to add an element to a search graph (Figure 1(a)) as follows. First,
it selects an option for consideration (speech wave, textual ASR output, parse tree or
UCG), and expands this option to the next level of interpretation. When an option is
expanded, a single candidate is returned for this next level, but additional options re-
side in a buffer, which is created the first time the option is expanded. For example,
when we expand a particular text, the parser returns the next most probable parse tree
(but the first time this text is expanded, a buffer with at most N parse trees is created).
Similarly, when we expand a UCG, the ICG-generation module returns the next most
probable ICG, but the first time the UCG is expanded, a buffer of at most kmax ICGs
is created (Section 4). Buffers are used, rather than piecemeal generation of alterna-
tives, due to two reasons: (1) the ASR and parser return all the options at once; and
(2) owing to the complex interactions between the components of ICGs, ICGs are not
generated in descending order of probability (i.e., the best ICGs are often generated
later on). By maintaining an ICG buffer for each UCG, higher-probability ICGs that are
generated later can be slotted into the buffer (and considered by the selection-expansion
process) in the order that reflects their probability. The selection-expansion process is
repeated until one of the following happens: all options are fully expanded, a time limit
is reached, or a specific number of iterations is performed. At any point after completing
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an expansion, the anytime algorithm can return a list of ranked interpretations with their
parent sub-interpretations (text, parse tree(s) and UCG(s)).

The thresholding approach is based on the observation that the probabilities of the
texts returned by the ASR drop quite dramatically after the first few texts, as do the prob-
abilities of the parse trees. We take advantage of this observation to prevent the consider-
ation of unpromising alternatives as follows. When the probability of the next child of a
parent noden drops below a threshold Thr relative to the probability of the most probable
child of n, no additional children of n are considered. For example, for Thr = 50%, if
the probability of the next parse tree for text Ti is less than half of the probability of the
first (best) parse tree generated for Ti, no more parse trees are considered for Ti.

3 Probability of an Interpretation

Scusi? ranks candidate ICGs according to their probability of being the intended mean-
ing of a spoken utterance. The principles of this calculation were set out in [6]. Here we
refine this process, focusing on the calculation of the probability of ICGs.

Given a speech signal W and a context C, the probability of an ICG I is represented
as follows.

Pr(I|W, C) ∝
∑
Λ

Pr(I|U, C) · Pr(U |P ) · Pr(P |T ) · Pr(T |W ) (1)

where the UCG, the parse tree and the textual interpretations are denoted by U , P and T
respectively. The summation is taken over all possible pathsΛ = {P,U} from the parse
tree to the ICG, because a UCG and an ICG can have more than one parent. The ASR
and the parser return an estimate of Pr(T |W ) and Pr(P |T ) respectively. In addition,
Pr(U |P ) = 1, since the process of generating a UCG from a parse tree is deterministic.
Hence, we still have to estimate Pr(I|U, C).

Consider an ICG I containing concepts cICG∈Ωc and relations rICG∈Ωr (Ωc and Ωr

are the concepts and relations in the domain knowledge respectively). The parent UCG
(denoted by U ) comprises concepts cUCG∈Γc and relations rUCG∈Γr (Γc and Γr are the
concepts and relations from which UCGs are built). The probability of I given U and
context C can be stated as follows.

Pr(I|U, C) =
∏

cICG ∈ Ωc

rICG ∈ Ωr

Pr
(
cICG, rICG|cUCG, rUCG, Ω−

c , Ω
−
r , C

)
(2)

=
∏

cICG ∈ Ωc

rICG ∈ Ωr

{
Pr (rICG|cICG, cUCG, rUCG, Ω−

c , Ω
−
r , C)×Pr (cICG|cUCG, rUCG, Ω−

c , Ω
−
r , C)

}

where cUCG and rUCG denote the UCG concept and relation corresponding to the ICG
concept cICG and relation rICG respectively; and Ω−

c and Ω−
r denote the sets Ωc and Ωr

without the concept cICG and relation rICG respectively.
It is difficult to estimate Equation 2, as each concept and relation in an ICG depends

on the other ICG concepts and relations. We therefore make the following simplifying
assumptions.
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– The probability of an ICG relation rICG depends only on the corresponding UCG
relation, the parent ICG concept of rICG, and the context.

– The probability of an ICG concept cICG depends only on the corresponding UCG
concept, the parent ICG relation and grandparent ICG concept of cICG, and the con-
text (e.g., the parent relation of mug03 in the ICG in Figure 1(b) is Patient, and its
grandparent concept is put01).

These assumptions are justified by the information in the knowledge base, which
stores the location and ownership of many objects, and by the available linguistic in-
formation regarding concepts and relations (e.g., the action fetch01 has a mandatory
Patient relation, but an optional Beneficiary, and any mug is a suitable Patient for most
actions). Now, say we have the request “get the mug from the table”, and one of the can-
didate ICGs has the fragment [mug03→Location→table01] (Location is the parent
of table01, and mug03 is its grandparent). If mug03 is indeed on table01, the prob-
ability of this ICG increases, otherwise it decreases. In the absence of this information,
we back off to bigram probabilities (e.g., whether table01 is a possible Location).
These assumptions yield

Pr(I|U, C) ≈
∏

cICG ∈ Ωc

rICG ∈ Ωr

{
Pr(rICG|rUCG, cICG

p , C)×Pr(cICG|cUCG, rICG
p , cICG

gp, C)
}

(3)

where the parent concept of relation rICG ∈ Ωr is cICG
p ∈ Ωc, and the grandparent concept

and parent relation of concept cICG ∈ Ωc are cICG
gp ∈ Ωc and rICG

p ∈ Ωr respectively.
After applying Bayes rule, and making additional simplifying assumptions about

conditional dependencies, we obtain

Pr(I|U, C) ≈
∏

cICG ∈ Ωc

rICG ∈ Ωr

⎧⎪⎨⎪⎩
Pr(rUCG|rICG) Pr(rICG|cICG

p ) Pr(cICG
p |C)×

Pr(cUCG|cICG)︸ ︷︷ ︸
segment 1

Pr(cICG|rICG
p , cICG

gp)︸ ︷︷ ︸
segment 2

︸ ︷︷ ︸
segment 3

⎫⎪⎬⎪⎭ (4)

The first segment in Equation 4 represents the probability that a user who intended
rICG and cICG said rUCG and cUCG respectively; the second segment represents the probabil-
ities of relations and concepts in the ICG in light of their parent and grandparent nodes;
and the third segment represents the prior probabilities of the concepts in the ICG (ju-
dicious conditionalization obviates the calculation of prior probabilities of relations in
the ICG). Ideally, all these probabilities should be estimated from data, but this would
require the development of a large database of UCGs and ICGs corresponding to differ-
ent utterances. Such a database is currently not available. Hence, Scusi? estimates the
necessary probabilities using functions which give a probabilistic interpretation to the
closeness between requested features and features of the candidate concepts and rela-
tions. These functions are described in detail in [7,4]. Here we outline our approach.

– The probabilities in the first segment of Equation 4 are estimated on the basis of the
goodness of the match between candidate instantiated concepts (relations) in the
ICG and concepts (relations) mentioned in the UCG [4]. For relations, this prob-
ability depends on the lexical match between a stated relation and an instantiated
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relation. For concepts we also take into account the left modifiers of the head noun
— at present we consider colour and size. For example, if the user said “blue mug”,
then a light blue cup will yield a lower probability than a royal blue mug.

– The probabilities in the second segment are estimated based on how well children
nodes match the expectations of their parent (and grandparent) nodes in the ICG [7].
For example, the probability of the ICG bigram [go02→ Destination] depends on
whether Destination is a compulsory complement of go02 (high probability) or op-
tional (lower probability); the probability of the trigram [cup05→ Owned-by →
Susan01] is 1 if Susan01 owns cup05, and 0.5 if ownership is unknown. At
present, grandparent concepts are considered only for location and ownership of
objects, which may be determined from the system’s knowledge base. In other cases
or if the information is unknown, we back-off to the parent relation of a concept,
e.g., the probability of kitchen being a Location.

– The prior probability of an instantiated concept depends on the context. At present,
the context includes only domain knowledge, i.e., all instantiated concepts have the
same prior, hence it does not affect the performance of the system. However, visual
and dialogue context will come into play when Scusi? interacts with the robot’s
vision system and DORIS’s dialogue module. To support these interactions, in the
future, we propose to estimate the prior probabilities of concepts by combining
salience scores obtained from dialogue history [8] with visual salience [9].

4 Generating ICGs

The process of generating ICGs from a UCG and estimating their probability is car-
ried out by Algorithm 1, which refines the procedure presented in [6]. This algorithm
generates a buffer containing up to kmax (= 400) ICGs ranked in descending order
of probability the first time a UCG is expanded (the size of the buffer was empiri-
cally determined). Every time a new ICG is requested for that UCG, the next ranked
ICG is returned. The algorithm has two main stages: concept and relation postulation
(Steps 2–10), and ICG construction (Steps 11–16).

4.1 Postulating Concepts and Relations

In this stage, the algorithm proposes instantiated concepts (relations) from the knowl-
edge base for each UCG concept (relation), and sorts each candidate list of instantiated
concepts (relations) in descending order of probability.

In Step 5, for each concept cUCG in the UCG, the algorithm estimates the probability
that each instantiated concept in the knowledge base matches cUCG. The same is done for
relations. The probability of this match, which corresponds to the first segment in Equa-
tion 4, is estimated by means of comparison functions [4]. The probability of a match
between an instantiated relation and a UCG relation depends only on the goodness of
the lexical match between these relations. In contrast, the probability of a concept match
also depends on the match between intrinsic features mentioned in the UCG, such as
colour and size, and the actual values of these features for a candidate instantiated con-
cept. For instance, given the UCG concept cup, the instantiated concepts mug01, . . .,
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Algorithm 1. Generate candidate ICGs for a UCG
Require: UCG U comprising concepts cUCG and relations rUCG, context C
1: Initialize buffer IU of size kmax (=400)
{ Postulate concepts and relations for UCG }
2: for all concepts cUCG (relations rUCG) in U do
3: Initialize a list of candidate concepts Lcu ← ∅ (list of relations Lru ← ∅)
4: for all instantiated concepts cI (instantiated relations rI) do
5: Compare cUCG with cI (rUCG with rI), yielding a probability for the match (segment 1 in

Equation 4)
6: Calculate the prior probability of cI according to the context C (segment 3 in Equa-

tion 4)
7: Multiply the probabilities obtained in Steps 5 and 6
8: Insert cI in the list Lcu (rI into Lru ) in descending order of probability
9: end for

10: end for
{ Construct ICGs }

11: for j = 1 to kmax do
12: Generate the “next best” ICG Ij by going down each list Lcu and Lru in turn
13: Perform internal consistency checks to calculate the probabilities of the bigrams and tri-

grams in ICG Ij (segment 2 in Equation 4)
14: Estimate Pr(Ij |U, C) by multiplying the probabilities obtained in Step 7 with the proba-

bilities obtained in Step 13
15: Insert Ij into buffer IU in descending order of probability
16: end for

mug05 and cup01, . . ., cup04 have a good lexical match with the UCG concept. If the
UCG concept had been blue cup, then the colour coordinates of the mugs and cups in
the knowledge base would be matched against the coordinates for the term ‘blue’.

Upon completion of Step 5, we prune ICG candidates that do not have a good match
with the concept (relation) in the UCG. For example, the UCG concept chair could
refer to an armchair, a stool, a pouf, etc. Hence, all the armchairs, stools, poufs, etc in
the knowledge base are retained for further processing, while lamps, tables, cups, etc
are discarded. Similarly, red cups are discarded if a blue mug is requested, and there are
blue mugs in the knowledge base.

The prior probability of the retained candidate concepts (third segment in Equa-
tion 4) is estimated in Step 6. In Step 7, this probability is multiplied by the probability
calculated in Step 5.

This stage of the algorithm yields a list of candidate instantiated concepts Lcu for
each UCG concept cUCG, and a list of candidate instantiated relations Lru for each UCG
relation rUCG. These lists are sorted in descending order of probability. For example,
Table 1 shows the sorted lists of concepts and relations postulated for the request in
Figure 1(b) “leave the blue mug on the table”: there are four objects that are a good
match for the concept blue mug, three candidate tables, three candidate actions for leave
(leave the room (leave01), put in a specific place (put01), and put down (put02)),
two relations for on, and one for object.
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Table 1. Concepts and relations used to build ICGs for the utterance “leave the blue mug on the
table”

leave blue mug table on object
leave01 mug02 table01 Destination Patient
put01 cup01 table02 Location
put02 mug03 table03

cup02

4.2 Constructing ICGs

In this stage, the algorithm uses the list of instantiated concepts (relations) built for
each concept (relation) in a UCG to construct candidate ICGs for this UCG, and sorts
these ICGs in descending order of probability. First, Step 12 applies an enumerative
process to generate different combinations of concepts and relations from the list Lcu

(Lru) maintained for each UCG concept (relation). This is done by iteratively selecting
one candidate concept (relation) from each list. For instance, the concepts and rela-
tions in Table 1 are combined as follows to build candidate ICGs. First, the top line
{leave01,mug02,. . .}, which has the highest probability, is used. The next four com-
binations are generated by replacing one element from this line at a time, i.e., leave01
is replaced with put01, yielding {put01,mug02,. . .}; then mug02 is replaced with
cup01, yielding {leave01,cup01,. . .}; and so on.

The probabilities of the bigrams and trigrams in each ICG (second segment in Equa-
tion 4) are then estimated in Step 13. These probabilities reflect the extent to which the
relationships between neighbouring nodes in an ICG match the known reality. As men-
tioned in Section 3, for relations this calculation is done based on the type of relations
admitted by each concept (e.g., compulsory, optional or absent), and for concepts the
calculation reflects the current state of the world. For example, if we request “the mug
on the table” and according to the knowledge base, mug03 is on table02, the proba-
bility of an ICG that contains [mug03→Location→ table02] is increased, whereas if
cup01 is not on a table, the probability of an ICG containing cup01 is decreased. In
Step 14, these ‘structural’ probabilities are combined with the probability calculated in
Step 7 (candidate postulation stage) to obtain the final probability of an ICG produced
for a given UCG. This ICG is inserted in the buffer for that UCG in descending order
of the ICG’s probability.

5 Evaluation

Our evaluation test set comprised 100 utterances: 43 declarative (e.g., “the book is on
the desk”, “in the kitchen”, “the red mug”) and 57 imperative (e.g., “open the door”).1

These utterances were based on interactions between users and a “robot” (enacted by

1 We acknowledge the modest size of this test set compared to that of some publicly available
corpora, e.g., ATIS and GeoQuery. However, we must generate our own test set since our task
differs significantly from the slot-filling tasks where these large corpora are used. This is due
to the domain itself and the open-ended nature of the utterances.
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one of the authors) in a virtual home scenario; they were recorded by one of the au-
thors, as the ASR software is speaker dependent, and at present we do not handle
features of spontaneous speech. The utterances (which were not used during system
development) were chosen to test Scusi?’s ability to identify target objects (the intended
book, mug, table, etc), and its ability to handle phenomena such as synonyms (e.g.,
“wash” and “clean”) and homonyms (e.g., “leave the mug on the table” versus “leave
the room”). The average utterance length was 8.5 words, with a maximum length of 12
words.

Scusi? was set to generate at most 300 sub-interpretations in total (including texts,
parse trees, UCGs and ICGs) for each utterance in the test set; on average, it took 6
seconds to go from parse trees to ICGs. An interpretation was deemed successful if it
correctly represented the speaker’s intention within the limitations of Scusi?’s knowl-
edge base, which comprises 135 items (24 relations and 111 concepts, which consist of
abstract concepts and concrete objects normally found in a house). This intention was
represented by one or more Gold ICGs that were manually constructed by one of the au-
thors. Multiple Gold ICGs were allowed if there were several objects in the knowledge
base that matched a requested object, e.g., “get a mug”.

Ideally, we would like to evaluate separately the impact of our probabilistic frame-
work and that of maintaining multiple interpretations. However, the design of an alter-
native, baseline hypothesis-ranking framework is outside the scope of this project. We
therefore designed our experiments to measure (1) Scusi?’s overall interpretation per-
formance, (2) the impact of maintaining multiple interpretations on performance, and
(3) the impact of different thresholds (Section 2). Thus, tests were conducted under the
following settings.

– BASELINE – a beam search was executed, where only the best ASR result was
parsed, and only the best parse tree yielded a UCG. We then selected the top ICG
among those in the buffer for the UCG (Section 4). Note that the selection of the
top-ranked item for each of these stages is still done on the basis of its probability.
Hence, our baseline enables us to isolate only the impact of maintaining multiple
interpretations.

– Threshold – No Threshold, and thresholds of 10%, 20%, 50%, 80% and 90%.
For instance, given a 10% threshold, Scusi? stops expanding a text T such that
Pr(current parse tree for T ) < 0.1× Pr(highest-probability parse tree for T ).

Table 2 summarizes our results, which were obtained with an ASR that had a 20%
error rate (the correct text was top ranked by the ASR in 80% of the cases). Column 1
displays the test condition (baseline and threshold value). Columns 2-3 show how many
utterances had Gold ICGs whose probability was among the top 1 or top 3, e.g., the 20%
threshold yielded 70 Gold ICGs with the highest probability (top 1), and 83 within the
top 3 probabilities. The average adjusted rank and rank of the Gold ICG appear in
Column 4. The rank of an ICG I is its position in a list sorted in descending order
of probability (starting from position 0), such that all equiprobable ICGs are deemed
to have the same position (recall that the baseline returns a single ICG, whose rank is
therefore 0). The adjusted rank of an ICG I is the mean of the positions of all ICGs
that have the same probability as I . For example, if we have 3 top-ranked equiprobable
ICGs, each has a rank of 0, but an adjusted rank of 0+2

2 . Column 5 shows how many
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Table 2. Scusi?’s interpretation performance

# Gold ICGs with prob in Average Not Avg # of ICGs to Gold
top 1 top 3 adj rank (rank) found ICG (avg # of iters)

BASELINE 53 53 0 (0) 47 0 (4)
No Thrsh 69 82 3.85 (1.15) 7 9 (38)
10% 67 81 2.63 (0.91) 8 8 (37)
20% 70 83 2.47 (0.87) 7 8 (39)
50% 70 84 2.37 (0.81) 7 8 (37)
80% 70 85 2.31 (0.80) 7 8 (37)
90% 70 85 2.31 (0.78) 7 8 (37)
Total 100 100

utterances didn’t yield a Gold ICG, and Column 6 indicates the average number of
ICGs created and iterations done until the Gold ICG was found (from a total of 300
iterations).

As seen in Table 2, the baseline yielded significantly fewer top-ranked Gold ICGs
than our anytime algorithm (p < 0.05).2 The 20% ASR error was substantially exacer-
bated by the baseline approach, which failed to return Gold ICG(s) in 27 of the 80 cases
where it was presented with the correct text. In contrast, Scusi? performed significantly
better, failing to produce top-ranked Gold ICG(s) in only 10 of those cases. Further, for
the top-3 ranking, Scusi? overcame the ASR error (i.e., its error rate is less than 20%).3

These results confirm the need to maintain multiple interpretations in combination with
a probabilistic hypothesis assessment.

Interestingly, the threshold did not affect the number of top-ranked Gold ICGs and
not found ICGs, and the number of iterations to Gold. However, the average rank of the
Gold ICGs decreases (improves) as the threshold increases, which is consistent with
the slight improvement in the number of top-3 ICGs. We also performed additional
experiments that examined the effect of using a different threshold for each level of
interpretation. However, the new scheme did not yield any improvement over a single
system-wide threshold.

6 Related Research

This research builds on the work described in [5,6]. The contributions of this paper
pertain to (1) the anytime algorithm and processing threshold (Section 2); (2) the prob-
abilistic calculation of the factors of Pr(I|U, C), instead of using heuristics (Section 3);
and (3) the modifications of the UCG representation to cater for intrinsic features of
a node (Section 2), and ensuing changes in the algorithm for generating ICGs (Sec-
tion 4). These modifications led to an improved performance of the system, which was
evaluated on a larger corpus than that used in [6].

2 Sample paired t-tests were used for all statistical tests.
3 Clearly, it is not fair to compare Scusi?’s top-3 rank with the baseline’s top-1 rank. However,

the top-3 rank supports the generation of clarification questions for ICGs with similar proba-
bilities — an option that is not available if only the top-ranked interpretation is returned.
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Many researchers have investigated numerical approaches to the interpretation of
spoken utterances in dialogue systems, e.g., [10,11,12,13]. Pfleger et al. [10] and
Hüwel and Wrede [11] employ modality fusion to combine hypotheses from differ-
ent analyzers (linguistic, visual and gesture), and apply a scoring mechanism to rank
the resultant hypotheses. In contrast, He and Young [12] and Gorniak and Roy [13]
apply a probabilistic approach to spoken language interpretation, using Hidden Markov
Models for the ASR stage. Additionally, as mentioned above, Scusi?’s probabilistic
formalism resembles in style that employed by Miller et al. for discourse interpreta-
tion in a text-based system [1]. However, all these systems employ semantic gram-
mars, while Scusi? employs a three-stage interpretation process, which uses generic,
syntactic tools, and incorporates semantic- and domain-related information only in
the final stage of the interpretation process. Knight et al. [14] compare the perfor-
mance of a dialogue system based on a semantic grammar to that of a system based
on a statistical language model and a robust phrase-spotting grammar. The latter per-
forms better for relatively unconstrained utterances by users unfamiliar with the sys-
tem. The probabilistic approach and intended users of our system are in line with this
finding.

From the view point of application domain, robot-mounted dialogue systems were
also studied in [15,16,11]. Matsui et al. [15], like Gorniak and Roy [13], use contextual
information to constrain the alternatives returned by the ASR early in the interpretation
process. This allows their system to process expected utterances efficiently, but makes it
difficult to interpret unexpected utterances. In contrast, Scusi? incorporates contextual
information in the final stage of the interpretation process. Unlike Scusi?’s probabilistic
reasoning formalism, Bos et al. [16] use a logic-based language interpretation frame-
work to understand instructions and descriptions, and employ formal proofs for conflict
resolution. Consequently, alternatives are not considered when an utterance is ambigu-
ous or the preferred option proves undesirable. This is also the case for Hüwel and
Wrede’s [11] system, which considers only a single alternative as a result of each stage
of the interpretation process.

7 Conclusion and Future Work

We have described Scusi?, a spoken language interpretation system that maintains mul-
tiple options at each stage of the interpretation process, and ranks interpretations based
on estimates of their posterior probability. In particular, we presented the algorithm
used by Scusi? to postulate hypotheses regarding the meaning of a spoken utterance,
and detailed the estimation of the probabilities of these hypotheses.

Our empirical evaluation shows that Scusi? performs well for declarative and imper-
ative utterances of varying length, with the Gold ICG(s) receiving one of the top three
probabilities for most test utterances. Our results also show that using a threshold has
a small impact on Scusi?’s performance (by slightly improving the number of ICGs
ranked top-3, and hence the average rank of the Gold ICGs). In the near future, we will
further investigate the impact of thresholds on performance speed and accuracy. An ad-
ditional avenue of investigation pertains to the consideration of different weightings for
combining the scores obtained from the three interpretation stages.



592 I. Zukerman et al.

References

1. Miller, S., Stallard, D., Bobrow, R., Schwartz, R.: A fully statistical approach to natural
language interfaces. In: ACL 1996 – Proceedings of the 34th Conference of the Association
for Computational Linguistics, Santa Cruz, California, pp. 55–61 (1996)

2. Sowa, J.: Conceptual Structures: Information Processing in Mind and Machine. Addison-
Wesley, Reading (1984)

3. Gildea, D., Jurafsky, D.: Automatic labeling of semantic roles. Computational Linguis-
tics 28(3), 245–288 (2002)

4. Zukerman, I., Makalic, E., Niemann, M.: Using probabilistic feature matching to understand
spoken descriptions. In: AI 2008 Proceedings – the 21st Australasian Joint Conference on
Artificial Intelligence, Auckland, New Zealand (2008)

5. George, S., Zukerman, I., Niemann, M., Marom, Y.: Considering multiple options when in-
terpreting spoken utterances. In: Proceedings of the 5th IJCAI Workshop on Knowledge and
Reasoning in Practical Dialogue Systems, Hyderabad, India, pp. 7–14 (2007)

6. Niemann, M., Zukerman, I., Makalic, E., George, S.: Hypothesis generation and maintenance
in the interpretation of spoken utterances. In: Orgun, M.A., Thornton, J. (eds.) AI 2007.
LNCS (LNAI), vol. 4830, pp. 466–475. Springer, Heidelberg (2007)

7. Makalic, E., Zukerman, I., Niemann, M., Schmidt, D.: A probabilistic model for understand-
ing composite spoken descriptions. In: Ho, T.-B., Zhou, Z.-H. (eds.) PRICAI 2008. LNCS
(LNAI), vol. 5351, pp. 581–592. Springer, Heidelberg (2008)

8. Zukerman, I., George, S.: A probabilistic approach for argument interpretation. User Mod-
eling and User-Adapted Interaction, Special Issue on Language-Based Interaction 15(1-2),
5–53 (2005)

9. Wyatt, J.: Planning clarification questions to resolve ambiguous references to objects. In:
Proceedings of the 4th IJCAI Workshop on Knowledge and Reasoning in Practical Dialogue
Systems, Edinburgh, Scotland, pp. 16–23 (2005)

10. Pfleger, N., Engel, R., Alexandersson, J.: Robust multimodal discourse processing. In: Pro-
ceedings of the 7th Workshop on the Semantics and Pragmatics of Dialogue, Saarbrücken,
Germany, pp. 107–114 (2003)
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Abstract. This paper deals with the road map generation of an unknown envi-
ronment by an autonomous vehicle using a proposed trapezoidal approximation. 
Subsequently a novel shortest path calculation method named smallest road 
segment (SRS) detection method has been proposed. At first we have generated 
a blind map of an unknown environment in a computer. Image of the unknown 
environment is captured by the vehicle and sent to the computer using wireless 
transmitter module. The image is pre-processed and the detected road bounda-
ries help to update the blind map with road positions. When the complete map 
having all possible road branches is generated then based on the source and des-
tination point, the shortest path is calculated using the proposed SRS method. 
This shortest path is forwarded to the vehicle to reach at the destination through 
the best path available.  

Keywords: Edge detection, Sobel filter, Hough transform, map generation, 
shortest path calculation. 

1   Introduction 

This paper is related to the map generation of the roads of an unknown environment 
and finding shortest path in between two points using a self guided vehicle. Various 
methods are proposed in the past for road detection. A single camera with Conic Pro-
jection Sensor System has been used in [1], while a two camera system has been used 
in [2] to get real-time images and the 3-D perspective is removed for vehicle guid-
ance. In [3], Hough Transform has been used to extract 3-D road boundaries in the 
images coming from a stereo-vision system. Geometrical features are used in [4] to 
find road boundaries. A multi order line segment description of the road boundary has 
been achieved through a statistical test, in [5]. In [6], low level structures are extracted 
via a non-linear transform and it proposes an algorithm for segmentation of images at 
multiple scales. In [7], a fast edge detection method is proposed. Also different tech-
niques of vehicle guidance system in detected road are proposed in the past [8-13]. 
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These papers concentrate on road detection by discarding the sky, plant, vehicle etc 
with complex calculation. In our paper, a different simpler area thresholding tech-
nique is used for discarding anything other than road and a new trapezoidal approxi-
mation is used for map generation. We have used a vehicle which is self controlled by 
detected road parameters. A wireless video camera is installed on the robot which 
takes the front view video of the robot and transmits it back to a PC. In the PC the 
video is analyzed to detect the road. At first, the vehicle moves from the source 
through the unknown environment having approximated boundary. The unknown 
environment is modeled using a base matrix. Image frames are extracted from the 
video, converted to grayscale image and noise is reduced by using a 3 3×  median 
filter [14]. This image is converted into binary image. By applying appropriate area 
threshold, only the road area is kept in the binary image. Then the edge is detected 
using Sobel method followed by detection of the continuous straight lines and curves 
of the edges using Hough transform [15]. Then we approximated a trapezium section 
of the road having defined length. The vehicle then moves through the trapezium and 
reaches the next approximated trapezium having a tilt angle with the previous one. 
According to the distances moved by the vehicle and corresponding tilt angles, the 
base matrix is updated. As the vehicle explores all possible roads of the unknown 
environment, the complete map of the unknown environment is finally obtained from 
the base matrix. 

Once the complete map is generated, the shortest path from the source to destina-
tion on the map is estimated. Different methods are proposed in the past to find  
shortest path from such model [16-19]. In our case we have used a new clustering 
algorithm for shortest path detection where detected roads are divided into clusters 
having individual identity. Each junction points are also assigned identity. Based on 
those, the shortest path is calculated.  

To avoid collision with any obstacle of the environment, an IR based obstacle de-
tector is used [20]. As the vehicle can move in the environment without any collision, 
it can generate the complete map of the environment for subsequent shortest path 
estimation. The complete system is represented as block diagram in Fig. 1. 

Fig. 1. Block diagram representation of proposed system 
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2   Data Set 

The environment is represented by four states - SOURCE = “*”, DESTINATION = 
“#”, UNKNOWN = “-” and ROAD = “1” for the analysis of all the data concerned 
with the robot like its motion, dimension, decision and detected road. We have used 
the following two data matrixes to represent all those data, 

1. Base matrix: Initially all the points of Base matrix will be set to “-” except 
“*” and “#”. As the vehicle moves through the road and generates 
Progression Set, those data will be converted into X and Y coordinate values 
starting from “*” and each detected road coordinate is marked as “1”. 

2. Progression matrix: Initially the vehicle will move from the source to 
destination by detecting the unknown road. Each time, a segment of the road 
having length l will be selected through which the vehicle will move and will 
enter into the next segment having a tilt angle with the previous segment. 
Every tilt angle will be stored in Progression matrix. 

3   Map Generation 

Path map of unknown environment is generated by the vehicle as it moves along the 
road with and creates a database of the motion. The movement has memory of order 
1, i.e. next step of the decision is based upon the last one. The path is assumed to have 
very small linear approximated segment of length l. Extracting road edges from un-
known environment image is difficult to do when road surface is not homogeneous as 
inhomogeneities appear as noise. To eliminate them, we ran a Median filtering [21] 
on the road image. Let the image be represented as ( , )I x y , with x and y being the 

two coordinate directions. Median filter can be represented as, 

( , ) { ( k, 1), (k,1) }v m n median I m n W= − − ∈  (1) 

Where, W is a suitably chosen window.  
The median filtered image is then converted into binary image where only the road, 

plants having significant color discontinuity and sky areas are detected. Using the 
road area as threshold, we eliminated all other smaller detected areas as, 

K( , ) ( , ) , ( , )R O A D S Y P L A N TI x y I x y I x y>∑ ∑ ∑  (2) 

Sobel filter [22], are used for boundary extraction. Performances of both the filters 
are almost similar. The output image after boundary extraction is represented as:  

( , ) ( , ) ( , )E x y I x y h x y= ×  (3) 

Where, ( , )E x y is the image data containing extracted edge, ( , )I x y is the area 

thresholded binary image data, ( , )h x y is the filter matrix.  
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Fig. 2. Linear straight line approximation of road boundaries 

To apply our proposed trapezium approximation method for road segmentation, we 
need straight road boundaries. In our case, we used Hough transform for detecting 
straight lines describing the road boundaries in the edge detected binary image. To 
move along detected road, rotation angle is required. For this, a portion from the 
processed image of particular length l is taken. Which is approximated as trapezium.  

In the Fig. 2, ada' and bcb' are the road boundaries, where abcd is considered to be 
trapezium. Direction vector for motion of vehicle is given by vector indicated by mn 
and the angle to rotate is the angle between mn and the normal drawn at the point ‘m’. 
With the constant distance l and angle, the vehicle will be guided through the path. 
According to the movement, corresponding map is generated in the remote computer. 
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Fig. 3. (a) Original image, (b) Gray scale image, (c) Median filtered image, (d) Binary image, 
(e) Area thresholded image, (f) Edge detected image, (g) Detected straight line by Hough trans-
form, (h) Trapezoidal approximation, (i) Hough accumulator space 
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When the trapezium is available from the road image, we can extract the decision 
parameter for the vehicle movement according to the following geometrical analysis: 

,2 ,2,t tr c

1,2 1,2,t tr c+ +

1,1 1,1,t tr c+ +
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Fig. 4. Calculation of the decision parameter for the vehicle movement 

At Fig. 2. two consecutive road frames are placed together to make the analysis. 
The trapezium abcd represent the road segment at time‘t’ and a’b’c’d’ represents for 
time ‘t+1’.’r’ and ‘c’ denotes the row and column number of the image matrix. For t 
time frame the angular motion towards mnn’ can be derived from the ‘m’ and ‘n’ 
pixels row and column position (rt,1,ct,1) and (rt,2, ct,2) according to below relation 

,2 ,11

,2 ,1

90 tan t t
t

t t

r r

c c
θ − ⎛ ⎞−

= − ⎜ ⎟⎜ ⎟−⎝ ⎠
 (4) 

Where, θt is the angle of the rotation. As the length to be advance is predefined and 
fixed so no further calculation is required for the wheel motion of the vehicle. 

Similarly after the completion of the auto generated command for the time frame 
‘t’, the next road frame for the decision moment of t+1 will be like the trapezium 
a’b’c’d’ and the angle to be rotated will be equal to 
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Fig. 5. Calculation of the value of Progression matrix 
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At every decision moment we have the angle at which a straight line of length l 
will tilted. Along this line of movement, the map initiated in the base matrix will be 
updated with “1” values.  

If the current position of the robot is (xi,yi) then at the next moment it will be in 
(xi+1,yi+1). From (xi,yi), (xi+1,yi+1) is calculated using the following equations, 

2 2
1 1(( ) ( )i i i ix x y y l+ +− + − =  (6) 

1

1

tan(90 )i i
i

i i

y y

x x
θ+

+

− = −
−

 (7) 

Base matrix is updated as 1 using position of  (xi+1,yi+1). As the vehicle reaches to 
destination, the explored path map is saved. This map of the unknown environment is 
used in the later for finding the shortest path. 

4   Shortest Path Detection 

Image of the map is divided into sets of smallest straight line in between all the nodes 
where no turning is required. Nodes are those points on the map from where there are 
possible chances to change direction or move from one SRS to others.  

The image of the road map is deformed into three sets of information data types. 
From the binary image where only paths are denoted by “1”, the first set of data is 
derived, which is the representation of all the valid pixels on road by an individual 
integer value. In the M × N matrix any valid path position is named as following 

(0, 0) ... ... (0, 1)
(1, 0) ... ... (1, 1)

. . .

. . .

. . .

. . .
( 1, 0) ... ... ( 1, 1)

B inary Im age=

P P M
P P M

P L P L M

−⎡ ⎤
⎢ ⎥−
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

− − −⎢ ⎥⎣ ⎦

 

(8) 

For every non zero XYP of binary image, we calculated a unique index for their 

identification later on by the following formula:  

xy,
Unique index of P , (k)P Mx y= +  (9) 

Only if, 1XYP = in the M × N matrix. The uniquely indexed set then becomes like, 

,

(k 0) ... ... (k 1)
(k ) ... ... (k 2 1)

. . .

. . .

. . .

. . .
(k { 1} ) ... ... (k 1)

xy

P P M
P M P M

Unique index of P

P L M P LM

= = −⎡ ⎤
⎢ ⎥= = −
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥

= − = −⎢ ⎥⎣ ⎦

 

(10) 
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The second sets of data needed is the collection of all possible smallest road seg-
ments (SRS) which fulfills the following criteria, 

1. The segments must be straight line what ever the inclination is. 
2. The segments should be in between the all possible nodes. 
3. The direction between two consecutive segments may change or may not. 
 

 

Fig. 6. Deformation of the 5 × 5 Road map into smallest road segments (SRS) 

Mathematically SRS can be expressed as a set consists of points defined as: 

( )( )

1

( ) [ , ............................. ];
B

Z xy x i y j

Z

SRS P P + +
=

=U  (11) 

Here, B= the total number of SRS, -m < i < m and -n < j < n;  
The length, Lz of the each SRS can be calculated for different condition.  
 

Condition 1: If  i = j , then  
2Z

iL = ; 

Condition 2 : If  i = 0  and  j ≠ 0 ,  then  Lz = j ; 
Condition 3 : If  i ≠ 0  and  j = 0 ,  then  Lz = i ; 

 
The sets of SRS and their lengths are saved in a lookup table. The nodes are to be 

calculated to create the second types of data set. Pixel which is common in more than 
one SRS is a node. The entire sets of pixels that show true result are saved in the 
lookup table named list of nodes. 

1

( ) ;
n

i j

j

NODE SRS
=

⊂ U  (12) 

Where, i = 1,2….C and j = index of connected SRSs. The 3rd table will keep the data-
base of all the valid pixels with the name of SRS they are situated in. It will help to 
link the give the possible paths through which the destination can be reached. 

After reaching any new node, it scans the connected SRS and proceeds through 
that avoiding repetition. Doing this process, the destination will be reached following 
one or more possible solutions. In each solution, possible path is scanned out. In this 
each possible paths the length of all the SRS though which destination is reached will 
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be summed up to calculate the total path distance. And the one with the minimum 
length is selected as the shortest one.  

5   Obstacle Detection 

In the obstacle detection system, one microcontroller is used to generate a 50 Hz pulse 
signal that is to be sent by the Infra-red LED. Another microcontroller was pro-
grammed to generate 38 kHz carrier signal. These two signals were modulated using 
an AND gate and then amplified using an 8050 transistor and finally sent through an 
IR-LED. If there is any obstacle then the signal will reflect back to the receiving 
module of the sensor. At the receiving side, the IR receiver module picks up the 38 
kHz modulated signal and then demodulates it, to give the original 50 Hz signal to 
another microcontroller. This microcontroller then matches the received signal with 
the sent signal. If the microcontroller can match the received signal with the sent 
signal then it takes the decision that there is an obstacle and moves the vehicle avoid 
the obstacle.   

6   Hardware Implementation 

The project was implemented on a mobile robot vehicle platform called MORPHEUS 
[20]. This platform was driven by two stepper motors 12V 0.12Kwatt each. The mi-
crocontroller used is PIC 16F84A. A CCD camera was mounted on the mobile robot 
platform, and an analog output was connected to the UHF Audio/Video Transmitter 
unit. While the RS232 RF receiver module connected to a PIC 16F84A I/O ports was 
used as remote controller. 

RGB
Camera

Vehicle
Platform

Controller

RS 232
Wireless
TX-RX
Module

UHF
Wireless
video TX
2.4 GHz

Host PC
RS 232
Wireless
TX-RX
Module

UHF
Wireless
video TX
2.4 GHz  

Fig. 7. Block diagram the hardware for the algorithm implementation 

The wireless video system used a 2.4 GHz carrier frequency and does not interfere 
with the RS232 RF data module transmission due to different carrier frequencies. 
After the images were received into the computer, map is generated and shortest path 
position is sent via RS232 serial port COM1 to an RS232 RF transmitter unit as a 
command to the vehicle.  
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7   Results 

Initially the boundary of the unknown environment, source position and destination is 
specified to generate the blind matrix. Then the vehicle explored all the connected 
roads of that unknown area and the map is generated accordingly by the proposed 
trapezoidal approximation method. After the vehicle completes exploring all possible 
roads and finds the destination, the complete path map of the environment is gener-
ated (Fig. 8.a). The generated From the generated map, shortest path is calculated by 
SRS method (Fig. 8.b).  
 

 
(a) 

 

 
(b) 

Fig. 8. (a)Map generation, (b) Shortest path calculation 

8   Conclusion 

In this paper we have applied trapezoidal approximation method for road map genera-
tion and a smallest road segment detection method has been devised and applied for 
the shortest path calculation. As the vehicle initially explores all possible road 
branches, so the complete map of the environment is generated. Later the shortest 
path is calculated for the vehicle to follow. During the whole process, the vehicle can 
operate independently avoiding all obstacles and practically it is implemented using 
MORPHEUS mobile robot test platform. Practically, the proposed algorithm gener-
ates map with 90% accurate road position and the proposed shortest path calculation 
method can always calculate correctly. Experimental results also validate the pro-
posed SRS algorithm.   
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Abstract. Named entities have been considered and combined with keywords 
to enhance information retrieval performance. However, there is not yet a for-
mal and complete model that takes into account entity names, classes, and iden-
tifiers together. Our work explores various adaptations of the traditional Vector 
Space Model that combine different ontological features with keywords, and in 
different ways. It shows better performance of the proposed models as com-
pared to the keyword-based Lucene, and their advantages for both text retrieval 
and representation of documents and queries. 

1   Introduction  

Information retrieval, in general, and text retrieval1, in particular, is not a new area but 
still attracts much research effort, social and industrial interests. That is because, on 
the one hand, it is important for searching required information, especially on the ex-
plosive WWW, and on the other hand, there are still many open problems to be solved 
to enhance the existing methods or to propose new models.  Retrieval precision and 
recall could be improved by developing appropriate models, typically as similarity-
based ([5], [13]), probabilistic relevance ([15]), or probabilistic inference ([16]) ones. 
Semantic annotation, representation, and processing of documents and queries are 
another way to obtain better performance ([4], [6], [8], [17]). 

Traditionally, text retrieval is only based on keywords (KW) occurring in  
documents and queries. Later on, word similarity and relationship are exploited to 
represent and match better documents to a query. However, keywords alone are not 
adequate, because in many domains and cases named entities (NE) constitute the user 
intention in a query and the main content of a document. Named entities are those that 
can be referred to by names, such as people, organizations, and locations ([14]). They 
are inherently different from words, as they represent individuals while words denote 
general concepts, such as types, properties, and relations. If named entities are marked 
up in texts then, for example, one can search for, and correctly obtain, web pages 
about Saigon as a city. Whereas current search engines like Google may return any 
page that contains the word Saigon, though it is the name of a river or a university. 
                                                           
1 In this paper we use the terms information retrieval, text retrieval, and document retrieval 

interchangeably, though they are not quite the same. 
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There are different ontological features of named entities that can be of user inter-
est and expressed in a query. First, the user may want to search for documents about 
exactly identified named entities, like the Saigon City in Viet Nam but not a city of 
the same name elsewhere. Second is the case when only the name and class of entities 
are of concern or available, as in searching for documents about people named 
McCarthy. Third, one may be interested in documents about entities of a certain class, 
like city capitals. Fourth, it is not uncommon that only entity names are the criterion 
of a search. In short, the possible distinct features of named entities in question are 
names, classes, joins of names and classes, and identifiers. Nevertheless, usually, a 
query cannot be completely specified without keywords, like “economic growth of 
East Asian countries”, where East Asian countries represents named entities while 
economic and growth are keywords. 

Until now, to our knowledge, there is no information retrieval model that formally 
integrates and treats all above-mentioned named entity features in combination with 
keywords. Our work presented in this paper is to explore and analyse possible combi-
nations of ontological features and keywords in the formal framework of the Vector 
Space Model (VSM) and its adaptation. Implementation and experiments are also 
carried out to evaluate and compare the performance of developed models themselves 
and to the traditional purely keyword-based VSM. Section 2 recalls the basic notion 
of the traditional VSM and system, and its adaptation for the named entity spaces. 
Section 3 presents alternative adapted VSMs that combine both named entities and 
keywords. Section 4 is for evaluation and discussion on experimental results. In Sec-
tion 5, we review related works in comparison with our approach. Finally, Section 6 
gives some concluding remarks. 

 

2   Ontology-Based Multi-vector Space Models 

Despite having known disadvantages, VSM is still a popular model and a basis to de-
velop other models for information retrieval, because it is simple, fast, and its ranking 
method is in general either better or almost as good as a large variety of alternatives 
([1]). We recall that, in the keyword-based VSM, each document is represented by a 
vector over the space of keywords of discourse. Conventionally, the weight corre-
sponding to a term dimension of the vector is a function of the occurrence frequency of 
that term in the document, called tf, and the inverse occurrence frequency of the term 
across all the existing documents, called idf. The similarity degree between a document 
and a query is then defined as the cosine of their representing vectors. 

Given a query, the retrieval process composes of two main stages, namely, docu-
ment filtering and document ranking. The former selects those documents that satisfy 
the Boolean expression of keywords as specified in the query. For example, if the 
query is k1∨k2, and D1 and D2 are respectively the sets of documents that contain k1 
and k2, then D1∪D2 is the set of selected documents. In the latter, those selected 
documents are ranked by their similarity degrees to the query as calculated above.     

With terms being keywords, the traditional VSM cannot satisfactorily represent the 
semantics of texts with respect to the named entities they contain, such as for the  
following queries: 
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Q1: Search for documents about cities. 
Q2: Search for documents about Saigon City. 
Q3: Search for documents about Hanoi Tower. 
Q4: Search for documents about Hanoi University of Technology. 

 
That is because, for Q1, a target document does not necessarily contain the key-

word city, but only some named entities of the class City, i.e., real cities in the world. 
For Q2, a target document may mention about Saigon City by other names, i.e., the 
city’s aliases, such as Ho Chi Minh City. On the other hand, documents containing 
entities named Saigon but not being cities, like Saigon River, are not target docu-
ments. For Q3, documents about Hanoi as a city or a university are not target  
documents at all, though containing the keyword Hanoi. Meanwhile, Q4 targets at 
documents about a precisely identified named entity, i.e., Hanoi University of Tech-
nology, not other universities of similar names. Therefore, simple keyword looking up 
and matching may fail to give expected answers.  

For formally representing documents (and queries) by named entity features, we 
define the triple (N, C, I) where N, C, and I are respectively the sets of names, 
classes, and identifiers of named entities in the ontology of discourse. Then: 

1. Each document d is modelled as a subset of (N ∪{*})×(C ∪{*})×(I ∪{*}), 
where ‘*’ denotes an unspecified name, class, or identifier of a named entity in 
d, and 

2. d is represented by the quadruple (
Nd

r
, 

Cd
r

, 
NCd

r
, 

Id
r

), where 
Nd

r
, 

Cd
r

, 
NCd

r
, and 

Id
r

are respectively vectors over N, C, N×C, and I.  

A feature of a named entity could be unspecified due to the user intention ex-
pressed in a query, the incomplete information about that named entity in a document, 
or the inability of an employed NE recognition engine to fully recognize it. Each of 
the four component vectors introduced above for a document can be defined as a vec-
tor in the traditional tf.idf model on the corresponding space of entity names, classes, 
name-class pairs, or identifiers, instead of keywords.  However, there are two follow-
ing important differences with those ontological features of named entities in calcula-
tion of their frequencies: 

1. The frequency of a name also counts identical entity aliases. That is, if a 
document contains an entity having an alias identical to that name, then it is 
assumed as if the name occurred in the document. For example, if a document 
refers to Saigon City, then each occurrence of that entity in the document is 
counted as one occurrence of the name Ho Chi Minh City, because it is an alias 
of Saigon City. 

2. The frequency of a class also counts occurrences of its subclasses. That is, if a 
document contains an entity whose class is a subclass of that class, then it is 
assumed as if the class occurred in the document. For example, if a document 
refers to Saigon City, then each occurrence of that entity in the document is 
counted as one occurrence of the class Location, because City is a subclass of 
Location. 



606 T.H. Cao, K.C. Le, and V.M. Ngo 

The similarity degree of a document d and a query q is then defined to be, where 
wN + wC + wNC + wI = 1:  

sim( d
r

,q
r ) = wN.cosine(

Nd
r

,
Nq

r ) + wC.cosine(
Cd

r
,

Cq
r ) + wNC.cosine(

NCd
r

,
NCq

r ) +  

wI.cosine(
Id

r
,

Iq
r

)               (Eq. 1) 

We deliberately leave the weights in the sum unspecified, to be flexibly adjusted in 
applications, depending on user-defined relative significances of the four ontological 
features. We note that the join of 

Nd
r

 and 
Cd

r
 cannot replace 

NCd
r

 because the latter is 

concerned with entities of certain name-class pairs. Meanwhile, 
NCd

r
 cannot replace 

Id
r

 

because there may be different entities of the same name and class (e.g. there are dif-
ferent cities named Moscow in the world). Also, since names and classes of an entity 
are derivable from its identifier, products of I with N or C are not included. In brief, 
here we generalize the notion of terms being keywords in the traditional VSM to be 
entity names, classes, name-class pairs, or identifiers, and use four vectors on those 
spaces to represent a document or a query for text retrieval.  

There are still possible variations of this proposed ontology-based multi-vector 
space model that are worth exploring. Firstly, that is due to overlapping of those four 
types of generalized terms in a query, which all convey information about the docu-
ments that a user wants to search for. For example, given a query containing Ho Chi 
Minh City, this entity includes all the four terms, namely the identifier of the entity 
itself, the name-class pair (Ho Chi Minh, City), the class City, and the name Ho Chi 
Minh. We call these variations overlapped or non-overlapped models, respectively 
denoted by NEo or NEn, depending on whether term overlapping is taken into ac-
count or not. Figure1 shows a query in the TIME test collection (available with [2]) 
and its corresponding sets of ontological terms that we extract for the two models, 
where InternationalOrganization_T.17 is the identifier of United Nations in the 
knowledge base of discourse. 

Query: “Countries have newly joined the United Nations”.

Overlapped ontological term set:  
{(*/Country/*), (United Nations/*/*), (*/InternationalOrganization/*), (United Nations/

InternationalOrganization/*), (United Nations/ InternationalOrganization/InternationalOrganization_T.17 )}

Non-overlapped ontological term set:  
{(*/Country/*), (United Nations/InternationalOrganization/InternationalOrganization_T.17)}

 

Fig. 1. Overlapped and non-overlapped ontological terms extracted from a query 

 

As in the traditional VSM retrieval process, after the Boolean document filtering 
stage, let DN, DC, DNC, and DI be the respective sets of obtained documents containing 
generalized terms of the four ontological features in a query. For the document rank-
ing stage, we take the intersection of DN, DC, DNC, and DI in the overlapped model or 
their union in the non-overlapped model, respectively, as the set of documents to be 
ranked and returned for the query. This application of intersection or union operations 
can be justified as responding to the overlapping effect, which is supported by ex-
perimental results shown later.  
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3   Combining Named Entities and Keywords 

Clearly, named entities alone are not adequate to represent a text. For example, in the 
query in Figure 1, joined is a keyword to be taken into account, and so are Countries 
and United Nations, which can be concurrently treated as both keywords and named 
entities. Therefore, a document can be represented by one vector on keywords and 
four vectors on ontological terms. Then, given a query, after the document filtering 
stage, one can take either the intersection or the union of the document set satisfying 
the Boolean expression of the keywords and the document set satisfying the Boolean 
expression of the named entities in the query.  

Regarding also overlapping or non-overlapping of ontological terms as discussed 
in Section 2, one have four alternative models combining keywords and named enti-
ties, denoted by KW∩NEo, KW∩NEn, KW∪NEo, and KW∪NEn. The similarity 
degree of a document d and a query q is then defined as follows, where wN + wC + wNC 
+ wI = 1, α∈[0, 1], and

KWd
r

 and
KWq

r  are respectively the vectors representing the key-

word features of d and q: 

sim( d
r

,q
r ) = α.[wN.cosine(
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NCd
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r ) + 

wI.cosine(
Id

r
,

Iq
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)] + (1 – α).cosine(
KWd

r
,

KWq
r )                          (Eq. 2) 

We now explore another adapted VSM that combines keywords and named enti-
ties. That is we unify and treat all of them as generalized terms, where a term is 
counted either as a keyword or a named entity but not both. Each document is then 
represented by a single vector over that generalized term space. Document vector rep-
resentation, filtering, and ranking are performed as in the traditional VSM, except for 
taking into account entity aliases and class subsumption as presented in Section 2. We 
denote this model by KW+NE. Figure 2 show another query in the TIME test collec-
tion and its corresponding key term sets for the multi-vector space models and the 
KW+NE model. 

Query: “U.N. team survey of public opinion in North Borneo and Sarawak on the question of joining the federation  
of Malaysia”.

Multi-vector space models (KW NEo, KW NEn, KW NEo, KW NEn):  
Keywords = {U.N, opinion, North Borneo, Sarawak, join, federation, Malaysia}
Onto-terms = {(U.N./InternationalOrganization/InternationalOrganization_T.17), (North Borneo/Province/

Province_T.2189), (Sarawak/Location/*), (Malaysia/Country/Country_T.MY)}

KW+NE model:  
Generalized terms = {(U.N./InternationalOrganization/InternationalOrganization_T.17), opinion,                      

(North Borneo/Province/Province_T.2189), (Sarawak/Location/*), join, federation,
(Malaysia/Country/Country_T.MY)}

 

Fig. 2. Keywords, ontological terms, and generalized terms extracted from a query 
 

4   Implementation and Experimentation 

We have implemented the above-adapted VSMs by employing and modifying Lucene, 
a general VSM-based open source for storing, indexing and searching documents ([7]). 
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We have evaluated and compared the new models in terms of precision-recall (P-R) 
curves and single F-measure values. For each query in a test collection, we adopt the 
common method in [11] to obtain the corresponding P-R curve. That is, the returned 
documents are examined from the top to the bottom, regarding their similarity degrees 
to the query. At each step, the precision and recall for the documents that have been 
examined are calculated, creating one point of the curve.  

In order to obtain the average P-R curve over all the queries in the test collection, 
each query curve is interpolated to the eleven standard recall levels that are 0%, 10%, 
…, 100%, as in [1]. The interpolated precision for the i-th query at the j-th standard 
recall level rj (j∈{0, 1, …, 10}) is defined by

1
( ) ( )

j ji j r r r iP r max P r
+≤ ≤= . Given Nq as the 

number of queries, the average precision at rj over all the queries is then computed by 

1
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( )

qN
i j

j
i q

P r
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N=

= ∑  . Consequently, the interpolated F-measure value for the i-th 
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jj

jj
ji rrP

rrP
rF

+
=

)(

).(.2
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= ∑ .  

We have conducted experimentation on the TIME collection, containing 425 
documents and 83 queries. The ontology and NE recognition engine of KIM ([10]) 
are employed to automatically annotate named entities in documents. For the queries, 
we manually extract and mark their named entities and keywords, to represent their 
meanings concisely and appropriately for document retrieval. In the experiments, we 
set the weights wN = wC = wNC = wI = 0.25 and α = 0.5, assuming that the keyword 
and named entity dimensions are of equal importance. 

Table 1 presents the average precisions of the keyword-based VSM by Lucene  
itself, the NE-based overlapped/non-overlapped models, and the KW-NE-based2  
models combining named entities and keywords, at each of the standard recall levels. 
Table 2 shows their average F-measure values. One can observe that, for all the mod-
els, the maximum F-measure values are achieved at the 50% recall level. The per-
formances of the NEo and NEn models are quite similar (39.1 and 38.9), so are those 
of the KW-NE-based models (around 42.0). Therefore, we take the NEn model and 
the KW+NE model as representatives of these two groups, respectively. The similar 
performances of the models in each group justify our use of intersection or union on 
filtered document sets in accordance to overlapping or non-overlapping application on 
query terms. 

Overall, KW+NE is better than NEn (42.46 versus 38.9), and both are better than 
the Lucene baseline (37.93). The difference would be larger on a test collection in-
volving more named entities and ontological terms than in the TIME one. Figure 3 
illustrates the average P-R and average F-R curves of the three models. We have also 
examined some typical queries for which KW+NE is better than, as good as, or worse 
than Lucene, as shown in Figure 4. Following are those queries and our analysis. 

                                                           
2 We use KW-NE-based to refer to all proposed models combining keywords and named enti-

ties (i.e., KW∩NEo, KW∩NEn, KW∪NEo, KW∪NEn, and KW+NE). 
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Table 1. The average precisions at the eleven standard recall levels 

  Recall (%)  
  0 1 2 3 4 5 6 7 8 9 1

Lucene 5 5 5 5 5 4 2 2 1 8 5

NEo 5 5 5 4 4 4 2 2 2 1 1

NEn 5 5 5 5 4 4 2 2 1 8 8

KW+NE 6 6 6 5 5 5 3 2 2 8 5

KW∪NEo 6 6 5 5 5 5 3 2 2 7 4

KW∩NEo 6 6 5 5 5 5 3 2 2 1 1

KW∪NEn 6 6 6 5 5 5 3 2 1 7 4

KW∩NEn 6 6 6 5 5 5 3 2 2 1 9
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Table 2. The average F-measure values at the eleven standard recall levels 

  Recall (%)  
  0 1 2 3 4 5 6 7 8 9 1

Lucene 0 1 2 2 3 3 2 2 2 1 8

NEo 0 1 2 2 3 3 2 2 2 1 1

NEn 0 1 2 2 3 3 2 2 2 1 1

KW+NE 0 1 2 3 3 4 2 2 2 1 9

KW∪NEo 0 1 2 3 3 4 2 2 2 1 7

KW∩NEo 0 1 2 3 3 4 3 2 2 1 1

KW∪NEn 0 1 2 3 3 4 2 2 2 9 7

KW∩NEn 0 1 2 3 3 4 3 2 2 1 1

F
-m

ea
su

re
 (

%
) 

 

 

Fig. 3. Average P-R and F-R curves of Lucene, NEn, and KW+NE models 

Query a. “Kennedy administration pressure on Ngo Dinh Diem to stop suppressing 
the buddhists”. For this query, our single vector model KW+NE performs better than 
Lucene because the latter fails to recognize aliases of the named entities in the query. 
There are two ontological terms here, namely, (Kennedy/Person/*) and (Ngo Dinh 
Diem/Person/*).  In the document collection, Kennedy also occurs as John Kennedy, 
and Ngo Dinh Diem has two other aliases NgoDinh Diem and Diem. These aliases are 
used frequently in the documents, but keyword-based search sees them as different 
terms, which leads to a reduction in retrieval precision.  
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Fig. 4. Performances on typical queries of Lucene and KW+NE models 
 

Query b. “Persons involved in the Viet Nam war”. For this query, KW+NE also out-
performs Lucene. That can be explained by the fact that, while keyword-based search 
looks for documents explicitly containing the words person or persons, KW+NE rec-
ognizes and selects also those documents that contain named entities of the class Per-
son. It boosts up the ranking values of relevant documents to be placed at the top of 
the returned document list.  

Query c. “Somalia is involved in border disputes with its neighbors what military aid 
is being supplied to Somalia by Russia”. This is a case when KW+NE and Lucene 
have no performance difference. That is because there are no aliases of Somalia and 
Russia in the document collection. So, what actually happens is that KW+NE matches 
identifiers with identifiers whereas Lucene matches names with names, representing 
the two named entities. Without aliases, that obviously does not affect the results.   

Query d. “Indian fears of another Chinese invasion”. For this query, Lucene per-
forms slightly better than KW+NE. Here, two implicit named entities India and China 
are manually extracted from Indian and Chinese, respectively. However, KIM NE 
recognition engine could not detect named entities implicitly occurring in a document 
under the adjective form. So, with the KW+NE model, a document just containing the 
keywords Indian and Chinese is not considered as relevant to the query, while with 
Lucene they are. That explains the difference.  
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We note that the performance of any system relying on named entities to solve a 
particular problem partly depends on that of the NE recognition module in a preced-
ing stage. However, in research for models or methods, the two problems should be 
separated. This paper is not about NE recognition and our experiments incur errors of 
the employed KIM engine, whose current average precision and recall are respec-
tively 90% and 86%. 

Among the KW-NE-based models, the KW+NE model is straightforward and sim-
ple, unifying keywords and named entities as generalized terms, while having compa-
rable performance as the others. Meanwhile, the multi-vector models can be useful for 
clustering documents into a hierarchy via top-down phases each of which uses one of 
the four NE-based vectors presented above (cf. [3]). For example, given a set of geo-
graphical documents, one can first cluster them into groups of documents about rivers 
and mountains, i.e., clustering with respect to entity classes. Then, the documents in 
the river group can be clustered further into subgroups each of which is about a par-
ticular river, i.e., clustering with respect to entity identifiers. As another example of 
combination of clustering objectives, one can first make a group of documents about 
entities named Saigon, by clustering them with respect to entity names. Then, the 
documents within this group can be clustered further into subgroups for Saigon City, 
Saigon River, and Saigon Market, for instance, by clustering them with respect to 
entity classes. Another advantage of splitting document representation into four com-
ponent vectors is that, searching and matching need to be performed only for those 
components that are relevant to a certain query. 

5   Related Works 

In [12], a probabilistic relevance model was introduced for searching passages about 
certain biomedical entity types (i.e., classes) only, such as genes, diseases, or drugs. 
Also in the biomedical domain, the similarity-based model in [18] considered  
concepts being genes and medical subject headings, such as purification, HNF4, or 
hepatitis B virus. Concept synonyms, hypernyms, and hyponyms were taken into ac-
count, which respectively corresponded to entity aliases, super-classes, and subclasses 
in our NE-based models. A document or query was represented by two component 
vectors, one of which was for concepts and the other for words. A document was  
defined as being more similar to a query than another document if the concept com-
ponent of the former is closer to that of the query. If the two concept components 
were equally similar to that of the query, then the similarity between the word com-
ponents of the two documents and that of the query would decide. However, as such, 
the word component was treated as only secondary in the model, and its domain was 
just limited within biomedicine. Recently, [9] researched and showed that NE nor-
malization improved retrieval performance. The work however considered only entity 
names and that normalization issue was in fact what we call aliasing here. 

Two closely related works to ours are [4] and [6]. In [4], the authors adapted the tra-
ditional VSM with vectors over the space of NE identifiers in the knowledge base of 
discourse. For each document or query, the authors also applied a linear combination 
of its NE-identifier-based vector and keyword-based vector with the equal weights of 
0.5. The system was tested on the authors’ own dataset. The main drawback was that 
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every query had to be posed using RDQL, a query language for RDF, to first look up 
in the system’s knowledge base those named entities that satisfied the query, before its 
vector could be constructed. For example, given the query searching for documents 
about Basketball Player, its vector would be defined by the basketball players identi-
fied in the knowledge base. This step of retrieving NE identifiers was unnecessarily 
time consuming. Moreover, any knowledge base is usually incomplete, so documents 
containing certain basketball players not existing in the knowledge base would not be 
returned. In our proposed models, the query and document vectors on the entity class 
Basketball Player can be constructed and matched right away.  

Meanwhile, the LRD (Latent Relation Discovery) model proposed in [6] used both 
keywords and named entities as terms for a single vector space. The essential of the 
model was that it enhanced the content description of a document by those terms that 
did not exist, but were related to existing terms, in the document. The relation strength 
between terms was based on their co-occurrence. The authors tested the model on 20 
randomly chosen queries from 112 queries of the CISI dataset ([2]), achieving the 
maximum F-measure of 19.3. That low value might be due to the dataset containing 
few named entities. Anyway, the model’s drawback as compared to our KW+NE 
model is that it used only entity names but not all ontological features. Consequently, 
it cannot support queries searching for documents about entities of particular classes, 
name-class pairs, or identifiers.  

6   Conclusion 

We have presented various adapted VSMs that take into account possible combina-
tions of ontological features with keywords, which all yield nearly the same perform-
ance and are better than the keyword-based Lucene. Our consideration of entity name 
aliases and class subsumption is logically sound and empirically verified. We have 
shown that overlapping of ontological features if applied to a query can be compen-
sated by taking intersection of the selected document sets with respect to each of the 
features. Also, retrieval performance is not sensitive to the choice of intersection or 
union of the selected documents satisfying the keyword expression and that for the 
named entity expression in the query.  

For its uniformity and simplicity, we propose the single vector KW+NE model for 
text retrieval. Meanwhile, the multi-vector model is useful for document clustering 
with respect to various ontological features. These are the first basic models that for-
mally accommodate all entity names, classes, joint names and classes, and identifiers. 
Within the scope of this paper, we have not considered similarity and relatedness of 
generalized terms of keywords and named entities. This is currently under our inves-
tigation expected to increase the overall performance of the proposed models.  
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Abstract. For knowledge (instances model) representation based on ontology 
and its use, it is desirable to understand phenomena in the target world as pre-
cisely as possible. The theory of ontology should reflect the understanding of 
them and provide a fundamental framework to manage the behavior of in-
stances adequately. Hozo is known as an ontology-development tool with an 
ability to deal with roles and their instances. Although Hozo allows users to 
represent roles better than other existing tools, the underlying theoretical foun-
dations are still unclear and there is some room for improvement concerning the 
generality of how to deal with instances of roles. Especially, establishment of 
the instance management method of role concept based on the ontological the-
ory is an important subject. It is mainly concerned with handling of appearance 
and disappearance of role instances. This article discusses a refinement of role 
theory through investigation of problems such as distinction between constitu-
ent roles and general roles and what kind of constituent roles are needed in what 
situations are also discussed in detail. 

Keywords: Ontology, instance management, role theory, ontology modeling. 

1   Introduction 

Ontology has been used as the basis of knowledge systems in various domains, and its 
utility is recognized more widely day by day. An ontology provides “an explicit 
specification of conceptualization” [1] underlying any knowledge representation (an 
instance model), and it is one of the important roles to keep the consistency and reus-
ability of knowledge by describing them based on the ontology. Many researchers 
study ontological theories intended to contribute to building a well-founded ontology. 
Especially, theory of roles is one of the critical topics. The world is full of roles. Roles 
have various characteristics such as anti-rigidity [2], dynamics [3], context depend-
ency, and so on. For example, by dynamics, we mean that the role which a person 
plays can be change dynamically according to the focal context. (e.g., a man may be a 
teacher in a school and a husband in a married couple.) We have been investigating 
these characteristics of roles and how to deal with them on computer systems as accu-
rately as possible. As a result, we have developed an ontology development/use tool, 
named Hozo, based on fundamental consideration of roles [4]. However, although 
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some researchers discuss ontological theories of roles, there remains some room for 
investigations of instance management problems such as the counting problem [5], 
appearance/disappearance of instances of roles, dynamic change of roles which play-
ers play, and so on. It is important to establish an ontological theory for instance man-
agement of roles so that we can capture their behavior and manage them in a sound 
manner. In addition, there is no tool which implements role theory besides Hozo in 
the world. 

This paper discusses these instance management problems related to roles in a ge-
neric framework, and we refine our role model to build and manage instances of roles 
appropriately. Furthermore, we think that they are general problems in role theories 
and are not limited to the role model in Hozo. The next section summarizes three 
instance management issues of roles which are discussed in the following sections. 
Section 3 discusses our previous role model and dependency of an instance of a role 
on its context. Section 4 discusses the main issue we investigate in this paper, and we 
propose distinction between constituent role and post role to solve the instance man-
agement concerned with promotion. Section 5 gives some discussions about identities 
of roles under consideration. Related work is discussed in Section 6, followed by 
concluding remarks. 

2   Instance Management Problem of Roles 

A role is defined as “a name of entity which changes according to contexts” or “an 
entity that is played by another entity in a context” [4]. For example, when an instance 
of a man is playing a teacher role in a school, it means that he is a teacher. And the 
man would be regarded as a teacher in the school and as a husband in his marital 
relationship. In this example, teacher and husband are roles, and they differ from so-
called natural types (e.g. human).  

These characteristics of roles can explain various behaviors of an instance in the 
real world. The following shows typical ones: 

(1) Dependency of an instance of a role on its context 
We assume an instance of human, Taro, who is a teacher in Osaka high school. If   
the school is closed down, he stops being a teacher in the school while he is still an 
instance of human. This example says the existence of an instance of a role (e.g. 
teacher) is dependent on that of its context (e.g. school). 

(2) Continuity of instances of roles 
We assume Jiro is an associate professor of Osaka University. When he promotes 
from associate professor to full professor, his post changes while he remains to be a 
teaching staff in the university. It implies that some instances of roles continue to 
exist while others change when the player changes roles to play. 

(3) Identity of instances of roles 
When the Prime Minister of Japan changes from Abe to Fukuda, we can regard that 
they play the same role as the head of the Japanese Government. However, we also 
can recognize they play different roles (e.g. 90th and 91th Prime Ministers). 

The details of these issues and its solution are discussed in following sections.  



616 K. Kozaki, S. Endo, and R. Mizoguchi 

3   Role Model 

3.1   Fundamental Schema of Our Role Model 

The fundamental scheme of our roles at the instance level is the following (see the 
lower diagram in Fig. 1.):  

“In Osaka high school, Taro plays teacher role-1 and thereby becomes teacher-1” 
This can be generalized to the class level (see the upper diagram in Fig. 1) 
“In schools, there are persons who play teacher roles and thereby become teachers.” 
By play, we mean that something “acts as”, that is, it contingently acts as accord-

ing to the role (role concept). By “teacher”, we mean a class of dependent entities 
which roughly correspond to persons who are playing teacher roles and which are 
often called qua individuals [5]. Here, we introduce a couple of important concepts to 
enable finer distinctions among role-related concepts: role concept, role holder, po-
tential player and role-playing thing. In the above example, these terms are used as 
“In a context, there are potential players who can play role concepts and thereby 
become role holders”. 

 
 

 

By context, we mean a class of things that should be considered as a whole. A con-
text includes entities and relations. Role concept is defined as a concept whose enti-
ties are played by some entity within a context. So, it essentially depends on the  
context. By potential player, we mean a class of things which are able to play an 
instance of a role concept. In many cases, basic concepts (natural types) can be used 
to denote classes of potential players. When an instance of potential player is playing 
the instance of role concept, we call the instance a role-playing thing. In this exam-
ple, we say a person can play an instance of a teacher role. In particular, Taro is actu-
ally playing a specific teacher role teacher role-1. By doing so, he/she is associated 
with the instance teacher-1, an individual teacher role holder. A role-holder class is a 
class of dependent entities like teacher-1. As such, it is neither a specialization of a 
potential player class (e.g., person) nor that of a role concept class (e.g., teacher role), 

Fig. 1. Fundamental scheme of a role concept and a role holder 
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but an abstraction of a composition of a role-playing thing and an instance of role 
concept, as is shown in Figure 1, which is the heart of our Role model. The link from 
Teacher-1 to Teacher is a broken arrow rather than a solid one like instance-of link to 
show the relation is not completely same as instance-of relation in Fig. 1. Our model 
and tool do not allow people to directly instantiate role holder classes because the 
individual role holder as a dependent entity to be instantiated inherently requires first 
an instance of a potential player class and of a role concept class. Then, when the 
playing link is asserted, it virtually acquires the properties of the potential player and 
the role concept. This is why role holders are dependent entities. 

All the concepts introduced here are core of our role model and contain rich impli-
cations which are elaborated in [4]. The above shows that we divide the conventional 
notion of “Role” into two kinds: role concept and role holder in our model. Therefore, 
our model of roles does not have the concept of “Role” explicitly. In particular, it is 
understood conventionally that a role existing at the instance level must be something 
being played by something, since people understand the role instantiation and the 
action of playing the role as happening at the same time. In contrast, in our model a 
role concept can exist at the instance level without being played, since it depends only 
on its context and not on its player. While the concept of role is the target of the onto-
logical research on roles, at the same time, this term has been the source of confusion, 
since it hides the difference between role concept and role holder.  

3.2   Hozo’s Representation Our Role Model 

Figure 2 shows the correspondence between the model and the corresponding Hozo 
representation. Because Hozo is based on frames, the representation is rather straight-
forward. Additionally, we discussed theoretical solid foundation and formal defini-
tions of our role theory in previous work [4]. In the paper, we discussed the solid 
foundation of role model and presented its semantics using OWL to clarify its formal 
definitions. The details of role representation model using OWL and SWRL are dis-
cussed in [6]. Hozo also can export ontologies in OWL. 
 

 

Let us explain Hozo’s representation conventions by using the example shown in 
Fig. 2. In Hozo each concept defined as a class is represented in a rectangle like 
School and Person. Each class is defined by specifying its parts (denoted by “p/o”) 
and/or attributes (denoted by “a/o”) as slots. School is here defined as an entity com-
posed of teachers and students where teacher role and student role are role concepts 

Role-holder
Role conceptContext

Potential player

Fig. 2. Hozo’s representation our role model 
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played by individuals specified by the rectangle at the far right, instances of Person in 
this case. As shown in Figure 2, the key idea of class definition in Hozo is that all 
concepts, which can theoretically be parts of something, are defined independently of 
the possible wholes they belong to, and each class as a whole is defined by specifying 
the roles whose parts play. In other words, all the class definitions in Hozo are recip-
rocal, in the sense that a whole (School) is defined in terms of its parts (Person) play-
ing their own roles, and at the same time, the roles (teacher role) played by the parts 
(Person) are defined there under the context of the whole (School). 

 

Fig. 3. Representation of the hierarchy of role concepts 

Is-a (super-sub) relations between basic concepts are represented by is-a links as 
shown Fig. 3. In this example, University is defined as a sub concept of School. Sub 
concepts inherit all role concepts from their super concepts, and sometimes they spe-
cialize inherited role concepts to define the role concepts in their context. Fig. 3 
shows two role concepts (full) professor role and associate professor role which are 
defined in the context of University. They are sub concepts of teacher role in School. 
The relationships between these role concepts are represented by describing the super 
concepts on the right of role concepts with double angles “<<” as shown in Figure 3. 
It means the hierarchy of role concepts is analogue to the hierarchy of basic concepts 
because all role concepts are defined within the basic concepts as their contexts. 

3.3   Instances of Role Concepts  

The example of the teacher discussed in section 2-(1) can be elaborated and general-
ized in the following manner. Firstly, if Osaka High School does not exist, the  
instance of the teacher role never exists. In general, any instance of a role concept 
cannot exist without an instance of its context. This dependency applies to all types of 
role concepts. Secondly, a vacancy in a teacher post arises when the instance of the 
teacher role is not played. Such a vacancy supports the existence of the role concept. 
Furthermore, it means that the role concept has two states: played and not played. It 
can exist in the un-played state because some values of some properties including 
those of the essential properties of the role concept (for example, in the case of the 
teacher role, subject, class, and so on) can be determined independently of whether it 
is played or not. But name or age of the teacher cannot be determined until someone 
plays it. Thirdly, Taro is no longer a teacher when the teacher position he fills disap-
pears, when he quits the teacher role, or when he dies. In general, an individual role 
holder disappears in the following cases: an instance of the role concept disappears, 
an instance of the player stops playing the role or an instance of the player disappears. 
This is understood because that an individual role holder is dependent on the  
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individuals of a role concept and of its player as far as the playing relation is valid as 
discussed in Section 3.1. This observation suggests that the identity (ID) of the indi-
vidual of the role holder is a function of the IDs of the role concept (IDRole) and of the 
player (IDPlayer). That is, IDRole holder = f(IDRole, IDPlayer) in which both arguments are 
mandatory for IDRole holder, and in which “f” is bijective (surjective and injective). 

Here, we generalize the characteristics of instances of role-related concepts. An  
instance model specifies the interdependencies between classes and individuals, espe-
cially concerning the appearance and extinction of individuals. It appears as indispen-
sable for the concrete application of ontologies, and for a clarification of the nature of 
role instances. In the following, R denotes a role concept, C1 the contexts it depends 
on, and P is a concept considered as the potential player of R. 

(A) Dependence of instances of role concepts on their context 
An instance of R exists if (and only if) an instance of C is instantiated. When the 
instance of R ceases to exist, so does the instance of R. 

(B) Dependence of instances of role concepts on their players 
An instance of R is dealt with as a defective instance by itself. When the instance 
of R as constituents of R is played by an instance of P, R is concretized to be a 
complete instance corresponding to R. 

(C) Extinction of a role holder 
A role holder of R is composed of both instances of R and P by combining all of 
their slots. Let r and p denote instances of R and P, respectively. Then, there are 
three cases in which the individual role holder disappears: (1) p disappears, (2) r 
disappears and (3) p stops playing r. 

4   Instance Management Problem Concerned with Promoting 

4.1   Instance Management Concerned with Promotion 

For example, we consider an associate professor role and a full professor role which 
are defined in a university. In this example, an associate professor Jiro in Osaka Uni-
versity is represented as follows: 

Jiro plays an instance of the associate professor role and thereby becomes an   as-
sociate professor (role holder). 

Now, we assume a case where Jiro is promoted from associate professor to full pro-
fessor. It means that Jiro stops to play the instance of the associate professor role, 
then plays the instance of the full professor role and thereby becomes a full professor 
(role holder). In this example, when Jiro plays the instance of associate professor role 
or full professor role then, he also plays teaching staff role in the university at the 
same time. Because "full professor role is-a teaching staff role" and "associate profes-
sor role is-a teaching staff role" as shown Figure 3), the semantics of is-a relation tells 
us that Jiro stops to play the instance of teaching staff role at the very moment when 
he changes the role to play. This is because one has to stop to play the current role 

                                                           
1 Our role model also supports role concepts depending on multiple contexts [4]. 



620 K. Kozaki, S. Endo, and R. Mizoguchi 

when he/she starts to play the new role. In other words, the continuity of playing the 
teaching staff role is damaged. Obviously, this example model does not capture the 
behavior of the instances in the real world accurately at all. In the real world, Jiro has 
been the same teaching staff not only when he is the associate professor but also the 
full professor. 

4.2   Solution 

The problem discussed in the previous section is caused by the confusion of teaching 
staff role between full professor/associate professor roles. The former means that the 
player of the role belongs to the university as a staff member, and the latter means a 
role (post) that its player performs in the university. 

Therefore, this problem can be solved by distinguishing between teaching staff role 
and professor/associate professor role, and defining them separately in the university 
as shown in Fig. 4. 

 

Fig. 4. Class definition to solve section 2-(2) 

In the school context, teaching staff role and school post role are defined. The for-
mer is a role concept which means the player belongs to the school as teaching staff. 
An instance of person plays the teaching role and thereby becomes a teaching staff 
role holder. And the latter means a post which a teaching staff role holder holds in the 
school. In the university context, which is a sub concept of school, academic staff role 
is defined as a subclass of teaching staff role, and full professor/associate professor 
roles are defined as subclasses of school post role. In comparison with Figure 3, the 
super concept of full professor role and associate professor role in Fig.4 is a school 
post role. And their potential player is a university staff role holder rather than per-
son. This class definition can solve the instance management problem concerned with 
promotion discussed in section 3.1 as follows. 

Firstly, when Jiro is an associate professor of Osaka University, he plays an in-
stance of an academic staff role in Osaka University and thereby becomes an aca-
demic staff role holder (referred to as RHi). Then, RHi plays an instance of associate 
professor role and thereby becomes the associate professor (role holder). Next, when 
Jiro is promoted from associate professor to full professor, he (RHi) stops to play the 
associate professor role and plays a full professor role while he does not stop to play 
the academic staff role, since he comes back to not an ordinary person but RHi which 
is a role holder of academic staff role when he stops to play the associate professor 
role. This problem is thus resolved successfully. 
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4.3    Constituent Role and Post Role 

The instance management problem concerned with post promotion can be generalized 
to a problem which occurs under following three conditions: 1) there are more than 
two role concepts in a context which has a common super class, 2) a player stops to 
play a role instance of one of them, then he/she plays a role instance of another, and 
3) the player remains to participate in the same context during the change of roles. 
The solution to this problem is to distinguish between the two role concepts: a role 
concept which means its player participates in the context and role concepts which 
mean roles (posts) that their players occupy perform in the context. We call these two 
role concepts constituent role and post role, respectively. Role holders of constituent 
roles are used to denote classes of potential players of post role. 

 

Fig. 5. Class definitions of Constituent role and Part role  

In the example discussed section 4.2, teaching staff role in a school and aca-
demic staff role in a university are constituent roles which means their players are 
participating in the organization (school and university). And, school post role in a 
school, associate professor role and full professor role are post roles which mean 
roles (posts) are performed in the organization by role holders of the constituent 
roles. 

We can find the same problem concerning artifacts. For example, suppose that a 
front wheel in a bicycle is replaced by a rear wheel in the same bicycle. The replaced 
wheels change its role while keeping participation in the context. To capture this case 
adequately, we should define bicycle part role as a constituent role and some post 
roles (e.g. front wheel role, rear wheel role) played by role holders of the bicycle part 
roles. Figure 5 shows examples of them discussed in this section. 
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4.4   Context Dependency of Constituent Roles 

We can recognize constituent roles according to their contexts. In this section, we 
discuss contexts on which constituent role depends through some examples.  

We consider two roles in a company: a sales member role in a sales department 
and personnel officer role in a personnel department. Here, we assume a case where 
Mr. Kimura moves from the sales department to the personnel department in a com-
pany. It means that the instance of person (Mr. Kimura) stops to play the instance of 
the sales member role then plays the instance of the personal officer role. In this ex-
ample, because it is natural to regard that he has been an employee of the company, 
we should define an employee role as constituent role whose role holder can be poten-
tial players of the sales member roles and the personnel officer roles (Fig. 6.). 

 

 

Fig. 6. Constituent roles in company 

Furthermore, we assume a case where Mr. Kimura is promoted to the manager of 
the personnel department. It means that he stops to play the instance of the personal 
officer role then plays an instance of manager role in the personnel department while 
he remains to be a member of the department. To capture this change in an instance 
model accurately, staff member roles should be defined as constituent role and their 
role holders should be potential players of personal officer roles and the manager role 
in the personnel department (Fig. 7.). 

 

Fig. 7. Constituent roles in personnel department 
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These examples show that constituent role should be defined according to the con-
text in which the player continues to participate in the context when he/she changes 
roles. 

4.5   Ontological Consideration of Constituent Role and Post Role 

In the previous section, we discussed that constituent roles and post roles should be 
distinguished to manage behavior of instances. The discussion was done from engi-
neering point of view. From philosophical point of view, on the other hand, we can 
extend our theory of constituent roles and post roles to all type of entities which have 
unity. For example, we consider a table composed of a top board and four legs. Com-
ponent roles of the table are defined as constituent role, and a top board role and leg 
roles are defined as post roles.  

In the real world, just a set of one board and four sticks cannot be regarded as a ta-
ble when the table is not constructed using them yet. It means they play only the in-
stances of component roles (constituent roles) while the instances of the top board 
role and leg roles (post roles) are not played. In brief, such a status in which players 
play only the constitution roles of a context is considered just a set of players of the 
context. In order to make a thing as an independent whole, its properties and functions 
must be realized by its components, that is, post roles must be played by appropriate 
component roles.  

In this example, when the table is constructed using the board and sticks, they play 
the post roles (e.g. the top board role and leg roles) and thereby its properties and 
functions as an independent whole are realized. Then, it is regarded as not a just set of 
components in an instance model but an independent whole which has properties and 
functions as a table.  

On the basis of this consideration, we can understand that a members' club also has 
constituent roles and post role even if it has only one kind of membership. If the 
members of a club have only constituent roles without post roles, it means a just set 
of persons. To define members’ club properly, post roles such as membership roles 
should be defined.  

As mentioned above, all type of entities which have unity have constituent roles 
and post roles from a philosophical point of view. While we can omit to define con-
stituent roles as an engineering approximation in the cases where instance manage-
ment problems discussed in section 4.1 do not occur, we cannot omit definitions of 
post roles otherwise. 

5   Identity of Roles Instances 

When the Prime Minister of Japan changes from Abe to Fukuda, we can regard that 
they play the same role as the head of the Japanese Government. In our role model, it 
means the player of an instance of a head role in Japanese Government changes from 
Abe to Fukuda and thereby Japanese Prime Minister role holder also changes. In this 
example, while the instance of the head role has kept the same identity, the Japanese 
Prime Minister role holder Abe and the Japanese Prime Minister role holder Fukuda 
have different identities because the identity of role holders are generated using the 
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identity of the role concept and its player. It can explain the sameness and difference 
between the two Japanese Prime Ministers. 

Next, we consider Diet member roles as another example. If the number of Diet 
seats is 480, we can regard there are 480 instances of Diet member roles. Whichever 
instance of the Diet member roles is played by a player, the identity of the Diet mem-
ber role holder is not influenced because they have the same right in the Diet. How-
ever, when 480 persons play the instances of Diet member roles, these instances of 
roles should be distinguished. This suggests that the identities of Diet member roles 
have weaker identity than head role in Japanese Government.  

Therefore, we are considering definitions of some kinds of identities such as strong 
identity and weak identity. The strong identity can identify the uniqueness of an in-
stance, and the weak identity only can argue a fact which an instance is different from 
others. While these definitions are under consideration, they would contribute to an 
instance management of roles. 

6   Related Work 

Guarino and his colleagues aim to establish a formal framework for dealing with roles 
[2,4,5]. Gangemi and Mika introduced an ontology for representing contexts and 
states of affairs, called D&S, and its application to roles [7]. Their research was con-
cerned with formalities and axioms of an ontology. In contrast, rather than formaliz-
ing role concepts, our goal has been to develop a computer environment for building 
ontologies. Our notions of role concepts share a lot with their theory of roles, espe-
cially context-dependence and specialization of roles. According to their theory, our 
framework can be reinforced in terms of axioms. 

Our notions differ from their work on other two points: the dynamics of a role, and 
the clear discrimination of a role from its player (role holder). Firstly, we focus on 
context-dependence of a role concept and its categories. So, time dependence of a role 
concept is treated implicitly in our framework because an entity changes its roles to 
play according to its aspect without time passing. As opposed to this, the framework 
by Guarino and colleagues deals with time-dependency explicitly. Secondly, we dis-
tinguish role concepts from role holder concepts [8,9]. On the basis of this distinc-
tion, we have developed a tool for properties and relations on roles. Masolo et al. 
introduced a new kind of entity, called qua-individuals, to solve the counting problem 
[5]. According to them, qua-individuals would be created each time an entity is classi-
fied by a role. So if a person plays two roles, the qua-individuals of the person would 
be created twice, and he/she would be counted three times as a person and the two 
roles. Qua-individuals seem to be slightly similar to role holder, but it is unclear how 
to create their instances and identities, while the notion of role holder does not pro-
duce such problems that qua-individual would cause. 

7   Conclusions and Future Work 

In this paper, we have discussed three problems related to instance management of 
roles. To solve these problems, we have refined our role model based on an ontological 
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theory of role. The main contribution is the decomposition of role concepts into con-
stituent roles and post roles. It can explain the continuity and context dependency of 
instances of roles when the players change their roles. However, the problems and their 
solutions are never arbitrary. While the idea for solutions looks simple, its generality is 
high enough. The problem discussed in this paper appears whenever several role con-
cepts are defined in a same context. The proposed theory can be applied to such cases 
independently of the role player is human being or things, and the unique solution is 
obtained. As the result, we explained our role model and its implementation in Hozo 
can solve these instance management problems appropriately. Because constitution 
roles and part roles which we introduced in this paper can be represented based on the 
role model using Hozo, we think their solid foundation and formal definitions are  
certified. 

As future work, we plan to further investigate problems related to appear-
ances/disappearances of roles, an investigation of kinds of identity, a version man-
agement of instances of role concepts and their players. 
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Abstract. This paper presents a novel methodology for topic ontology learning 
from text documents. The proposed methodology, named OntoTermExtraction 
(Term Extraction for Ontology learning), is based on OntoGen, a semi-
automated tool for topic ontology construction, upgraded by using an advanced 
terminology extraction tool in an iterative, semi-automated ontology construc-
tion process. This process consists of (a) document clustering to find the nodes 
in the topic ontology, (b) term extraction from document clusters, (c) populating 
the term vocabulary and keyword extraction, and (d) choosing the concept 
names by comparing the best-ranked terms with the extracted keywords. The 
approach was successfully used for generating the ontology of topics in Induc-
tive Logic Programming, learned semi-automatically from papers indexed in 
the ILPnet2 publications database.  

Keywords: Topic ontology, ontology construction, term extraction. 

1   Introduction 

OntoGen [1, 2] is a semi-automated, data-driven ontology construction tool, focused 
on the construction and editing of topic ontologies. In a topic ontology, each node is a 
cluster of documents, represented by keywords (topics), and nodes are connected by 
relations (typically, the SubConcept-Of relation). The system combines text mining 
techniques with an efficient user interface aimed to reduce user’s time and the com-
plexity of ontology construction. In this way, it presents a significant improvement in 
comparison with present manual and relatively complex ontology editing tools, such 
as Protégé [3], whose use is hindered by the lack of ontology engineering skills of 
domain experts constructing the ontology. 

Concept naming suggestion (currently implemented through describing a document 
cluster by a set of relevant terms) plays one of the central parts of the OntoGen 
system. Concept naming helps the user to evaluate the clusters when organizing them 
hierarchically. This facility is provided by employing unsupervised and supervised 
methods for generating the naming suggestions. Despite the well-elaborated and user-
friendly approach to concept naming, as currently provided by OntoGen, the approach 
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was until now limited to single-word keyword suggestions, and by the use of very 
basic text lemmatization in the OntoGen text preprocessing phase.  

This paper proposes an improved ontology construction process, employing im-
proved concept naming by using terminology extraction as implemented in the  
advanced TermExtractor tool [7,8]. The improved ontology construction process 
consists of the following steps:  

• document clustering to find the nodes in the topic ontology,  
• terminology extraction from document clusters,  
• population of the terminology vocabulary and keyword extraction, and  
• selection of concept names by comparing the best-ranked terms with the ex-

tracted keywords.  

The proposed approach is illustrated on a case study analysis of the ILPnet2 publica-
tions database [4,5], a database of publications in the area of Inductive Logic Pro-
gramming, extensively gathered for the period of about 20 years. The approach was 
successful in generating the ontology of topics in Inductive Logic Programming. 

The paper is structured as follows. Section 2 describes the ILPnet2 domain used to 
illustrate the proposed approach to topic ontology construction. Section 3 describes 
the background technologies, as implemented in the OntoGen and TermExtractor 
tools. Section 4 presents the proposed methodology, through a detailed description of 
the individual steps of the advanced ontology construction process. In Section 5 the 
approach is illustrated by the results achieved in the analysis of the ILPnet2 database.  

2   The ILPnet2 Database 

The analyzed domain is the scientific publications database of the ILPnet2 Network 
of Excellence in Inductive Logic Programming [4]. ILPnet2 consisted of 37 project 
partners composed mainly of universities and research institutes. The entities  for our 
analysis are ILP publictions. The ILPnet2 database is publicly available on the Web 
and contains information about ILP publications between years 1971 and 2003. The 
data about publications is in the BibTeX format, available in files at 
http://www.cs.bris.ac.uk/~ILPnet2/Tools/Reports/Bibtexs/2003, ..., (one file for each 
year 2003, 2002, …). 

The first stage of the data-driven ontology construction process is data acquisition 
and preprocessing. The data was acquired with the wget utility and converted into the 
XML format [5]. For this purpose a shell script was implemented. A part of the script 
that collects the data from the Web is as follows: 

    $ for((i=1971;i<2004;i++)); do 
    wget      
    http://www.cs.bris.ac.uk/~ILPnet2/Tools/Reports/Bibtexs/$;  
    done 

For easier data management in exploratory analysis of the social network of authors 
of ILP publications [5], it was convenient to put the data into a relational database 
format, using the Microsoft SQL Sever. The resulting ILPnet2 database contains  
the following tables: 
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• Authors: ID (key), name of the author 
• AuthorOf (relates authors to publications with a many-to-many relation): ID 

(key), ID of the author, ID of the publication 
• Publications: ID (key), title, abstract, institution, year, month 
• KeywordIn (related keywords to publications with a many-to-many relation): 

ID (key), ID of the keyword, ID of the publication 
• Keywords: ID (key), keyword 

One of the tasks accompanying the database population was the normalization of 
authors’ names. While this was crucially needed for social network analysis (de-
scribed in [5]), this step was not needed for the experiments in ontology construction 
described in this paper, as ontology construction uses only document titles and ab-
stracts, preprocessed using a predefined list of stop-words and the Porter stemmer.  

3   Background Technologies 

This section describes the semi-automated topic ontology generation tool OntoGen, 
and the term extraction tool TermExtractor. 

3.1   OntoGen 

The two main design goals of the ontology construction tool OntoGen [1,2,6] are (1) 
the visualization and exploration of existing concepts from the ontology, and (2) addi-
tion of new concepts or modification of existing concepts using simple and straight-
forward machine learning and text mining algorithms. These design goals are  
supported by the following two main characteristics of the OntoGen system: 

• Semi-Automatic. The system is an interactive tool that aids the user during the 
topic ontology construction process. It suggests concepts, relations between 
the concepts, and concept names, automatically assigns instances to the con-
cepts, visualizes instances within a concept and provides a good overview of 
the ontology to the user through concept browsing and various kinds of visu-
alizations. At the same time the user is always in full control of the system and 
can affect topic ontology construction by accepting or rejecting the system’s 
suggestions or manually editing the ontology. 

• Data-Driven. Most of the aid provided by the system is based on the underly-
ing data provided by the user typically at the start of the ontology construction 
process. The data affects the structure of the domain for which the user is 
building the topic ontology. The data is usually a document corpus, where on-
tological instances are either documents themselves or named entities occur-
ring in the documents. The system supports automated extraction of instances 
(used for learning concepts) and co-occurrences of instances (used for learning 
relations between the concepts) from the data. 

The main window of the system (shown in Figure 1) provides multiple views on the 
ontology. A tree-based view on the ontology, which is intuitive for most users, 
presents a natural way to represent a topic ontology as a concept hierarchy. This view 
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is used to show the folder structure and as a visualization offering a one-glance view 
of the whole topic ontology. Each concept from the ontology is further described by 
the most informative keywords, automatically extracted (employing unsupervised and 
supervised learning methods) from the cluster of documents defining the concept. 

 

 

Fig. 1. The user gets suggestions for the sub-concepts of the selected concept (the left bottom 
part); the ontology is visualized as a tree-based concept hierarchy in a textual mode (the left 
upper part) and in a graphical mode (the right part) 

A sample topic ontology in the form of a tree-based concept hierarchy, 
constructed from the ILPnet2 documents, is shown in Figure 2.  Both the first and 
the second level of the concept hierarchy were constructed using the k-means 
clustering algorithm, where the first level was split into 7 concepts and each of these 
concepts was further split into three sub-concepts. The hierarchical structuring is 
user-triggered. At each single level, k-means is invoked  for various user-defined 
values of k, then selecting the preferred k and dividing all the documents into k-
subclusters, consequently. 

While this procedure of ontology construction is elegant and simple for the user, 
quite some effort is needed to understand the contents and the meaning of the selected 
concepts. This is especially striking when comparing the second level concepts, for 
example the sub-concepts of the concept named logic_program, program, and  induc-
tive_logic in Figure 2 with the sub-concepts of the concept logic program in Figure 3, 
which shows the concept hierarchy developed by the novel concept naming 
methodology based on TermExtractor.  
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Fig. 2. Ontology constructed by the standard OntoGen approach, constructed from the ILPnet2 
publications data, using the k-means clustering algorithm without using the pre-calculated 
vocabulary extracted by TermExtractor 

3.2   TermExtractor 

The TermExtractor tool [7,8] for automatic extraction of terms (possibly consisting of 
several words, as opposed to single keywords) from documents works as follows.  

Given a collection of documents from the desired domain, TermExtractor first ex-
tracts a list of candidate terms (frequent multi-word expressions). In the second step it 
evaluates each of the candidate terms using several scores which are then combined 
and the candidates are ranked according to the combined score. The output is a set of 
candidates whose score excides a given threshold. Documents from contrast domains 
are used as extra input for term evaluation and serve as a control group for measuring 
the term significance. The following scores are used to evaluate candidate terms in the 
second step (normalized score values are in the [0,1] interval): 

• Domain Relevance is high if the term is significantly more frequent in the do-
main of interest than in other domains. 

• Domain consensus is high if the term is used consistently across the docu-
ments from the domain. 

• Lexical cohesion is high if the words composing the term are more frequently 
found with the term than alone in the documents. 

• Structural Relevance is high for terms that are emphasized in the documents 
(e.g. appear in the title). 

• Miscellaneous set of heuristics is used to remove generic modifiers (e.g. large 
knowledge base). 

The combined score is a weighted convex combination of the individual scores. 
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4   The OntoTermExtraction Methodology 

There are several ways in which a vocabulary can be acquired. In some domains there 
already exist established vocabularies (e.g. EUROVOC used for annotating European 
legislation, AGROVOC used for annotating agricultural documents, ASFA used 
within UN FAO, DMOZ created collaboratively to categorize web pages, etc.). 
Another option is automatic extraction of terms from documents, which is especially 
attractive for the domains where there is no established vocabulary.  

Concept and concept name suggestions play a central part in every ontology 
construction system. OntoGen provides unsupervised and supervised methods for 
generating such suggestions [1,2,6]. Unsupervised learning methods automatically 
generate a list of sub-concepts for a currently selected concept by using k-means 
clustering and latent semantic indexing (LSI) techniques to generate a list of possible 
sub-concepts. On the other hand, supervised learning methods require the user to have 
a rough idea about a new topic1 – this is identified through a query returning the 
documents. The system automatically identifies the documents that correspond to the 
topic and the selection can be further refined by the user-computer interaction through 
an active learning loop using a machine learning technique for semi-automatic 
acquisition of user's knowledge.  

While OntoGen originally used only the input documents for proposing concept 
suggestions and term extraction techniques for providing help at naming the concepts, 
it should be noted that the whole process can be significantly improved by construct-
ing a predefined vocabulary from the domain of the ontology under construction. The 
vocabulary can be used to support the user during hierarchical ordering of concepts, 
and to create concept descriptions, thus helping concept evaluation. 

The rest of this section presents the proposed OntoTermExtraction methodology, 
through a detailed description of the individual steps of this ontology construction 
process. 

4.1   Steps in the Proposed ontoTermExtraction Methodology for Concept 
Naming 

The advanced ontology construction process, proposed in this paper, consists of the 
following steps:  

(a) document clustering to find the nodes in the ontology (described in  
Section 3.1), 

(b) terminology extraction from document clusters (described in Section 3.2),  
using TermExtractor 

(c) populating the term vocabulary and keyword extraction (described in  
Section 4.2), 

(d) choosing the concept name (topic) by comparing the best-ranked terms with 
the extracted keywords (described in the ILPnet2 application in Section 5).  

                                                           
1 Hereafter we name concepts the document clusters generated by the k-means clustering algo-

rithm, while a topic is a description of the concept, e.g. a term of a set of terms that best iden-
tify the document cluster. 
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4.2   Populating the Terms and Keyword Extraction 

For each term from the vocabulary, a classification model is needed which can predict 
if the term is relevant for a given document cluster. In this paper we use a centroid-
based nearest neighbor classifier [5] which was developed for fast classification of 
documents into taxonomies. We use this approach since it can scale well to larger 
collections of terms (hundreds of thousands of terms). A training set of documents is 
needed to generate a classification model. In some cases vocabularies already come 
with a set of documents annotated by the terms. In this case these documents can be 
used for training the term models. When no annotated documents are available, in-
formation retrieval can be applied for finding documents to populate the terms.  

In this paper we propose using two different techniques to populate terms extracted 
by TermExtractor.  

Let T be the set of terms automatically extracted from document clusters: 

• The first technique used the ILPnet2 collection. Each term t∈T was issued in 
turn as a query and the top ranked documents (according to cosine similarity, 
using TFIDF word weighting) were used to populate the term.  

• The second technique did not use the ILPnet2 collection and relied on Google 
web search instead. A query was generated from each term t by taking its 
words and attaching an extra keyword "ILP" to limit the search to ILP related 
web pages. For example, if t is inductive logic programming, the query is ILP 
inductive logic programming. The query was then sent to Google and snippets 
of the returned search results were used to populate the term. 

The ILP vocabulary prepared in this way was used as an extra input to OntoGen, 
besides the collection of the articles. We tried both approaches but in this paper we 
only show the results of the second technique, because the retrieval from the whole 
web turned out to be a richer resource than just the ILPnet2 collection. Details on how 
the vocabulary looked and how it was applied in the ILP ontology construction are 
described in Section 5. 

5   ILPnet2 Vocabulary and Ontology Construction 

In this section, the approach is illustrated by the results achieved in the analysis of the 
ILPnet2 publications database.  

5.1   Vocabulary Extraction 

As described in the previous section, we used TermExtractor to automatically extract 
the vocabulary for the ILP domain from the ILPnet2 collection of ILP publications. 
Table 1 shows the 11 top-ranked terms (out of 97) extracted from ILPnet2 documents. 

All the terms were populated using Google web search. As an example, here are 
the top 5 snippets that were returned for the query "ILP predictive accuracy": 

• Boosting Descriptive ILP for Predictive Learning in Bioinformatics -- general, 
this means that a higher predictive accuracy can be achieved. Thirdly, al-
though some predictive ILP systems may produce multiple classification ... 
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Table 1. Top-ranked terms extracted by TermExtractor from ILPnet2 documents 

Top-10 terms extracted 
from ILPnet2 

Term 
Weight 

Domain 
Relevance 

Domain 
Consensus 

Lexical 
Cohesion 

inductive logic 0.928 1.000 0.968 0.557 
logic programming 0.924 1.000 0.988 0.293 
inductive logic 
programming 

0.893 1.000 0.966 0.181 

background knowledge 0.825 1.000 0.737 0.835 
logic program 0.824 1.000 0.867 0.203 
machine learning 0.785 1.000 0.777 0.221 
data mining 0.776 1.000 0.691 0.672 
refinement operator 0.757 1.000 0.572 1.000 
decision tree 0.742 1.000 0.613 0.714 
inverse resolution 0.722 1.000 0.557 0.894 
experimental result 0.718 1.000 0.594 0.684 

 
• Imperial College Computational Bioinformatics Laboratory (CBL) -- Results 

on scientific discovery applications of ILP are separated below ... Progol's 
predictive accuracy was equivalent to regression on the main set of 188 ... 

• Evolving Logic Programs to Classify Chess-Endgame Positions -- indicate that 
in the cases where the ILP algorithm performs badly, the introduc-. tion of ei-
ther union or crossover increases predictive accuracy. ... 

• Estimating the Predictive Accuracy of a Classifier -- the predictive accuracy of 
a classifier. We present a scenario where meta- ..... Workshop on Data Mining, 
Decision Support, Meta-Learning and ILP, 2000. ... 

• -*-BibTeX ... -- An outline of the theory of ILP is given, together with a de-
scription of Golem .... Performance is measured using both predictive accuracy 
and a new cost ... 

For each query the snippets of the first 1000 results were used. The snippets served as 
input for term modeling, described in Section 4.2. The models generated for each 
term, using this data, were then used for generating the concept suggestions and name 
suggestions in OntoGen. 

5.2   Ontology Learning 

First the ILPnet2 collection and vocabulary were loaded into the program. The collec-
tion was imported in OntoGen as a directory of files, where each document was a 
separate ASCII text file (File -> New ontology -> Folder). The vocabulary was loaded 
using the Tools -> Context menu. 

After experimenting with different numbers and with the help of concept visualiza-
tion, a partition into seven concepts using the k-means clustering algorithm was cho-
sen. For all the seven concepts the first-ranked term suggested from the vocabulary 
suggested by TermExtractor was selected. This means that the term extraction and 
population have indeed succeeded to rank the terms in a meaningful way. This is  
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illustrated also by the following list of discovered concepts, with best-ranked concept 
names proposed by TermExtractor, followed by the second best-ranked concept name 
(in parantheses), and the list of most important keywords, as chosen originally by 
OntoGen: 

• Learning system (learning algorithm) -- learning, system, rule, language, 
methods, machine_learning, machine, approach, ilp, grammars 

• Decision tree (logical decision tree) -- order, inductive, trees, order_logic, dis-
covery, decision, application, decision_trees, database, experiments 

• Structured data (chemical structure) -- structural, data, machine, predict, ex-
amples, relations, machine_learning, mining, definitions, knowledge 

• Clausal theory (theory revision) -- theories, refinement, inverse, resolution, 
predicates, operators, inverse_resolution, invention, refinement_operators,  
revision 

• Relational database (inductive learning) -- ilp, generalization, relations, model, 
algorithm, constraints, integrating, rule, agent, evaluation 

By checking the publication years of articles from different concepts it was possible 
to analyse the evolution of topics. For example, we can notice that most frequent 
years in concepts clausal theory, concept learning and logic program were around 
1994, concepts structured data and learning system were most frequent around year 
2000, and concepts decision tree and relational database appear to be most recent in 
years following 2000. Each of the concepts was further split into sub-concepts using 
suggestions from the vocabulary which resulted in the two-level taxonomy shown in 
Figure 3. 

 

Fig. 3. Ontology constructed on top of ILPnet2 dataset using the pre-calculated terminology 
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6   Conclusions and Further Work 

This paper presents a novel concept naming methodology applicable in semi-
automated topic ontology construction, and illustrates the improved concept naming 
facility on the ontology of topics, extracted from the ILPnet2 scientific publications 
database.  Concept naming supports the user in the task of concept discovery, concept 
naming and keeps the constructed topic ontology more consistent and aligned with the 
established terminology in the domain. Further work will be devoted to the evaluation 
of the constructed ontologies [9]. 
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Abstract. Rule learning systems use features as the main building
blocks for rules. A feature can be a simple attribute-value test or a test of
the validity of a complex domain knowledge relationship. Most existing
concept learning systems generate features in the rule construction pro-
cess. However, the separation of feature generation and rule construction
processes has several theoretical and practical advantages. In particular,
the proposed transformation from the attribute to the feature space mo-
tivates a novel, theoretically justified procedure for handling of unknown
attribute values. This approach suggests also a novel procedure for han-
dling imprecision of numerical attributes. The possibility of controlling
the expected imprecision of numerical attributes during the induction
process is a novel machine learning concept which has a high application
potential for solving real world problems.
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available examples is very large. A commonly used approach is to replace missing
values with a default value in the data preparation phase. For example, CN2
[2] replaces unknown values of discrete attributes by most commonly occurring
value (the mode value), and unknown values for continuous attributes by the
average value (the mean value). It is also possible to substitute the unknown
values by random values or to try to estimate their values from known values
of other attributes in the same example. These and similar techniques have
drawbacks, especially when the number of unknown attribute values is high.
Extensive experiments presented in [1] demonstrate that none of the mentioned
approaches is absolutely superior compared to the others.

An alternative approach suggested in [9] is to reduce the apparent gain from
testing attribute A by the proportion of cases with unknown values of A. The ra-
tionale behind this approach is that testing attribute A will yield no information
when it has unknown values, and when A has unknown values for all examples
it is completely useless. The advantage of the approach is that it is theoretically
sound. The problem is that its implementation is not a simple task. In decision
tree induction we can easily appropriately reduce the information gain for the
node testing attribute A that includes unknown values, but we do not have an
effective method to partition examples with unknown values based on such a
node. The consequence is that we can not expect optimal performance in nodes
below the one that is based on an attribute that has many unknown values. In
decision tree induction experiments reported in [9] the approach had similar pre-
diction quality as those based on substituting unknown values by some known
value in data preprocessing.

The approach based on reducing the gain from testing attributes with un-
known values seems much more appropriate for covering rule induction ap-
proaches. The reason is that we do not have to partition the training set as
in decision tree learning, but only to appropriately redefine the used heuristic
evaluation measure so that the resulting value will get reduced by the propor-
tion of unknown values. Although the principle is simple, there is a practical
problem that, in contrast to decision tree induction, rules typically represent
simultaneous decisions based on more than one attribute value and this makes
the necessary computations very complex. To the best of our knowledge there
is no rule inductive system that implements this approach. Even in [1] where
very different approaches for handling unknown values were tested in the rule
learning setting, the approach based on reducing the evaluation quality values
for unknown attribute values was not mentioned.

In this paper we present a simple and straightforward approach to handling
of unknown values in a rule learning setting using covering rule evaluation mea-
sures. It is based on a possibility to separate the feature construction process from
the rule construction process. In the first phase we construct all potentially useful
features and construct covering tables with true and false elements describing cov-
ering properties of features on all the training examples. In the second phase, rep-
resenting the actual rule construction process, we use the information from these
covering tables to find combinations of features with optimal covering properties.
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The problem of unknown attribute values is solved during the covering table con-
struction. Covering values true and false are set so that covering quality of fea-
tures is reduced always when the corresponding attribute value is unknown. After
that, the second phase is executed in the same way as if all attribute values had
known values. It means that we do not need to modify the used heuristic eval-
uation measures at all. The consequence of appropriately set covering values for
features based on unknown attribute values is that standard covering evaluation
measures will result in the adequately reduced feature and rule quality. The ap-
proach is applicable regardless of the used covering evaluation measure but it is
not effective for systems using information gain evaluation measures.

The organisation of the paper is as follows. In Section 2 we introduce the
concept of features, we briefly describe an algorithm for the construction of
simple features, and illustrate the covering tables construction process. Using
this framework we present the novel approach for handling unknown attribute
values in Section 3. In Section 4 we exploit the proposed unknown value han-
dling methodology also in handling the imprecision of continuous (numerical)
attributes. Finally we describe how the same approach can be applied on ordered
nominal attributes with application in DNA gene expression data analysis.

2 Features in Propositional Rule Learning

Features describe properties of examples (instances). An example either has the
property or it does not have this property. Thus, features are always Boolean-
valued, i.e., either true or false. Features can be simple literals that test a value
of a single attribute, like Ai > 3, or they can represent complex logical and
numerical relations, integrating properties of multiple attributes, like Ak < 2 ·
(Aj −Ai), as illustrated in Table 1.

Table 1. Illustration of simple and complex features in a domain with three examples
described by three continuous attributes

Attributes Features
Ai Aj Ak Ai > 3 Ak < 2 · (Aj − Ai)
7 1.5 2 true false
4 3 -4 true true

1.07 2 0 false true

It is important to realize that features differ from the attributes that describe
instances in the input data. Attributes can be numerical variables (with values
like 7 or 1.5) or nominal or discrete variables (with values like red or female).
In contrast with attributes, a feature cannot have a missing or unknown value.
As a result, features are different from binary attributes even for binary-valued
attributes that have values true and false.

Note that our use of the term feature is not fully aligned with the practice
in the machine learning community where terms like feature extraction, feature
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construction or feature selection are used for approaches that aim at finding a
suitable set of descriptors for the training examples by including expert knowl-
edge, increasing the quality of learning or the expressiveness of the hypothesis
language. As most learning algorithms, such as decision tree learners, focus on
attributes, the term feature is frequently used as a synonym for attribute. In this
paper, we clearly distinguish between these two terms.

Rule learning algorithms are feature-based, because rule learning algorithms
employ features as their basic building blocks, whereas, for example, decision tree
learning algorithms are attribute-based, because decision trees are constructed
from attributes. For many rule learning systems this is not obvious because the
process of transformation of attributes into features is implicit and tightly inte-
grated into the learning algorithm [2], [3]. In these systems, feature generation
is part of the rule building process. The main reason for this strategy is the
simplicity and especially the memory usage efficiency. Explicit usage of features
requires that feature covering tables are constructed and these tables may be
relatively large. Nevertheless, there are rule learning algorithms that explicitly
construct covering tables before starting the rule construction process. A clas-
sical example is the LINUS system for converting relational learning problems
into a propositional form [6]. In this framework, the concept of literal relevancy
has been introduced by [7].

The generation of features for the given set of training examples is the first step
in the rule learning process. It can also be viewed as the transformation from the
attribute space into the space of features. Although generation of simple features
is a straightforward and a rather simple task, generation of an appropriate set
of sophisticated features is a hard task which is out of the scope of this paper.

2.1 Feature Generation

An algorithm enabling the generation of simple features from attributes for a
two-class classification problem is presented in [4]. The algorithm generates fea-
tures separately and independently for each attribute. If an attribute is discrete
then all distinct values in positive examples are detected and for them features
of the form Att = value are generated. Also all distinct values for negative exam-
ples are detected and from them features of the form Att �= value are generated.
The number of generated features for a discrete attribute is equal to the sum of
distinct attribute values occurring in positive and negative examples.

For a continuous attribute, features are generated in the following way: We
identify pairs of neighboring values, where neighboring means that there is no
other value between them. From these pairs, we compute the mean of the two
neighboring values (mean value). If there are two neighboring values from dif-
ferent classes, then if the smaller of the two values is from the positive class we
generate the feature Att < mean value, while if the smaller of the values is from
the negative class we generate the feature Att ≥ mean value. The number of
features generated for a continuous attribute depends on the grouping of classes
in the increasing value list but typically the number of generated features is
proportional to the number of examples.
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Table 2. A part of the covering table generated for the domain with five examples
and three attributes. Included are truth values for five out of ten features generated
for this domain by the algorithm described in Section 2.1.

Examples Class Attributes Covering table
Ex. Cl. A1 A2 A3 A1 = red A1 = red A2 ≥ 0.9 A2 < 1.7 A3 ≥ 1.5 ...
p1 ⊕ red 1.2 4 true false true true true ...
p2 ⊕ blue 1.3 2 false true true true true ...
n1 � green 2.1 3 false true true false true ...
n2 � red 2.5 1 true false true false false ...
n3 � green 0.6 1 false true false true false ...

2.2 Covering Tables

A covering table is a table which has examples as its rows and features as its
columns. Table 2 presents a part of the covering table constructed for simple
features generated for a small domain with only three attributes. It can be
noticed that the covering table has much more columns than the corresponding
table presenting the examples by the attributes. Conversion from the attribute
to the feature space thus presents a significant increase of the space complexity.

The covering table has only values true and false as its elements. These truth
values represent the covering properties of features on the given set of exam-
ples. Together with example classes, the covering table is the basic information
necessary for the rule induction process. Rule construction from the available
set of features can be done by any covering based rule induction algorithm. The
actual attribute values are no longer needed for rule construction. The signifi-
cant difference of explicit feature generation compared to standard approaches
is only that we do not generate features from attribute values during rule con-
struction. Instead, the possible features with corresponding covering properties
are obtained from the pre-prepared covering tables.

The price of explicit feature generation is the increase of the space complexity
of rule learning algorithms. However, the advantages of explicit introduction of
features are: a possibility to use the covering tables directly for rule construction,
a possibility to introduce feature relevancy and ensure that only most relevant
features really enter the rule learning process (described in [8]), and a possibil-
ity to solve problems of handling unknown attribute values and imprecision of
continuous attributes during feature covering table construction.

3 Unknown Attribute Values

Note that a good feature to be used in rule construction has the property of
being true for many positive examples and false for many negative examples. It
is possible to formalize this statement in a form of a theorem. To do so, we start
by defining the concept of p/n pairs of examples.
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Definition 1 (p/n pair). A p/n pair is a pair of training examples pi/nj where
pi ∈ Pos and nj ∈ Neg, where Pos is the set of positive and Neg the set of
negative examples.

Definition 2 (Discriminating feature). Let F denote a set of features. Fea-
ture f ∈ F discriminates a pair pi/nj iff feature f correctly classifies both ex-
amples, i.e., if feature f has value true for pi and value false for nj.

Theorem 1. For training set E and set of features F a complete and consistent
hypothesis H can be found using only features from set F if and only if for each
possible p/n pair from training set E there exists at least one feature f ∈ F that
discriminates the p/n pair.

The proof of the theorem can be found in [7].
This theorem indicates that a good feature for rule construction is the one

that discriminates many p/n pairs. An ideal feature has a property to be true
for all positive and false for all negative examples because it discriminates all the
p/n pairs. If the feature discriminates no p/n pairs it is completely irrelevant and
can me immediately eliminated from the further rule construction process. In
the situation when we have an example with the unknown attribute value, and
when because of that we can not determine the real feature truth values for the
features that test this attribute value, we should set the truth values of these
features so that the features do not discriminate all p/n pairs built from the
example. In this way, by reducing their covering properties, we directly penalize
the features for those and only those examples that have unknown attribute
values. If we have an attribute with unknown values for all the examples then
all the features that test the attribute will not be able to discriminate any p/n
pair and all such features will be irrelevant.

Definition 2 states that a feature discriminates a p/n pair only if the feature is
true for the positive and false for the negative example. It means that when we
have a positive example for which we can not determine the real feature truth
values then we should set them to false. In this way the features will be not
able to discriminate all p/n pairs built with this positive example. Based on the
same reasoning we see that for negative examples we should set feature truth

Table 3. A part of the covering table for the domain from Table 2 which includes a
few unknown attribute values

Examples Class Attributes Covering table
Ex. Cl. A1 A2 A3 A1 = red A1 = red A2 ≥ 0.9 A2 < 1.7 A3 ≥ 1.5 ...
p1 ⊕ red ? 4 true false false false true ...
p2 ⊕ blue 1.3 2 false true true true true ...
n1 � ? 2.1 3 true true true false true ...
n2 � red 2.5 ? true false true false true ...
n3 � green 0.6 1 false true false true false ...
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values to value true when we do not know the real value. Only in this way we
can ensure that the features will not discriminate all p/n pairs built with this
negative example. The approach is illustrated in Table 3.

The consequence of the above procedure is that values false introduced in pos-
itive examples for unknown attribute values will be interpreted as false negative
predictions by rule quality evaluation measures. In the same way, values true in
negative examples will be interpreted as false positive predictions. Because every
reasonable rule quality measure favours rules with many true positive and true
negative classifications, the result is the degradation of the computed quality
values for rules build from features that rely on attributes with unknown values.

The advantage of the proposed approach is that we do not have to change
the rule induction process at all. Rules are constructed from completely specified
features, rule quality measures may remain unchanged, and features can be com-
bined in the rules in the same way as if all attribute values were known. Actually
we can also incorporate the described approach in the rule induction algorithms
that construct features during the rule construction process. But having explicit
covering table is a good strategy not only because of handling unknown attribute
values but also because it enables the detection and elimination of irrelevant fea-
tures before the rule induction process starts.

At the end let us notice that the approach can be directly applied also for
complex features. For example, feature Ak < 2 · (Aj −Ai) from Table 1 will have
unknown value when any of attributes Ai, Aj , and Ak has unknown value. The
principle is easily extendable to features of any complexity with included both
numerical and logical operations.

4 Imprecision of Continuous Attributes

Another problem encountered in real world rule learning applications is the prob-
lem of imprecise values. Imprecision is inherent to most non-integer continuous
attributes. There are two main reasons for the necessity of imprecision handling.
The first is that some continuous attributes are not or can not be measured with
high precision (like some biological properties) or their values are significantly
fluctuating (e.g., human blood pressure). In such cases, if the example values are
very near to the decision values used in the features then the actual feature truth
values for such examples are unreliable. The second reason is that although some
attributes like income or human age can be known very precisely, building rules
from features that have supporting examples very near to the decision values
used in the features may be a bad practice. The reasoning is that such features
may lead to rules with significant overfitting, or, in case of descriptive induction,
may result in non-intuitive rules like that 20 years old people have significantly
different properties from those having 19 years and 11 months.

An approach to deal with inherent attribute imprecision, regardless of which
type it is, is to treat attribute values near to the feature decision values as un-
known values in order not to allow that such close values will affect feature
quality. Such ‘soft’ unknown values are handled as standard unknown attribute
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Table 4. A part of the covering table for the domain from Table 2 generated with the
assumption of the expected attribute imprecision value δ = 0.35

Examples Class Attributes Covering table
Ex. Cl. A1 A2 A3 A1 = red A1 = red A2 ≥ 0.9 A2 < 1.7 A3 ≥ 1.5 ...
p1 ⊕ red 1.2 4 true false false true true ...
p2 ⊕ blue 1.3 2 false true true true true ...
n1 � green 2.1 3 false true true false true ...
n2 � red 2.5 1 true false true false false ...
n3 � green 0.6 1 false true true true false ...

Table 5. The example demonstrates the difference in feature covering properties for
imprecision values 0.0 and 0.17 respectively. Attributes A1 and A2 are very similar but
there are significant differences in feature covering properties when different expected
attribute imprecision is taken into account.

Examples Attributes Features (with δ = 0.0) Features (with δ = 0.17)
Ex. Cl. A1 A2 A1 < 1.95 A2 < 1.95 A1 < 1.95 A2 < 1.95
p1 ⊕ 1.5 1.5 true true true true
p2 ⊕ 1.6 1.6 true true true true
p3 ⊕ 1.7 1.65 true true true true
p4 ⊕ 1.8 1.7 true true false true
p5 ⊕ 1.9 1.8 true true false false
n1 � 2.0 2.1 false false true true
n2 � 2.1 2.2 false false true false
n3 � 2.2 2.25 false false false false
n4 � 2.3 2.3 false false false false
n5 � 2.4 2.4 false false false false

values described in Section 3. It must be noted, however, that the actual at-
tribute value is known, therefore it may happen that for a feature with some
decision value it should be treated as unknown, while for some other feature
with a different decision value it may be treated as a regular known value. More
precisely, appropriate dealing with continuous attributes is such that in case of
a feature decision value d we have to treat all attribute values v in the range
d − δ < v < d + δ as unknown attribute values, for δ being the user-defined
attribute imprecision boundary.

For illustration in Table 4 we have assumed during covering table generation
that the expected attribute imprecision value is 0.35 (δ = 0.35). This assumption
has practical consequences for the feature A2 ≥ 0.9 only, resulting by two ’soft’
unknown values when attribute A2 has values 1.2 and 0.6 which are less than δ
far from the feature decision value 0.9. It can be noticed that this does not affect
the truth values of the feature A2 < 1.7 which has a different decision value.

The example presented in Table 5 demonstrates an artificial situation with two
very similar continuous attributes such that from both ideal features discrimi-
nating all 25 p/n pairs can be generated. But when the notion of imprecision of
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continuous attributes is introduced, the situation may change significantly. The
right part of the table presents covering properties of the same features but with
imprecision of 0.17. Now none of the features is ideal. The first discriminates 9
and the second 16 p/n pairs. Although with assumed imprecision 0.0 both fea-
tures seem equally good, with assumed imprecision 0.17 we have clear preference
for the second feature. By analyzing the attribute values it really seems that it is
better to use attribute A2 because it may turn out to be a more reliable classifier
in an imprecise environment.

It is important to notice that the presented approach to handling imprecision
of continuous attributes can be applied also when we have ordered nominal at-
tributes. A good example are biological gene expression domains with presence
call (signal specificity) values A (absent), P (present), and M (marginal). Al-
though in this situation attributes have three discrete values A, M , and P , prac-
tically they are a formalization of values low, medium, and high. In each decision
we have a problem to define if medium (marginal) values will be treated as low or
high values. A principally clean solution is a possibility to treat medium values as
unknown values. The described methodology can be interpreted also as handling
imprecision of numerical attributes by selecting the expected imprecision value
so that medium value M is always in the undefined region near to the assumed
decision point. The methodology and the results are presented in [5].

5 Conclusions

We have defined features as the basic rule building blocks, and described a sim-
ple algorithm for the generation of propositional features that provably generates
only the potentially relevant features both for discrete and continuous attributes.
Explicit feature generation and presentation of their covering properties in the
covering table has several important advantages. The basic idea is that the com-
plete rule construction process can be done using only the information from
the covering tables, which are an appropriate representation format for various
learning algorithms.

The most relevant consequence is a possibility of systematic handling of rele-
vancy of features with the possibility to detect and eliminate irrelevant features
from the process of classification rule learning. In this paper we have demon-
strated that explicit definition of features is useful also for systematic handling
of unknown attribute values. In contrast to existing approaches which try to
substitute an unknown value with some good approximation, we have addressed
the problem of handling of unknown values by appropriately defining feature
truth values for such attribute values. The approach is simple, applicable also
to complex features based on many attributes, and well justified.

The problem of imprecision of continuous attributes is seldom analyzed in
the rule learning framework although it can be very relevant for real life do-
mains. The problem is solved so that attribute values near to the feature decision
value are treated as unknown attribute values. The approach relies on the user’s
estimation of the expected imprecision levels and the possibility to efficiently
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handle unknown attribute values through covering properties of generated fea-
tures. There is a possibility to apply the same approach also for nominal values
representing classes of numerical values which can be ordered by magnitude.

Signal specificity attributes in gene expression domains with values absent,
marginal, and present are a good example of such attribute. It is known that
gene expression domains are very prone to overfitting due to a large number
of attributes in domains with a very modest number of examples. Extensive
experiments in these domains have demonstrated that using signal specificity
instead of signal intensity values, especially in combination by handling marginal
values as unknown values is a effective method for overfitting prevention [5]. Also,
we have applied the described approach for handling imprecision of numerical
attributes in different, especially medical domains [4]. By experimenting with
various expected imprecision levels in all of these domains the approach has
demonstrated to be able to help construct features and rules describing general
concepts easily interpretable by humans.
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4. Gamberger, D., Lavrač, N.: Expert-guided subgroup discovery: Methodology and
application. Journal of Artificial Intelligence Research 17, 501–527 (2002)
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Abstract. When the time dimension is added to datasets, time series data are 
obtained. Extracting knowledge from time series data requires special attention 
to the timing aspects of the data. An interesting activity in the field of knowl-
edge discovery from time series data is predicting the timing of upcoming 
events. In this paper we present a method for mining fuzzy knowledge from 
time series data. In contrast to traditional time series analysis methods which 
largely focus on global models, our method is about the discovery of local pat-
terns in time series. The extracted knowledge will be in the form of fuzzy asso-
ciation rules and it aims at predicting the approximate timing of upcoming 
events. The proposed method includes cleaning and filtering of time series data, 
segmenting time series, extracting important features for prediction, further 
cleaning on feature values, fuzzifying feature values, extracting fuzzy associa-
tion rules, and pruning the discovered rules. We will show the efficiency of our 
approach on a stock market dataset. 

Keywords: knowledge discovery, time series, fuzzy association Rules, pre-
processing, post-processing. 

1   Introduction 

When the time dimension is added to datasets, time series data are obtained. Extract-
ing knowledge from time series data requires special attention to the timing aspects of 
the data. Time series data occurs frequently in business applications and in science. 
Well-known examples are daily stock prices, daily temperature readings, etc. 

According to [5], knowledge discovery in databases usually includes the stages of 
data cleaning and preprocessing, data mining (searching for useful patterns), and post-
processing of discovered patterns. One of the interesting activities in knowledge dis-
covery from time series is predicting the timing of upcoming events. In this paper we 
present a method for mining fuzzy knowledge from time series data. The extracted 
knowledge will be in the form of fuzzy association rules and it aims at predicting the 
approximate timing of upcoming events. Before outlining our method we first review 
some related work in the literature. 

In [7], Han et al. developed a method for mining segment-wise periodic patterns in 
time series databases. Their method was based on combination of association rule 
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mining technique ([2]) and data cube structure, and allowed periodicity with certain 
confidence. In [8] algorithms for mining partial periodic patterns are presented; which 
are more frequent than full periodic patterns. The presented method was based on 
apriori algorithm for mining association rules. 

Algorithms for mining inter-transaction association rules are presented in [11] and 
[16]. They used a fixed sliding window over time series, and the algorithm was able 
to extract association rules among events that fall in the same sliding window. In [11] 
experiments on the synthetic data and stock exchange data were done but no predic-
tion results were reported. 

Mannila et al. investigated the problem of discovering frequently occurring epi-
sodes in event sequences ([12]). They defined an episode as a collection of events that 
occur relatively close to each other in a given partial order. They presented algorithms 
for discovery of frequent episodes. The main idea was first finding small frequent 
episodes and then progressively looking for larger frequent episodes. The number of 
discovered episodes, which have an exponential search space, is limited by the width 
of the time window and the frequency threshold (both defined by the user). 

Change points are an important type of events in time series. These are time points, 
where there is a change in the parameters of the underlying data model or even in the 
model itself. The problem of identifying the change points is studied in [6]. The 
change-point detection algorithm of [6] is based on the recursive binary partitioning 
of the time segment by using likelihood criteria. Linear regression is used as the un-
derlying model for each segment. 

In [10] a methodology for the entire process of knowledge discovery in time-series 
databases is presented. After cleaning data by signal processing techniques, they ex-
tracted association rules for predicting upcoming events by an information-theoretic 
connectionist network. The set of discovered rules is then reduced by fuzzification 
and aggregation. They demonstrated their method on two datasets, stock market, and 
weather data, and reported prediction accuracy of 64.9% on validation set for stock 
dataset, and 53.1% for weather dataset. But in the case of stock data, they earned only 
2 rules after pruning, which both were expressing known facts about data and thus 
lacking the novelty (an important interest measure in knowledge discovery). 

Das et al. considered adaptive methods for finding rules relating previously unknown 
patterns from time series data to other patterns in that series [4]. Their method was 
based on discretizing the sequence by methods resembling vector quantization by first 
forming subsequences by a sliding window through the time series and then clustering 
subsequences by using a measure of time series similarity. They used an algorithm of 
sequential rule mining for discovering rules, and J-measure as measure of informative-
ness on discovered rules. They did experiments on some real-life data sets to show that 
their method will find the interesting rules from the sequences and the method is robust 
to the change in parameters, but no result of prediction of rules reported. 

Another algorithm, ITARM, for inter-transactional association rule mining is pro-
posed in [13]. It uses a FP-tree based and divide-and-conquer approach. After the 
frequent 1-itemsets is produced, the algorithm separately uses them as constraint 
conditions to construct compact FP-tree and mine inter-transactional association rules. 
They defined inter-transactional association rules in multiple time series. They also 
did some experiments concerning the time and space complexity of the proposed 
method, but no experiment on the prediction power of extracted rules reported. 
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In this correspondence, we present a general method for the entire process of 
knowledge discovery in time-series databases. We first improve quality of time series 
data by using digital filters. Then we do segmentation on time series data to get a 
series of intervals. Then we extract relevant features from interval series. We use the 
method proposed in [10] for segmentation and also we use the same features as [10]. 
But we detected some problems in the extracted values of the features. In our experi-
ments we found out that extracted features might have problems like outliers and 
skewness in data. We present solutions that address these problems. Next step is to 
build fuzzy membership functions. We propose a new method for doing this task. And 
then we fuzzify dataset using generated membership functions to get a fuzzy dataset. 
We then use an apriori based algorithm for discovering fuzzy association rules. For 
post-processing and pruning rules we propose a new measure based on adjustment of 
minimum confidence parameter in extracting fuzzy association rules. 

Our contributions are detecting and modifying the problems of segmentation 
method of [10], proposing a new way for generating membership functions, and in-
troducing a new interest measure for pruning the discovered rules. 

The remainder of the paper is organized as follows. In Section 2, we present some 
definitions to formalize the problem to be solved. In Section 3, we present the activi-
ties that used for preprocessing of time-series data. In section 4 we explain data  
mining methods used to extract useful knowledge from preprocessed data, and our 
post-processing technique as well. In Section 5, the method is demonstrated on a data 
set of stock prices. We conclude our study in Section 6. 

2   Problem Statement 

In this section we present some definitions to formalize the problem to be solved. A 
time series is a set of records, such that each record contains some attributes and also 
a time value which indicates the time point in which observations of attributes are 
made. If we use a model for describing time series data, two choices are possible: a 
general model with global parameters for the whole time series, and a model that its 
parameters change in different time intervals in time series. We use the second choice. 
In that case, each time interval in time series data is associated with some parameters 
for the descriptor model. 

For example if we describe a time series data by a piece-wise linear model, each 

interval ],[ ii hl  will be associated with two parameters ia  and ib  so that: 

],[,)( iiii hltbtaiT ∈∀+=  (1) 

Where T(i) is the value of time series at time point t in the i-th interval. 
An event is defined as a change in the parameters of the descriptor model between 

two adjacent intervals. The time point that lies between two consecutive intervals is 
called a change point iff the values of model parameters for two intervals differ sig-
nificantly. The problem of identifying the change points is known as the event detec-
tion problem [6]. 

For example, if in the interval [June 11, July 2] IBM stock value is approximated 
by iitt βαφ +=)(  where 32.0=iα  and in the interval [July 2, August 14] it has 
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)(tφ  of the same form, but with 7.0−=iα , then we say that on July 2 there was an 

event in IBM stock value wherein the slope changed from 0.32 to -0.7. 

3   Preprocessing of Time Series 

The preprocessing of time series data usually includes the following steps: 

• If necessary, clean the raw data by digital filters to remove additive noise. 
• Perform segmentation on the time series data and get an interval series. 
• Extract features from each interval, and detect events between pairs of adja-

cent intervals. 
• Further data cleaning on extracted feature values. 
• Generate fuzzy membership functions for each feature. Then convert the 

dataset to a fuzzy dataset using generated membership functions. 

3.1   Data Cleaning 

Time series data are usually noisy. For example, in the stock time series, the closing 
price of each day is influenced from daily random fluctuations as well as long-term 
trends. So we must preprocess the raw data to remove noise and produce cleaner data. 

To clean the data, we can use a low-pass filter (LPF) operator that is operator that 
eliminates the high frequency waves (mostly noisy parts) and leaves only those with 
low frequency (mostly long-term signal part). 

There are several LPF operators, in time and frequency domains. One famous kind 
of these filters is Exponential Moving Averages, which is defined as follows 

)()1,(

)1,1()1()(),(

itiEMA

miEMApitpmiEMA

=
−−×−+×=  (2) 

Where p , a real number between 0 and 1 is called discount rate, m  is the window 

size, and )(it  is the value of time series at time point i . From the definition it is clear 

that the filter gives more weights to recent values. We can change the effect of history 
by setting discount rate. Simple Moving Averages (MA) is another digital filter, 
which in all coefficients of the filter are same. In our experiments we found out that 
EMA has an additional advantage over MA that it preserves most of the extremums 
(which play an important role in segmentation step) in time series. 

3.2   Segmentation and Feature Extraction 

Before extracting relevant features for prediction, we transform the cleaned time se-
ries into an interval series. There are several methods for time series segmentation. 
Here we use a bottom-up segmentation algorithm from [10]. In this method we will 
get a piece-wise linear approximation of the time series, in which each segment is 
associated with several features. Last et al. ([10]) introduced three features for each 
interval: slope, length, and signal to noise ratio (SNR).The segmentation process is as 
follows [10]: 
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We should first find extremums in time series data which implies the points where 
slope changes. Then we eliminate short intervals (less than the user-defined threshold 
d ) by using linear interpolation. 

If dtt ii <−+1 , then remove it  and 1+it  from T  and insert 2/)( 11, ++ += iiii ttt  in-

stead. After several passes, we get a minimum interval of over d  time units, or 

Tttdtt iiii ∈∀>− ++ 11 ,,  (3) 

For each resulting interval, we take )(ˆ ta  in its start and end. We can now derive 

the slope as 

ii

ii
i tt

tata

−
−=

+

+

1

1 )(ˆ)(ˆα  (4) 

And the offset term as 
 

iiiii tta .)(ˆ αβ −=  (5) 

We now loop over the intervals and merge intervals with similar slope (e.g., slope 
with difference less than 0.05). That is, If 05.01 <− +ii αα , then remove 1+it  from T. 

Calculate each slope again. As a result, we get a set of intervals, each with an associ-
ated slope. 

Now we get an interval series and we can extract features for each of the intervals. 
The length feature is defined easily as the length of each interval. The slope for each 
interval is computed as (4). The Signal to Noise Ratio (SNR) is another important 
feature in time series. This feature expresses the fluctuations of the series. A high 
SNR value indicates that the series is unstable and influenced by various parameters 
and factors. A low value indicates a stable series. We calculate the SNR in the follow-
ing way over an interval ],[ 1+ii tt : ([10]) 
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 (6) 

Where 

iittat βαε −−= )()(  (7) 

Where )(ta  is the original function (before filtering), and iα  and 
iβ  are the parame-

ters of the slope function over interval i . 

3.3   Further Cleaning on Feature Values 

After extracting feature values, we should do some additional data cleaning before 
getting onto data mining step. In this part we will describe the additional cleaning 
activities and justifications for doing so. 

The first task is to remove outliers, which are data items too different from most of 
the remaining. We remove outliers because we will use FCM algorithm in generating 
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membership functions and our experiments show that outliers will strongly mislead 
the FCM algorithm. We use a simple statistical test to detect outliers. We state that a 
value ix  is outlier, if it satisfies the following inequality: 

σ2>− xxi
 (8) 

Where x  is the mean of all ix s, and σ  is the corresponding standard deviation. Our 

solution for problem of outliers is to simply remove all of them. 
As mentioned before we used an algorithm from [10] for segmentation, but by in-

vestigating the values of features "length", and "SNR" we found out that there is some 
positive skewness in values of both features (that was not mentioned in [10]). In our 
opinion it comes from the segmentation algorithm, when we set a minimum length on 
each interval and minimum difference between slopes of the consecutive intervals. 
This skewness can lead to incorrect results when clustering data to make membership 
functions, and when data mining. So we take logarithm from features length and SNR 
(which both take only positive values and taking logarithm is possible) to remove this 
skewness. Of course when using the extracted rules we should not to forget to take 
logarithm from new data before applying rules on it. 

3.4   Generating Fuzzy Membership Functions 

To generate fuzzy membership functions, we propose a new method based on genetic 
algorithms. Proposed method has good efficiency in this solution, and because of 
using genetic algorithms it produces a near optimal solution. 

 

 

Fig. 1. For each feature we should adjust four parameters 

First, we consider three membership functions for features length and SNR, named 
"Low", "Medium", and "High", and three membership functions for slope, named 
"Negative", "Zero", and "Positive". For all features we choose the first and last mem-
bership functions to be infinite trapezoids and the other to be complete trapezoid. 
After generating membership functions they will look like what shown in figure 1. 
From the figure it is obvious that we should adjust four parameters to completely 
specify membership functions for each feature. 

For each feature, we run the FCM (Fuzzy C-Means) algorithm [3] once to cluster 
its data. In all runs we choose number of clusters to be three, and fuzziness degree to 
be two, as parameters of the FCM algorithm. After running FCM for a feature, we get 
a vector V of three elements which include cluster centers, and a matrix U of three 
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rows and N columns (N is the number of records in dataset). Element at column i and 
row j in matrix U indicates the grade of membership of data record i to j th cluster. 

Now we present our evolutionary method for building membership functions. In 
our method each chromosome consists of four values that represent four parameters 
mentioned above. We define fitness function to be maximized as follows: 

∑∑
= =

−
N

i

C

j
ijij MU

1 1

2)(

1  
(9) 

Where N is the number of training samples, C is the number of clusters in clustering 
algorithm (3 in our experiments), Uij is membership degree of sample i to cluster j, 
and Mij is the membership value of sample i to fuzzy membership j corresponding to 
the parameters of this chromosome. 

The intuition behind defining (9) is simple; we try to make membership values 
generated by target membership functions as close to as possible to membership val-
ues obtained from the FCM clustering algorithm. After running genetic algorithm for 
each feature, we will get membership functions for that feature, and then we use them 
to fuzzify the dataset. Now we have an Interval series with fuzzy values, and fuzzy 
sets corresponding to each feature. 

In first look we might think that this method is inefficient because of many passes 
on data. But it works very fast in our problem for two reasons: first, we have only 
three features; second, the size of dataset is reduced drastically in smoothing and 
segmentation steps. In experiments we made membership functions for all features in 
a few seconds. 

4   Data Mining and Post-processing 

The goal of data mining step in knowledge discovery process is to search the dataset 
in order to discover interesting patterns from data. Association rules are an important 
type of such patterns. They were first introduced by Agrawal et al. [1] for analyzing 
market basket data, and finding items frequently bought together in buying transac-
tions. An example of such rules could be that "90% of customers, who buy milk, also 
buy bread at the same transaction". 

In this paper we extract knowledge from time series in the form of fuzzy associa-
tion rules. So we will first introduce them and then we'll explain how we utilized them 
for time series prediction. 

4.1   Fuzzy Association Rules 

The early goal of association rules was to analyze customer transactions in order to 
discover important associations among items so that the presence of some items in a 
transaction will imply the presence of some other items. To achieve this goal, 
Agrawal and his co-workers proposed apriori algorithm ([2]). Apriori algorithm was 
just able to discover Boolean association rules, which implies only the presence of 
items together. But in real world problems, quantities of items are important too. In 
[14] an algorithm for discovering quantitative association rules was presented. The 
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idea was to divide the domain of quantities for each item into intervals and discretize 
dataset, and then finding associations between intervals. But this solution had some 
drawbacks. First, assigning proper meanings to these intervals is very difficult. Sec-
ond, it may be problems for values lie at the interval boundaries, for example if we 
define that people younger than 40 years to be young, then a person having 39 years 
old has no difference with a 20 years old person. 

Fuzzy association rules came up to address these problems. In this case one can es-
tablish fuzzy membership functions for each attribute which are more meaningful 
than intervals because of using linguistic terms; furthermore the problem of bounda-
ries does not arise because of the smooth behavior of the membership functions at the 
boundaries.  

There are many algorithms for discovering fuzzy association rules. We used FTDA 
[9] which is apriori based in nature, but regarding to the fact that it uses for each item, 
only the linguistic term with maximum scalar cardinality in later mining process, and 
we don't want this, so we modified it a little to use all linguistic terms for each item in 
mining process. 

4.2   Data Mining on Time Series 

After data preprocessing we get to an interval series and features associated to each 
interval. Now we should extract rules that imply associations between features of 
consecutive intervals. An example of such rule will be "If the stock price was increas-
ing for a long time and then it begins to fall and the SNR value for this new time in-
terval is high, it is most probable that the stock price rise again after a short time". 
This kind of rule differs from traditional association rules that were just able to dis-
cover associations among items in the same transaction. This kind of rule is called 
inter-transaction association rule in literature ([11, 16]). In order to discover these 
rules from time series data, we utilize a sliding window on the consecutive intervals. 
Intervals lying in the same window will compose a single transaction. So we get an 
augmented dataset which holds not only feature values but the ordering information 
as well. Then we can apply any of the algorithms of discovering ordinary association 
rules on this transformed dataset to find association rules. As mentioned earlier we’ve 
used a modified version of the FTDA algorithm for this purpose. 

4.3   Post-processing 

We propose a new measure for pruning extracted association rules. The proposed 
method is based on adjusting the minimum confidence parameter, which is used in 
discovering association rules from large item-sets. 

In our experiments we found out that decreasing the minimum confidence will re-
sult in a larger number of rules and increase in prediction accuracy of rules on test 
data set, until we get to a special value for minimum confidence that if we continue 
decreasing the minimum confidence below it, the number of rules increases but the 
prediction accuracy will remain fixed. It means that the additional rules generated for 
minimum confidence values below this special value, are redundant since they don't 
improve the prediction accuracy. So we get to an optimum value for minimum confi-
dence parameter, which using it in making rules will implicitly prune the redundant 
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rules. To get this optimum value for minimum confidence, we first set aside a small 
fraction of dataset as validation set. Other steps are outlined in figure 2. 

 
set best_pred = 0  (best prediction accuracy so far) 
set best_minConf = 1 
for minConf = 1 downto 0 step ∆minConf  (minimum confidence value) 
begin 
        Extract association rules from the set of large itemsets for minConf as minimum confi-
dence. 
        set pred = prediction accuracy of extracted rules on the validation data set. 
        if best_pred < pred then begin 
                set  best_pred = pred 
                set  best_minConf = minConf 
        end 
        else return best_minConf as optimum value of minimum confidence. 
End 

Fig. 2. Pseudo code for computing optimum minimum confidence 

The proposed measure has good efficiency, because making rules from large item-
sets for a given minimum confidence is done very fast (we have passed the time con-
suming stage of the extracting large itemsets already). And also applying rules on 
validation data is fast, because the validation data is usually a small fraction of the 
entire data. In our experiments we were able to get the optimum value for minimum 
confidence just in a few seconds. 

5   Experiments 

We demonstrate our method on a stock market dataset. The dataset includes closing 
prices for the stock for each day. Stock prices are noisy and influenced daily by many 
factors, So Data cleaning must be done prior to any data mining process. 

Our main interest is to predict the approximate timing of future events, i.e., the 
points at which the stock will change the direction of its slope. In this section we 
describe the process of knowledge discovery in the database of the daily value of 
stocks from Standard & Poor's index [15], which is traded in NYSE and NASDAQ. 

We held out one third of the data as validation set for estimating the prediction ac-
curacy of proposed method, and for post-processing of rules as mentioned in 4.3. The 
knowledge discovery is performed as follows: 

1) Data Cleaning: As mentioned above, stock prices are noisy and influenced daily 
by many factors. So we should first clean the initial dataset by a low-pass filter. We 
tested Simple Moving Averages (MA) and Exponential Moving Averages (EMA) on 
the dataset. We chose window size of 21 time points for both filters and discount rate 
of 0.5 for EMA. We got these values after several trials. Results show that EMA has 
an advantage over MA that it preserves the extremums much better than MA, and 
regarding to the key role of extremums in segmentation stage, EMA will suit better to 
our solution. 
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2) Segmentation and Feature Extraction: Now we can do segmentation on time se-
ries and extract features. We did this by method described in section 3.2. 

3) Further data cleaning: as we mentioned earlier in section 3.3 we should do addi-
tional data cleaning in order to remove outliers and modify skewness in data. The 
outlier removal is done by statistical measure introduced in section 3.3 (formula (8)). 

In our experiments we realized that there is somewhat positive skewness in ex-
tracted features "length" and "SNR". To come up with this problem we take logarithm 
from the values of these two features. We chose the base of logarithm to be 10 for 
both features. 

4) Generating fuzzy membership functions: Now the data set is ready for generat-
ing fuzzy membership functions. We run the FCM algorithm for each feature and by 
the use of evolutionary method introduced in section 3.4; we can find fuzzy member-
ship functions for each feature. Now we use these membership functions to get a 
fuzzy dataset which consists of fuzzy transactions. 

5) Data Mining: We have a set of fuzzy transactions that should be searched for 
finding association rules. We use an apriori based algorithm as mentioned in section 
4.1. So we get fuzzy association rules describing local associations in time windows. 
We chose the value of the minimum support parameter of the association rule mining 
algorithm to be 0.15. The value of the minimum confidence parameter will be used in 
the next step for pruning redundant rules. Some of the extracted rules are shown in 
figure 3; for example at the first line we see a rule that its confidence is 0.84 and indi-
cates that if at the first interval (two intervals ago) SNR be low, and at the third inter-
val (current interval) SNR be high and slope be negative (fall of data), then we expect 
that current condition last for a long time (high length for the current interval). 

 
High SNR(3)    & Low SNR(1)          & Negative Slope(3)   High Length(3)    0.84 
High SNR(3)    & Mid Length(2)       & Negative Slope(3)  High Length(3)    0.89 
High SNR(3)    & Negative Slope(1) & Positive Slope(3)    High Length(3)    0.85 
Low Length(1) & Low Length(2)      & Mid SNR(1)            Low  Length(3)   0.84 

Fig. 3. Some of the extracted rules and their confidence 

6) Post-processing: In this step we use our proposed method in section 4.3 for 
pruning redundant rules. To demonstrate our method we decrease the value of mini-
mum confidence gradually starting from 1 down to 0.3, and count number of rules, 
and then compute the prediction accuracy for each minimum confidence value by 
applying rules on the validation set. By applying this procedure in the case of stock 
market data, the number of rules and the prediction accuracy for each value of mini-
mum confidence is shown in figures 4.a and 4.b respectively. From the figures it is 
obvious that the optimum value for minimum confidence in this dataset is about 0.6, 
since there we have the maximum prediction accuracy and minimum number of rules. 
In other words extra rules discovered for minimum confidence values smaller than 0.6 
are all redundant, because they don't improve our prediction accuracy. 
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a 

 
b 

Fig. 4. a. number of rules for each given value of minimum confidence b. prediction accuracy 
for each given value of minimum confidence 

As mentioned before, we held out one third of the data as validation set for estimat-
ing the prediction accuracy. We get prediction accuracy of 73.09% on validation data 
in stock data, which is better than that of [10] on the same dataset which was 64.9%. 
Furthermore Last et. al. in [10] presented only 2 rules as the knowledge discovery 
result, both expressing the known aspects of the dataset and thus lacking the novelty 
(an important interest measure). In the case of our method, there are 17 rules that 
include all informative patterns in dataset due to our interest measure. 

6   Discussion and Conclusions 

In this paper we introduced a methodology for knowledge discovery in time series 
data. We did some major enhancements with respect to previous methods. We dis-
covered some probable problems that might arise in time series data as the result of 
segmentation, such as outliers and skewness, and methods to come up with them.  

We proposed a new method for generating fuzzy membership functions that has 
good efficiency in the case of our solution for time series mining. We used an apriori 
based algorithm for discovering association rules as knowledge concerning given time 
series. We proposed a new method for pruning discovered rules, which is based on 
adjustment of minimum confidence to an optimum value. 

But there are many other aspects of the time series mining left. Mining knowledge 
from multi dimensional time series would be a valuable activity that we didn't ad-
dressed it here. Some data mining methods incorporate domain experts into mining 
process to make knowledge discovery a more subjective task. Doing so in the case of 
different applications e.g. incorporating a stock expert's prior knowledge about the 
domain will make the process an interactive one, probably result in higher quality in 
extracted knowledge. 

References 

1. Agrawal, R., Imielinski, T., Swami, A.: Mining association rules between sets of items in 
large databases. In: Proceedings of the ACM SIGMOD Conference on Management of 
Data, Washington, D.C (1993) 



 Fuzzy Knowledge Discovery from Time Series Data for Events Prediction 657 

2. Agrawal, R., Srikant, R.: Fast Algorithms for mining association rules. In: Proceedings of 
the VLDB Conference, Santiago, Chile (1994) 

3. Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms. Plenum, 
New York (1981) 

4. Das, G., Lin, K.I., Mannila, H., Renganathan, G., Smyth, P.: Rule discovery from time Se-
ries. In: International Conference on Knowledge Discovery and Data Mining (KDD 1998), 
pp. 16–22. AAAI Press, Menlo Park (1998) 

5. Fayyad, U., Piatetsky-Shapiro, G., Smyth, P.: From data mining to knowledge discovery: 
An overview. In: Advances in Knowledge Discovery and Data Mining, pp. 1–30. 
AAAI/MIT Press, Cambridge (1996) 

6. Guralnik, V., Srivastava, J.: Event detection from time series data. In: Proceedings of the 
Fifth ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 
pp. 33–42 (1999) 

7. Han, J., Gong, W., Yin, Y.: Mining segment-wise periodic patterns in time-related data-
bases. In: Proceedings of the 1998 International Conference on Knowledge Discovery and 
Data Mining (KDD 1998), New York, pp. 214–218 (1998) 

8. Han, J., Dong, G., Yin, Y.: Efficient mining of partial periodic patterns in time series data-
base. In: Proceedings of the 1999 International Conference on Data Engineering (ICDE 
1999), Sydney, Australia (1999) 

9. Hong, T.P., Kuo, C.S., Chi, S.C.: Mining association rules from quantitative data. Intelli-
gent Data Analysis 3, 363–376 (1999) 

10. Last, M., Klein, Y., Kandel, A.: Knowledge discovery in time series databases. IEEE 
Transactions on Systems, Man, and Cybernetics 31(1), 160–169 (2001) 

11. Lu, H., Han, J., Feng, L.: Stock movement prediction and N-dimensional inter-transaction 
association rules. In: Proceedings of the 1998 SIGMOD Workshop on Research Issues on 
Data Mining and Knowledge Discovery (DMKD 1998), Seattle, pp. 12:1–12:7 (1998) 

12. Manilla, H., Toivonen, H., Verkamo, A.I.: Discovery of frequent episodes in event se-
quences. Data Mining Knowledge Discovery 1(3), 259–289 (1997) 

13. Qin, L.X., Shi, Z.Z.: Efficiently mining association rules from time series. International 
Journal of Information Technology 12(4) (2006) 

14. Srikant, R., Agrawal, R.: Mining quantitative association rules in large relational tables. 
In: Proceedings of the ACM-SIGMOD 1996 Conference on Management of Data, Mont-
real, Canada (1996) 

15. Standard & Poor’s Index, http://www.spglobal.com/  
16. Tung, A.K.H., Lu, H., Han, J., Feng, L.: Breaking the barrier of transactions: Mining inter-

transaction association rules. In: Proceedings of the KDD 1999, pp. 297–301. ACM, New 
York (1999) 



Evolution of Migration Behavior
with Multi-agent Simulation

Hideki Hashizume, Atsuko Mutoh, Shohei Kato, and Hidenori Itoh

Dept. of Computer Science and Engineering, Graduate School of Engineering,
Nagoya Institute of Technology,

Gokiso-cho Showa-ku Nagoya 466-8555 Japan
{hasizume,atsuko,shohey,itoh}@juno.ics.nitech.ac.jp

Abstract. We describe an artificial ecosystem consisting of five areas,
evolving artificial creatures (called agents), and foods for the agents. The
ecosystem was constructed for an analysis of migration behavior of the
Monarch butterfly. We also report our simulation results on the emer-
gence of the migration biology pertaining to the Monarch butterfly. We
use real temperature data as an environmental parameter to define the
environment in the field. To adapt to the environment, the agents have
temperature sensors. We conducted two experiments using this ecosys-
tem. The results show that the biology of the Monarch butterfly has been
well modeled by the ecosystem and our evolutionary method.

1 Introduction

An evolution-based approach to ecological modeling and the simulation-based
analysis of multiagent behaviors are an important means to understanding the
origins and evolutionary processes of real creatures. This is because a simulation
enables us to rapidly and repeatedly experiment with a virtual world. However, a
real creature is too complex to program on computers. This naturally demands
that we grasp the essence of a real creature, simplify it, and program it as
a virtual creature that we call an agent [1]. In this approach, even if an agent
initially has only a simple mechanism, it can evolve and obtain complex behaviors
through the evolutionary process [2]. This kind of synthetic method could give
us possible answers as to why or how real creatures obtain complex behaviors.
Many studies have reported on the biology and behavior of real creatures with
this approach. For example, from the aspect of animal behavior, foodforaging
[3] and herding [4] are well-researched. Other examples are studies of specific
creatures, such as egrets [5], magicicadas [6], and the Monarch butterfly [7,8].

The Monarch butterfly (Danaus plexippus L., Nymphalidae, Lepidoptera) is
a good target for study [9,10]. It has an interesting ecology. The Monarch but-
terfly is a migratory butterfly that requires three or four generations per annual
migration We will describe the ecology of the butterfly in what follows [11]. The
Monarch butterfly mainly lives in Central and North America. As winter ends
and spring begins, spring populations of the Monarch butterfly in Mexico pre-
pare for migration and start to migrate north. The migrating females lay eggs

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 658–667, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Table 1. Five areas

Name Model place

area4 N 52◦ Saskatoon (the southern part of Canada)
area3 N 45◦ Minneapolis (the northern part of U.S.A)
area2 N 39◦ Kansas City (the central part of U.S.A)
area1 N 30◦ Austin (the southern part of U.S.A)
area0 N 20◦ Mexico City (Mexico)

and repeat the alternation of generations. In the beginning of summer, some
of them reach the southern part of Canada. Fall populations, which are born
at the beginning of fall, are known to be biologically and behaviorally differ-
ent from spring populations. Fall populations migrate south back to Mexico in
only one generation. This travel is more than 3500 km. This means that the fall
populations fly 50 km per day. In addition, the Monarch butterfly repeats their
migration the following year. The butterfly migrates as described and its migra-
tion is pretty different from that of a bird. We stated before that the Monarch
butterfly requires three or four generations per annual migration. This means
that the migration route cannot be taught by the parents. Therefore, we can
infer that migration behavior has been caused through the evolution process. It
is believed that one of the selection pressures that has driven this species’ evolu-
tion was food shortage. The non-migratory butterfly slowly evolved and adapted
to the environmental change and then became a migratory butterfly over time.

In this paper, we consider the Monarch butterfly as our agent. The agents
have an environmental adaptation scale and an action decision table as their
genetic components. These genetic components change through evolution and
we assume the agents will be flexibile to a dynamic environment. The term
“dynamic environment” here is both short-term change: seasonal temperature
changes and existence of food that is for these agents. Within this environment,
we observed the agent’s evolutionary process and evolved behavior, and finally,
we introduce some speculations about the agent’s behavior.

2 The Ecosystem

The ecosystem consists of five areas, plants, and agents. The agent performs one
action in one day, which is a unit time. In addition, one year is defined as a
certain number of fixed days. Let DAY represent these certain days.

2.1 The Area

Definition. An area consists of a two-dimensional 50× 50 grid of square loca-
tions. Our ecosystem has five areas. These five areas are area0, area1, ... , and
area4 and are located from south to north in sequence. These areas are modeled
after Central and North America (Table 1). The area has plants, agents, and
temperature as an environmental parameter. We express areai (i : identifier) as
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Fig. 1. Real temperature data [12]
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Fig. 2. Approximate temperature data

areai(Agenti,Planti, tmpri). (1)

Agenti is a set of agents, Planti is a set of plants (we will describe the agents
and plants later), and tmpri is the temperature.

Seasonal Temperature Change. The temperature, tmpri, changes period-
ically for short-term like seasonal change. We call it short-term change. For a
short-term change, we use real temperature data from Central and North Amer-
ica. Figure 1 shows the real temperature data, but it is an average of the monthly
data. We wanted averaged daily data, so we approximated the real temperature
data into an approximate average daily data using a sin function (Figure 2). The
temperature: tmpri(d) in areai for day d is determined by

tmpri(d) = αi sin(2πd/DAY ) + βi, (2)

where αi and βi are constant numbers in each area.

Air Current. The ecosystem has an air current from area4 to area0. The air
current helps an agent to move in the same direction. Therefore, if the agent
starts migrating south from area1-area4, it directly lands on area0.

2.2 The Plant

Definition. A plant pj (j : identifier) is expressed by

pj(agej), (3)

where agej is the number of days for which the plant has existed. The plant is
the energy source for the agent.

Appearance & Disapperance. The birth number of plants: Nplant
i in areai

is determined by

Nplant
i = Mplant

i × (1−∆suit tmprplant/St), (4)

∆suit tmprplant = |tmpri(d)− suit tmprplant|, (5)
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Table 2. Sensory information

Info Question Alternatives

Internal information Enough energy? X0 = Yes/No
Find plants? X1 = Yes/No

External information Find other agents? X2 = Yes/No
Temperature? X3 = Hot/Cold/Suitable

where Mplant
i is the maximum birth number of plants in areai in one day, St is a

constant, and suit tmprplant is the most suitable temperature for the plant. As
you know from Eq 4, the temperature in the focused area determines the birth
number of plants. In our simulation the upper limit of the birth number in each
area is different. The birth number in area0 is smaller than the others1. After
the birth number is determined, each plant is set in a random grid.

If the plant suffers either of the following conditions, it is removed from the
simulation. T plant

d is the maximum lifetime of plants.

“An agent eats the plant” or agej > T plant
d (6)

2.3 The Agent

Definition. An agent ak (k : identifier) is expressed by

ak((eak, st tablek), (agek, ink)), (7)

where eak is the environmental adaptation scale, st tablek is the action decision
table, agek is the number of days for which the agent has existed, and ink is the
energy level. The first two elements, eak and st tablek, are inherited. It should
be noted that eak and st tablek are encoded into different genes. However, the
last two elements, agek and ink, are not inherited. agek and ink are initialized
when the agent is born.

Environmental Adaptation Scale. The environmental adaptation scale (ab-
breviated EA): eak is an integer fulfilling 0 ≤ eak ≤ M ea (let M ea be the
maximum number of EA). We use the EA to represent the physical features of
the agent, especially the “thickness of the skin.” If the EA is large, it means
that the agent can stand a large temperature variation, and it also means that
the agent is heavy and its actions consume a lot of energy. If the EA is small,
it conversely means that the agent cannot stand a large temperature variation
and nevertheless the agent is light. We use the EA to implement for the agent a
sensory system that enables it to feel temperature.

Senses. The agent, ak, senses the information (Table 2). The information is the
internal information of its own energy level, ink, and the external information,

1 It is because the shortage of food or milkweed in the southern area is thought to
have caused the migration of the Monarch butterfly.
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exk. The internal information is on whether the agent has the energy level in
the condition of “ink > Ie.” Ie is a certain energy level. The external infor-
mation is on “finding an agent,” “finding a plant,” and “how the agent feels
about the temperature.” To sense all of the information, the agent has visibil-
ity around constant grids to find other agents and plants. The agent also has
a temperature sensor to feel whether tmpr ( ) is “hot,” “cold’,’ or “suitable.”
suit tmpr zoneagent

k categorizes the temperature:

Sb − (Ks/Mea)× eak ≤ suit tmpr zoneagent
k ≤ Sb + (Ks/Mea)× eak, (8)

where Sb and Ks are constant values to construct suit tmpr zoneagent
k .

If tmpr ( ) is within the range of suit tmpr zoneagent
k , the agent feels the area is

“suitable.” If tmpr ( ) exceeds the maximum temperature of suit tmpr zoneagent
k ,

it feels the area is “hot.” Also, if tmpr ( ) is below the minimum temperature of
suit tmpr zoneagent

k , it feels the area is “cold.”

Action Decision Table. Five actions: “eat (E)”, “reproduce (R)”, “migrate
north (Mn)”, “migrate south (Ms)”, and “do nothing (N)” can be performed by
the agent. The agent, ak, decides which action to perform by using the following:

actk = st tablek(X0, X1, X2, X3), (9)

where st tablek is the action decision table and X is a sensory information. An
example of action decision table is shown in Table 3.

Energy Level Update. After the action at day d, ink(d) is updated by

ink(d) = ink(d− 1) + f(actk, eak, ∆suit tmpragent), (10)

where ∆suit tmpragent is the difference in temperature between tmpr ( ) and
the edge of suit tmpr zoneagent

k given by

∆suit tmpragent =

{
tmpr ( ) − max(suit tmpr zoneagent

k ), “Hot”
min(suit tmpr zoneagent

k ) − tmpr ( ), “Cold”,

0, “Suitable”
(11)

where function f is the update function of the energy level. If the agent with eak

performs actk under the condition of ∆suit tmpragent , the function outputs the
necessary amount of change in the energy level; (a) decreasing a certain amount
of energy: “reproduce,” (b) decreasing its energy level in proportion to eak:
“migrate north/south” and “do nothing,” and (c) increasing a certain amount
of energy: “eat.”

Reproduction. Two agents, ap1, ap2, reproduce an offspring agent ak with

ak((eak, st tablek), (0, If )),
eak = muea(crea(eap1, eap2)),

st tablek = must(crst(st tablep1, st tablep2)),
(12)

where crea and crst are the crossover functions for eak and st tablek, respectively.
muea and must are the mutation functions for eak and st tablek, respectively.
agek is initialized by 0, and ink is initialized by If which is initial energy level.
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Table 3. An example of action decision table.
The agent performs a checked action. Key: Y=Yes,
N=No, H=Hot, C=Cold, S=Suitable.

1 2 3 4 5 · · · 24

X0 Y Y Y Y Y · · · N
Sensory X1 Y Y Y Y Y · · · N

Information X2 Y Y Y N N · · · N
X3 H C S H C · · · S
E

√ · · ·
R

√ · · ·
Actions Mn

√ · · ·
Ms

√ · · ·
N

√ · · · √

Table 4. Parameters setting

Symbol Value
DAY (1year) 300
(αi, βi); i = 4 (32,35)

; i = 3 (28,45)
; i = 2 (25,54)
; i = 1 (18,65)
; i = 0 (5,62)
T plant

d 30
T agent

d 100
Mplant

0 7
Mplant

1,2,3,4 30

Death. If the agent suffers either of the following conditions, it dies and is
removed from the simulation. T agent

d is the maximum lifetime.

ink ≤ 0 or agek > T agent
d (13)

3 Experiment

In this section, we present the details of an experiment carried out using our
defined ecosystem. The purpose of this experiment is to observe how the agents
evolve and what adaptive behaviors the agents obtain in an environment that
has short-term change and is locally bias of food distribution. The parameter
setting is listed in Table 4.

3.1 Result

The results are shown in Figure 3. We executed a simulation using our defined
ecosystem for a period of 2000 years. It is difficult to describe all the results
for the entire period. So in Figure 3, we extracted 2 years from the 2000 years,
and now are providing a detailed analysis. Figures 3(b)-(f) show the population
changes and the number of migrate actors. As is evident from these figures, the
agents obtained three emergent behaviors and adapted to the environment.

Stay in area0. Figure 3(f) shows that some agents stayed in area0 throughout
the year. This means that a certain number of agents did not move to other
areas, but remained in area0. From the aspect of temperature, area0 is the most
suitable area. However, area0 had a food shortage problem. So, other behaviors
were observed.

Migration between area0 and area1. We focus on Figures 3(e) and (f) in
this subsection. We confirmed the agents moved to area1 from area0 by selecting
the “migrate north” action between year 1983 day 260 and year 1984 day 10.
Then, between year 1984 day 0 and year 1984 day 40, some agents selected
and executed a “migrate south” action and went back to area0. These agents
migrated between area0 and area1 for only 40-80 days. We can easily assume
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one reason for the agents to behave like this, a food shortage problem in area0.
Around year 1983 day 270, area0 held the biggest number of agents. This caused
a food shortage. The number of plants in area0 decreased to 9 (in this 2 year
period, the maximum number of plants in area0 was 93.). When area0 reached
this condition, the agents selected to go to area1. Stated another way, the action
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decision table of the agents evolved to selecting “migrate north” when the agent
could not find any plants. However, it was not necessarily the best behavior
from the aspect of temperature. The movement north around year 1983 day 260
- year 1984 day 10 meant that the agent left the most suitable area based on
temperature. area1 was a little colder at this time. Therefore, the agents soon
returned to area0.

Migration between area0 and area4. As in Figures 3(b) - (f), this migration
behavior can be confirmed. First, we talk about the northward migration. A small
number of the agents moved to area1 from area0 between year 1983 day 260
and year 1984 day 10. The number of agents in area1 increased and around year
1984 day 100 moved to area2. Moving to area3 from area2 was around year
1984 day 130, and moving to area4 from area3 was around year 1984 day 160.
The agents stayed in area4 for 60 days and then started back to area0. This was
around year 1984 day 220. As stated above, the agents established a migration
behavior between area0 and area4. The reason why the agents migrated over
the areas is attributed to the agents’ adaptation to both short-term change and
a food shortage.

We have other results that helped us determine when the migration began and
how many agents migrated. Before showing these results we will define the four
migration behaviors that our ecosystem can achieve: migration between area0
and area1, migration between area0 and area2, migration between area0 and
area3, and migration between area0 and area4. Figure 4 presents the results. It
shows the development of migratory agents for a 2000 year period. Each migra-
tory agent increased year by year. At the end of the experiment, all migration
behaviors became apparent. This phenomenon is quite similar to the Monarch
butterfly’s migration in the real world. We found from this result that short-term
change and food shortage are possible reasons for the emergence of the migration
behaviors of the Monarch butterfly.

4 Conclusion

We provided our definition of five areas, plants and agents, and the simulation
of the emergence of the Monarch butterfly’s migration behavior. We used real
temperature data from Central and North America as an environmental param-
eter. The results of the experiment showed that we succeeded in determining the
agent’s migration behavior. We found from the second results that the agents
established many kinds of migration behaviors. As future work we propose en-
hancing the agent’s functions. We want to determine the hibernation behavior
of the Monarch butterfly.
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Abstract. The interactions among agents in a multi-agent system for coordinat-
ing a distributed, problem solving task can be complex, as the distinct sub-
problems of the individual agents are interdependent. A distributed protocol 
provides the necessary framework for specifying these interactions. In a model 
of interactions where the agents’ social norms are expressed as the message 
passing behaviours associated with roles, the dependencies among agents can 
be specified as constraints. The constraints are associated with roles to be 
adopted by agents as dictated by the protocol. These constraints are commonly 
handled using a conventional constraint solving system that only allows two 
satisfactory states to be achieved – completely satisfied or failed. Agent interac-
tions then become brittle as the occurrence of an over-constrained state can 
cause the interaction between agents to break prematurely, even though the in-
teracting agents could, in principle, reach an agreement. Assuming that the 
agents are capable of relaxing their individual constraints to reach a common 
goal, the main issue addressed by this research work is how the agents could 
communicate and coordinate the constraint relaxation process. The interaction 
mechanism for this is obtained by reinterpreting a technique borrowed from the 
constraint satisfaction field (i.e. distributed partial Constraint Satisfaction Prob-
lem), deployed and computed at the protocol level. 

Keywords: Over-constrained agent interaction, brittle agent protocol, Distrib-
uted Partial CSP and agent protocol. 

1   Introduction 

In a collaborative problem solving task, multiple agents are involved in a joint deci-
sion, given that the sub-problems handled by each individual agents are interdepend-
ent and overlapping [1]. Each agent brings its own private constraints to bear on the 
decision, yet the agents must come to an agreement. The intra-agent constraints of 
each agent may be varied in terms of constraint density. Since agents are distributed 
in different locations or in different processes, each agent only knows the partial prob-
lem associated with those constraints in which it has variables. A global solution then 
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consists of a complete set of the overlapping partial solution of each agent. The solu-
tion is an instantiation of all variables that satisfy the intra-agent and inter-agent con-
straints. 

The means of communicating and coordinating the problem solving efforts given 
the distinct sub-problems of the agents can be provided through an interaction proto-
col, as abstractly described in figure 1. 

Agent A Agent B
Interaction 

protocol

Locally defined sub-
problem

Locally defined sub-
problem

 

Fig. 1. Conceptual model of agent interaction in distributed problem solving 

The interaction protocol provides roles that could be assumed by the interacting 
agents for reconciling their distinct sub-problems in finding mutually acceptable val-
ues for all variables of the problem to be jointly solved. The interactive states of the 
agents communicating through this protocol are dependent on the satisfiability of the 
constraints associated with the variables of the problem. The computation performed 
on an interaction protocol might involve the execution of the roles contained in the 
protocol across different machines or agents, therefore satisfaction of constraints by 
an agent associated with a particular role in an interaction protocol is done in igno-
rance of constraints imposed by other agents in the interaction. Hence, for a success-
ful termination of the interaction protocol in coordinating the agents to achieve the  
intended objective of finding an agreeable solution, we require all constraints associ-
ated with the agents’ roles to be solvable. For instance, the agents are in conflict if no 
compatibility is found between the corresponding variables values defined by the in-
teracting agents. This conflict may lead to a failure in the reconciliation process, pre-
venting the agents’ progressions in their respective prescribed roles of the interaction 
protocol for achieving a solvable state. This inconsistent local view of interacting 
agents, which causes interaction failure, can be perceived as an over-constrained 
problem.  

As such, interaction protocols are considered brittle, in a sense that the con-
straints imposed on the roles contained in the protocols must either succeed or fail, 
and if they fail the entire protocols may fail to achieve the objective of adequately 
resolving the interdependence among the agents’ sub-problems. Consequently, pro-
tocol failure can cause the interaction between agents to break prematurely, even 
though the interacting agents could in principle reach an agreement. Given that the 
agents are capable of relaxing their individual constraints to accommodate the con-
straints of others in order to reach a common goal, the study presented in this paper 
is concerned with how existing approaches used to address over-constrained prob-
lems in the constraint satisfaction field can be integrated and adapted within a dis-
tributed interaction protocol framework to have a more flexible means of constraint 
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handling during agent interactions. For this purpose, we focus on the distributed 
partial Constraint Satisfaction Problem (CSP) scheme [2, 3]. 

2   Over-Constrained Problems and Distributed Partial CSPs 

As described in [4], the use of constraint satisfaction techniques in multi-agent sys-
tems (MAS) is not new as they have been utilised either as a part of the agents’ prob-
lem solving apparatus or coordination formalisms as reported in [5, 6]. However, in 
these works, the focus is strictly on the conventional formalisms of constraint satisfac-
tion which require all constraints to be satisfied and do not address over-constrained 
problems. The few approaches that do attempt to integrate the currently available con-
straint satisfaction techniques for over-constrained problem with MAS include that of 
[7], which proposed a fuzzy constraint-based model for bilateral multi-issue negotia-
tions in MAS. Our approach, on the other hand, considers integrating distributed par-
tial CSP as part of the constraint handling feature of the distributed interaction proto-
col system. This is a novel way of providing a more flexible approach for handling 
constraints during the interactions of heterogeneous and autonomous agents partici-
pating in a distributed problem solving task.  

A CSP consists of a finite number of variables, each having a finite and discrete set 
of possible values, and a set of constraints over these variables. A solution to a CSP is 
an instantiation of all variables for which all the constraints are satisfied. Though 
powerful, the CSP schema presents some limitations. In particular, all constraints are 
considered mandatory and need to be fully satisfied. However, in many real-world 
problems, it is often the case that there exists no consistent instantiation of variables 
that satisfies all constraints. This leads to unsolved problems. These problems are said 
to be over-constrained: any complete assignment of variables violates some defined 
constraint of the CSP [8]. In practice however, it is sometimes the case that certain 
constraints can be violated occasionally, or weakened to some degree. As conven-
tional CSP techniques lack the mechanisms to accommodate such a notion of con-
straint handling, this gives rise to the establishment of a niche research area within the 
constraint satisfaction research field focusing on approaches to solve over-constrained 
problems, which include partial CSPs and distributed partial CSPs. 
 
A partial CSP can be formally described as a triple [2]: 

〈(P, U), (PS, ≤), (M, (Necs, Suff))〉, where 
 
 P is an original CSP, U is a set of ‘universes’, i.e., a set of potential values for 

each variable in P 
 (PS,≤) is a problem space, where PS is a set of CSPs (including P), and ≤ is a 

partial order over PS 
 M is a distance function over the problem space, and (Necs,Suff) are necessary 

and sufficient bounds on the distance between P and some solvable member of 
PS 

 
A solution to a partial CSP is a soluble problem P’ from the problem space and its 

solution, where the distance between P and P’ is less than Necs. Any solution will 
suffice if the distance between P and P’ is not more than Suff, and all search can 
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terminate when such a solution is found. An optimal solution to a partial CSP is a so-
lution in which the distance between P and P’ is minimal, and this minimal distance 
is called the optimal distance. The partial CSP scheme has been extended in [3, 9] for 
distributed environments and is known as distributed partial CSP.  
 
A distributed partial CSP consists of: 
 A set of agents (problem solvers), 1, 2,…, m 
 〈(Pi, Ui), (PSi, ≤), Mi〉 for each agent i 
 (G, (Necs, Suff)), where 

 
For each agent i, Pi is an original CSP (a part of an original distributed CSP), and Ui 

is a set of universes, i.e. a set of potential values for each variable in Pi. Furthermore, 
(PSi, ≤) is called a problem space, where PSi is a set of (relaxed) CSPs including Pi, 
and ≤ is a partial order over PSi. Also, Mi is a locally-defined distance function over 
the problem space. G is a global distance function over distributed problem spaces, and 
(Necs, Suff) are necessary and sufficient bounds on the global distance between an 
original distributed CSP (a set of Pis of all agents) and some solvable distributed CSP 
(a set of solvable CSPs of all agents, each of which comes from PSi).  

A solution to a distributed partial CSP is a solvable distributed CSP and its solu-
tion, where the global distance between an original distributed CSP and the solvable 
distributed CSP is less than Necs. Any solution to a distributed partial CSP will suf-
fice if the global distance between an original distributed CSP and the solvable dis-
tributed CSP is not more than Suff, and all search can terminate when such a solution 
is found. 

3   Constraint Relaxation Approach 

As described in [10], the coordination of a conflict resolution task among autonomous 
and heterogeneous agents requires the specification of the following two components. 
First, a protocol, or rules of interaction that coordinate the agents at an asocial level 
(i.e. synchronicity of messages) and social level (i.e. protocols that force the selection 
of a solution that satisfies some criteria). Second, the agent’s strategy set, which can 
be specified as the preferred choices of the individual in how to i) generate solutions 
to the local/global problem and ii) how to evaluate proposals submitted by the other 
interacting agents in resolving the conflicts. 

Within our proposed constraint relaxation approach, the protocol is derived from 
the interpretation of the distributed partial CSP scheme, which encapsulates both the 
asocial and social levels. It provides the interacting agents with the mechanism for 
constraint relaxation at both the intra-agent and inter-agent stages. At the intra-agent 
stage, it specifies the computational behaviour that can be assumed by the agents in 
determining the current state of the constraint relaxation process. At the inter-agent 
stage, the synchronisation of message-passing behaviour among agents is established. 
The design and working aspects of the approach are described in detail in the remain-
der of this section. The agent’s strategy set is regarded as a ‘black box’, defined pri-
vately by each individual agent’s designer, and is beyond the scope of this research. 
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Given a set of agents X={1,…,n}, currently participating in the interaction to 
solve a distributed, problem solving task, then; 

 
 For each agent i∈X, Pi is a solvable sub-problem defined by the agent concerning 

its part of the problem at the pre-interaction stage. 
 As the problem is progressively solved by X, a set of variables, V of the problem 

is incrementally instantiated with mutually agreed set of solution values, as each 
agent i∈X propagates its Pi that is part of the problem concerning V via an inter-
action protocol, The problem is said to be over-constrained if it consists of a set 
of variables, V, of which: 

 
o VS ⊆ V, is a subset of variables that is fully solvable, in which all i∈X 

agreed on the value assignments to VS. That is, given i∈X, the value as-
signments to VS is derivable from Pi. It is also possible for VS to be empty, 
which means the agents cannot agree on the value assignments for any of 
the variables. In our work, this set of variables is specified in the necessary 
bound, Necs. 

o VF ⊆ V, is a set of variables that is partially solvable, in which given j ∈ X, 
the value assignments to VF is derivable from Pj, where agent j has already 
completed its part as prescribed in the interaction protocol concerning the 
solving of VF. However, there is agent k ∈ X that cannot complete its part 
in the interaction protocol to solve VF, as its constraints as specified in Pk 
concerning VF cannot be satisfied. In our work, this set of variables is 
specified in the sufficient bound, Suff.  

 
 For each agent i ∈ X involved in the constraint relaxation process, problem 

spaces, PSi are made up of a number of possible weakened sub-problems, gener-
ated and provided by the agents during a particular constraint relaxation cycle, in 
which agents relax their original sub-problems (i.e. Pi) by applying constraint re-
laxation strategies privately held by the agents. 

 For each agent i ∈ X, a solution subset distance metric, adapted from [3], is ap-
plied to compute the distance between each relaxed sub-problem, P’i, selected 
from the problem space, PSi, of agent i (i.e. P’i ∈ PSi), with its original, Pi, de-
fined at the pre-interaction stage. Using this metric we identify Ni, the set of solu-
tions not shared between the two problems, Pi and P’i. Ni is derived by computing 
the union of the following two components; 1) a set of additional solutions intro-
duced due to the selection of P’i, and 2) a set of existing solutions of the original 
problem Pi, that is eliminated due to the selection of P’i. The number of solutions 
identified by this union is computed as di = |Ni|, where di is the cardinality of Ni.  

 
 The relaxation process involves agents k, j ∈ X assuming their roles in relaxing 

their Pk and Pj respectively for attaining a solvable state. A solvable state of the 
problem is said to be achieved if any of the following is satisfied: 

 
o Agent k fully relaxes its original local sub-problem Pk, and produces a re-

laxed sub-problem, P’k, which satisfies the necessary bound, 
sols(P’k)⊇sols(Necs). There exists at least a solution, Nk, from the set of 
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solutions derivable from P’k, Nk∈sols(P’k), which is consistent with the ex-
isting solutions derivable from the original local sub-problem of agent j, 
sols(Pj). That is, Nk ∩ sols(Pj). Attainment of this state indicates the satis-
faction of sufficient bound, Suff. Alternatively, a similar result is achieved 
by agent j performing a constraint relaxation that meets the described re-
quirements. 

o Both agents k, j ∈ X partially relax their original sub-problems Pk and Pj 
respectively, and produce the respective relaxed sub-problems P’k, and P’j. 
Both relaxed sub-problems satisfy the necessary bound, 
sols(P’k)⊇sols(Necs) and sols(P’j)⊇sols(Necs), and their combined con-
straint relaxations introduce new solutions Nk and Nj, where Nk ∩ Nj. At-
tainment of this state indicates the satisfaction of sufficient bound, Suff.  

o If no combination of relaxed sub-problems, P’k and P’j, that produces a 
solvable state is found after an exhaustive search has been performed on the 
problem spaces, PSk and PSj, of the agents k, j∈X respectively, then the 
constraint relaxation process involving the agents k and j is terminated. This 
indicates that the agents cannot reach an agreement in reconciling their dif-
ferences. 

 

 Obtaining a solvable state with the least number of constraint relaxations per-
formed over agents k, j∈X requires a search for the combinations of P’k,j ∈ PSk,j 
which results in a solvable state to be achieved with a minimal ∑(dk,j). Given that 
the search produces a number of equally ranked possible solutions, the solution 
with the minimal max(dk,j) is selected.  

4   Encoding of Constraint Relaxation Approach as Agent 
Interaction Protocol 

A number of existing approaches for agent interaction protocols include [11, 12], 
however as described in [13, 14], Lightweight Coordination Calculus (LCC) is con-
sidered more developed since it is readily available in an executable form and can be 
directly utilized for the work presented in this paper. This does not necessary mean 
that our work is solely dependent on LCC. It is portable to any agent interaction pro-
tocol platform that has the same features as LCC. 

LCC borrows the notion of role from agent systems that enforce social norms 
(i.e. Electronic Institutions [15]), but reinterprets this in a formalism based on process 
calculus. As LCC is a role-based language, it is necessary for our developed con-
straint relaxation approach described in detail in the previous section to be defined 
within the context of roles. As discussed in [16], there generally exist two distinct 
roles in any agent interaction protocol: that of initiator and that of responder. Both 
agents know when their portion of conversation is over because they had this notion 
of whether they initiated or responded to the conversation. For a smooth ongoing in-
teraction between the agents participating in the constraint relaxation task, they are 
required to assume the designated roles as specified in the protocol. Each role in the 
interaction is modeled to encapsulate a set of conversation rules and behaviors 
applicable to the agents assuming the role. A role defines on how an agent in a given 
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state receives a message of specified type, performs local actions, sends out messages, 
and switches to another state. The descriptions on the intra-agent and inter-agent in-
teractions between the agents’ major roles are given in figure 2. 

The agent faced with an over-constrained problem needs to assume the role of ini-
tiator to begin the constraint relaxation process. Contained within this initial role are 
three major roles namely relaxation_initiation, relaxation_progression and relaxa-
tion_completion that reflects the stages involved in the overall constraint relaxation 
process. These major roles are incrementally expanded in a sequential order as illus-
trated by the direction of the intra-agent arrows highlighted in figure 2. In the relaxa-
tion_initiation and relaxation_progression agent roles, we define the following two 
kinds of capabilities – message passing behaviours and constraint relaxation computa-
tions. For the message-passing behaviours, we allow inter-agent interactions concern-
ing the sending and receiving of constraint relaxation related messages between the 
agents to be established, maintained and coordinated. This part is depicted as dashed 
arrows in figure 2. The constraint relaxation computations ensure that local actions 
like performing a solution subset distance given a relaxed and original sub-problems, 
searching for a solvable relaxed sub-problem with a minimal distance or revising the 
sufficient bound after the completion of a constraint relaxation cycle, are made 
available and accessible to the relevant agents. This allows the involved agents to ef-
fectively participate in the constraint relaxation process. Eventually, the relaxa-
tion_completion role, marks the end of the constraint relaxation task. It allows smooth 
termination of the protocol that guarantees a revised set of constrained variables is 
properly returned if a solvable relaxed state is achieved or a null value is returned if 
there exists none. 

relaxation 
initiation

relaxation 
progression

relaxation 
completion

relaxation
computation

initiator

responder

initial rolesother roles

intra-agent 
role 
interaction

inter-agent 
role 
interaction

KEYS:

 

Fig. 2. Interaction between agent roles 
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An agent needs to assume the role of a responder to become the recipient of a re-
quest message to relax its part of the over-constrained problem. Upon receipt of the 
message, contained within the necessary and sufficient bounds, the responder as-
sumes the relaxation_computation role. Within this role, the necessary computational 
process of finding a solvable relaxed sub-problem with a minimal distance given the 
original problem is performed. The inter-agent interactions between this role and the 
other roles of the initiator are illustrated as dashed arrows in figure 2. 

5   Implementation and Evaluation 

An important contribution of this work is not only developing the ideas of integrating 
distributed partial CSP with LCC, but also providing a practical and executable solu-
tion. In order to achieve this, our approach, which consists of inference procedures for 
performing constraint relaxation computations, needs to be implemented in a high 
level declarative language. In the LCC framework, the protocol language and the ex-
pansion engine are written in SICStus Prolog [17] and the message passing system is 
implemented in Linda [18]. Therefore, we choose to implement our approach in 
SICStus Prolog to take advantage of the existing code for the LCC basic framework 
and expansion engine, and ensure smooth interfacing with these components. In addi-
tion, a finite-domain constraint solver available in SICStus Prolog (i.e. clp(FD)) is 
used to accommodate the computations on the solution subset distance, necessary and 
sufficient bounds for the set of problems contained in the agents’ problem spaces. 

As the execution of the constraint relaxation protocol can be divided into a se-
quence of cycles, the time-based measurement is performed by analyzing the number 
of cycles taken by the agents to complete their respective parts in the protocol. A cy-
cle is defined as one unit of protocol progress in which all agents, in their respective 
roles as specified in the constraint relaxation protocol, enacted the following three  
behaviors: 

 

i. Agents receive messages sent to them from the neighboring agents to whom 
the constraints on the over-constrained problem are shared; 

ii. Agents generate the necessary problem space contained within a set of relaxed 
sub-problem(s) and perform the necessary computation for finding a relaxed 
sub-problem with a minimal solution subset distance; 

iii. Agents send messages to the corresponding neighboring agents together with 
the solvable values the meet the distance specification, if there exist one. 

 

For the experimental test bed, a set of over-constrained Multi-Agent Agreement 
Problems (MAPs) [19] with different levels of hardness are generated to be tested 
against the protocol. The results have shown that a harder problem generally requires 
a higher number of cycles for reaching a completion state. 

6   Conclusion 

The work reported in this paper has shown that our primary goal is fulfilled; to ad-
dress the brittleness of protocol-led agent interaction for solving distributed problems. 
As the distinct sub-problems of the individual agents are interdependent, the existence 
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of an over-constrained state becomes the source of this brittleness. We have shown 
how a constraint relaxation approach can be adopted, by realizing the distributed par-
tial CSP as an interaction protocol using the LCC. This allows heterogeneous agents, 
assumed to have the cognitive capability of relaxing their individual constraints, to 
take part in the interaction and coordination of distributed constraint relaxation proc-
ess for obtaining a solvable state, if there exists one. 

In addition, the research reported in the paper has bridged the gap between estab-
lished works from two separate research disciplines; the constraint satisfaction and 
distributed protocol for multi-agent systems. It has shown on how we could utilized 
the available technique in one research field to solve the problem of another. It bene-
fits both disciplines in the following two general aspects. 
 

i. For the constraint satisfaction research field, it makes the available techniques 
to address over-constrained problem relevant for the peer-to-peer agent  
environment. 

ii. For the multi-agent system research field, particularly the distributed agent pro-
tocol, it addresses the brittleness problem commonly faced by problem solving 
agents during their interactions for finding a solution. 

 

Though this work is far from complete, it will pave a way for the integration of 
other available constraint satisfaction techniques based on fuzzy or probabilistic with 
the interaction protocol framework of MAS (e.g. LCC) to allow agents to have flexi-
ble interactions in solving distributed, constrained problem. 
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Abstract. Electronic presentations are used in numerous scenarios,
such as lectures and meetings. In recent years, the widespread use of
electronic presentations means that presentation slide data is increasing
as one of industry’s most important information resources. Therefore,
it is necessary to develop a practical usage method for the reutilisation
of the data on slides. An approach to achieve this is to focus on
visual structure information within a slide, because visual structure
information is one of the most valuable, easy to understand methods for
humans. However, since visual structure information is not explicitly
defined in the slide data itself, computers have difficulty comprehending
structure information directly. In this paper, we propose a method of
extracting structure information from slide information. The proposed
method is composed of two steps: organising objects within the slide
as units, such as title, body text, figure and table, and structuring the
units as a hierarchy tree based on a top-down approach.

Keywords: Information Extraction, Presentation Slide, Visual Layout,
Web Data.

1 Introduction

The widespread use of electronic presentations is increasing the number of slides
that businesses accumulate. Since used slides are often stored and reused as
e-Learning or Web content, the data stored on slides is rapidly becoming one
of industry’s most important information resources. Therefore, it is necessary
to develop a practical usage method for the reutilisation of the data stored on
slides. One approach to preparing a slide data reutilisation system is to use visual
structure information within a slide. Most systems currently handling slide data
convert the slide data into simplified text data, and then users access the data by
using a linear sequence of words. Although a slide’s visual structure information,
such as visual form and layout, is valuable to easily understanding the context of
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the data, current slide data reutilisation systems always ignore such information.
If a system could handle the text data with its structural information, then
the system would be able to facilitate the intelligent processing of slide data.
Structure information representing the relationships among the data entities is
not explicitly defined in the slide however. Therefore, it is not easy to manually
add the definition to all existing slide data. Thus, we need to develop technology
to automatically extract structure information from the slide data.

Several methods for extracting structure information from documents have
been proposed[8][7][1]. Rosenfeld et al.[6] and Zhai et al.[9] suggested a structure
extraction method for PDF and Web documents using probabilistic approaches,
such as the machine-learning and tree-graph-matching algorithms, respectively.
These approaches need to prepare a large amount of annotated data, and the
models made from the data are dependent on the data. Although it is useful
to adapt target data containing a few types of information structure, it is dif-
ficult to adapt target data containing various types of information structure,
such as on slides. Nanno et al.[5] proposed a method of extracting structure
information from Web pages using the repetition of elements within the Web
page. However, the method is inapplicable for slide structure extraction because
slide data does not include an explicit regular element, such as an HTML tag.
Ishihara et al.[3] proposed an extraction method based on close distances among
the objects within a slide to analyze structure information focusing on diagrams
within a slide. Because the objects within the slide can be created freely and then
manually allocated on each slide, slides sometimes include objects in incorrectly
overlapped positions. Thus, Ishihara et al.’s method cannot analyze the struc-
ture information appropriately. Although the previous methods can effectively
extract structure information from a document with formal formatting, they
cannot extract structure information from the information on a slide that has a
varied layout structure and incorrectly placed objects. In this paper, we propose
a method of extracting structure information from the information on slides.
The proposed method is composed of two steps: organising primitive objects
within the slide as units, such as title, body text, figure and table, and struc-
turing the units as a hierarchy tree based on a top-down approach. Knowledge
of slide structure is useful in various applications. For example, the knowledge
of structure represents the visual structure that the current slide readers cannot
utilise, so that it allows blind users to understand presentation documents more
easily. In addition, a system that presents slides on hand-held devices with small
display screens can use the structure for segmentation and assign a human-like
layout to the segmented slide information.

2 Definition and Problems for Structure Extraction

2.1 Slide Information and Its Structure

Slide information is composed of one or more primitive objects, such as texts,
pictures, lines and basic diagrams. Each object is recognised as a functional
attribute, such as title, body text, figure, table and decoration. For example, as
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Fig. 1. An example of slide information and its structure. (Object(s) boxed by a dashed
line represent a unit able to function as an attribute.)

shown in Fig. 1, (A), (C) and (F) are primitive text-type objects and have the
functional attributes of title, body text and figure, respectively. In such a case,
(F) is recognised with (E) as a unit of figure attribute. Thus, even if the objects
are similar in type, as in the example, they may function either as different
attributes or as a group of two or more objects, but not as a single object.

The structure of information within a slide can be represented as a hierarchy
tree of the units in which the object(s) can function as an attribute: a set of
similar units. To detect the relationships between the units, cues such as the
slide’s visual form and layout can be used. For example, as shown in Fig. 1,
object (A) with a title attribute can be assigned to the root node. Objects ((B)
and (C)), related by indent, and objects ((C) and (D)), itemised in same level,
can be assigned to the parent-child nodes and sibling nodes, respectively. In
addition, a text box can be represented by a partial tree composing the objects
within the box. Thus, the visual cues within a slide provide the relationships
between the units to detect the tree structure.

2.2 Extracting Structure Information from Slide Information

As described in the previous section, structure information within a slide is built
on primitive objects by the following steps: (1) Organising primitive objects
within a slide into units that can function as an attribute and (2) structuring
the units as a hierarchy tree.

In step 1, to detect the units that are able to have an attribute, the close distance
and the overlap between the objects can be used as described in [3]. However, since
the objects are freely created and then manually allocated on the slide, incorrect
object placement is inevitable and thus may fail to lead to the detection of the
separations between the units. To detect the separations between the units, not
only the distance relationships but also the functional relationships between the
objects can be used. For example, if text- and diagram-type objects overlap, the
text-type object can be properly identified as a body-text attribute using a bullet
point list. Therefore, inappropriate organisation of the slide can be eliminated.
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In step 2, the structuring of the visual layout is often used as an approach
based on the regularity of the unit relationships as well as the matching of tem-
plate layouts. Since it is difficult to prepare a large collection of layout templates
as in the latter approach, we will apply the former approach to structure the
units. Although it is useful to use the visual cues, such as indents and bullet
point lists, to detect the regularity of the relationship of the units, it is inappro-
priate to use them alone. For instance, if a figure object is allocated in a large
area of the slide, the regularity with the visual layout might be disturbed. To
compensate the regular disturbance, the system can also use attribute informa-
tion with the units. Even if the figure object disturbs the layout regularity, we
can maintain layout regularity using the regularity of units of the object.

3 Proposed Method

We propose a method of extracting structure information from the information
within a slide. The method consists of the following stages. First, organising
primitive objects within a slide into units using function relationships among
the objects. Second, structuring the units based on a top-down approach.

3.1 Organising Information in a Slide into Units Using Functional
Relationships

To identify an uncertain attribute within an object, we assumed that the at-
tribute could be determined by the functional relationships between that object
and the other objects on the slide with more certain attributes. Therefore, this
proposed method assigns the likely attribute within each object, and then de-
termines the attribute of the object in order of the object with the most obvious
attribute, which also affects the determination of the attribute(s) of the func-
tionally related object(s). The organisation can be achieved with the following
procedures.

1) Assigning the likelihood of each attribute within each object: The
score of each attribute within each object is assigned using a score sheet, as
shown in Table 1. The score sheet is made based on the type, position and
size of an object with the distinction of each attribute. The points within the
sheet are scored according to the following rules: an object with the properties
that indicate the likelihood of each attribute is given points for each attribute.
If the type of the object influences the scoring for each attribute to a greater
degree than the object’s position and size, an object functionally related as the
likelihood of each attribute is given points for each attribute.

The score is calculated by the number of items that are matched with the
object. For example, as shown in Fig. 2, object (a) has attribute scores of title,
body text, figure and table as 5, 2, 0 and 0, respectively. In addition to the
assignment, the functional relationship of each attribute within each object is
listed if the scoring of each attribute is used as a relation to the other object(s),
such as the items underlined in the score sheet.
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Table 1. Score sheet of attribute based on the likelihood of the attributes

Items for title attribute Items for body-text attribute
With font size > Threshold(fontsize1) +1 With bullet symbol +1
With position from the top Existing text-type object(s) with simi-

> Threshold(y axis position) +1 lar format and at the same left-position. +1
With the nearest top-position Existing the other text type object
in the slide +1 on the position of upper left/lower
With the largest font size in the slide +1 right of it +1
With number of characters With font size > Threshold(fontsize2) +1

> Threshold(number of characters) +1 With number of characters
> Threshold(number of characters) +1

Items for figure attribute Items for table attribute
Graph/Picture object 5 With number of data more than half
Complete overlapping G/P Obj 4 of cells within table 5
Partially overlapping G/P Obj 4 With number of data less than half of
Overlapping G/P Obj indirectly 3 cells within table 4
Text-type object at top/down position Complete overlapping cell area within
among a group overlapped G/P Obj table 4
directly/indirectly -1 Partially overlapping cell area within
Diagram object with no text 4 table 3
With number of characters Overlapping cell area within table

< Threshold(number of characters) +1 indirectly 3

Threshold(fontsize1), Threshold(fontsize2), Threshold(Yaxisposition) and
Threshold(number of characters) are represented parameters of font size, font size,
distance from the top-position and number of characters, respectively, G/P Obj and
underlined items indicate graph/picture object and the scoring using relationships
among other object(s), respectively.

text-type object [5, 2, 0, 0]

text-type object [3, 5, 0, 0]

text-type object [3, 4, 0, 0]

text-type object [2, 3, 3, 0]

text-type object [2, 4, 0, 0]

text-type object [2, 4, 0, 0]

picture-type object [0, 0, 5, 0]

text-type object [2, 2, 3, 0]

(a)

(h)

(g)

(f)

(e)

(d)

(c)

(b)

Fig. 2. An example of a slide including attributes scores (The numbers within square
brackets indicate the attribute scores of title, body text, figure and table.)

(2) Identifying the attributes of the objects: By detecting an object with
a maximum likelihood of an attribute, the attribute of the object is determined
and then the other object(s) functionally related to this other object is affected.
The process consists of the following three steps: 2.1, 2.2 and 2.3.
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– (2.1) Detecting an object with maximum likelihood of an attribute
among the objects with non-determined attributes: First, each ob-
ject with a non-determined attribute is set as a candidate attribute (attri can
didate), which is one with the largest scores among the four attributes.
The likelihood of the candidate attribute contains not only the likelihood
degree of the candidate attribute but also the unlikelihood degree of the
other attributes. Thus, the likelihood of the candidate attribute is defined
and its value (Li Attri) is given by equations (1) and (2). Here, attri,
Attri V al(attri) and MaxScore(attri) indicate an attribute, its scores as-
signed in step 1 and the max score for each attribute1, respectively.

Ev(attri) =
{
Attri V al(attri) ( if attri candidate == attri)
MaxScore(attri) − Attri V al(attri) ( otherwise ) (1)

Li Attri = Ev(‘title′) ∗ Ev(‘body−text′) ∗ Ev(‘figure′) ∗ Ev(‘table′). (2)

For example, as shown in Fig. 2, the likelihood attribute values of objects
(b) and (g) are set by 375 and 300, respectively, so that (b) is more likely to
be identified with the body-text attribute than (g). Finally, an object with
the largest attribute value is detected and determined with the candidate
attribute.

– (2.2) Changing each attribute score with each object(s) related to
the object, which is determined in step 2.1: The rules are as follows:

• If the object is identified as a title attribute, each object, including the
relationship lists but excluding title, is set by each attribute score, which
is then subtracted by 1. Also, the title attributes of all objects are set
by 0.
• If the object is identified as an attribute, excluding title, each object

included in the relationships lists of the attribute is set by the attribute
score, which is subtracted by 1.

– (2.3) Repeating steps 2.1 and 2.2 until the attributes of all objects
are determined: An object with a more certain attribute is preferentially
assigned the attribute and can affect the determination of an attribute within
the functionally related object(s).

(3) Organising the objects into units using close distance and object
overlap: After determining the attributes of all objects within the slide, the
objects with figure attributes are organised based on the objects’ figure relation-
ships list.

(4) Assigning a decoration attribute: After the units with an attribute are
detected, a diagram-type object including unit(s) with a body-text attribute and
a non-organised arrow-shape type object are reassigned as decoration attributes.

1 In the score sheet of Table 1, the max score for each attribute is 5.
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3.2 Structuring the Units Based on a Top-Down Approach

By detecting regularity in a slide’s visual structure, the system builds the units
as a tree structure. The structuring is based on a top-down regional dividing
approach; step by step, the block region including the units is divided into more
blocks so that every additional dividing step creates a hierarchical structure by
defining parent-child relationships between the units.

The procedures of the structuring are as follows:

(1) Setting initial state: The initial block and a root node are set based on
the unit with the title attribute. If a unit with a title attribute is included, the
unit is assigned to the root node and the initial block is created to contain the
region, including the units below the unit with the title attribute. Otherwise,
the root node is created as a blank, and the block is created by the region that
includes all the units.

(2) Dividing block(s) vertically: If block(s) have vertical blank space(s), then
these block(s) are divided into more blocks according to each space. Otherwise,
this step is skipped.

(3) Dividing block(s) horizontally: The step consists of four stages:
In the first stage, large horizontal blank space(s) are sought from block(s). If
horizontal blank space(s) larger than the threshold is found in the block(s), then
each block is divided into more blocks according to the space. Then, the system
proceeds to step 4.

In the second stage, the units’ attribute sequences in the block(s) are checked.
If one of the sequences in each block is matched with the following heuristic
rules, which are based on the attribute relationship between a body text and a
figure/table, the block is divided into two blocks according to the matched rule.
Then, the system goes to step 4.

(i) If ‘an attribute within TopObj’ == ‘body-text’ and an object with a figure
attribute to the left from TopObj is included, then the block is divided into
two blocks by the top position of the object with a figure attribute. Only
a bullet point list with the TopObj is not included in the object with the
figure attribute.

(ii) If ‘an attribute within TopObj’ == ‘figure/table’, then the block is divided
into two blocks by the bottom position of the object at the top of the block.

where TopObj presents an object at the top of the block.
In the third stage, the unit at the top position of each block is checked. If

the unit is identified as a body-text attribute and is included in a bullet point
list, then the block is divided into more blocks by the top position of each of the
bullet points and then goes to step 4.

In the final stage, the unit at the top position of each block is checked. If the
unit is identified as a body-text attribute, then the block is divided into the unit
and other units within the block.
(4) Repeating steps 2 and 3 until every block includes one unit.
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4 Experimental Evaluation

4.1 Method and Preparation

The experiment we conducted mainly focused on two points: (1) whether it was
effective for the organising process to apply functional relationships among prim-
itive objects within a slide, and (2) whether it was appropriate for the structur-
ing process to apply a top-down approach, which provides attribute information
within the units. At present, no structuring methods of slide information and
standardised data sets are available for evaluation. Therefore, to evaluate this
proposed method, it is necessary to prepare a comparable method.

To compare the proposed method, we used two methods as follows. The first
method is set as a standard method that is organised by the objects based only
on information derived from the objects’ distance relationships. For example, an
object with a figure/table type and object(s) overlapping or closely allocated
with the object are organised into a unit with a figure/table attribute. The
second method is set as a proposal method without the functional relationship
(‘Func rel‘). For instance, an attribute within each object is assigned as an
attribute with the highest score in step 2.1 of the organisation, and steps 2.2
and 2.3 are cancelled. In addition, we examined the accuracy of the structuring
process using each unit data, which was produced in the organising process.
To compare these two methods, we used recall, precision and F-measure. These
performance measures are calculated with the following formulas.

Recall =
number of detected units matched with correct

total number of correct
(3)

Precision =
number of detected units matched with correct

total number of detected units
(4)

F −measure =
2 ∗Recall ∗ Precision
Recall + Precision

(5)

We created a slide data set for the evaluation. The data set included 30 slides
randomly selected from a research paper database[4], which included papers
and more than 10,000 slides from the Internet. The average number of pages
in slides was 16.4. The structure data of these slides was created manually by
manipulating a specially developed system interface. We implemented a system
that could automatically generate the structure of information in a slide from
the slide file. The system was developed in Microsoft Visual Studio C#, which
accepts its input data from a Microsoft PowerPoint (PPT) file and outputs an
XML file containing structure information.

4.2 Results and Discussion

The results of the organising and structuring processes are summarised in Tables
2 and 3, respectively. Table 2 shows that the proposed method can organise slide
information into units with an attribute better than other methods. In particular,
this method can also detect a unit as a figure attribute. The organisation of
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Table 2. Accuracy for each attribute results in the organising process

Attribute Title Body text Figure Table Decoration
(Number of its unit) (602) (2267) (430) (12) (393)

Proposed Method Recall 0.98 0.98 0.90 1.00 0.90
Precision 1.00 0.91 0.83 1.00 0.62

F-measure 0.99 0.94 0.86 1.00 0.73
Proposed Method Recall 0.97 0.94 0.87 1.00 0.86

without using Precision 0.98 0.92 0.80 1.00 0.63
Func Rel F-measure 0.98 0.93 0.84 1.00 0.73

Standard Method Recall 0.93 0.84 0.57 1.00 0.86
Precision 0.98 0.90 0.59 1.00 0.63

F-measure 0.95 0.87 0.58 1.00 0.73

Table 3. Ratio in pages for each correct ratio of results in the structuring process

Ratio of correct link number within a page 1.00 0.99-0.80 0.79-0.60 0.59-0.00 N/A
Proposed Method 0.75 0.05 0.07 0.10 0.04
Proposed Method without using Func Rel 0.62 0.06 0.08 0.20 0.04
Standard Method 0.60 0.04 0.05 0.28 0.04

units with a figure attribute is susceptible to the effect of the distance between
the objects. Thus, the proposed method providing the functional relationship
can eliminate the incorrect placement of slide objects. Table 3 shows that the
proposed method is able to identify an attribute more correctly and also that
the proposed method can structure the information within a slide better than
any other methods. The proposed method used attribute information within
units in the structuring process to compensate for the regularity of the visual
layout. If units and their attributes were identified more correctly, the proposed
method would be able to function more effectively. Thus, attribute information
with the units is important for extracting slide structure information; therefore,
our approach is useful for extracting information.

We also checked the errors caused by the proposed method in the experiment.
One of the problems is that the relationships between the slide’s objects are
defined by text content, not by the slide’s visual layout. This makes it necessary,
therefore, to apply a text analysis technique to detect the relationships among
the objects.

5 Conclusion and Future Work

In this paper, we proposed a technique, involving organizing and structuring
processes, to extract structure information from the information within a slide.
The organising process used functional relationships between the objects, and
not only the information derived from the close distances between the objects,
to eliminate potentially inappropriate organising. In the structuring process,
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attribute information within the units, as well as the visual cues on the slide,
was used to detect how the regularity of the layout structure could be improved.

Although our current system still needs some modifications, our experimen-
tal result shows that the proposed method can extract structure information
from slide information. In our future work, we are planning to develop slide
applications using the structure data extracted by this technique and the slide
information processing technique[2] that we have developed.
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Abstract. A lexical dictionary consisting of opinionwords and their polar
orientations plays a crucial contribution to opinion mining tasks (e.g., sen-
timent classification). Previous works on automatic construction of such
dictionary have a problem of generating errors (i.e., incorrect identifica-
tion of polar orientations of words in dictionary). To address the problem,
this paper proposes an Error Minimization Algorithm for reducing errors
caused by automatic compiling process to construct a reasonable opinion
word dictionary. The proposed algorithm combines global and local re-
sources for extracting and refining the dictionary with minimum errors.
Empirical results show that our proposed approach is effective for enhanc-
ing the performance of the sentiment classification task.

1 Introduction

Over the past few years, opinion mining has been receiving increasing research
attentions not only because of itself being a new topic but also due to the effects
it would bring on real world business. Web services today provide users an easy
and accessible way to express their opinion about almost everything. Since the
number of user-generated documents is increasing, opinion mining has practical
meaning to exploit such kinds of valuable information.

In the fields of opinion mining, one of the most early and challenging tasks
addressed so far includes sentiment classification. Dealing with this task, many
researches preferred lexicon-based approaches to identify the polar orientation
(positive|negative) expressed in a given text [1,2,3,5,6,8,12]. In these approaches,
a dictionary consisting of opinion words is crucial.

To date, there have been remarkable efforts to compile a list of opinion words
as the initial step for sentiment classification. Early studies [4,12,14] tried to find
opinion words based on constraints or associations of patterns in large corpora
(typically the Web). However, these approaches sometimes skip opinion words
that do not occur frequently in the corpus. Most recent works [2,5,7,8] mined an
available thesaurus (usually the WordNet) to acquire opinion words with their
polar orientations. Starting with a small amount of annotated seed words, these
approaches look for synonyms and/or antonyms of seeds, identify their polar
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Table 1. Examples of errors generation

fantastic(positive) → unreal → fake(positive)

violence(negative) → upheaval → excitement → joy(negative)

orientation according to the orientation of associated seed word, add new found
words to the seed list, and iterate this bootstrapping process until convergence.

While analyzing the latter approaches, we found the bootstrapping process
may generate errors of which the polar orientation of a word is incorrectly
identified. Let’s consider the aforementioned process when we grow a word list
starting from two seeds “violence” (negative orientation) and “fantastic” (pos-
itive orientation). After several iterations, errors may be generated, as shown
on Table 1. When opinion words are iteratively extracted, number of errors
are increased and may consequently harm the performance of final sentiment
classification.

The shortcoming of previous studies suggests us to combine local and global
resources (here are the WordNet and the Web respectively) for constructing an
opinion word dictionary (OWD). Our proposed method consists of the following
two separate stages: extracting opinion words and refining their polar orientation.
At the extracting stage, we mine the WordNet’s synsets (sets of synonyms)
to initially expand a list of words by using rather similar method to [5,8]. At
the refining stage, we use an Error Minimization Algorithm to reduce errors
generated from the extracting stage. This algorithm corresponds to our intuition
to refine a reasonable OWD which can be a contributive source for sentiment
classification task afterwards.

The rest of this paper is organized as follows. Some related works and the pro-
posed method are presented in section 2 and 3 respectively. In section 4, the ex-
periments for verifying the proposed approach are described in details. Section 5
discusses about empirical results with our justified hypothesis. Section 6 sum-
marizes the paper and suggests several potential works in the future.

2 Related Work

So far, there have been three different ways to construct OWD. The easiest way
is to select opinion words and decide their polar orientation manually. Intuitively,
this approach requires much time, effort and experience of the annotators. Due to
this reason, manual approach is no longer used as a preferred option for building
OWD.

The second way, namely corpus-based approach, is to use syntactic or co-
occurrence information of patterns in large corpora to mine opinion words. Based
on the assumption that conjoined adjectives often have the same orientation, [4]
used constraints on semantic orientation to classify adjective into positive or
negative. The idea of using connectives or constraints in constructing OWD is
recently utilized in [2,6,13]. Coming up with this approach, [12] might be a
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conceptually simplest work for mining orientation of consecutive phrases on the
Web corpora; it employed pointwise mutual information to estimate the semantic
orientation for every extracted phrase co-occurred with two polar seed words,
“excellent” and “poor”. The coverage is the cost of corpus-based approaches since
they can hardly be applied to infrequent words that can be possible indicators
of sentiment. Opinion words that rarely occur in the corpus can be skipped
or miss-classified when frequency information is used to decide their semantic
orientation.

The third way called dictionary-based approach often starts with a small
set of seed words and expands it by iteratively searching for synonyms and/or
antonyms in the thesaurus. Based on the relationships with corresponding seed
words, new words are identified and added to the seed set after each iteration.
This bootstrapping process ends when either the expanded set is big enough or
there is no more new words to be added. Most of the dictionary-based works
[2,5,7,8] used the WordNet as the thesaurus resource. As we mentioned earlier,
the main shortcoming of these approaches is the errors caused in the iterative
process. A manual inspection can be applied afterwards to filter out errors, but
this requires much human effort.

3 Proposed Method

Our approach for constructing OWD consists of two stages. In the first stage,
we extract opinion words from a local thesaurus (WordNet) to build an initial
dictionary. In the second stage, we utilize both semantic information from Word-
Net and statistical information from global corpora (Web) to re-determine the
orientation of the extracted words. The second stage of refining OWD is the
main difference between our approach and previous ones.

3.1 Extracting Opinion Words

At the extracting stage, we obtain opinion words by looking for synonyms of
seed words in the WordNet.1 Our method of expanding OWD is similar to [5,8]
except that we heuristically select our own seed set and only look for synonyms.
Our starting seed list consists of 26 positive and 22 negative words within 4
part-of-speech (POS) categories (noun, verb, adjective, adverb) (See Table 2 for
examples of seed words). Consequently, we only look for synonyms that have the
same POS category with those of original seed words. After each iteration, all
synonyms of positive or negative seed words are added to positive or negative
seed list respectively. Duplicate words appeared in both of two seed lists are
automatically removed. In our case, the iterative process finally produced 6,138
positive words and 5,647 negative ones.

1 WordNet3.0 - http://wordnet.princeton.edu/obtain.
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Table 2. Examples of seed words

Positive seed words Negative seed words

great, perfect, excellent, fun, beauty, bad, terrible, poor, sadness, violence,
enjoy, love, nicely, wisely, . . . avoid, hate, poorly, badly, . . .

3.2 Refining Word Orientation

In this stage, we use an Error Minimization Algorithm (EMA) to reduce errors
in the initial OWD obtained from the first stage. This algorithm is designed
based on two following intuitions:

• The more synonyms of a word w occur in a polar class c (either positive or
negative), the more likely w belongs to c.
• The more frequent a word w co-occurs with seed s (positive | negative), the

more likely w expresses orientation of s.

Ideally, EMA tries to linearly combine the semantic information obtained from
the WordNet and statistical information captured from the Web to reassign the
polar orientation of those words that violate these two intuitions.

Word Error Score

Before going further, we first define several related concepts as follows. Let
synset(wi) be the synonym set of a word wi, we estimate the Polar Error (PE)
for each word wi by the log-likelihood ratio:

PE(wi) = log2

(
count[synsetp(wi)] + α

count[synsetn(wi)] + α

)
(1)

where count [synsetp(wi)] is the number of wi’s synonyms belonging to the pos-
itive seed list and count [synsetn(wi)] is the number of wi’s synonyms in the
negative seed list. α is the smoothing constant (On default, we choose α = 0.1).

In order to utilize the Web corpora, we compute the Semantic Orientation
(SO) for each wi by the same method proposed in [12]:

SO(wi) = log2

[
hits(wi, “excellent”)hits(“poor”)
hits(wi, “poor”)hits(“excellent”)

]
(2)

Equation (2) is formally a log-odds ratio that estimates semantic orientation
of wi by issuing queries to search engine and counting the hits of returned doc-
uments. Here hits(wi,“seed words”) denotes the number of documents in which
wi and “seed words” co-occur. In this work, we selected “excellent” and “poor”
as the seed words and chose AltaVista2 as the search engine. AltaVista is a

2 http://www.altavista.com
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Table 3. Examples of errors detected by EMA

Positive Errors WES Negative Errors WES

Specialty +3.138 Half-hearted −3.815
Superlative +2.133 Garble −3.607
Joy +1.949 Oppressive −3.383
Effectiveness +1.595 Crime −3.142
Perfection +1.278 Selfish −3.099
Soulful +0.971 Fake −2.329
Mind-blowing +0.659 Suffer −1.862

preferred search engine because it provides NEAR operator that restricts the
co-occurrence hits within n-word window3.

Equation (1) interprets the first intuition that PE is positive when a word
has more synonyms belong to positive list and negative when a word has more
synonyms belong to negative list. Equation (2) corresponding to the second
intuition indicates that SO is positive when a word is more associated with
“excellent” and negative when a word is more associated with “poor”. We define
the Word Error Score (WES) for each word wi by linearly combining the two
scores as follows:

WES(wi) = λPE(wi) + (1− λ)SO(wi) (3)

where λ is the linear parameter ranged in [0,1].

Error Minimization Algorithm

Based on equation (3), we consider a positive word as an error if it has negative
WES (WES < 0). Similarly, a negative word is tracked as an error if it has
positive WES (WES > 0). Returning to the earlier examples, “fake” and “joy”
will be considered as errors because “fake” is originally identified as positive
words but received negative WES (WES(“fake”) = -2.695 with λ = 0.6) whereas
“joy” is negatively identified but got positive WES (WES(“joy”) = +1.949 with
λ = 0.6). (Some other errors are shown in Table 3)

Our proposed algorithm starts with the two extracted lists (positive and neg-
ative list) derived from the first stage. EMA then computes WES for every word
and detects errors in each list. The errors in a positive list are reassigned with
negative orientation and added to the negative list. In contrary, the errors in the
negative list are reassigned and added to the positive list. Errors in the two lists
are summed up in order to assess the total errors in the initial dictionary. The
aim of EMA is to minimize total errors by iteratively reassigning orientation
for every error in OWD. This iterative algorithm stops when the total errors
in the OWD is minimized (converged). We believe that at the last position of

3 In [11], NEAR operator was shown to be more effective than just considering the
co-occurrences in the whole document.
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loop (until total error TE < threshold t (converged))
Set pl = {wi | wi ∈ positive list}
Set nl = {wi | wi ∈ negative list}
for each (wi in pl | nl)

Compute PE (wi) and SO(wi)
Compute WES(wi) = λ.PE(wi) + (1 − λ).SO(wi)
if (wi ∈ pl and WES(wi) < 0)

Reassign wi as negative orientation
Add wi to nl

end if
if (wi ∈ nl and WES(wi) > 0)

Reassign wi as positive orientation
Add wi to pl

end if
end for each
Update TE =

∑
p∈pl WES(wp) +

∑
n∈nl WES(wn)

end loop

Fig. 1. Procedure to minimize errors in the OWD

the sentence, the errors on the initial OWD can be reduced significantly. The
complete procedure for minimizing errors in the OWD is shown in Figure 1.

4 Experiment

Although the property of our study is to construct an OWD, is difficult to
directly evaluate how effective the dictionary would be. One might think of a
possible way to manually annotate the dictionary derived after the first stage
and then use it as a gold standard to evaluate the automatically refined OWD
at the end. However, this method is not practical since it will take much time
and human effort.

Once considering the areas of opinion mining to which OWD might effectively
contribute, one can still verify the effectiveness of refined dictionary through a
specific mining task. In this paper, we choose sentiment classification task to
indirectly evaluate our work.

4.1 Experimental Setting

In order to utilize the OWD in sentiment classification task, we employed lexicon-
based approach to classify the sentiment of a given sentence. We used sentence
polarity dataset constructed by Pang and Lee4 for the experiments. This corpus
contains 5,331 positive and 5,331 negative processed sentences in “Movie” do-
main. By filtering out few non-English sentences, we finally acquired 5,300positive
and 5,300 negative sentences. Additionally, we applied POS tagging5 for precisely
matching opinion words in the OWD with the ones in the given sentence.
4 At http://www.cs.cornell.edu/People/pabo/moviereview-data as scale dataset v1.0.
5 Available at http://www-tsujii.is.s.u-tokyo.ac.jp
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Since our work focuses on refining OWD by reassigning the polar orientation
of words themselves, we do not pay much attentions to the strength of orien-
tation even though the refining decision given in scores indicates how strong
the orientation could be. For this reason, we employed a very simple model for
classifying sentences into (positive|negative) class. This model was verified to be
effective in [8]. The model simply sums up the orientation of every opinion word
within the target sentence and then decides the sentence’s sentiment as the sign
of final orientation as follows:

S(s) = sign

(∑
i

[orientation(wi ∈ s)]
)

(4)

where S(s) is the sentiment of sentence s and orientation(wi) is the polar ori-
entation of word i in sentence s. In this experiment, we also use negation rules
[2,5,8] to reverse the orientation of those words follow negative expressions such
as never, hardly, not, without. For example, in the sentence “not a bad journey
at all”, negative word “bad” is reversed to positive due to tag “not”.

We first conducted the sentiment classification experiment with original “un-
refined” OWD and chose it as a baseline. For verifying the effectiveness of
EMA, we performed the classification task with the refined OWD. To see the
effects of each resource, we repeated this testing scenario with increasing λ (λ
is changed from 0 to 1 with 0.1 rate) and compared the final result with the
baseline.

4.2 Result

In the first experiment using original OWD, the accuracy of baseline approach on
the dataset is 62.75%. The second experiment using refined OWD yields highest
result at 66.19% accuracy (as shown in Figure 2). This result indicates promising
improvement even though the classification model is empirically simple. Figure 2.
describes the effect of each resource to sentiment classification task. Using EMA
shows to be effective to improve the classification performance. Also, it turns out
that using only WordNet (accuracy = 65.01 with λ = 1) is more efficient than
only using Web (accuracy = 63.52 with λ = 0). The highest accuracy achieved at
λ = 0.6 (and remarkable yielding result with λ = 0.5) indicates that combining
both local and global resources takes positive effects.

Table 4 shows some interesting examples that prove the effects of the refined
OWD to sentiment classification. In these four examples, the correct classifi-
cation is made after one opinion word was reassigned. We can see the obvious
impact of refined OWD to those sentences which have balanced positive words
and negative words. In such sentences, one positive word will take another nega-
tive out. The proposed model then makes a classifying decision based on the rest
of opinion words. Therefore, errors can easily mislead the classification decision.
Our refined OWD performed effectively in such cases.
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Fig. 2. Results of sentiment classification at sentence level

Table 4. Examples of reassigned sentences by using refined OWD

SENTENCE grant gets to display his cadness to perfection , but also to
show acting range that may surprise some who thought
light-hearted comedy was his forte.

ANNOTATION POSITIVE
CLASSIFICATION grant[-1] / perfection[-1] / show[+1] / acting[-1] / sur-

prise[+1] / light-hearted[+1] / forte[-1]
REASSIGNED WORD perfection[+1]
ORIGINAL OWD NEGATIVE
REFINED OWD POSITIVE

SENTENCE blade ii has a brilliant director and charismatic star ,
but it suffers from rampant vampire devaluation.

ANNOTATION NEGATIVE
CLASSIFICATION blade[-1] / brilliant[+1] / charismatic[+1] / star[-1] / suf-

fers[+1] / rampant[+1] / devaluation[-1]
REASSIGNED WORD suffers[-1]
ORIGINAL OWD POSITIVE
REFINED OWD NEGATIVE

5 Discussion

If one looks at the performance of sentiment classification task, 66% achieved
accuracy in our work seems to be not much impressive. We fairly believe that
this result is still promising since we dealt with sentiment classification based
on a very simple model. In addition, we experimented our approach on movie
domain, which was claimed to be hard to classify in [12]. In that work, the au-
thor hypothesized the main reason is that good movie often contains unpleasant
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Table 5. Statistical information of opinion words in refined OWD(#Positive, #Neg-
ative, and #Reassigned are the number of positive words, number of negative words
and number of reassigned words respectively)

λ #Positive #Negative #Reassigned

0 4,361 7,424 3,355
0.6 5,109 6,676 2,479
1 6,242 5,543 1,134

scenes. Positive reviews therefore are less positive orientated if it contains neg-
ative opinions of these unpleasant scenes. This common phenomenon was also
mentioned as “thwarted expectation” in [9]. This problem should be our concern
for latter improving classification performance.

In Table 4, there are several ambiguous matchings between opinion words
and name entities. For examples, “grant” in the first example and “blade”
in the second example are person’s and movie’s name respectively. Such words
should not have orientation in the context of specific sentences. Obviously, we
can deal with this ambiguity by applying a named-entity filter to every sentence.
Regarding the remarkable amount of named entities in general domains (e.g,
Movie), we believe removing named-entity would be a considerable attempt for
improving performance of lexicon-based approach in our future work.

Table 5 includes statistical information of refined OWD. At λ = 0 (corre-
sponding to using only Web for refining OWD), the total amount of reassigned
words is surprisingly numerous (3,355 words were reassigned) but the classifica-
tion performance was not worse than the baseline. In contrast, a smaller amount
of words were reassigned when using only WordNet to refine OWD (with λ = 1,
1,134 words were reassigned) but it showed better performance than previous
case. We justify this problem by a hypothesis that using only the Web or Word-
Net both effectively detects clear errors (those words have high SO or PE score
itself clearly indicates their orientation). Those words are important detections
that significantly contribute to improve classification performance. Once using
the Web based on hits counting to estimate semantic orientation, it can introduce
noise with low frequent words. However, noise does not really harm the classifi-
cation performance because most of them do not occur in the target sentence.
Eliminating such noise from refined OWD is one of our future revisions.

Because our EMA only reassigns the orientation of errors without changing
the size of OWD, there should be another issue of “neutral” words. Examples
in Table 4 indicates these neutral candidates, such as “show” or “star”. Again,
we intend to investigate more on this problem at the next phase of our work.

6 Conclusion and Future Work

This paper proposed a two-stage approach for constructing dictionary of opinion
words. The first stage iteratively expanded dictionary from a small annotated
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seed words. The second stage detected errors caused in the first stage and min-
imized the amount of errors by using EMA. In this work, we focused on a rea-
sonable combination of global and local resources for refining an OWD. The
experiments showed that our proposed approach was effective. The refined dic-
tionary brought remarkable effects on sentiment classification task.

For the future work,we first plan to deal with noise (e.g, named entities,
low-frequent words and neutral words) in the OWD. Reducing such noise may
promisingly enhance the OWD and consequently improve the performance of
latter mining tasks. Secondly, we intend to experiment other methods to estimate
the polar orientation of errors more precisely. Also, we plan to explore other
possible combinations of semantic and statistical information. Finally, we aim to
empirically evaluate the effectiveness of OWD by employing other lexicon-based
models for classifying sentiment text.
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Abstract. Many dimensionality reduction techniques have been proposed for 
effective representation of time series data. Piecewise Aggregate Approxima-
tion (PAA) is one of the most popular methods for time series dimensionality 
reduction. While PAA approach allows a very good dimensionality reduction, 
PAA minimizes dimensionality by the mean values of equal sized frames. This 
mean value based representation may cause a high possibility to miss some im-
portant patterns in some time series datasets. In this work, we propose a new 
approach based on PAA, which we call Piecewise Linear Aggregate Approxi-
mation (PLAA). PLAA is the combination of a mean-based and a slope-based 
dimensionality reduction. We show that PLAA can improve representation pre-
ciseness through a better tightness of lower bound in comparison to PAA.  

Keywords: Indexing, Similarity Search, Time Series, PAA, Dimensionality 
Reduction. 

1   Introduction 

Efficient and accurate similarity searching for a large amount of time series dataset is 
an important but non-trivial problem. Time series databases are often extremely large. 
Searching directly on these data will be very complex and inefficient. To overcome 
this problem, we should use some of transformation methods to reduce the magnitude 
of time series databases. These transformation methods, also called dimensionality 
reduction techniques. 

Many dimensionality reduction techniques ([1], [2], [3], [5], [7], [12]) have been 
proposed for effective representation of time series data. Piecewise Aggregate Ap-
proximation (PAA), proposed by Keogh et al. ([5]), is one of the most popular meth-
ods for time series dimensionality reduction. While PAA approach allows a very good 
dimensionality reduction, PAA minimizes dimensionality by the mean values of equal 
sized frames. Since PAA is a mean value based representation, it may cause a high 
possibility to miss some important patterns in some kinds of time series datasets. 

In this work, we propose a new approach based on PAA, which we call Piecewise 
Linear Aggregate Approximation (PLAA). For each equal sized segment, beside the 
mean value, PLAA uses one more value, the slope of the best straight line that fits the 
data points in the segment. We will show that PLAA can improve representation 
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preciseness through a better tightness of lower bound in comparison to PAA. We 
empirically compare the PLAA with the original PAA and demonstrate its quality 
improvement. 

The rest of this paper is organized as follows. Section 2 briefly discusses the back-
ground and some existing works on time series dimensionality reduction. Section 3 
introduces our proposed approach. Section 4 contains an experimental evaluation of the 
approach. Finally, section 5 offers some conclusions and suggestions for future work. 

2   Background 

A time series X of length n can be considered as a vector or point in an n-dimensional 
space. A dimensionality reduction method will condense the original time series X (in 
true space) into a lower dimensional time series X’ (in feature space or reduced 
space). An important result given by Faloutsos et al. (1994) ([3]) is the proof that  
in order to guarantee completeness (no false dismissals), the distance function used in 
the feature space must underestimate the true distance measure. In other words, the 
distance D(A, B) of two time series A, B in true space and the distance DR(A’, B’) of 
A’ and B’ in reduced space (A’, B’ are the reduced forms of A, B respectively) must 
satisfy the following condition which is called the bounding inequality: 

D(A, B) ≥ DR(A’, B’) 

There has been much work in dimensionality reduction for time series. Some well-
known dimensional reduction methods include Discrete Fourier Transform  (DFT) 
([1], [3]), Discrete Wavelet Transform (DWT) ([2]), Single Value decomposition 
(SVD) ([5]), Adaptive Piecewise Constant Approximation (APCA) ([7]) and Piece-
wise Aggregate Approximation (PAA) ([5]). The PAA, proposed by Keogh et al., 
2000 is a simple but widely used dimensionality reduction method for time series ([4], 
[11]). It has been proved theoretically and empirically that in many cases it outper-
forms some other methods such as DFT and DWT. To go with PAA dimensionality 
reduction technique, Lin et al., 2003 ([8]) proposed Symbolic Aggregate Approxima-
tion (SAX), a novel method to transform a condensed time series (through PAA) to a 
symbolic string. Lkhagva et al., 2006 ([9]) proposed Extended SAX, an improved 
variant of SAX for financial time series. 

2.1   Dimensionality Reduction Via PAA 

Using the PAA dimensionality reduction method ([5]), a time series T of length n, T = 

t1,…tn, can be represented in a w-dimensional space by a wttT ,...1= . The it is calcu-

lated by the following equation: 
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According to [5], “to reduce the time series from n dimensions to w dimensions, 
the data is divided into w equal sized segments. The mean value of the data within  
a segment is calculated and a vector of these values becomes the data-reduced  
representation”. 

2.2   Limitations of PAA 

Even though PAA is a popular method for dimensionality reduction, it still suffers 
two disadvantages. Firstly, since PAA is based on mean values approximation, it has 
high possibility to miss some important patterns in some time series datasets. The 
Fig.1 shows the cases that some frames have the same mean value but their Euclidean 
distances are quite large. Secondly, PAA representation has not yield a good tightness 
of lower bound.  

 

Fig. 1. A limitation of PAA: Some frames have the same mean value but their Euclidean dis-
tances are quite large 

3   Piecewise Linear Approximation (PLAA) 

To mitigate the two disadvantages of PAA, we propose an improved form of PAA, 
named Piecewise Linear Aggregate Approximation (PLAA). PLAA is the combination 
of a mean-based and a slope-based dimensionality reduction. PLAA can improve repre-
sentation preciseness through a better tightness of lower bound in comparison to PAA. 

3.1   Main Ideas 

In PAA representation, we transform the original time series S of length n to S’, a 
time series of length w in reduced space. Corresponding to k = n/w contiguous points  
(m+1, xm+1)…(m+k, xm+k) in the original space X, we maps them into one real value A’ 
in the reduced space Y. A’ is the mean value of the data points falling within the frame 
in the original space X. 

k

x
A

km

mi
i∑

=

+

+= 1'  

However, in PLAA, k contiguous points in the original space X, are mapped not 
only to a value A’ in the reduced space X but also a value A” in the reduced space Z. 
A’ is the mean value of the data points in the frame and A” is the slope of the best 
straight line that fits the data points. The value of A” is defined as: 
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Equation (1) is not dependent on the position of the point group. When the i-th 
point group is shifted to (i+delta)-th point group, the delta value in equation (1) will 
be removed after a simple mathematical manipulation. 

3.2   The Distance Function 

Given two time series S = s1,…sn, and Q = q1,…qn. S, Q are also viewed as two n-
dimensional vectors. Through PLAA transformation, S, Q are mapped into 4 w-
dimensional vectors S’ = s’1 s’2 …… s’w, S” = s”1 s”2 …… s”w, Q’ = q’1 q’2 …q’w and 
Q” = q”1 q”2 …q”w in which S’, Q’ keeps the mean values and S”, Q” keep the 
slopes. Now, we consider some distance measures. 

The distance between S and Q in the original space is defined as follows. 
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From [5], in PAA, the distance between S’ and Q’ is defined as.  
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PAA can be used as a dimensionaltity reduction method since it satisfies the 
bounding inequality ([5]). That means: 
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However, in this work, we can prove that PLAA brings out a better tightness of 
lower bound (see Appendix A), as follows: 
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Therefore, in PLAA, the lower bounding approximation of the distance between 
two points <S’, S”> and <Q’, Q”> in the reduced spaces <Y, Z> is given by:  
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In PLAA, we obtain a lower bound for D(S, Q), which is tighter than that of the 
PAA. Moreover, the factor (n/w -1)(n/w +1)2/18 in DR(S’, S”, Q’, Q”)  is significant. 
When n/w is large, the factor will be higher. So, in the case of high dimensionality 
reduction, PLAA is better than PAA. 

3.3   A Time Series Indexing Method Used with PLAA or PAA 

The general time series query algorithm is as follows. Given a query subsequence Q, 
we try to find in the original sequence S any subsequence Si such that its Euclidean 
distance to Q is smallest. To find such a Si, we scan sequentially each subsequence. If 
the subsequence under consideration has the distance to Q smaller than the distance to 
the best match so far (best_dis_sofar), we will update the best match so far. Other-
wise, we move to the next subsequence. So, the total number of times of checking is 
|S|-|Q|+1 where |S|, |Q| are the lengths of the sequences S and Q. 

When using with PLAA or PAA, the above query algorithm can be modified as 
follows. At each subsequence under consideration Si we calculate the distance dr 
between Si’ and Q’ where Si’ and Q’ are the tranformed forms of Si and Q. If dr is 
greater than the distance from the best match to Q’ (dr > best_dis_sofar), then the 
actual distance d will be greater than best_dis_sofar and we do not need to check on 
the original sequence. Otherwise, we have to check Si against Q in the actual space to 
avoid false alarms. 

Notice that the time series, which is transformed through PLAA or PAA, can be 
indexed by a standard spatial access method such as R-tree and its many variants. The 
indexing tree represents the transformed sequences as points in w-dimensional space. 

4   Experimental Results 

The proposed approach was tested on Pentium IV 2.8GHz 512MB RAM PC with 
some stock time series data sets downloaded from Internet ([10]). The experiments 
focused on testing the proposed dimensionality reduction method, PLAA. The com-
parison between PAA and PLAA is based on the tightness of lower bounds, pruning 
power, and implementation systems. In our experiment, PAA or PLAA was used 
along with the indexing algorithm given in section 3.3.  

4.1   Experiment Results: The Tightness of the Lower Bound 

Although from the inequality (8), we can decide that the tightness of the lower bound 
in PLAA is better than that of PAA, we still wish to test this finding empirically. The 
tightness of lower bound of a time series indexing method is given by the formula. 

Tightness of Lower Bound =  
),( QSD

D
 

where D is the distance measured on the transformed sequences using the selected 
method and D(S, Q) is the precise distance measured on the original data. 

To experiment on the tightness of lower bound, 10,000,000 pairs of segments of 
the length n = 1024 were tested. These segments were condensed into segments of w 
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points. The fig.2 shows the tightness of lower bounds that were gathered and esti-
mated with regard to the ratio n/w. 

The results show that for any value of n/w, the tightness of lower bound of PLAA 
is higher than that of PAA. Especially, at higher value of n/w, there is a considerable 
difference between them. This is due to the fact that the term (n/w -1)(n/w +1)2/18 
will become significant when n/w increasing. 

 

Fig. 2. The empirically estimated tightness of lower bounds of the PAA and PLA 

4.2   Experiment Results: Pruning Power 

To compare the effectiveness of the two approaches PAA and PLAA, we need to 
compare their pruning powers. The prunning power is the fraction of the database that 
must be examined before we can guarantee that we have found the nearest match to a 
query. This ratio is based on the number of times we cannot perform similarity search 
on the transformed data and have to check directly on the original data to find a near-
est match.  

P = 
databasein   objects ofNumber 

directly examined bemust  that objects ofNumber 
 

Fig.3 shows the value of P over a range of reduction ratios. The experiment was 
conducted on 40 megabytes of a dataset with about 3,000,000 data points. From this 
dataset, we extract 1000 random queries with size n = 1024. The Fig.3 shows the 
results of pruning power that were compared in terms of the ratio n/w. When the value 
of P become smaller, approaching to 0, the querying approach is more effective. From 
Fig.3, we notice that when the reduction ratio n/w becomes larger, the tightness of 
lower bound decreases and the pruning power become closer to 1.  
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Fig. 3. The pruning power of the PAA and PLAA methods 

4.3   Experiment Results: Implementation Systems 

Although the two previous experiments are powerful predictors of the performance of 
time series indexing systems using two different dimensionality reduction schemes, we 
also conducted another experiment to compare implemented systems for completeness.  

To evaluate the performance of the two competing methods, we measured the 
normalized CPU cost. The normalized CPU cost is the ratio of average CPU time to 
execute a query using the index to the average CPU cost required to perform a linear 
(sequential) scan. The normalized cost of a linear scan is 1.0.  

The experiments were conducted over a range of database sizes and reduction ra-
tios. Firstly, the experiment was conducted on a dataset with about 3,000,000 data 
points and with 1000 random queries. Fig.4.A shows the results of this experiment. 
With the ratio n/w at the values 16, 32, 34, 128, 256, there is relatively little difference 
between the two methods. Therefore, Fig.4.A gives a “zoom in” of the normalized 
CPU costs of the two methods.  

 

Fig 4. (A) The normalized cost of PAA and PLAA according to reduction ratios. (B) The nor-
malized cost of PAA and PLAA according to database sizes. 

(A) (B) 
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According to the experimental results in Fig.4.A, the normalized CPU cost does 
not vary linearly to the reduction ratio n/w. From this experiment, the time series 
indexing method will be very effective when n/w falls in the range [32, 128]. 

Based on the Fig.3 and Fig.4.A, we can see that with n/w of value 64, the indexing 
system will be of the most effective. With n/w =64, we conducted the experiment on 
the datasets with 100,000, 200,000, 400,000, 800,000, 1,600,000 data points. Fig.4.B 
shows the experimental results.  

From Fig.4.B, we have the following observations. Firstly, with n/w = 64, the nor-
malized CPU decreases almost 200 times. Secondly, PLAA is always faster than PAA 
on the large datasets. 

5   Conclusion 

The main contribution of this paper is to propose a new dimensionality reduction 
method, PLAA, which is an improvement of PAA. PLAA transformation offers two 
main advantages over the PAA. By adding one more important value in equal sized 
segments, PLAA yields a better tightness of lower bound and provides a more precise 
representation for many different datasets.  

To compare PAA and PLAA, we have experimented the two approaches on three 
different tests: the tightness of lower bound, pruning power and implementation sys-
tems. Basing on mathematical analysis as well as empirical experiments, we can con-
clude that PLAA is better than PAA.  

There can be several future research directions using this approach. One of the fu-
ture work is to develop a method to symbolize the condensed time series in PLAA 
representation into a discrete string. Besides, the preliminary experimental results 
presented here mainly focus on similarity search. We think that PLAA also can be 
effectively used for other data mining tasks such as clustering, novelty detection, 
classification and other tasks. 
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Appendix A 

Given two set of data points, A consisting of n data points: (1,a1), (2,a2), … (n,an) and 
B consisting of (1,b1), (2,b2)…. (n,bn). We need to prove that: 
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Let αa , αb be the slopes of the best fitting straight lines for the two set of data 
points A, B respectively. Thus, from (1) that means: 
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Let D be the Euclidean distance between two sets of data points A and B. That 
means: 

D = (a1 – b1)
2 + (a2 – b2)

2 + …. + (an – bn)
2 
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Now let denote  
di = ai - bi 

The inequality (A1) becomes: 
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Therefore, applying Cauchy-Schwarz inequality1: 

( ) ( ) ( ) ( )( )221
1

2

1

2 1....31

2

1
1

)( n

n

i
i

n

i
i dndndn

nn
ddn +−++−+−−≥∑−∑

==

  

( ) ( ) ( )
2

11
*21

1

2
⎟
⎠
⎞

⎜
⎝
⎛

∑−∑+
−

≥
==

n

i
i

n

i
i didn

nn
                               (A3) 

From (A1), (A2), and (A3) we derive: 
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This completes the proof. When the inequality (A1) can be proved, the lower 
bound of PLAA is DR(S’, S”, Q’, Q”).  
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Abstract. The paper deals with the problem of determining stability
margin of a linear continuous-time system with fuzzy parametric un-
certainty. Non-symmetric multivariate ellipsoidal membership functions
describing the uncertainty of coefficients of characteristic polynomial are
considered. An elegant solution, graphical in nature, based on general-
ization of Tsypkin-Polyak plot is presented.
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1 Introduction

When dealing with real systems it is not possible to obtain an accurate model
of a system, some uncertainty has to be always considered. If the structure of a
system is supposed to be given but the parameters are not known precisely we
speak about parametric uncertainty. In engineering practice it is of fundamental
importance that the systems preserve stable behaviour for a whole admissible
parameter variations. In this view it could be also appropriate to know, if a
system is stable for some nominal values of its parameters, within what bound-
ary the stability remains preserved. Such a problem is called stability margin
determination.

The problems mentioned above and solved by classical robust analysis ap-
proach ([2]) assume that the uncertainty remains the same independently on
the working conditions. It means that the worst case has to be considered and
conservative results are obtained. However, in many practical situations the un-
certainty varies, e.g. depending on operation conditions. In such a case the uncer-
tainty interval can be often parameterized by a confidence level. This parameter
� This work has been supported by the Research Program MSM6840770038 (spon-

sored by the Ministry of Education of the Czech Republic), the project INGO
1P2007LA297 and the project 1H-PK/22 (sponsored by Ministry of Industry and
Trade of the Czech Republic).

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 708–717, 2008.
c© Springer-Verlag Berlin Heidelberg 2008

http://dce.felk.cvut.cz


Stability Margin for Linear Systems with Fuzzy Parametric Uncertainty 709

is usually tough to measure but it can be estimated by a human operator. If
each coefficient of a system is described in this way the system corresponds to a
family of interval linear time-invariant systems parameterized by the confidence
level.

To handle such type of uncertain systems a mathematical framework is de-
sired. Such a framework was proposed by Bondia and Picó in [5]. They adopted
the concept of fuzzy numbers and fuzzy functions [7]. The approach interprets a
set of intervals parameterized by a confidence level as a fuzzy number with its
membership degree given by this confidence level. It means that all the parame-
ters ci are characterized by means of fuzzy numbers with membership functions
αi = µc̃i(ci). When a confidence level αi is specified then the parameter interval
is determined by the αi-cut [c̃i]αi . If αi = 1 (the maximum confidence level –
the system works in normal operating conditions) the parameter ci can take any
value (crisp or interval) within the cores of c̃i’s (ci = ker(c̃i)). If αi = 0 (the
minimum confidence level) the parameter ci is the interval equal to the support
of c̃i (ci ∈ supp(c̃i)).

2 Interval Fuzzy Linear Systems

Let us consider a linear system with its parameters entering coefficients of char-
acteristic polynomial independently. Such polynomial can be written as

p̃(s) = ã0 + ã1s + . . .+ ãns
n (1)

where the coefficients ãi, i = 0, . . . , n are described by fuzzy sets with member-
ship functions µãi(ai).

To be able to use techniques known from robust control theory it is convenient
to represent the varying intervals expressed by the α-cuts by parameterization
of varying endpoints of these intervals. If convex membership functions are used
it is always possible to write [ãi]α = [a−i (αi), a+

i (αi)]
def= ai(αi) where αi is

the confidence level in i-th parameter and a−i (·), a+
i (·) are strictly increasing

and strictly decreasing functions, respectively. If a0
i = ker(ãi) and [a−i , a

+
i ] =

supp(ãi) then

a−i (αi) = µ−1
ãi

(αi) for ai ≤ a0
i

a+
i (αi) = µ−1

ãi
(αi) for ai ≥ a0

i .

The functions a−i (αi) and a+
i (αi) satisfy a−i (0) = a−i , a

+
i (0) = a+

i and a−i (1) =
a+

i (1) = a0
i .

For common confidence level α = αi, the α-cut representation of polynomial
(1) corresponds to an interval polynomial

[p̃(s)]α = p(s, α) = a0 + a1s + . . .+ ans
n (2)

where ai = [ãi]α.
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The main task of stability analysis of such polynomial is to determine its
stability margin, i.e. minimum confidence level α preserving stability of (2). The
problem has been solved using a binary search in [11] or using Argoun stability
test [1] in [6] or with the help of Kharitonov theorem [8] and Tsypkin-Polyak
locus in [9].

Nevertheless, the parameters of a system or the coefficients of characteristic
polynomials are very often identified using measured input-output data. In such
case it is more realistic to characterize the set of parameters by a multidimen-
sional membership function rather than employing fuzzy numbers. For example
when utilizing well-known prediction error (PE) identification algorithm ([10],
[12], [3], [4]) the coefficients a = [a0, . . . , an]T lie in an ellipsoidal set

(a− a0)TΓa(a− a0) ≤ 1 (3)

where Γa is a positive definite matrix. Then it is reasonable to consider fuzzy
set with membership function

µã(a) = −(a− a0)TΓ (a− a0) + 1 (4)

where the confidence level α = µã(a) indicates the belief in the experiment the
measured data were obtained by. For α = 0 the coefficient vector a can take
any value inside hyperellipsoid (a − a0)TΓ (a− a0) ≤ 1, for α = 1 equals to the
nominal value, a = a0. The natural question arises what a minimum confidence
level αmin is necessary so that the α-cut polynomial

[p̃(s)]α = p(s, α) = a0 + a1s + · · ·+ ans
n; µã(a) ≥ αmin (5)

remains stable.

3 Problem Formulation

In the sequel we will consider polynomial

p̃(s) = ã0 + ã1s+ · · ·+ ãns
n (6)

with the vector of coefficients ã = [ã0, . . . , ãn]T described by fuzzy set with
non-symmetric membership function

µã(a) = −(a− a0)TΓ (a− a0) + 1 (7)

where a0 =
[
a0
0, . . . , a

0
n

]T
is a nominal point and Γ is (n + 1)× (n + 1) square

diagonal matrix

Γ =

⎡⎢⎢⎢⎢⎣
1
γ2
0

0
1
γ2
1

. . .
0 1

γ2
n

⎤⎥⎥⎥⎥⎦ (8)
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with

γk = γ+
k > 0 for ak ≥ a0

k

γk = γ−k > 0 for ak < a0
k, k = 0, . . . , n. (9)

The α-cut representation of polynomial (6) is defined as an uncertain polynomial

[p̃(s)]α = p(s, α) = a0 + a1s+ · · ·+ ans
n (10)

such that µã(a) ≥ α, a = [a0, . . . , an]T.
Let us note that for any 0 ≤ α ≤ 1 the corresponding coefficient space of

polynomial (10) is a non-symmetric hyperellipsoid.
Let us suppose that the nominal (1-cut) polynomial p(s, 1) =

∑n
i=0 a

0
i s

i is
stable. The task is to find stability margin of the polynomial (6), i.e. minimum
confidence level αmin ∈ [0, 1] such that uncertain polynomial p(s, α) is stable for
α > αmin and unstable for α ≤ αmin.

In order to solve the problem a generalization of the Tsypkin-Polyak plot will
be used [13].

4 Generalized Tsypkin-Polyak Plot

Let us consider family of polynomials

p(s,A) = a0 + a1s+ · · ·+ ans
n, a = [a0, . . . , an]T, a ∈ A, A ⊂ )n+1 (11)

centered at a nominal point a0 = [a0
0, a

0
1, . . . , a

0
n]T with the coefficients lying in

a non-symmetric hyperellipsoid of radius ρ, i.e.

A :=

⎧⎨⎩a :

[
n∑

k=0

∣∣∣∣ak − a0
k

γk

∣∣∣∣2
] 1

2

≤ ρ

⎫⎬⎭ (12)

where γk = γ−k for ak < a0
k and γk = γ+

k for ak ≥ a0
k.

In (12) γ−k > 0 and γ+
k > 0 are given lengths of the semiaxes of the ellipsoid

for coefficients lying below and above their nominal values respectively. The
family of polynomials (11) associated with the set (12) is loosely referred to as
a non-symmetric hyperellipsoid of polynomials.

Let us note that for ρ = 1−α the polynomial (10) is identical to the polynomial
(11). It means that if we are able to determine the maximum ρ = ρ̄ preserving
robust stability of polynomial (11) with coefficient space (12) then the stability
margin αmin of polynomial (6) can be easily computed as

αmin =
{

1− ρ̄ for ρ̄ ≤ 1
0 for ρ̄ > 1 . (13)

The main result of the paper is based on well-known test of stability of a
family of polynomials [2].

Theorem 1. (Zero exclusion principle). The family of polynomials p(s,A) (11)
is Hurwitz stable if and only if
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a) there exists a stable polynomial p(s,a∗), a∗ ∈ A,
b) 0 /∈ p(jω,A)∀ω ∈ ),
c) the coefficient an does not include 0.

Considering p1(ω) = h(ω)/S(ω)+ jg(ω)/T (ω) where S(ω) and T (ω) are positive
functions of ω ≥ 0 where limω→∞ h(ω)/S(ω) and limω→∞ g(ω)/T (ω) are finite
instead of p(jω) = h(ω) + jωg(ω) where h(s) and sg(s) are the even and odd
parts of the polynomial p(s) respectively a variation of Zero exclusion principle
can be stated.

Theorem 2. The family of polynomials p(s,A) (11) is Hurwitz stable if and
only if
a) there exists a Hurwitz stable polynomial p(s,a∗), a∗ ∈ A,
b) 0 /∈ p1(ω,A)∀ω ≥ 0,
c) for ω = ∞ the value set p1(ω,A) does not include points on the imaginary
axis for n even or points on the real axis for n odd,
d) for ω = 0 the value set p1(ω,A) does not include points on the imaginary axis.

Let us again decompose a member of family of polynomials (11) into its even
and odd part. For s = jω we can write

p(jω, a) = h(ω, a) + jωg(ω, a), a ∈ A. (14)

The nominal polynomial p0(s) evaluated in s = jω then can be written as

p0(jω) = p(jω, a0) = h0(ω) + jωg0(ω) (15)

where
h0(ω) = a0

0 − a0
2ω

2 + a0
4ω

4 − · · · ,
g0(ω) = a0

1 − a0
3ω

2 + a0
5ω

4 − · · · . (16)

Denote

S(ω) = 0.5
(
S−(ω) + S+(ω)

)
+ 0.5

(
S−(ω)− S+(ω)

)
sgnh0(ω),

S+(ω) =

⎛⎝ ∑
k/2even

(
γ+

k ω
k
)2

+
∑

k/2odd

(
γ−k ω

k
)2

⎞⎠
1
2

,

S−(ω) =

⎛⎝ ∑
k/2even

(
γ−k ω

k
)2

+
∑

k/2odd

(
γ+

k ω
k
)2

⎞⎠ 1
2

, (17)

T (ω) = 0.5
(
T−(ω) + T+(ω)

)
+ 0.5

(
T−(ω)− T+(ω)

)
sgn g0(ω),

T+(ω) =

⎛⎝ ∑
(k−1)/2even

(
γ+

k ω
(k−1)

)2
+

∑
(k−1)/2odd

(
γ−k ω

(k−1)
)2

⎞⎠
1
2

,

T−(ω) =

⎛⎝ ∑
(k−1)/2even

(
γ−k ω

(k−1)
)2

+
∑

(k−1)/2odd

(
γ+

k ω
(k−1)

)2

⎞⎠
1
2

.

Then the key theorem can be stated.



Stability Margin for Linear Systems with Fuzzy Parametric Uncertainty 713

Theorem 3. The uncertain polynomial (11) is stable if and only if frequency
plot of h0(ω)/S2(ω) + jg0(ω)/T2(ω)
a) goes through n quadrants in counterclockwise direction,
b) does not intersect circle centered at origin with radius ρ,
c) a0

n > ργ−n ,
d) a0

0 > ργ−0 .

Proof. Since both functions S(ω) and T (ω) are positive for ω ≥ 0 and limω→∞
h(ω, a)/S(ω) and limω→∞ g(ω, a)/T (ω) are finite for all p(s,a), a ∈ A defined by
(12) theorem 2 can be applied. The equivalence of the conditions a), c) and d) of
the theorem 2 and 3 is evident. To show equivalence of the conditions b) denote
by ∆ak = ak − a0

k and µk = ∆ak/γ
+
k for ∆ak ≥ 0, µk = ∆ak/γ

−
k for ∆ak < 0.

The deviations of even and odd parts of a polynomial then can be expressed as

∆h(ω) = h(ω, a)− h0(ω) =
∑

keven

(−1)k/2∆akω
k,

∆g(ω) = g(ω, a)− g0(ω) =
∑
kodd

(−1)(k−1)/2∆akω
k−1 (18)

respectively.
Let us discuss four different cases according to the signs of ∆h(ω) and ∆g(ω).

1. ∆h(ω) ≥ 0, ∆g(ω) ≥ 0:
For ∆h(ω) ≥ 0 we can write

∆h(ω) ≤
∑

k/2even

µkγ
+
k ω

k −
∑

k/2odd

µkγ
−
k ω

k. (19)

For its absolute value we have

|∆h(ω)| ≤
∑

k/2even

∣∣µkγ
+
k ω

k
∣∣ +

∑
k/2odd

∣∣µkγ
−
k ω

k
∣∣ . (20)

Applying Hölder’s inequality one obtains

|∆h(ω)| ≤
( ∑

keven

|µk|2
) 1

2
⎛⎝ ∑

k/2even

(
γ+

k ω
k
)2

+
∑

k/2odd

(
γ−k ω

k
)2

⎞⎠
1
2

. (21)

Analogically, for ∆g(ω) ≥ 0 we have

∆g(ω) ≤
∑

(k−1)/2even

µkγ
+
k ω

(k−1) −
∑

(k−1)/2odd

µkγ
−
k ω

(k−1) (22)

and

|∆g(ω)| ≤

⎛⎝∑
kodd

|µk|2
⎞⎠

1
2
⎛⎝ ∑

(k−1)/2even

(
γ+

k ω
(k−1)

)2
+
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+
∑

(k−1)/2odd

(
γ−k ω

(k−1)
)2

⎞⎠
1
2

. (23)

Substituting (17) into (21), (23) and (12) one obtains(
|∆h(ω)|
S+(ω)

)2

+
(
|∆g(ω)|
T+(ω)

)2

≤
∑

keven

|µk|2 +
∑
kodd

|µk|2 =
n∑

k=0

|µk|2 ≤ ρ2 (24)

or equivalently [(
|∆h(ω)|
S+(ω)

)2

+
(
|∆g(ω)|
T+(ω)

)2
] 1

2

≤ ρ. (25)

It means that for h0(ω) ≤ 0 and g0(ω) ≤ 0 the origin is excluded from the
value set of the polynomial (11) specified by (12) if and only if[(

h0(ω)
S+(ω)

)2

+
(
g0(ω)
T+(ω)

)2
] 1

2

≥ ρ (26)

or by other words if and only if frequency plot of h0(ω)/S+(ω) + jg0(ω)/T+(ω)
does not intersect left lower quarter of circle with radius ρ centered at origin
D3(ρ),

D3(ρ) :=
{
(x, y) : x ≤ 0, y ≤ 0; [|x|2 + |y|2] 1

2 ≤ ρ
}
. (27)

This statement is equivalent to the condition 3b) for h0(ω) ≤ 0 and g0(ω) ≤ 0.

2. ∆h(ω) ≤ 0, ∆g(ω) ≤ 0:
For ∆h(ω) ≤ 0 we have

∆h(ω) ≥
∑

k/2even

µkγ
−
k ω

k −
∑

k/2odd

µkγ
+
k ω

k (28)

or equivalently for its absolute value

|∆h(ω)| ≤
∑

k/2even

∣∣µkγ
−
k ω

k
∣∣ +

∑
k/2odd

∣∣µkγ
+
k ω

k
∣∣ . (29)

Using Hölder’s inequality gives

|∆h(ω)| ≤
( ∑

keven

|µk|2
) 1

2
⎛⎝ ∑

k/2even

(
γ−k ω

k
)2

+
∑

k/2odd

(
γ+

k ω
k
)2

⎞⎠ 1
2

. (30)

Analogically, for ∆g(ω) we have

∆g(ω) ≥
∑

(k−1)/2even

µkγ
−
k ω

(k−1) −
∑

(k−1)/2odd

µkγ
+
k ω

(k−1) (31)
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and for the absolute value

|∆g(ω) | ≤

⎛⎝∑
kodd

|µk|2
⎞⎠ 1

2
⎛⎝ ∑

(k−1)/2even

(
γ−k ω

(k−1)
)2

+

+
∑

(k−1)/2odd

(
γ+

k ω
(k−1)

)2

⎞⎠ 1
2

. (32)

Substitution of (17) into (30), (32) and (12) gives(
|∆h(ω)|
S−(ω)

)2

+
(
|∆g(ω)|
T−(ω)

)2

≤
∑

keven

|µk|2 +
∑
kodd

|µk|2 =
n∑

k=0

|µk|2 ≤ ρ2 (33)

or equivalently [(
|∆h(ω)|
S−(ω)

)2

+
(
|∆g(ω)|
T−(ω)

)2
] 1

2

≤ ρ. (34)

It means that for h0(ω) ≥ 0 and g0(ω) ≥ 0 the origin is excluded from the
value set of the polynomial (11) specified by (12) if and only if[(

h0(ω)
S−(ω)

)2

+
(
g0(ω)
T−(ω)

)2
] 1

2

≥ ρ (35)

or by other words if and only if frequency plot of h0(ω)/S−(ω) + jg0(ω)/T−(ω)
does not intersect right upper quarter of circle with radius ρ centered at origin
D1(ρ),

D1(ρ) :=
{
(x, y) : x ≥ 0, y ≥ 0; [|x|2 + |y|2] 1

2 ≤ ρ
}
. (36)

This statement is equivalent to the condition 3b) for h0(ω) ≥ 0 and g0(ω) ≥ 0.
Using similar reasoning one can state that for h0(ω) ≤ 0 and g0(ω) ≥ 0

the origin is excluded from the value set of the polynomial (11) if and only
if frequency plot of h0(ω)/S+(ω) + jg0(ω)/T−(ω) does not intersect left upper
quarter of circle with radius ρ centered at origin D2(ρ),

D2(ρ) :=
{
(x, y) : x ≤ 0, y ≥ 0; [|x|2 + |y|2] 1

2 ≤ ρ
}
, (37)

and for h0(ω) ≥ 0 and g0(ω) ≤ 0 if and only if frequency plot of h0(ω)/S−(ω) +
jg0(ω)/T+(ω) does not intersect right lower quarter of circle with radius ρ cen-
tered at origin D4(ρ),

D4(ρ) :=
{
(x, y) : x ≥ 0, y ≤ 0; [|x|2 + |y|2] 1

2 ≤ ρ
}
. (38)

These statements complete the equivalence of the conditions 2b) and 3b).
The maximum ρ preserving stability of polynomial (11), ρ̄, can be determined

as maximum ρ satisfying all the conditions of theorem 3.
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5 Example

Let the coefficients of a 6-th order polynomial p̃(s) =
∑6

k=0 ãks
k be characterized

by membership function (7) with the following parameters:

a0 = [a0
0, a

0
1, a

0
2, a

0
3, a

0
4, a

0
5, a

0
6]

T

= [433.5, 667.25, 502.25, 251.25, 80.25, 14, 1]T

γ+ = [γ+
0 , γ

+
1 , γ

+
2 , γ

+
3 , γ

+
4 , γ

+
5 , γ

+
6 ]T

= [196.980, 143.480, 117.424, 45.948, 12.980, 8.560, 0.600]T

γ− = [γ−0 , γ
−
1 , γ

−
2 , γ

−
3 , γ

−
4 , γ

−
5 , γ

−
6 ]T

= [173.400, 133.440, 100.548, 60.300, 22.470, 5.600, 0.400]T.

The nominal (1-cut) polynomial p(s, 1) = 433.5+667.25s+502.25s2+251.25s3+
80.25s4 +14s5 +s6 is stable. The task is to determine maximum confidence level
αmin preserving stability of p̃(s). The frequency plot of h0(ω)/S(ω)+jg0(ω)/T (ω)
is depicted in Fig. 1. Maximum ρ satisfying all conditions of theorem 4, ρ̄ =
0.6616 and the minimum confidence level preserving stability of p̃(s), αmin =
1− ρ̄ = 0.3384.

−5 0 5
−2

−1

0

1

2

3

4

5

6

h
0
(ω)/S(ω)

g 0(ω
)/

T
(ω

)

ω

Fig. 1. Frequency plot of h0(ω)/S(ω) + jg0(ω)/T (ω)

6 Conclusion

In this paper an algorithm for determining minimum confidence level preserving
stability of continuous-time linear systems with fuzzy parametric uncertainty
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is presented. The coefficients of characteristic polynomial are supposed to be
characterized by multivariate non-symmetric ellipsoidal membership functions.
The algorithm is graphical in nature and is based on generalization of Tsypkin-
Polyak plot.
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Abstract. This article reports on an investigation into an alternative
semantics for actions which is based on modal logic, with an underlying
computational theme, where actions are interpreted as computations in
an abstract machine model of the world. The frame problem is addressed
by reformulating and generalising minimal change principles to the prin-
ciple of ‘Occam’s razor’—the intended interpretation of an action is given
by the simplest computations which realise its direct effects.

1 Introduction

Broadly speaking, reasoning about action is concerned with describing how the
world is affected when an ‘action’ is performed. Central to this account is the
notion of a ‘world state’. For example, when an agent is confronted with a closed
door, the action of ‘opening the door’ will realise a state in which ‘the door is
open’, provided ‘the door is unlocked’.

As this example suggests, a state is a description of the world which is de-
termined by its properties, or fluents, such as ‘the door is open’, ‘the televi-
sion is on’, and so on. We will treat these properties abstractly, labelling them
p1, p2, . . . , pn (for some finite n ≥ 1). Moreover, the state of the world changes
when actions are performed. Actions induce state transitions—changes in the
state of the world—by modifying the truth values of some of these properties.

Independence, Inertia, and the Frame Problem. Typically, in the worlds
we model, the majority of properties are independent; i.e., changing one property
does not affect another. We adopt the default assumption that, in the absence
of information indicating otherwise, each property pi is independent of each
other distinct property pj (i �= j)—if no dependency is entailed then none will
be assumed. For example, pi might be the property ‘the door is open’, and pj

‘the television is on’. The intuition is that, for instance, the action of ‘opening
the door’—an action which has as a direct effect making the ‘the door is open’
property true—does not have direct bearing on whether the television is on or
not. Shanahan [1] refers to this principle as the ‘commonsense law of inertia’.

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 718–727, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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As discussed by McCarthy and Hayes [2], we wish to describe an action only
through its direct effects. In our earlier example, we might give the following
description of the action of ‘opening the door’: “if ‘the agent is in front of the
door’ and ‘the door is unlocked’, then after performing the action of ‘opening
the door’, it will be the case that ‘the door will be open’. However, when we do
this the frame problem emerges because by specifying only the direct effects we
have supplied only a partial description of the resulting state. As a consequence,
among the state transitions which realise the direct effect may be ones which are
unintended; e.g., in the example above we have not explicitly stipulated, even
though we intend that ‘the television remains turned off’.

Imperative Semantics. Our approach is based on the operation of modern
programmable computers. Each property of our domain is represented by a vari-
able which is typically assigned a distinct (independent) location in the com-
puter’s memory. The values assumed by the entirety of these variables comprises
the state of the machine which corresponds to the state of the world being mod-
elled. Changes in the machine state are induced by executing instructions in
some programming language. Consequently, actions are modelled/represented
by programs. So for example, modern imperative programming languages have
instructions for setting the values of variables. A typical assignment statement
might be: x← 5, which is an instruction intended to give the value 5 to the vari-
able x. Moreover, it is implicit in the operation of the machine that all variables
other than x remain unaffected by the execution of this instruction. That is, the
language’s imperatives act locally on independent variables. If we want to effect
a change in another variable y, say in order to give y the value 3, then we have
to add a further instruction y← 3. It is this feature which makes the imperative
programming account a good one for reasoning about action, by forcing us to
explicitly specify any additional intended effects.

Another contribution of this paper is to furnish a semantics of action based
on the possible worlds semantics of modal logic. The possible worlds semantics
of modal logics, we feel, gives a natural account in which to reason about action.
This effort is a continuation of the theme adopted in an increasing number of
approaches [3], [4], [5], [6], et al.

Paper Outline. The presentation of material in this paper is as follows. In
section 2 we describe the operation of the underlying machine model which
governs our action semantics. In section 3 we furnish a logic for reasoning about
action. This logic incorporates both a binary conditional connective and a family
of unary modal connectives, as in Dynamic logic [7], to reason about action. In
section 4 we furnish a semantics for this logic, showing, in section 5, how it can
be employed to represent various scenarios in the literature. There we conduct
an analysis of our approach, comparing it in section 6 with related work in the
literature. Finally, in section 7 we conclude with some further discussion.
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2 Machine Principles

As outlined in the introduction, the basic idea which will be developed in this
paper is to interpret actions as the computations of an abstract machine U. The
state of the machine U is determined by a finite number of binary variables
and the possible worlds adopted in the semantics correspond to these machine
states: themselves mappings which assign a truth value to each variable. Under
this interpretation actions naturally correspond to programs. Moreover, actions
are identified with their ‘direct effects’, making them incompletely specified. In
the presence of this partial description, to obtain the ‘intended interpretation’
of the action, those programs which, given an initial state, produce states which
satisfy the action’s direct effect, but which are otherwise as simple—of shortest
length—as possible, are considered.

As was mentioned, actions will be interpreted as programs governing the op-
eration of an abstract machine U with a finite number of binary ‘memory’ vari-
ables P = {p0, p1, . . . , pn}. To make the correspondence clear these variables will
coincide with those of the logical language described later. A state, or configura-
tion, of the machine U (also called a U-state, or U-configuration) is an assignment,
s : P → {0, 1}, to each of the variables, such that for p ∈ P , s(p) denotes the value
of p in state s. The set of all possible machine states of U is denoted ΣU = {0, 1}P .

The Programming Language P. The language P defined below describes
the programs which govern the operation of U. The intuition is that an action,
based on a description of its direct effects, will correspond to certain programs
in P , comprising the action’s imperative interpretation.

The language P is inductively defined as the smallest language such that:

– λ ∈ P ;
– the pair (p, b) ∈ P , for every p ∈ P , b ∈ {0, 1};
– if π, τ ∈ P then π; τ ∈ P .

The instructions, or primitive operations, or sometimes just primitives, of P are
λ and the pairs (p, b), for each p ∈ P and b ∈ {0, 1}. λ denotes the null-op
(the operation which does nothing), while (p, b) denotes the operation of setting
variable p with the value b; these will be defined formally later. The final clause
provides a way, through the connective “;”, to compose programs together to
form longer programs. Intuitively, π; τ is the program which executes π followed
by τ . It follows from this definition that a program π, comprises a finite sequence
of primitives: π0;π1; · · · ;πn. The complexity of program π is denoted |π|, and is
defined inductively by: |λ| = 0, |(p, b)| = 1, and |π; τ | = |π|+ |τ |.

The operation of the machine U under a program π ∈ P is defined inductively
as follows: execution of a program π0;π1; · · · ;πn, begins at step i = 0 executing
instruction π0 in the initial state s0. If instruction πi is executed at step i then
instruction πi+1 is executed at step i+ 1. The program terminates after step n.

Transitions. The semantics of an instruction i is determined by how it trans-
forms a U-state s to produce the state s′, denoted: s i−→ s′. Using this notation,
the operation of the instructions λ and (p, b) is given by:



An Imperative Account of Actions 721

s
λ−→ s

s
(p,b)−→ s′

where s′(q) =
{
b if q = p;
s(q) otherwise.

In words, λ has no effect (i.e., it performs the identity transformation), while
the instruction (p, b) writes the value b to variable p (overwriting the previous
value) and leaves all other variables unaffected.

3 A Logic of Actions

Our logic of actions is modal in nature, incorporating unary modalities ([α])
as employed in Dynamic Logic (see e.g., Goldblatt [7]), and a binary modal
conditional (�) in additional to the familiar material conditional (→).

The unary modalities [α] employ ‘action terms’ α as seen in Dynamic Logic. A
simple language of action terms A, based on a set of primitive action symbols A,
is defined inductively as the smallest language including A, such that if α, β ∈ L,
then α;β ∈ A.

The complete language L, which we employ to reason about actions, is defined
inductively as the smallest language containing P = {p1, p2, . . . , pn}—a set of
symbols denoting primitive propositions—and ⊥, and closed under:

– if ϕ ∈ L, and α ∈ P , then [α]ϕ ∈ L
– if ϕ, ψ ∈ L, then ϕ→ ψ, ϕ � ψ ∈ L

The expression [α]ϕ is to be read as: “after performing action α, ϕ holds”. In this
way we can talk about the effects of an action, such as “after performing the ‘open
the door’ action, it will be the case that the property ‘the door is open’ holds”.
The expression ϕ � ψ reads: “in the ‘selected transitions’ which bring about
ϕ, ψ holds”. Identifying what are good choices of the ‘selected transitions’—
selecting the ‘intended transitions’ from among the possible ones—is the key
to our semantics. Note that as actions induce state transitions, the conditional
�, under this semantics, may impact on the effects actions may have. We will
return to this point later.

4 Imperative Semantics

Our semantic structures consist of a set of possible worlds ∆. For our purposes,
each world represents a sate of the machine U; i.e., ∆ ⊆ ΣU. Further, for each
action term α we supply its imperative interpretation, which is achieved through
a mapping ρ : A×∆ → P , such that ρ(α, s) is the program which corresponds
to action term α in state s ∈ ∆.

Action Structures. An action structure is a structure M = (∆, f, ρ) such
that, ∆ ⊆ ΣU, and f : 2∆ ×∆ → 2∆, with f(A, s) ⊆ A, for every A ⊆ ∆, and
s ∈ ∆, and ρ : A × ∆ → P . The map f is a selection function, as is found
in the standard semantics of conditional logics (see Chellas [8]), which maps a
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proposition—in this case representing the direct effects of an action—at a world,
to another proposition—the possible successors of the action. More about the
role of f will be said subsequently. The map ρ takes an action term α and, in a
state/context s ∈ ∆, maps it to a program ρ(α, s) ∈ P , as discussed previously.

The truth of a formula ϕ at state s ∈ ∆ in a µ-model is defined inductively:

s |=M p iff s(p) = 1 (p ∈ P )
s �|=M ⊥

s |=M ϕ→ ψ iff s �|=M ϕ or s |=M ψ
s |=M ϕ � ψ iff f([[ϕ]], s) ⊆ [[ψ]]
s |=M [α]ϕ iff ρ(α, s)(s) |=M ϕ.

where, for ϕ ∈ L, [[ϕ]] = {s ∈ ∆ | s |=M ϕ}. The second-to-last last case
says: ϕ � ψ holds at s iff among the selected ϕ-states f([[ϕ]], s), ψ holds. As we
intimated earlier, of particular interest are the states produced by the transitions
of simplest transformational complexity into the selection f([[ϕ]], s).

The last case affirms that [α]ϕ holds at a state s ∈ ∆ in M iff the program
thatM (through ρ) associates with α at s (π = ρ(α, s)) takes s and transforms
it into a state t = π(s) which satisfies ϕ.

A further restriction on action structures is that the transition corresponding
to action α must be one among those in the f -selection. Stated otherwise, if from
s ∈ ∆, action α brings about ϕ it can only do so in one of the f -sanctioned ways.
So if π = ρ(α, s) is the program representing α ∈ A at s ∈ ∆, then, for A ⊆ ∆, if
π(s) ∈ A, then π(s) ∈ f(A, s). In particular, if π(s) ∈ [[ϕ]], then π(s) ∈ f([[ϕ]], s).
This means, for ψ ∈ L, if s |=M [α]ϕ and s |=M ϕ � ψ, then s |=M [α]ψ. So
any action structureM must satisfy:

|=M (ϕ � ψ)→ ([α]ϕ→ [α]ψ). (1)

This will be of importance later, as by imposing constraints on allowed transi-
tions, the effects of actions may be similarly constrained.

Moreover, the connective ‘;’ must be well behaved in the sense that the cor-
responding standard models criterion of dynamic logic must be adhered to:1

ρ(α;β, s) = ρ(α, s); ρ(β, ρ(α, s)(s)). (2)

This simply states that, if α is mapped to program π in state s and β is mapped
to program τ in state π(s), then α;β must be mapped to π; τ in s. In this way,
when the mapping ρ(a, s) is determined for all atomic action identifiers a ∈ A,
then ρ(α, s) is uniquely determined for all α ∈ A.

Imperative Models. An imperative action model of ϕ ∈ L is an action struc-
ture such that |ρ(α, s)| (the complexity of the program associated with α at
s) is minimal over all action models of ϕ, for each α ∈ A, and s ∈ ∆. If M
is an imperative action model of ϕ it is written |=I

M ϕ. For Γ ⊆ L, M is
an imperative model of Γ , denoted |=I

M Γ , if it is an imperative model of each

1 See e.g., Goldblatt [7] for details on standard models in dynamic logic.
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formula in Γ . If ϕ is true in all imperative action models of every member of
Γ ⊆ L, then it is written Γ |=I ϕ. In this case ϕ is said to be an imperative
consequence of Γ .

5 Assessment

In this section we give an assessment of our approach by testing it against repre-
sentative examples which characterise important classes of problems/scenarios.

The Yale Shooting Problem. The Yale Shooting scenario consists of a turkey
which we intend to kill by firing a loaded gun at it. Consider an initial state in
which the turkey is alive but the gun is not loaded. The intention is that, after
loading the gun and then shooting, the turkey should die (represented by it being
not-alive). Along with the expected actions: ‘load the gun’, and ‘shoot’; a trivial
action ‘wait’ is included during which nothing is expected to happen. Let this
scenario be axiomatised by:

Γ =
{

[Lo]l, l→ [Sh](¬a ∧ ¬l)
}

describing the ‘load’ action (Lo) and the ‘shoot’ action (Sh), respectively. The
‘wait’ action (Wa) requires no axiomatisation, as it does nothing.

In the approach outlined here, after executing the action sequence ‘load’,
‘wait’, and then ‘shoot’, it would be expected that the turkey should die; i.e.,
from Γ it should be possible to infer [Lo;Wa;Sh]¬a. The intuition is that the
gun becomes loaded, and remains loaded after the ‘wait’ action. Finally, shooting
the loaded gun kills the turkey.

However, ‘global’ minimisation of change will lead to counter-intuitive models.
For example, the ‘intended model’ described above has the gun being loaded,
remaining loaded after the ‘wait’ action, and then the turkey dying after the
‘shoot’ action (along with the gun becoming unloaded). This entails three fluent
changes. However, if the gun mysteriously unloads itself during the ‘wait’ action,
then the turkey no longer dies, nor does the gun discharge, after attempting the
‘shoot’ action. This ‘anomalous’ model entails only two fluent changes; making
it equally, if not more preferred under the principle of minimal change; this was
the observation made by Hanks and McDermott [9]. As will be shown below,
the compositionality of imperative models (as implied by the ‘standard model’
property) eliminates this ambiguity, ruling out the anomalous model described
above. More formally, it is shown that in the imperative action models of Γ , the
formula [Lo;Wa;Sh]¬a holds.

In the imperative models of Γ we obtain, for ρ, the following:

ρ(Lo, s) =
{

(l, 1) if s(l) = 0;
λ otherwise,

ρ(Wa, s) = λ ∀s ∈ ∆;
ρ(Sh, s) =

⎧⎨⎩ (a, 0); (l, 0) if s = al;
(l, 0) if s = al;
λ otherwise.
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By the standard model property (2), the following obtains:

ρ(Lo;Wa;Sh, s) =

⎧⎪⎪⎨⎪⎪⎩
(l, 1);λ; (l, 0) if s = al;
(l, 1);λ; (a, 0); (l, 0) if s = al;
λ;λ; (l, 0) if s = al;
λ;λ; (a, 0); (l, 0) if s = al.

For each of these interpretations it can readily be observed, by inspection, that,
in the given state s, the corresponding program π (e.g., π = (l, 1);λ; (a, 0); (l, 0)
in s = al) yields π(s) |=M ¬a. Consequently, for every state s ∈ ∆, s |=M
[Lo;Wa,Sh]¬a, and hence Γ |=I [Lo;Wa;Sh]¬a.

One important thing to note is that the interpretation of the wait action
‘Wa’ at each s ∈ ∆ is the null program. That is, when it is consistent to do
so, an action will be interpreted by the identity transition. In this respect, the
approach here resembles that of Baker [10] in the situation calculus, in which
change is minimised by allowing the Result function to vary under the appli-
cation of circumscription. Because the identity map between worlds/situations
always produces no fluent changes, Baker’s approach, like the one here, will
produce the identity transition whenever possible.

Circuits Example. Consider an electrical circuit containing two switches (sw1
and sw2) connected in series to a power source (possibly a battery) and a light
(l): P = {sw1, sw2, l}. The only action considered is “closing switch sw1”, de-
noted C1: A = {C1}. A simple axiomatisation (albeit a problematic one) is the
following:

Γ =
{

[C1]sw1, sw1 ∧ sw2 ↔ l
}
.

It would be desirable to be able to infer that if the second switch is closed, then
closing the first leads to the light coming on; i.e., to obtain Γ |=I sw2 → [C1]l:
for example, in the state s = sw1, sw2, l, in which the first switch is off, the
second is on, and, therefore, the light is off, if the first switch is closed (switched
on) then it should be inferred that the light comes on.

Note that in an imperative model of Γ , with ∆ = [[sw1 ∧ sw2 ↔ l]], for
s ∈ ∆, then, as Γ imposes no restriction on f (i.e., f(A, s) = A, for each
A ⊆ ∆), it follows that f([[sw1]], s) = [[sw1]] = {sw1sw2l, sw1sw2l}. The following
specification of ρ determines the imperative model which is the ‘intended’ model,
denoted M, of Γ :

ρ(C1, s) =

⎧⎨⎩
λ if s(sw1) = 1;
(sw1, 1) if s(sw2) = 0;
(sw1, 1); (l, 1) otherwise.

This model satisfies |=I
M sw2 → [C1]l.

However, it can be shown that there is an anomalous/unintended imperative
model M′ of Γ with:

ρ′(C1, s) =

⎧⎨⎩λ if s(sw1) = 1;
(sw1, 1) if s(sw2) = 0;
(sw1, 1); (sw2, 0) otherwise.
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The latter model entails that sw2 mysteriously opens when sw1 is closed, and,
hence, that �|=I

M′ sw2 → [C1]l; making it the case that Γ �|=I sw2 → [C1]l.
The problem with the latter model—the reason it conflicts with intuition—is

that, given background knowledge of the domain, while it is natural to associate
a dependency between sw1 and l, the switches sw1 and sw2 are presumed to
be independent of each other; making it counterintuitive for sw2 to change as a
result of affecting sw1. This problem can be resolved if this extra dependency
is encoded in the domain description Γ ; the connective � supplies a way to
achieve this.

Causal Dependency. The expression sw2 → (sw1 � l) says that, when the
second switch is closed, transitions which affect the first switch, will affect the
light—implicitly doing so in preference to affecting any other switch/fluent. More
specifically, if the second switch is on when the first is closed, then the light
will come on. In effect this expression encodes the ‘influence’ relation which
appears in Thielscher [11] or the ‘dependency’ relation of Jauregui [12]. Similar
information, appears in the form of fluent frames in Lifschitz [13], and Giordano
and Schwind [6], et al.

Proceeding with the former, adding it to Γ gives:

Γ ′ =
{

[C1]sw1, sw1 ∧ sw2 ↔ l, sw2 → (sw1 � l)
}
.

Let N be an imperative model of Γ ′. From (1), |=N (sw1 � l) → ([C1]sw1 →
[C1]l). But |=N sw2 → (sw1 � l) ∈ Γ ′. Hence |=N sw2 → ([C1]sw1 → [C1]l).
As |=N [C1]sw1 ∈ Γ ′, then |=N sw2 → [C1]l.

It is not hard to see that the ‘intended’ modelM described earlier is an imper-
ative model of Γ ′. Moreover, the anomalous modelM′ above is not a model of Γ ′

at s = sw1sw2l—as it yields program π′ such that π′(s) ∈ [[¬l]]. But the domain
axioms [C1]sw1, and sw2 → (sw1 � l) would require π′(s) ∈ f([[sw1]], s) ⊆ [[l]],
in contradiction. So via sw2 → (sw1 � l), the new axiomatisation Γ ′ eliminates
the anomalous model.

Conditionals and Commonsense Inference. The example above shows that
the connective � can, at least in certain respects, fulfil the role of a ‘causal con-
ditional’. The anomalous model has been regarded ‘anomalous’ on account that
it goes against the intended ‘causal direction’. Claims for the need to incor-
porate causal information about a domain have been made by e.g., Lin [14],
Thielscher [11], McCain and Turner [15], et al.. The conditional � allows such
‘causal directions’ to be encoded in the domain description. A causal conditional
was missing in the framework of Jauregui et al. [12]. As demonstrated in the ex-
ample above, the introduction of a conditional here extends that approach by
allowing the meta-logical ‘dependency relation’ which featured in Jauregui [12]
to be encoded into the language.

Indeed a large part of the motivation for the framework above was the intu-
ition that the notions which were formulated by Solomonoff could help define
‘commonsense inference’ in the sense that they are the simplest inferences con-
sistent with the given information. This makes more precise the designs of this



726 V. Jauregui and S.B. Pham

thesis: generalising the principle of minimal change to that of Occam’s razor. The
U-models presented here represent an attempt to formulate the latter so that it
coincides with the principle of minimal change. Other formulations remain as
future work.

6 Related Work

The approach in this paper shares some similarities with the work of Zhang and
Foo [5] who extend PDL for reasoning about actions. In view of the connection
between conditional logic and ‘propositionally indexed modalities’ (Chellas [8])
the approach of Zhang and Foo can be seen to furnish a ‘causal conditional’
which plays a role similar to the one we have employed here.

Giordano and Schwind [6] also propose a causal conditional for reasoning
about action. Their semantics differs with the one here in that it is based on the
classification of ‘frame fluents’, in the tradition of Lifschitz [13]. Furthermore,
they argue against certain principles which hold of ours, such as ID: ϕ � ϕ,
arguing that causation is not reflexive. The choice of whether or not to include
such properties as ID is a matter of semantics; so while it is not appropriate in
theirs, it is valid given the approach presented here.

Without being able to go into great detail, a number of other approaches in
reasoning about action deserve mention. McCain and Turner [15] give a con-
ditional account of causal reasoning. Actions do not appear explicitly in their
approach so things like sequences of actions (e.g., the Hanks and McDermott
problem) cannot be modelled in their approach. Thielscher [11] adopts an op-
erational approach to the problem of causally determining indirect effects. The
imperative semantics presented here accords well with this perspective. The
work of Lin [14] similarly employs a causal perspective to address the ramifica-
tion problem in the situation calculus. Lin’s approach to the frame problem is
to add a Caused predicate and to circumscribe it, so that any fluent that is not
explicitly caused to assume a value is implied to retain its former value.

7 Discussion and Conclusions

In this paper we presented a system for reasoning about actions with the in-
tention that a natural account for incomplete action descriptions is provided by
the semantics of imperatives; programs like those of typical imperative program-
ming languages. One of the central themes that this paper addresses is the view
that the most plausible commonsense inferences an agent makes are often the
simplest feasible conclusions. Although this paper only takes a small step in this
direction, this involves a departure from minimal change principles to instead
embrace the principle of Occam’s razor.

This paper extends the work of Jauregui [12] by giving an account of indirect
effects through the conditional � which was absent in [12]. This allows us to
address the ramification problem within the language as we saw in section 5.
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Some immediate avenues for future research are to extend the action language
A to incorporate other connectives like choice and iteration. This would make
the departure into the principle of Occam’s razor much more pronounced, and
would conceivably give some interesting perspectives on how we might reason
about regular change, and other ways in which the world might evolve, besides
inertially. Further work is required to construct an adequate proof system to go
with the semantics just presented.
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Abstract. This paper is a study on constructing a natural language interface to 
relational databases, which accepts natural language questions as inputs and 
generates textual responses. The question is translated into a SQL query using a 
semantic grammar and then, a database management system is left to find the 
result table with its own specialized optimization and planning techniques. The 
textual responses are generated from the result table based on another semantic 
grammar and the query type. Experimental results show that this approach can 
analyze a wide range of questions with high accuracy and produce reasonable 
textual responses.  

Keywords: natural language interface, database, semantic grammar. 

1   Introduction 

Database management systems (DBMSs) have been widely used thanks to their effi-
ciency in storing and retrieving data. However, databases are often hard to use since 
their interface is quite rigid in cooperating with users. To get information from a data-
base, the user has to fill some search criteria into a predefined form and receive re-
sults as a table or a fixed report. Such an interacting method is inconvenient for users 
who do not know the structure of the database being used. Using natural language to 
interact with a database is a better choice for users, especially non-expert ones.  

The research on natural language interface to databases (NLI2DBs) has recently 
received attention from the research communities ([1], [4], [6]). The purpose of natu-
ral language interfaces is to allow users to compose questions in natural language and 
to receive responses under the form of tables or short answers. Since natural language 
always contains ambiguities, most NLI2DBs are implemented in a specific domain 
and can only understand a subset of a natural language.  

This paper presents our approach to the NLI2DB. Our implemented system includes 
two main modules: (i) a Query Translator (QTRAN) to translate a natural language ques-
tion to an SQL query; and (ii) a Text Generator (TGEN) to generate textual responses 
from a query result table. QTRAN uses a restricted, domain independent semantic 
grammar and a CYK parsing algorithm to translate user questions into SQL queries. 
TGEN produces answers from query result tables based on query types and a grammar 
that combines a template-based approach with a phrase-based one. To test the feasibility 
of the system, a specific DBMS - a student management database in Vietnamese – is 
used. The proposed system architecture guarantees its portability across domains.  



 Natural Language Interface Construction Using Semantic Grammars 729 

 

The remaining sections of this paper are organized as follows. Section 2 introduces 
our technique to translate natural language questions to SQL queries. Section 3 de-
scribes our method to generate textual responses from a query result table. Our ex-
perimental results are discussed in Section 4. Finally, Section 5 concludes the paper 
and proposes possible future work on this approach.  

2   Query Translator 

Most existing NLI2DBs are quite rigid in translating natural language queries. They 
just look for keywords in the sentence [9] or using some templates in analyzing the 
userÊs input [15]. Such approaches cannot deal with questions in unpredicted formats. 
Some NLI2DBs such as AVENTINUS [3] has some efforts in carrying out real se-
mantic analysis. However, no significant success is achieved yet in this direction be-
cause of the polysemantic and ambiguity in natural language. Most NLI2DBs are  
domain-dependent, as they require predefined knowledge of the working domain in 
constructing templates or semantic rules ([2], [13]). In this paper, we represent our 
query translator named QTRAN - a module that uses a restricted, domain independent 
semantic grammar to translate Vietnamese questions to SQL queries. In this system, 
users can type questions without following any predefined template. This semantic 
grammar is introduced next.  

2.1   The Semantic Grammar 

In general, each natural language question uses a particular grammatical structure. 
Each position in the question is used for a specific purpose, such as storing an object 
asked by the user, an object attribute, a value, or a linkage between objects. By ana-
lyzing a large set of user questions, we found that although user questions are ex-
pressed in various ways, they always follow a specific organizing principle. For that 
reason, we defined a semantic grammar that contains a set of rules reflecting syntactic 
and semantic structures of user questions. This grammar allows us to analyze re-
stricted, domain independent questions. The questions are in the following formats:  

(i) Questions start with an interrogative pronoun (e.g., “AiWho/Cái gìWhat/………?” )  
(ii) Questions start with an instructive verb (e.g., “Đưa rashow/tìmfind/liệt kêlist/……” ) 

Especially, our rule set is also capable of handling negative questions or questions with 
stress words (e.g., “ít nhấtat least”). These questions are hardly representable by a query 
language supported by a DBMS. This grammar is strong enough to cover a large number 
of questions that are often posted by users. It consists of 76 rules, using 46 non terminal 
symbols and 34 terminal ones. Some examples of our semantic rules are shown below:  

1. <conditions>  <selection condition><conjunction><conditions>  
2. <conditions>  <joint condition><conditions>  
3. <joint condition>  <source> <negative> <SR> 
4. <joint condition>  <SR><source> 
5. <negative>  ‘chưanot yet/khôngno’       
6. <source>  <quantity><entity><conditions>  
7. <source>  <values> 
8. <quantity>  <stress word><number> 
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To translate a user’s question to an SQL query, three processes are carried out: (i) 
parsing the user’s question using the semantic grammar; (ii) interpreting the syntactic-
semantic tree of the user’s question; and (iii) translating the standard tree to an SQL 
query. These processes are described in sections 2.2, 2.3 and 2.4. below.  

2.2   Parsing a User’s Question 

First, the parser detects words and their semantic categories in the user’s question using a 
word-category dictionary. Then, the parser derives syntactic-semantic trees from the in-
put question using the semantic grammar introduced in Section 2.1. Since the proposed 
grammar is context free and is not in the Chomsky normal form, an improvement of the 
Cocke-Younger-Kasami (CYK) algorithm is used to parse the input question.  

As our grammar is context free and domain independent, the number of generated 
trees may be large. Meaningless trees or trees those do not represent the user’s inten-
tion should be removed from the output.  To solve this problem, two actions are car-
ried out by QTRAN. First, QTRAN determines all possible constraints from the input 
question. These constraints are the correspondence between attributes and entities, be-
tween attributes and values (e.g., a date should accompanies with the ‘date’ attribute), 
etc.  Then, if the input question contains semantic ambiguities, QTRAN generates a 
multi-choice question asking the user to pick the closest one to his/her intention1. The 
syntactic-semantic trees that fit with the user’s intention are selected as the output for 
the parser. An example of the output tree generated by the parser is shown in Fig. 1.  

2.3   Interpreting the Syntactic-Semantic Tree of the User’s Question 

The syntactic-semantic trees generated by the previous process satisfy all possible 
constraints in the database. However, the semantic relations are not explicitly and 
completely presented in the trees. This process deals with this problem. It analyzes 
semantic relations in these trees and transforms them into another format that is closer 
to the SQL syntax. The trees after being transformed are called standard trees. This 
process uses a data mapping dictionary that provides information about the database 
structure including entities, attributes, and semantic roles. For example, an attribute is 
described in this dictionary by the following information: (i) attribute’s name in Viet-
namese; (ii) attribute’s name in the database; (iii) name of the entity containing this 
attribute. Information about a semantic role includes (i) role’s name; (ii) entity1’s 
name; (iii) entity2’s name; and (iv) SQL query corresponding to this relation.  

The interpreter clarifies semantic roles of nodes in the syntactic-semantic tree and 
analyzes relations among them using the entity relationship, the data mapping dic-
tionary and attribute values in the database. If the question lacks of information, the 
interpreter will modify and complete the tree. These operations are fully described  
in [12].  

After being modified and completed, the trees are standardized by pushing all se-
lection conditions forward all joint conditions for each entity (Source or Destination). 
The standard tree of the syntactic-semantic tree in Fig. 1 is shown in Fig. 2. Finally, 
 

 

                                                           
1 For a detailed description of this technique, see [12]. 
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Fig. 1. The syntactic-semantic tree for the question “Tìm các sinh viên học ít nhất 2 môn do 
giáo viên A dạy” (“Find all students who study at least 2 subjects taught by lecturer A”) 

QTRAN rephrases the input question based on the standard tree and displays it to the 
user2. If the rephrased question expresses exactly the user’s intention, (s)he will click 
a button forcing QTRAN to generate the SQL-query from the standard tree.  

2.4   Translating to SQL 

In this process, each Source node is considered as a subtree, in which Entity nodes 
and Conditions nodes are translated as sub-SQL queries. The translating process trav-
erses an input tree in the bottom up direction. After the root node ‘Query’ has been 
traversed, a complete SQL is generated. It is clear that if translation rules for all struc-
tures of Source and Query nodes is provided, it is possible to translate any standard 
tree to an SQL query. Such a set of translation rules is proposed and used in QTRAN. 
Some of our translation rules are shown below: 

1. SL(S ‘phủ địnhnegative’ <SR’> R) = select KS from S where KS not in (select KS 
from <SR’> where KR in (select KR from R)) 

                                                           
2 For example, the rephrased question of the question in Fig. 1 is “Tìm các sinh viên học ít nhất 

2 môn được dạy bởi giáo viên có tên là A” (“Find all students who study at least 2 subjects 
taught by the lecturer whose name is A”). 
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  subtree T 

 

Fig. 2. The standard tree of the tree in Fig.1 

2. SL(S ‘nhiều nhấtat most n’ <SR’> R) = select KS from S where KS not in (select KS 

from <SR’>, R where <SR’>.KR = R.KR  group by KS  having count(KR) >  n) 
3. SL(E <selecting conditions> <joint conditions>) = SL(SL(E <selecting condi-

tions>) < joint condition 1>) intersect SL(SL(E <selecting conditions>) < joint 
condition 2>) intersect …… 
intersect SL(SL(E <selecting conditions>) < joint condition n>) 
(<joint conditions> = <joint condition 1> ‘and’ …‘and’ <joint condition n>, the 
joint conditions are translated by this rule set based on its structure in the tree). 

4.  SL(E <selecting conditions>) = select KE from E where <selecting condition 1> 
and <selecting condition 2> and……and <selecting condition m> 
(<selecting conditions> = <selecting condition 1> ‘and’ <selecting condition 2> 
‘and’…‘and’ <selecting condition m>). 

In the above rules: 

• SL(X) represents for a SeLect translation rule; 
• <SR’> is the entity2’s name corresponding to a semantic role <SR> in the data 

mapping dictionary.  
• KS, KR , KE are keys of entities S, R, and E, respectively. (E can be the query’s tar-

get). 

Clause 1 [11]: The above rules do not modify the semantic meaning of structures in 
trees whose root node is ‘Source’ or ‘Query’.  
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The following SQL query is generated by applying Rule 4 for the subtree T  
in Fig. 2:  

SL(Lecturer lectname=‘A’) =  
SELECT lecturerID FROM Lecturer WHERE lectname=‘A’ 

The obtained SQL query after translating the standard tree in Fig. 2 is:  
SELECT studname 
FROM Student 
WHERE studentID IN 
 SELECT studentID 

FROM Study, (SELECT subjectID   
    FROM Teach  
    WHERE lecturerID IN               

SELECT lecturerID FROM Lecturer  
WHERE lectname=‘A’) AS TP 

WHERE Study.subjectID = TP.subjectID  
GROUP BY studentID 
HAVING COUNT(subjectID) > 1 

The “TP” in the above query is an abbreviation of the word “temporary”, which 
represents for a temporary result table. 

3   Text Generator 

When we ask a question, we expect to receive a meaningful and informative answer 
in reply. The traditional feedback of a DBMS, which is a result table or a report in a 
fixed format, is quite hard for naïve-users to understand, as they require some under-
standing of the database structure being used. In a NLI2DB, the result table is trans-
lated into a textual response in order to make the system easier to be used. The textual 
response should answer correctly the user’s question. In addition, it should be under-
standable, brief and fluency. 

Approaches to text generation can be divided into four directions. The simplest ap-
proach, canned text systems, is too rigid as it simply prints available phrases storing in 
the system. A more sophisticated approach is the template-based one ([8], [16]), which is 
used mainly for multisentence generation. This approach uses predefined form that is 
filled by the information specified by either the user or the application at run-time. The 
phrase-based systems ([10], [14]) define a set of generalized templates that represents 
various kinds of phrases in a natural language (e.g., a verb phrase). Such systems start 
with a word or topic and create phrases based on the structure of a sentence. This ap-
proach is mainly used for single-sentence generation. The most sophisticated generators 
are feature-based systems ([5], [7]). However, only one sentence is outputted by most of 
these systems. In feature-based systems, each sentence is specified by a unique set of fea-
tures. Generation proceeds by the incremental collection of features appropriate for each 
portion of the input until the sentence is fully determined.  

Our system aims at generating text that can have more than one sentence. We propose 
an approach that combines the template-based approach with the phrase-based approach. 
In order to generate understandable, brief and fluent responses, beside a set of semantic 
rules, TGEN also needs knowledge sources to understand data meanings and data rela-
tions in result tables. The set of generation rules of TGEN is described next.  
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3.1   The Grammar Used in TGEN 

Since people have preconceived ideas about the ways in which information can be in-
tegrated to form a text, we defined an organizing principle for text and used it to 
structure the information that will be included in the answer. We identified all ques-
tion types which are translatable to SQL by QTRAN and the corresponding answer 
structures. The questions have been categorized into three types: 

1. Single_value questions (e.g., Who is the leader of the class BK20 in the academic 
year 2004-2005?3). 

2. List questions (e.g., Which subjects did the class BK20 study in 2007-2008?)   
3. Description questions (e.g., Give us information about the student Pham Thanh of 

the class BK20.) 

Each question type associates with one or several answer structures, which are formu-
lized as frames in our approach. These frames can produce flexible text by using  
generation rules in a context free grammar. The generation rules describe semantic re-
lations among values in the result table. A subset of the generation rules that is used to 
generate textual responses for a Description question is shown below: 

(1) [frame_Description_student]  [studname] ([sex]) [vp_studentID]. [stud-
name] [vp_DOB], [vp_cityborn]. [studname] [vp_classID].  

(2) [frame_Description_student]  [studname] ([sex]) [vp_studentID]. [stud-
name] [vp_classID]. [studname] [vp_DOB], [vp_cityborn].  

(3) [vp_classID]  is a student of the class [classID] 
(4) [vp_classID]  studies in the class [classID] 

          . . .  

The strings in the square brackets ([ ]) are considered as non-terminal symbols; 
whereas the string that are not in the square brackets are terminal ones. Non-terminal 
symbols will be expanded by other generation rules or will be replaced by a value in 
the query result. During the generation process, if some slots in the frame do not have 
values to fill in, these slots will be removed from the frame.  

The rules whose left hand side (LHS) starts with [frame_ define the structure of a 
frame. The non-terminal symbols starting with [vp_, [np_ or [s_ represent for a verb 
phrase, a noun phrase or a sentence, respectively. The symbols in the square bracket 
and do not start with [frame_, [vp_,  [np_ and [s_ are pre-terminal symbols. They will 
be replaced by values in the result table.  

The above Description frame reflexes relations among attributes of the Student en-
tity. In order to keep the generality of the frame set, we design Description frames for 
each entity of the database. Each frame consists of all attributes of an entity. If an an-
swer describes relations among attribute values of several entities, the system will 
automatically generate the answer by connecting the Description frames of these enti-
ties through the entity’s key. The system selects only frame’s parts that relate to at-
tributes of the result table. To make the textual outputs understandable, the entities’ 
keys are often replaced by their corresponding name attributes during the generating 
process (e.g, [studentID] is replaced by [studname]).  
                                                           
3 For the convenient, examples from Section 3 were translated to English.   
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3.2   Generating Textual Responses 

In order to generate text, four main steps are carried out in TGEN: (1) selecting can-
didate frames; (2) filling in frame slots; (3) correcting grammatical errors; and (4) 
generating answers. These four steps are carried out by our four modules: a Frame  
Selector, a Slot Filler, a Syntactic Refiner, and an Answer Generator. These steps will 
be described in detailed below. 

3.2.1   The Frame Selector 
To select appropriate frames, three factors are being considered: keywords in the 
user’s question (e.g., List), the SQL query generated by QTRAN, and the shape of the 
result table. If a result table has multiple rows and columns, this table will be dis-
played to users since such tables are more condensed and informative than text. In 
other cases, QTRAN will generate a short textual response as casual users prefer a 
natural conversation than just looking at tables. The shape of the result table decides 
the frame type by the following policy:  

• If the result table has only one value, the Single_value frame is selected.  
• If the result table has several columns and one row, the Description frame is cho-

sen. If the result table is a join among several entities, a join of the corresponding 
Description frames will be established.   

• If the result table has one column and several rows, the List frame is chosen.  

3.2.2   The Slot Filler 
After frames have been selected, they are deployed by a top-down generating algo-
rithm using the rule set described in Section 3.1. This process uses the data mapping 
dictionary mentioned in Section 2.3 to map values in the result table with pre-terminal 
symbols in the rules. For example, the table column Student name is mapped with the 
attribute studname in the data mapping dictionary. As a result, values in this columns 
are filled in slots [studname] of the considering frames.  

The slots that do not have values to fill in will be removed from the frame. This ac-
tion may cause sentential fragments (e.g., a sentence without a verb phrase) in the 
output texts. For that reason, TGEN needs a Syntactic Refiner to solve this problem. 
The Syntactic Refiner is introduced next. 

3.2.3   The Syntactic Refiner 
The purpose of the Syntactic Refiner is to produce grammatical sentences from the 
outputs of the Slot Filler. It first parses the outputs of the Slot Filler to detect un-
grammatical sentences. In order to do that, it locates positions of NPs and VPs in the 
Slot Filler’s outputs by tracing the applied generation rules. Then, it checks the syntax 
of sentences given their NPs and VPs. If a sentence lacks a major part such as an NP 
or a VP, the Syntactic Refiner will combine it with its adjacent sentences.   

3.2.4   The Answer Generator  
Although the output texts of the Syntactic Refiner are grammatically correct, it may 
not be fluent. There are some reasons for this problem: the sentences can be too short 
or too long; some words are repeated several times; etc. The Answer Generator re-
fines the texts so that they can be as natural as possible. It replaces repeated words by 
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their synonyms or reference words. A domain independent thesaurus, which stores 
semantic relations among words, is used in this process.  

Given the user’s question “Give us the name, the class and the faculty of the stu-
dent whose student number is 20050245” and the query result in Table 1, one of the 
textual responses generated by TGEN is:  

“The name of the student is Pham Thanh. Pham Thanh is a student of the class 
BK20. This class belongs to the Information Technology faculty.”  

This text was produced by applying an automatically generated frame that connects 
three available frames [frame_Student], [frame_Class], and [frame_Faculty] through 
entities’ keys.   

Table 1. A Query Result Table 

Student name Class Faculty 
Pham Thanh BK20 Information Technology 

4   Experimental Results 

To evaluate the system performance, we carried out experiments with a student man-
agement database. The evaluation focuses on two aspects: (i) the accuracy of re-
phrased questions from user questions; and (ii) the quality of textual responses. These 
aspects were evaluated independently by us. 

20 users were asked to participate in our experiments. Their tasks were to formulate 
questions on this database without knowing the database structure and to evaluate system 
responses. Since these participants do not know the SQL syntax, they cannot evaluate di-
rectly SQL queries. Instead, they were asked to evaluate the rephrased questions derived 
in the second process of QTRAN (see Section 2.3). As mentioned in Clause 1 (Section 
2.4), the SQL query does not modify the semantic meaning of structures in trees whose 
root node is ‘Source’ or ‘Query’. Therefore, we can guarantee that if the rephrased ques-
tion is correct, the SQL query generated by QTRAN is also correct.  

The experiments were conducted by testing questions with various length and with 
different characteristics: perfect or imperfect, positive or negative, quantified or un-
quantified. Each question was stated in several ways in order to test the robustness of 
the system. We got user feedbacks by asking them to answer the following questions: 

• Do you think that the rephrased question is fluent (Y/N)? 
• Do you think that the system rephrased correctly your intention (Y/N)? 

The experimental results with QTRAN are shown in Table 2.  309 questions in total 
were used in the experiments.  91.91% rephrased questions are correct, among which 
80.26% rephrased questions are fluent. It indicates that QTRAN is quite accurate and 
robust in translating user questions.  

The SQL queries generated by QTRAN were used to query the database. Their re-
sult tables were used by TGEN to generate textual responses. In evaluating the output 
of TGEN, we categorized the user questions into three types: Single_value, List and 
Description. The Description questions were tested with two possibilities: (i) values 
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Table 2. Experimental Results with QTRAN 

Rephrased questions 
Correct 

 
Question’s characteristics 

Fluent Unfluent 
Incorrect 

Total 
questions 

Quantified 29 2 1 32 
Positive 

Unquantified 66 1 1 68 
Quantified 12 3 2 17 

Perfect 
Negative 

Unquantified 42 7 4 53 
Quantified 18 4 4 26 

Positive 
Unquantified 43 8 6 57 

Quantified 9 3 3 15 
Imperfect 

Negative 
Unquantified 29 8 4 41 

Total questions 248 36 25 309 
% 80.26 11.65 8.09  
% 91.91 8.09  

of the result table are retrieved from one entity; and (ii) values of the result table are 
retrieved from several entities. The textual responses were evaluated based on user 
satisfaction with the textual responses. Since QTRAN generates SQL queries corre-
sponding to user’s questions and TGEN generates textual responses from query result 
tables, the accuracy of information returned by the system is decided by QTRAN. 
Therefore, TGEN’s performance was assessed by the following criteria:  

• Do you think that the answer is syntactically correct (Y/N)? 
• Do you think that the answer is fluent and clear (Y/N)?  
• Do you think that the system produces flexible4 text (Y/N)?   

Table 3 presents our experimental results with TGEN, using result tables returning 
from the SQL queries generated in the experiments with QTRAN. Since QTRAN 
only translates correct rephrased questions into SQL queries, 284 result tables were 
used as inputs in TGEN’s experiments.   

Table 3. Experimental Results with TGEN 

% user satisfaction with question type 
Textual responses 

Single_value List 
Description  
(one entity) 

Description 
 (several entity) 

syntactically correct 94.23 96.82 86.96 84.51 
fluent and clear 91.35 93.65 69.57 74.65 

flexible 92.3 88.89 84.78 85.92 

Table 3 shows that our system is good at generating Single_value answers and List 
answers. The user satisfaction with Description answers is lower since generating text 

                                                           
4 “Flexible” means one result table can be expressed in different ways.    
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for such kind of answers is more complicated than the two other types. A Description 
answer often contains more than one sentence and covers a variety of attributes.   

The user satisfaction on the flexibly of responses is rather high as several rules can 
be applied to generate text from a result table. The user satisfaction on the “fluent and 
clear” criterion is lowest among three evaluation criteria. To solve this problem, we 
need to investigate a method to improve the answer generating process of TGEN.  

5   Conclusions and Future Work 

In this paper, we introduced our approach to natural language interfaces. The system 
consists of two main modules: a Query Translator and a Text Generator. QTRAN 
uses a restricted, domain independent semantic grammar to translate user questions to 
SQL queries. TGEN uses generation rules to produce textual responses from query re-
sult tables. The current prototype of our system has achieved the following results: 

• A friendly interface has been provided to users: users can type natural language 
questions that do not need to follow any predefined form and receive feedbacks 
under the form of short answers. It is suitable for people that have little or no 
knowledge of the database structure being used.  

• The system accepts quantified questions and negative questions, which are very 
difficult to express in SQL syntax by naïve users.  

• The system can assist users to rephrase questions correctly to his/her intention.  
• Some questions (such as incomplete queries) can be automatically corrected 

without asking users to pick a choice.  
• The system can produce flexible and grammatical textual responses. It proves 

that a hybrid approach to text generation is feasible for this kind of applications 
while a deep NLG approach is still far to be reached.     

• The system is portable to other domains. When applying to other domains, we 
only need to modify the generation rule set and the dictionaries.         

To improve the system performance, future work includes:  

• Enriching the knowledge sources of the system to increase the system efficiency;  
• Researching methods to improve the coherence and the fluency of output texts.  
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Abstract. In this paper, we exploit the role of named entities in measuring 
document/query sentence relevance in query-oriented extractive summarization. 
Named entity driven associations are defined as the informative, semantic-
sensitive text bi-grams consisting of at least one named entity or the semantic 
class of a named entity. They are extracted automatically according to seven 
pre-defined templates. Question types are also taken into consideration if they 
are available when dealing with query questions. To alleviate problems with 
low coverage, named entity based association and uni-gram models are inte-
grated together to compensate each other in similarity calculation. Automatic 
ROUGE evaluations indicate that the proposed idea can produce a very good 
system that among the best-performing system at the DUC 2005.  

Keywords: Query-Oriented Summarization, Named Entity based Association. 

1   Introduction 

In recent years, the focus has been noticeably shifted from generic summarization to 
query-oriented summarization, which aims to produce a summary from a set of rele-
vant documents with respect to a given query, i.e. a short description of the user’s 
information need containing one or more narrative and/or question sentences. As 
anticipated, the machine generated summaries should concisely describe information 
contained in the documents and also should facilitate the user in understanding docu-
ments according to his/her interests. The advantages of query-oriented summarization 
in information retrieval have been widely acknowledged. Brief summaries allow peo-
ple to judge the relevance of the returned results without having to look through the 
whole documents. 

Currently, most query-oriented summarization approaches are to extract the salient 
sentences from the documents which are supposed to be relevant to the given query. 
The fundamental issue with these approaches is how to measure the relevance of 
document sentences to the query sentences. In earlier studies, sentences are repre-
sented as bags of words. There are at least two drawbacks with this representation. 
First, the single word (i.e. word Uni-gram) is not informative enough to represent 
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underlying information in the sentences. For example, the meaning of the residence of 
US president would be lost when “White House” was represented by “White” and 
“House” separately. As a result, named entities, like other words, should be treated as 
meaningful text units when measuring relevance. Second, the ordering information, 
especially the semantic underlying information and the sentence structure can not be 
captured by Uni-gram models. N-gram, such as Bi-gram, model provides a mean to 
take into account of the shallow structural information by combining two text units. 
But meanwhile, any N-gram model will more or less suffer from the bottleneck of low 
coverage. That is why Uni-gram and Bi-gram models are normally combined in use, 
or constraints on Bi-gram models are relaxed. 

In this study, we tend to highlight the role of named entities (NE) in variety of NE 
driven models. Named entities are regarded as text uni-grams and NE centered asso-
ciations are defined as the informative and semantic-sensitive text bi-grams involving 
at least one named entity in representing sentences. Associations combine named 
entities, their semantic classes, as well as other representative words (adjacent to the 
named entities in certain models). Question types, which indicate what kind of infor-
mation the questions are looking for, if applicable, are also concerned in associations 
when dealing with the questions in query. Because of this, NE-driven models can help 
effectively locate the sentences that contain the most relevant information to the ques-
tions. Consequently better summaries could be expected. Automatic ROUGE evalua-
tions show that the summaries produced by the combinatorial models of NE/word 
uni-grams and NE-driven bi-grams are comparatively good with the summaries pro-
duced by the best systems competing at the DUC 2005. 

2   Related Work 

Query-oriented summarization has been boosted by DUC evaluations since 2005. 
Many previous approaches rank the sentences according to their relevance to the 
query and then select the most relevant ones into the summary. Regardless of the 
approaches taken, query-oriented summarization involves three basic aspects: text 
content representation; query formulation; and relevance judgment. Among them, 
how to estimate the relevance between query and sentences is the most fundamental 
issue, which has been extensively studied in the past. 

The simplest yet effective way is to calculate the cosine similarity of the two sen-
tences represented by the vectors of the words [7, 13, 14]. Some related work also 
utilizes WordNet as the external resource to solve the word mismatch problem by 
calculating the semantic similarity between the words. An extension to vector space 
models is dimension reduction performed with latent semantic analysis [5]. In addi-
tion to various kinds of word occurrence, frequency and semantic matching tech-
niques, similarity can be also measured by the matching of the other text contents, 
such as named entities [8, 14], basic elements [6], and grammatical relations [3]. 
Normally, the relevance is judged based on a set of features, which are linearly com-
bined to decide how a sentence is likely to be included in the summary. An alternative 
way is to construct a single but complicated feature, such as dependency tree [12] or 
document graph [4, 11]. It is however limited by the complexity of feature construc-
tion and relevance judgment.  
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Question answering (QA) is closely related to query-oriented summarization in 
terms of needs for question interpretation. Although question type identification [2, 
8], question reformulation [3, 12] and question expansion [1] have been applied in the 
context of query-oriented summarization, special handling of query questions is not 
well concerned in many related work.  

3   Measuring Relevance with Named Entity Driven Association 
Models 

3.1   NE Driven Bi-gram Association (NeBiA) Model 

In the NeBiA model, content associations are defined as the bi-grams involving at 
least one named entity or the semantic class of a named entity. They are the combina-
tions of the named entities and the content representative words (i.e. non-stopwords) 
immediately adjacent to the named entities. All the associations fall into 4 categories 
and appear in one of the following forms: 

Table 1. Templates for the Extraction of NE Driven Bi-grams 

Category Form 

NE-NE ( )21, NENE  

NE-WORD ( )wordNE, , ( )NEword ,  

NE-TAG ( )tagNENE  , 21 , ( )21 , NEtagNE  

TAG-WORD ( )wordtagNE , , ( )tagNEword  ,  

Table 1 provides seven templates to guide the automatic extraction of NE centered 
bi-grams from both document sentences and query sentences so that the similarity can 
be calculated according to the bi-grams they match and the matching extent. Notice 
that NE-NE represents two successive named entities in a sentence. But they are not 
necessarily adjoining to each other and might be separated by a couple of words in-
between. In fact, the NeBiA bi-grams defined in Table 1 are the selected subset of the 
text bi-grams, where the role of named entities is highlighted. 

It is common for the same entity to be expressed in the different ways when it is 
mentioned in the text. For example, “US”, “U.S.”, “the US” and “the United States” 
all refer to the Unite States. Consequently, most of time, named entities fail to find 
their matches simply because of this. Coreference resolution can definitely provide a 
solution to this problem, but itself is also a problem being worked out in natural lan-
guage processing. Our solution is to relax the matching restriction to allow for both 
named entities and their semantic classes being included in the bi-gram associations. 
The semantic classes considered in this paper include <Person>, <Organization>, 
<Location>, <Date>, and <Number>, which are called NE tags. Another advantage 
from the use of the NE tags is being able to integrate QA techniques into query-
oriented summarization. This will be detailed in Section 3.3. 
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The NeBiA model can be extended to the NeBiA-II model to include all the words 
within the window of the sentence instead of the adjacent ones, i.e. extended from 
rigid to soft NE(TAG)-WORD bi-gram combinations. 

3.2   NE Driven Event Bi-gram Association (NEvBiA) Model 

As we know, named entities always play an important role in characterizing the 
events which can be defined as “[Who] did [What] to [Whom] [When] and [Where]”. 
The design of the NEvBiA model is based on the assumptions that if the words in the 
NeBiA model could be restricted to those related to the events, the bi-grams might be 
able to reflect the underling intra-event associations. In this paper, we choose verbs 
(such as “elect”) and action nouns (such as “supervision”) as event words that can 
characterize or partially characterize the actions or the incident occurrences in the 
world. They roughly relate to the “did [What]” mentioned above. Meanwhile, the 
named entities <Person>, <Organization>, <Location> and <Date> convey the infor-
mation of [Who], [Whom], [Where] and [When], while [Number] complements other 
event descriptions, such as the extent. Clearly, the NEvBiA bi-grams are the selected 
subset of the NeBiA bi-grams, where the words are limited to the event words. 

Similarly, the NEvBiA model can be extended to the NEvBiA-II model, corre-
sponding to the NeBiA and NeBiA-II models. 

3.3   Handling Query Questions 

We strongly support the idea of incorporating QA techniques into query-oriented 
summarization. Thus, the models introduced in Section 3.1 and 3.2 are also designed 
to facilitate the formulation of both narrative and question sentences in query. For a 
query question, its question type is concerned and handled in the same way as the tags 
of the named entities presented in the sentence. Question type indicates what kind of 
information the question is looking for. It can help locate the sentences containing the 
information related to a particular question, and select the appropriate sentences in the 
summary. For example, if a sentence contains the named entity tagged as <Person> or 
<Organization>, it should be more likely to provide the answer to the question “Who 
has criticized the World Bank?”. 

Figure 1 in the next page illustrates four categories of five NE driven bi-grams ex-
tracted from this question. Notice that the ordering information is reserved in them, 
i.e. ( ) ( )NEwordwordNE ,, ≠ . This can avoid the mistakes in including the sentences 

containing the phrase “World Bank criticized <Person>” in the summary responding 
to the previous question. These sentences are obviously not expected. 

Question types are determined by a set of heuristic rules. For the questions begin-
ning with the interrogatives like “who”, “where”, and “when”, a straightforward map-
ping between these interrogatives and the classes of the named entity to be questioned 
is established. “who”⇔<Person>, “where”⇔<Location>, and “when”⇔ <Date>. If 
the sentence begins with “which”, “what” or the word “name”, the classes are de-
duced based on the semantics of the nouns in the patterns of “which + noun”, “what + 
noun”, “what be + noun”, and “name + noun”. WordNet supplies the semantic infor-
mation needed. See (Li, 2005) for more details. 
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Who    has [criticized] the World Bank?       
           
           [Criticize]    [World Bank] 

Person      Word       Organization

                             
(<Person>, World Bank)  
(<Person>, Criticize) 
(Criticize, <Organization>) 
(Criticize, World Bank) 

NE-TAG
TAG-WORD 
TAG-WORD 
NE-WORD  

Fig. 1. Example of the 3 Categories of Bi-gram association 

3.4   Matching-Based Relevance Measure 

Sentence and query relevance are measured based on the words and the associations 
they match. In this study, we make an attempt on three matching strategies: (1) exact 
matching (EM); (2) semantic matching (SM); and degreed matching (DM). 

EM and SM are binary decisions. While EM returns binary 0 or 1 depending on 
whether a matching succeeds or fails, SM considers the hyponyms of the words and 
returns 1 when the two words (or the two words in the two associations under com-
parison) belong to the same synset in WordNet. This is motivated by the observation 
that some words of the same or quite similar meanings are in different surface forms. 
These words are commonly synonyms or hyponyms, such as “diminish” and “reduc-
tion”. The third strategy, i.e. DM, backs off EM with SM. It performs EM first. Only 
when EM fails, it gets back to SM, and returns a value smaller than 1 (e.g. 0.7) if SM 
succeeds. The relevance is then be measured by calculating the similarity of the sen-
tences and the query according to the frequencies of the matches. The matching 
strategies are applied not only to bi-gram association matching but also to uni-gram 
matching. 

For the extracted bi-gram associations, once the matching is done, they naturally 
form a collection of n  association groups, denoted by A . An association group con-
tains either a set of associations matched or a single association if no match is found. 

The similarity of a sentence Ds  in a document set D and a query },...,,{ 21
T
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Associations provide important means for relational content matching. But it often 
suffers from low coverage. If the similarity is calculated solely based on association 
matching, an actual relevant sentence might be mistakenly judged as non-relevance. 
To remedy this shortage, the overall similarity is actually calculated by linearly com-
bining the association model and the uni-gram model.  
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4   Experimental Studies 

4.1   Experiment Set-Up 

The experiments are conducted on the DUC 2005 50 document sets. Each set of 
documents is given a query which simulates the user’s information need. All docu-
ments and queries are pre-processed by TextPrepEngine, a text pre-processing engine 
developed upon GATE1 and Porter Stemmer2. Sentences can then be represented by a 
group of words which are stemmed, part of speech (POS) tagged, and the stop-word 
removed3. Moreover, named entities are tagged for each sentence. According to the 
task definitions, system generated summaries are strictly limited to the 250 English 
words in length. Based on the calculated similarities, we pick up the highest scored 
sentences from the original documents into the summary until the word limitation is 
reached. Duplicate sentences are prohibited.  

Automatic evaluation methods and criteria are still a research topic in summariza-
tion community. Many literatures have addressed different methods for automatic 
evaluation other than human judges. Among them, the ROUGE toolkit4 [10], though 
being argued by quite a few researchers, is supposed to produce the most reliable and 
stable scores comparing with human evaluation. Moreover, the DUC 2005 officially 
adopts ROUGE as the automatic evaluation method. Therefore, we also take it as the 
evaluation means in this work. Specifically, the machine-generated summaries are 
evaluated in terms of average recalls of ROUGE-1, ROUGE-2, and ROUGE-SU4.  

                                                           
1 http://www.gate.ac.uk 
2 http://www.tartarus.org/~martin/PorterStemmer 
3 A list of 199 words is used to the filter stop words. 
4 ROUGE 1.5.5 is used, and the ROUGE parameters are “-n 2 -x -m -2 4 -u -c 95 -r 1000 -f A -

p 0.5 -t 0”, according to the DUC task definition. 
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4.2   Evaluation of Uni-gram Models  

The word-based uni-gram model is implemented as the baseline model. When the 
named entities in the text are recognized and manipulated as the integrated text units, 
we call it NE-based models. Table 2 below compares the NE-based uni-gram model 
with the word-based uni-gram model. However, the advantage is visible but not 
markedly. In later experiments, we will further evaluate the combinations of uni-gram 
and various bi-gram models. 

Table 2. Evaluations of Uni-gram Models 

 ROUGE-1 ROUGE-2 ROUGE-SU4 
Word-based 0.35952 0.06932 0.12602 
NE-based 0.36400 0.06988 0.12743 

4.3   Evaluation of Uni-gram and Bi-gram Combinatorial Models  

The aims of the following experiments are to examine the performance of various 
combinational models integrated with NE-based uni-gram and the bi-gram models 
and more important to discovery the most informative and representative text units. In 
the rigid approaches, the NeBiA and NEvBiA models have been described in Section 
3. Bi-gram in the NeBi model is constrained to two adjoining words (non stop-words) 
according to their appearance in the sentence. This is the normal use of the bi-gram 
model. Differently, in the soft approaches, the two words within a given window size 
will be combined as a bi-gram in NeBi5-II, while in NeBiA-II and NEvBiA-II models, 
the NE-NE and NE-TAG bi-gram associations are constrained to two successive 
named entities (or tags), and a named entity (or tag) together with a word within the 
given window size6 will be combined to the NE-WORD or TAG-WORD associa-
tions. The numbers behind the soft models in the following table denote the best win-
dow sizes used in our experiments (tuned experimentally). In this set of experiments, 
the SM strategy is adopted and 1:2: 21 =λλ  is set experimentally. 

Table 3. Results of Combinatorial Models 

Rigid ROUGE-1 ROUGE-2 ROUGE-SU4 
+ NeBi 0.36169 0.07010 0.12620 

+ NeBiA 0.36563 0.07345 0.12974 
+ NEvBiA 0.36588 0.07336 0.12986 

Soft ROUGE-1 ROUGE-2 ROUGE-SU4 
+ NeBi-II (7) 0.36201 0.07068 0.12648 

+ NeBiA-II (6) 0.36663 0.07354 0.12987 
+ NEvBiA-II (8) 0.36670 0.07357 0.13014 

                                                           
5 NeBi here denotes the original NE based bi-gram model. 
6 Notice that the word within the given widow size to a named entity (or tag) can not cross 

another named entity (or tag). 
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Table 3 above presents the ROUGE results of the combinational models. We can 
see that the NeBi model improves the performance of the original word-based uni-
gram slightly. And when text representative units are narrowed down gradually in 
NeBiA and NEvBiA models, the improvement becomes visible. Furthermore, more 
significant performance can be achieved when the soft models are taken into account., 
The best performance is obtained by the NEvBiA-II model. These results strongly 
support the ideas of using NE-driven bi-gram associations in query-oriented summa-
rization. 

4.4   Coverage Problems with Single-Handed Bi-gram Models 

As mentioned previously, the single-handed bi-gram based approaches, i.e. NeBi, 
NeBiA and NEvBiA models suffer from the coverage problem. For some set of 
documents in our experiments, we can even hardly find enough sentences, which can 
be considered relevant to the query, in order to produce a summary with the length 
close to the given 250 words limitations by solely using the bi-gram based measuring 
methods. The proportion of “x/50” in the each row of table 4 denotes that “x” out of 
the total 50 document sets are capable of producing the 250 word length summary.  

Table 4. Results of Word based Models 

 ROUGE-1 ROUGE-2 ROUGE-SU4 
NeBi (34/50) 0.35272 0.06430 0.12061 
NeBiA (7/50) 0.37521 0.07947 0.13268 

NEvBiA (7/50) 0.37711 0.07973 0.13163 

Obviously, the results in table 4 indicates the NeBiA and NEvBiA models can 
achieve quite encouraging and significant performance, but they are both limited by 
the low coverage. That’s why normally bi-gram and uni-gram models are combined in 
use. It can be also observed that the performance of the bi-gram model NeBi is even 
worse than its corresponding uni-gram model. The sparse nature is the possible rea-
son. This motivates us to restrict the bi-gram combinations in the proposed model.  

4.5   Evaluations on Impacts of Matching Techniques  

The following set of experiments aims to examine the three matching strategies, i.e. 
exact matching (EM), semantic matching and degreed matching (DM). WordNet 2.07 
and JWNL8 are used to determine whether the two words are semantically matched 
according to whether they are in the same sysnet. In our implementation, DM will 
return 0.7 when the matching of two associations fails in EM but successes in SM. 
Table 5 shows the comparison results of the best-performing models, i.e. NEvBiA-II 
with 8 as the window size, in our former experiments. 

                                                           
7 http://wordnet.princeton.edu/   
8 http://sourceforge.net/projects/jwordnet  
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Table 5. Comparison of EM/SM/DM strategies 

 ROUGE-1 ROUGE-2 ROUGE-SU4 
EM 0.36604 0.07340 0.13009 
SM 0.36670 0.07357 0.13014 
DM 0.36704 0.07360 0.13029 

As seen, there exists improvement when semantic relation between two words is 
considered. However, the improvement is not quite obvious. This may due to the fact 
that the number of the named entity centered bi-gram associations involving with one 
word is still small in our current system, so that the contribution of the semantic rela-
tion is limited. 

4.6   Comparison with DUC 2005 Top 3 Systems 

The following table shows the comparison of our models with the DUC 2005 partici-
pating systems, where S15, S17 and S10 are the top three performing systems. As 
seen, both the NEvBiA-II and NeBiA-II models can achieve very competing perform-
ance. Although no further post-processing is carried out, the results of the NEvBiA-II 
model outperform the top system in the DUC 2005 in the ROUGE-2 evaluation, rank 
the second in ROUGE-SU4 evaluation and among the top three systems in the 
ROUGE-1 evaluation. 

Table 6. Comparison with DUC 2005 top-3 systems 

 ROUGE-1 ROUGE-2 ROUGE-SU4 
NEvBiA-II 0.36704 0.07360 0.13029 
NeBiA-II 0.36663 0.07354 0.12987 

S15 0.37383 0.07251 0.13163 
S17 0.36901 0.07174 0.12972 
S10 0.36640 0.07089 0.12649 

NIST Baseline 0.30217 0.04947 0.09788 

6   Conclusion 

In this paper, the role of named entity has been emphasized in query-oriented summa-
rization. The effects of named entities in uni-gram and bi-gram models are investi-
gated. ROUGE evaluation based on the DUC 05 data set shows that the proposed 
models can achieve very competitive and significant performance. The NE based uni-
gram and NE driven bi-gram combinatorial model can even outperform the best sys-
tem in the DUC 2005. 

However, we also note that the use of name entities centered bi-gram associations 
is limited by the coverage problem, which can be improved by a more appropriate and 
wide-coverage named entity recognizer. Furthermore, since named entity co-reference 
is very useful in our investigation, co-reference resolution achievement in the natural 
language processing community will be further studied in the future work. 
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Abstract. We describe a probabilistic reference disambiguation mechanism de-
veloped for a spoken dialogue system mounted on an autonomous robotic agent.
Our mechanism receives as input referring expressions containing intrinsic fea-
tures of individual concepts (lexical item, size and colour) and features involving
more than one concept (ownership and location). It then performs probabilistic
comparisons between the given features and features of objects in the domain,
yielding a ranked list of candidate referents. Our evaluation shows high reference
resolution accuracy across a range of spoken referring expressions.

1 Introduction

In this paper, we describe the reference disambiguation mechanism of Scusi? — the
spoken language interpretation module of a robot-mounted dialogue agent. Our mecha-
nism interprets referring expressions such as “the blue mug on the table near the lamp”
by performing probabilistic comparisons between the requirements stated in a referring
expression and the features of candidate objects (e.g., those in the room).

The contributions of our mechanism are (1) probabilistic procedures that perform
feature comparisons; and (2) a function that combines the results of these comparisons.
These contributions endow our mechanism with the ability to handle imprecise or am-
biguous referring expressions. For instance, the expression “the bag near the green ta-
ble” is ambiguous if there is a bag on a green table, and there is a bag next to a table
that isn’t green. Such candidate objects are ranked according to how well they match the
specifications in an utterance. Our system handles the following feature types: lexical
item, colour, size, ownership and location. Our evaluation shows that our mechanism
exhibits high resolution accuracy for different types of referring expressions.

This paper is organized as follows. Section 2 outlines the interpretation process and
the estimation of the probability of an interpretation. Section 3 describes the proba-
bilistic feature comparison. The results of our evaluation appear in Section 4. Related
research and concluding remarks are given in Sections 5 and 6 respectively.

2 Interpretation Process

Scusi? processes spoken input in three stages: speech recognition, parsing and semantic
interpretation (Figure 1). First, it runs Automatic Speech Recognition (ASR) software

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 750–759, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Stages of the interpretation process
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Utterance: the long yellow tray on the table near the lamp
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Fig. 2. UCG and ICG for a sample utterance

(Microsoft Speech SDK 5.1) to generate candidate texts from a speech signal. Each text
is assigned a score that reflects the probability of the words given the speech wave. Next,
Scusi? applies Charniak’s probabilistic parser (ftp://ftp.cs.brown.edu/pub/
nlparser/) to generate parse trees from the texts. The parser produces up to N (= 50)
parse trees for each text, associating each parse tree with a probability.

During semantic interpretation, parse trees are successively mapped into two rep-
resentations based on Conceptual Graphs [1]: first Uninstantiated Concept Graphs
(UCGs), and then Instantiated Concept Graphs (ICGs) (Figure 2). UCGs are obtained
from parse trees deterministically — one parse tree generates one UCG. A UCG repre-
sents syntactic information, where the concepts correspond to the words in the parent
parse tree, and the relations are derived from syntactic information in the parse tree and
prepositions. Each UCG can generate many ICGs. This is done by nominating differ-
ent instantiated concepts and relations from the system’s knowledge base as potential
realizations for each concept and relation in a UCG.

Our interpretation process applies a selection-expansion cycle to build a search
graph, where each level of the graph corresponds to one of the stages of the inter-
pretation process (Figure 1). In each selection-expansion cycle, our algorithm selects
an option for consideration (speech wave, textual ASR output, parse tree or UCG). At
any point after an expansion, Scusi? can return a list of ranked interpretations (ICGs)
with their parent sub-interpretations (text, parse tree(s) and UCG(s)).

Figure 2 illustrates a UCG and an ICG for an utterance containing the composite
referring expression (“the long yellow tray on the table near the lamp”). The intrinsic
features of an object (e.g., colour and size of the tray) are stored in the UCG node
for this object. In contrast, structural features, which involve at least two objects (e.g.,
“the table near the lamp”), are represented as sub-graphs of the UCG (and then the
ICG). This distinction is made because intrinsic features can be compared directly to
features of objects in the knowledge base, while features that depend on the relationship
between several objects require the identification of these objects and the verification
of this relationship. In our example, all the tables and all the lamps in the room need to
be considered, and the table/lamp combination that best matches the given specification
is eventually selected. The procedures for selecting objects that match intrinsic and
structural features are described in Section 3.

ftp://ftp.cs.brown.edu/pub/
nlparser/
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2.1 Estimating the Probability of an ICG

Scusi? ranks candidate ICGs according to their probability of being the intended mean-
ing of a spoken utterance. Given a speech signal W and a context C, the probability of
an ICG I is represented as follows.

Pr(I|W, C) ∝
∑
Λ

Pr(I|U, C) · Pr(U |P ) · Pr(P |T ) · Pr(T |W ) (1)

where U , P and T denote a UCG, parse tree and text respectively.
The summation is taken over all possible paths Λ= {P,U} from a parse tree to the

ICG, because a UCG and an ICG can have more than one parent. As mentioned above,
the ASR and the parser return an estimate of Pr(T |W ) and Pr(P |T ) respectively; and
Pr(U |P )=1, since the process of generating a UCG from a parse tree is deterministic.
The estimation of Pr(I|U, C) is described in detail in [2]. Here we present the final
equation obtained for Pr(I|U, C), and outline the ideas involved in its calculation.

Pr(I|U, C)≈
∏
k∈I

Pr(u|k) Pr(k|kp, kgp) Pr(k|C) (2)

where k is an instantiated node in ICG I , u is the corresponding node in UCG U , kp is
the parent node of k in ICG I , and kgp the grandparent node. For example, near is the
parent of lamp03, and table01 the grandparent of lamp03 in the ICG in Figure 2.

– Pr(u|k) is the “match probability” between the specifications for node u in UCG U
and the features of the corresponding node k in ICG I , e.g., how similar an object
in the room is to the “long yellow tray” (Section 3.1).

– Pr(k|kp, kgp) represents the structural probability of ICG I , simplified to node tri-
grams, e.g., whether table01 is near lamp03 (Section 3.2).

– Pr(k|C) is the probability of a concept in light of the context, which at present
includes only domain knowledge.

3 Probabilistic Feature Comparison

Scusi? handles three intrinsic features, viz lexical item, colour and size; and two struc-
tural features, viz ownership and several types of locative references. The procedure for
generating ICGs for a referring expression and calculating their probability is described
in Algorithm 1. First, the intrinsic features of the objects in our world are used to cal-
culate the probability of a match with each UCG concept (first factor in Equation 2,
Step 2 in Algorithm 1). These probabilities are used to build a list of candidate objects
that are a reasonable match for each UCG concept (Step 3). The objects in each list are
iteratively combined into candidate ICGs, where each candidate represents an interpre-
tation of the referring expression (Step 5). Scusi? then considers the structural features
of each ICG to calculate its structural probability (Step 7, second factor in Equation 2),
and combines the intrinsic and structural probabilities to calculate the probability of the
ICG (Step 8). Finally, the ICGs are ranked according to their probability (Step 10).

For example, consider a request for “the blue mug on the table”, assuming that the
knowledge base contains several mugs, some of which are blue. First, for all the objects
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Algorithm 1. Generate candidate ICGs for a referring expression
Require: UCG U comprising concepts and relations u, knowledge base K of objects
1: for all objects u ∈ UCG U do
2: Estimate Pr(u|k), the probability of the match between the features of u and those of each

object k ∈ K.
3: Rank the candidate objects k ∈ K in descending order of probability.
4: end for
5: Construct candidate ICGs by iteratively going down the list of objects generated for each

concept u in UCG U — each candidate ICG contains one object from each list.
6: for all ICGs I do
7: Estimate the probabilities Pr(k|kp, kgp) for each object-relation-object trigram in I .
8: Combine these estimates with the probabilities from Step 2 to obtain the probability of I .
9: end for

10: Rank the candidate ICGs in descending order of probability.

in the knowledge base, we estimate the probability that they could be called ‘mug’ (e.g.,
mugs, cups), and the probability that their colour could be considered ‘blue’; similarly,
we calculate the probability that an object could be called ‘table’ (Section 3.1). The
candidates for ‘blue mug’ and ‘table’ are then ranked in descending order of probability.
Candidate ICGs are built by iteratively combining each candidate blue mug with each
candidate table. The structural probability of each ICG is then calculated on the basis
of the location coordinates of the mug and table instances in the ICG (Section 3.2).

At present, we make the following simplifying assumptions: (1) the robot is co-
present with the user and the possible referents of an utterance; and (2) the robot has
an unobstructed view of the objects in the room and up-to-date information about these
objects. This information could be obtained through a scene analysis system [3] acti-
vated upon entering a room. These assumptions obviate the need for planning physical
actions, such as moving to get a better view of certain objects, or leaving the room to
seek objects that better match the given specifications.

3.1 Estimating the Probabilities of Intrinsic Features

The probability of the match between a node u specified in UCG U and a candidate
instantiated concept k ∈ K (Step 2 of Algorithm 1) is estimated as follows.

Pr(u|k) = Pr(uf1 , . . . ,ufp |kf1 , . . . ,kfp) (3)

where (f1, . . . , fp) ∈ F are the features specified with respect to node u, F is the set
of features allowed in the system, ufi is the value of the i-th feature of UCG node u,
and kfi is the value of this feature for the instantiated concept k.

Assuming that the features of a node are independent, the probability that an instan-
tiated concept k matches the specifications in a UCG node u can be rewritten as

Pr(u|k) =
p∏

i=1

Pr(ufi |kfi) (4)

In the absence of other information, it is reasonable to use a linear distance function
h :R+→ [0, 1] to map the outcome of a feature match to the probability space. That is,
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the higher the similarity between requested and instantiated feature values (the shorter
the distance between them), the higher the probability of a feature match. Specifically,

Pr(uf |kf ) = hf (uf ,kf ) (5)

Below we present the calculation of Equation 5 for the intrinsic features supported
by our system (lexical item, colour and size). In agreement with [4,5], lexical item and
colour are considered absolute features, and size a relative feature (its value depends
on the size of other candidates).

Lexical Item. We employ the Leacock and Chodorow [6] similarity measure, denoted
LC, to compute the similarity between the lexical feature of u and k. This measure is
applied to the words in a database constructed with the aid of WordNet (the LC measure
yielded the best results among those in [7]). The LC similarity score, denoted sLC, is
converted to a probability by applying the following hlex function.

Pr(ulex|klex)=hlex(sLC(ulex,klex))=
sLC(ulex,klex)

smax

where smax is the highest possible LC score.

Colour. The colour model chosen for Scusi? is the CIE 1976 (L, a, b) colour space,
which has been experimentally shown to be approximately perceptually uniform [8].
The L coordinate represents brightness (L = 0 denotes black, and L = 100 white), a
represents position between green (a < 0) and red (a > 0), and b position between blue
(b < 0) and yellow (b > 0). The range of L is [0, 100], while for practical purposes,
the range of a and b is [−200, 200]. Thus, the probability of a colour match between a
UCG concept u and an instantiated concept k is

Pr(ucolr|kcolr)=hcolr(ucolr,kcolr)=1 − ED(ucolr,kcolr)
dmax

where ED is the Euclidean distance between the (L, a, b) coordinates of the colour
specified for u and the (L, a, b) coordinates of the colour of k, and dmax is the maximum
Euclidean distance between two colours (=574.5).

Size. Unlike lexical item and colour, size is considered a relative feature, i.e., the prob-
ability of a size match between an object k ∈ K and a UCG concept u depends on the
sizes of all suitable candidate objects in K (those that have a reasonable match for lex-
ical and colour comparisons). The highest probability for a size match is then assigned
to the object that best matches the required size, while the lowest probability is assigned
to the object which has the worst match with this size.

This requirement is achieved by the following hsize function, which like Kelleher et
al.’s pixel-based mapping [9], performs a linear mapping between usize and ksize.

Pr(usize|ksize) = hsize(usize,ksize) =

⎧⎨⎩
αksize

maxi{ki
size}

if usize ∈ {‘large’/‘big’/. . .}
α mini{ki

size}
ksize

if usize ∈ { ‘small’/‘little’/ . . .}

where α is a normalizing constant, and ki
size is the size of candidate object ki (this

formula is adapted for individual dimensions, e.g., length).
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Combining Feature Scores. To determine how intrinsic features are used in our do-
main, we conducted a survey where people were asked to refer to household objects
laid out in a space [10]. The results of our survey agree with Dale and Reiter’s find-
ings [4], whereby people often present features that are not strictly necessary to identify
an item, and use features in the following order of frequency: type4 absolute adjectives
4 relative adjectives, where colour is an absolute feature and size is a relative feature.

These findings prompted us to incorporate a weighting scheme into Equation 4,
whereby features are weighted according to their usage in referring expressions. That
is, higher ranking or more frequently used features are assigned a higher weight than
lower ranking or less frequently used features. Specifically, given a match probability
Pr(ufi |kfi) and a weight wfi for feature fi (0 < wfi ≤ 1), the adjusted match proba-
bility for this feature is

Pr′(ufi |kfi) = Pr(ufi |kfi )× wfi + 1
2 (1− wfi )

The effect of this mapping is that features with high weights have a wide range of
probabilities (and hence a substantial influence on the match probability of an object),
while features with low weights have a narrow range (and a reduced influence on match
probability).

3.2 Estimating the Probabilities of Structural Features

As shown in Equation 2, the overall probability of an ICG structure can be decomposed
into a product of the probabilities of the trigrams that make up the ICG. A trigram
consists of a relationship kp (e.g., ownership or location) and two instantiated concepts
k and kgp, e.g., table01–near–lamp03 in Figure 2. A probability is assigned to this
trigram based on the physical coordinates of table01 and lamp03.

Below we present the probability calculation for the two structural features sup-
ported by our system (ownership and location). This calculation involves validating the
structural feature against the information in our world, and, as for intrinsic features,
performing a linear mapping from the result of this validation to a probability.

Ownership. In our world, an object is either owned by one or more people or no owner
has been recorded for this object. This leads to a simple probabilistic mapping.

Pr(k|own,kgp) =

⎧⎨⎩
0 if k /∈ owner-of(kgp)
β if owner-of(k) is unknown
1 if k ∈ owner-of(kgp)

where β is currently set to 0.5.

Location. At present, we assume that all the objects in our world are rigid, and hence
can be represented by a circumscribing box, e.g., a lamp is represented by the small-
est box that contains the lamp. As a result, each object k has three dimensions and
one position coordinate. The dimensions are (kl,kw,kh), corresponding to the object’s
length, width and height respectively. The position coordinate is (kx,ky,kz), measured
between a starting coordinate (0, 0, 0) and the closest corner of the box. The system
handles the following locative prepositions: on, under, above, in (inside) and near (by).
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– on, under, above – these prepositions have the following directional semantics.
• on means that kgpz = kz +kh, where kz +kh represents the height of the top

surface of the bounding box for object k;
• under means that kgpz + kgph ≤ kz ; and
• above means that kgpz > kz + kh.

If the objects k and kgp in an ICG satisfy the directional requirement of their lo-
cation preposition (loc ∈ {on,under,above}), we say that Pr(k|loc,kgp) is propor-
tional to the area shared by the horizontal surfaces of (the bounding boxes of) the
two objects. Otherwise, Pr(k|loc,kgp) is set to a low probability (ε). Specifically,
let A(k) denote the area of the top face of object k, and let A(k,kgp) denote the
overlapping area between the top faces of objects k and kgp in the xy plane. The
probability of a trigram involving location relations on, under or above is

Pr(k|loc,kgp) =

{
A(k,kgp)

min{A(k),A(kgp)} if directional requirement is satisfied
ε* 0.1 otherwise

For example, consider the utterance “the book on the table”, for which one of the
candidate ICGs is book01→on→table02. The directional semantics for on stip-
ulate that the z coordinate of (the bottom of) the book (kgp) must be equal to the z
coordinate of the table (k) plus the height of the table. If this condition is satisfied,
then the degree of overlap between the surface of the book and that of the table is
calculated. That is, a book that is entirely on a table top satisfies the on relationship
with a higher probability than a book overhanging the table.

– in (inside) – the probability of an object being inside another is proportional to
the volume shared by their bounding boxes (one object could be partially inside
another). Formally, let V (k) denote the volume of (the bounding box of) object
k, and let V (k,kgp) denote the shared volume between (the bounding boxes of)
objects k and kgp. The probability of an in-trigram is

Pr(k|in,kgp) =
V (k,kgp)

min {V (k), V (kgp)}
For example, if we are asked for “the mug inside the box”, a mug that is wholly
contained within a box would yield a higher probability than a mug whose top
exceeds the top of a box.

– near – following [9], we employ a formulation inspired by the gravitational model
to calculate the probability of two objects being near each other. However, since
the density of objects is not specified in our world, we approximate the mass of an
object by its volume. Formally, let d(k,kgp) represent the shortest distance between
the bounding boxes of k and kgp. The probability of a near-trigram is

Pr(k|near,kgp) =
V (k)V (kgp)

d2(k,kgp)Gmax

where Gmax, the maximum gravitational pull in our world, is obtained when the
two biggest objects in our world abut (i.e., d is arbitrarily small).

This model enables the size of the objects to influence the nearness probability.
For example, if one asks for “the ball next to the table”, and there is a tennis ball a
few centimeters from the table, and a beach ball farther from the table, this model
will identify the ambiguity, and support the generation of a clarification question.
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4 Evaluation

To evaluate our system, we constructed a simulated world that represents an open-plan
house (in keeping with our co-presence assumption, Section 3). The world contains 54
objects distributed among four areas in the house, and five people (Figure 3 illustrates
one of the areas of the house, with various objects labeled). The objects were chosen so
that they had similar features, i.e., several objects could be referred to by the same lexi-
cal item (there were 2-4 instances of each type of object), had similar colours and sizes,
and were placed in adjacent locations. The ownership of most objects was distributed
among the five people in our world, and some objects had no known owner.

In total, 90 referring expressions of varying complexity were used for the system
evaluation. Each referring expression consisted of a noun phrase comprising between
one and three concepts (sample expressions are shown in Figure 4). Mean utterance
length was 4.27 words, with a maximum length of 8 words. The expressions were con-
structed to test Scusi?’s ability to identify target objects (the intended book, mug, table,
etc) in different situations. Specifically, objects were referred to by near synonyms (e.g.,
“mug” and “cup”), by colours and sizes that were shared by several objects, and by their
proximity to a reference object that was adjacent to several objects. For example, the
utterance “the book near Paul’s mug” tests the system’s ability to identify an object by
its ownership and location in a world that contains several books and mugs.

Scusi? was set to generate at most 300 sub-interpretations in total (including texts,
parse trees, UCGs and ICGs) for each referring expression. An ICG proposed by Scusi?
was deemed correct if it matched the speaker’s intention, which was represented by one
or more Gold ICGs. These ICGs were manually constructed by one of the authors for
each referring expression on the basis of the information in Scusi?’s knowledge base.
Multiple Gold ICGs were allowed if several objects in the domain matched a specified
object, e.g., “a bowl”. A baseline measure of performance was obtained by executing
a beam search. That is, only the top-ranked ASR result was parsed, and only the top-
ranked parse tree yielded a UCG, which in turn produced only one top-ranked ICG.

Table 1 summarizes our results. Column 1 shows the procedure (Scusi?’s or base-
line). Columns 2 and 3 show how many of the descriptions had Gold ICG referents
whose probability was the highest (top 1) or among the three highest (top 3), e.g., Scusi?
yielded 82 Gold ICGs with the top probability, and all the 90 referring expressions had

kitchen

bookPaul’s

kitchen
sink

bowl
Henry’s

cupboard

bin
kitchen

kitchen table

chair 2

recipe 

Joe’s
mug

mug

window

door

Fig. 3. Sample area from our world

1 A desk
2 The purple bowl
3 Paul’s book
4 The green mug in the lounge
5 Sarah’s bowl in the lounge
6 The long pants in the bathroom
7 The wardrobe under the fan
8 A bin near the small plant
9 The mug near the book on the table

10 The shirt in the bag near the plant

Fig. 4. Sample referring expressions
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Table 1. Scusi?’s interpretation performance

# Gold ICGs with prob in Average Not Avg # to Gold
top 1 top 3 adj rank(rank) found ICGs (iters)

BASELINE 44 44 0 (0) 46 0 (4)
Scusi? 82 90 0.96 (0.11) 0 2.45 (25)

Gold referents within the top 3 probabilities. The average adjusted rank and rank of the
Gold referent appear in Column 4. The rank of a referent r is its position in a list sorted
in descending order of probability (starting from position 0), such that all equiprobable
referents are deemed to have the same position. The adjusted rank of a referent r is the
mean of the positions of all referents that have the same probability as r. For example,
if we have 3 top-ranked equiprobable referents, each has a rank of 0, but an adjusted
rank of 0+2

2 . Column 5 indicates the number of referring expressions for which a Gold
ICG was not found, and Column 6 shows the average number of referents created and
iterations performed until the Gold referent was found (from a total of 300 iterations).

Our results show that maintaining multiple hypotheses at each stage of the interpre-
tation process yields a substantial improvement in interpretation accuracy in compari-
son to the baseline approach. Scusi? found the Gold interpretation for all 90 utterances
tested, in contrast to the baseline approach, which found only 44 Gold ICGs. The aver-
age rank of the correct text in the output returned by the ASR was 1.5 (where the top
rank is 0), and the correct text was top ranked by the ASR in 70% of the cases. This
level of accuracy is higher than the accuracy of the baseline approach with respect to
Gold ICGs (44/90 = 49%), which indicates that even when presented with the correct
text, the baseline approach may not find the intended interpretation. Furthermore, ASR
accuracy is lower than Scusi?’s accuracy for top-1 Gold ICGs (82/90 = 91%), demon-
strating the robustness of the probabilistic multi-stage interpretation process in the face
of ASR inaccuracy.

5 Related Research

Reference disambiguation is an essential aspect of discourse understanding to which a
large research effort has been devoted. Much of the research on reference resolution has
focused on the generation of referring expressions, which involves constructing expres-
sions that single out a target object from a set of distractors, e.g., [4,5]. Methods for
understanding referring expressions in dialogue systems are examined in [9,11] among
others. Kelleher et al. [9] propose a reference resolution algorithm that accounts for
four attributes: lexical type, colour, size and location, where the score of an object is
estimated by a weighted combination of the visual and linguistic salience scores of each
attribute. Like in Scusi?, the values of the weights are pre-defined and based on empiri-
cal observations. However, Kelleher et al. limit the probabilistic comparison of features
to size and location, and use binary comparisons for lexical item and colour. Pfleger et
al. [11] use modality fusion to combine hypotheses from different analyzers (linguistic,
visual and gesture), choosing as the referent the first object satisfying a ‘differentiation
criterion’. As a result, their system does not handle situations where more than one
object satisfies this criterion.
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6 Conclusion

We have offered a probabilistic reference disambiguation mechanism which considers
intrinsic and structural features. Our mechanism performs probabilistic comparisons be-
tween features specified in referring expressions (specifically lexical item, colour, size,
ownership and location) and features of objects in the domain. Our mechanism was em-
pirically evaluated for these features, exhibiting very good interpretation performance
for a range of referring expressions.

In the future, we propose to extend the weighting mechanism devised for intrinsic
features to cater for structural features and their combination with intrinsic features. We
also propose to integrate our mechanism with a vision system, which will affect the type
of information we can obtain from our knowledge base. Finally, we intend to remove
the co-presence and unobstructed-view assumptions (Section 3), which will demand the
integration of our feature comparison mechanism with planning procedures.
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Abstract. We present a fuzzy communication model in multi-agent sys-
tem. In the model agents have the fuzzy structure associated with a
partition, and each agent obtains the membership value of an event un-
der his/her private information. Each agent can consider the event as a
fuzzy set, and he/she sends not exact information on the membership
value but fuzzy information on it to the another according to a commu-
nication graph. We show that consensus on the fuzzy event can still be
guaranteed among all agents in the communication according to acyclic
communication graph; i.e., all the membership values are equal after long
running communication.

Keywords: Fuzzy communication, consensus, messages protocol, agree-
ing to disagree.
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1 Introduction

This article considers the relationship between communication and agreement
in multi-agent system. How we capture the fact that the agents agree on a
statement or they get consensus on it? We treat the problem from Fuzzy set
theoretical flavour. The purpose is to introduce a knowledge revision system
through communication on multi-agent system, and by which we show that all
agents can agree on a truth degree of a sentence.

Let us consider there is a set N of n agents more than two and the agents
have the fuzzy structure given by the dual structure of the Kripke semantics for
the multi-modal logic S5n. Assume that all agents have a common probability
measure µ on Ω. Let X be an event of Ω. By the membership value of X under
agent i’s private information Πi(ω) at ω we mean the conditional probability
value di(X ;ω) = µ(X |Πi(ω)). We say that consensus on the fuzzy set X can be
guaranteed among all agents (or they agree on it) if the fuzzy sets (X, di) are
equal for all i ∈ N ; i.e.; di(X ;ω) = dj(X ;ω) for any agent i, j ∈ N and in all
ω ∈ Ω.
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R.J. Aumann [1] considered the situation that the agents has common-
knowledge of an event; that is, simultaneously everyone knows the event, ev-
eryone knows that everyone knows the event, and so on. He showed the famous
agreement theorem:

Theorem 1 (R. J. Aumann [1], R. Fagin et al [4]). The agents can agree
on an event if all membership values of the event under private information are
common-knowledge.

That is, if they has common-knowledge of the event {ξ ∈ Ω | di(X ; ξ) =
di(X ;ω)} at ω, then di(X ;ω) = dj(X ;ω) for any i, j ∈ N .

This article considers the situation that the agents communicate each other
under fuzzy information on the membership values. Let us start the agents inter-
act in pairs with private announcement: Each agent has the membership value
of an event under his/her private information, and he/she privately announces
it to the another agent through fuzzy messages; i.e., by the fuzzy message we
mean the possibility set of the membership values of the event. Hence there is
a possibility losing a bit information on when the agent receives the message
from the other agent. The recipient revises his/her information structure and
recalculates the membership values under the approximate information on the
membership value of the event. The agent sends the revised membership value of
the event to another agent according to a communication graph. The recipient
revises his/her membership value of X and send it to another, and so on. We
shall show that.

Theorem 2. Suppose that all agents have a common prior distribution. Con-
sensus on the limiting membership values of an event under his/her private in-
formation among all agents can still be guaranteed in the communication even
when each agent sends not exact information but fuzzy information on it through
messages.

This paper organises as follows. In Section 2 we present the fuzzy structure
associated with a partition information structure, and introduces the fuzzy com-
munication system. Section 3 gives the formal statement of Theorem 2 with
a sketch of the proof. In Section 4 we conclude with remarks. The illustrated
example will be shown in the conference talk.

2 The Model

Let N be a set of finitely many agents and i denote an agent. A state-space is
a non-empty set, whose members are called states. An event is a subset of the
state-space. If Ω is a state-space, we denote by 2Ω the field of all subsets of it.
An event X is said to occur in a state ω if ω ∈ X .

2.1 Information and Fuzzy Operator

A partition information structure 〈Ω, (Πi)i∈N 〉 consists of a state space Ω and
a class of information functions Πi of Ω into 2Ω satisfying the postulates
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(i) {Πi(ω) | ω ∈ Ω} is a partition of Ω;i.e., Ω is decomposed into the disjoint
union of components Π(ω) for ω ∈ Ω;and

(ii) ω ∈ Πi(ω) for every ω ∈ Ω.

The set Πi(ω) will be interpreted as the set of all the states of nature that i
knows to be possible at ω, or as the set of the states that i cannot distinguish
from ω. We will therefore call Πi(ω) i’s information set at ω, and we will give
the interpretation that i can recognise an event X as the fuzzy set of all the
states ω with X ∩Πi(ω) �= ∅. Formally we introduce the fuzzy structure:

Definition 1. The fuzzy structure 〈Ω, (Πi)i∈N , (Fi)i∈N 〉 consists of a partition
information structure 〈Ω, (Πi)i∈N 〉 and a class of i’s fuzzy operator Fi on 2Ω

such that
FiX = {ω ∈ Ω | X ∩Πi(ω) �= ∅}.

The event FiX will be interpreted as the set of states of nature for which X to
be possible, and so we shall call Fi(X) i’s possibility set of X

We record the properties of i’s fuzzy operator: For every X,Y of 2Ω,

FN FiΩ = Ω and Fi∅ = ∅ ; FK Fi(X ∪ Y ) = FiX ∪ FiY ;
FT X ⊆ FiX ; F4 FiFiX ⊆ FiX ;
F5 Fi(Ω \ Fi(X)) ⊆ Ω \ Fi(X).

Given another interpretation, an agent i for whom Πi(ω) ⊆ X knows, in the
state ω, that some state in the event X has occurred. In this case we say that
in the state ω the agent i knows X .

Definition 2. The knowledge structure 〈Ω, (Πi)i∈N , (Ki)i∈N 〉 consists of a par-
tition information structure 〈Ω, (Πi)i∈N 〉 and a class of i’s knowledge operator
Ki on 2Ω such that KiE is the set of states of Ω in which i knows that E has
occurred; that is,

KiX = {ω ∈ Ω | Πi(ω) ⊆ X}.

The event KiX will be interpreted as the set of states of nature for which i
knows X to be possible.

We record the properties of i’s knowledge operator1: For every X,Y of 2Ω,

N KiΩ = Ω and Ki∅ = ∅ ; K Ki(X ∩ Y ) = KiX ∩KiY ;
T KiX ⊆ X ; 4 KiX ⊆ KiKiX ;
5 Ω \Ki(X) ⊆ Ki(Ω \Ki(X)).

Remark 1. i’s knowledge operator Ki is the dual of the fuzzy operator Fi, and
so each operator is uniquely determined by i’s information function Πi.

1 According to these properties we can say the structure 〈Ω, (Ki)i∈N〉 is a model for
the multi-modal logic S5n.
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2.2 Decision Function and Membership Value

Let X be an event of Ω. By a decision function of X we mean a mapping f(X |·)
of 2Ω into the unit interval [0, 1]. Assume here that the function f satisfies the
following properties:

Union consistency: For every pair of disjoint events S and T , if f(S) =
f(T ) = d then f(S ∪ T ) = d;

Preserving under difference: For all events S and T such that S ⊆ T , if
f(S) = f(T ) = d then we have f(T \ S) = d.

By the membership function of X under agent i’s private information at ω we
mean the function di(X ; ·) from Ω into [0, 1] defined by di(X ;ω) = f(X |Πi(ω)),
and we call di(X ;ω) the membership value of X under agent i’s private infor-
mation at ω. The pair (X, di) can be considered as a fuzzy set X associated
with agent i’s membership function di. We say that consensus on X can be
guaranteed among all agents (or they agree on it) if di(X ;ω) = dj(X ;ω) for any
agent i, j ∈ N and in all ω ∈ Ω. This is interpreted as the fuzzy sets (X, di) and
(X, dj) are equal for any i, j.

If f is intended to be a posterior probability, we assume given a probability
measure µ which is common for all agents and some event X . Then the mem-
bership value of X is the conditional probability value di(X ;ω) = µ(X |Πi(ω)).

2.3 Protocol2

We assume that the agents communicate by sending messages. Let T be the time
horizontal line {0, 1, 2, · · · t, · · ·}. A protocol is a mapping Pr : T → N ×N, t �→
(s(t), r(t)) such that s(t) �= r(t). Here t stands for time and s(t) and r(t) are,
respectively, the sender and the recipient of the communication which takes
place at time t. We consider the protocol as the directed graph whose vertices
are the set of all agents N and such that there is an edge (or an arc) from i to
j if and only if there are infinitely many t such that s(t) = i and r(t) = j.

A protocol is said to be fair if the graph is strongly-connected; in words,
every agent in this protocol communicates directly or indirectly with every other
agent infinitely often. It is said to contain a cycle if there are at least k agents
i1, i2, . . . , ik with k ≥ 3 such that for all m < k, im communicates directly with
im+1, and such that ik communicates directly with i1. The communications is
assumed to proceed in rounds ; i.e., There exists a time m such that for all t,
Pr(t) = Pr(t + m). The period of the protocol is the minimal number of all m
such that for every t, Pr(t +m) = Pr(t).

2.4 Communication under Fuzzy Information

A fuzzy communication system π with revisions of agents’ membership functions
(dt

i)(i,t)∈N×T according to a protocol Pr is a tuple

π = 〈Ω,Pr, (Πt
i ), f, (d

t
i)|(i, t) ∈ N × T 〉

2 C.f.: Parikh and Krasucki [9].
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with the following structures: the agents have a common prior µ on Ω, the
protocol Pr among is fair and it satisfies the conditions that r(t) = s(t + 1) for
every t and that the communications proceed in rounds. The revised information
structure Πt

i at time t is the mapping of Ω into 2Ω for agent i. If i = s(t) is
a sender at t, the message sent by i to j = r(t) is M t

i . An n-tuple (dt
i)i∈N

is a revision system of individual conjectures. These structures are inductively
defined as follows:

– Set Π0
i (ω) = Πi(ω).

– Assume that Πt
i is defined. It yields i’s decision dt

i(ω) = di(Πt
i (ω)) to-

gether with the revised fuzzy operator F t
i on 2Ω defined by F t

i (X) = {ω ∈
Ω|Πt

i (ω) ∩ X �= ∅}. Whence the fuzzy message M t
i : Ω → 2Ω sent by the

sender i at time t is defined by

M t
i (ω) = F t

i ([dt
i(ω)]),

where [dt
i(ω)] = {ξ ∈ Ω | dt

i(ξ) = dt
i(ω) }, interpreted as the event of dt

i(ω).
Then:

– The revised partition Πt+1
i at time t+ 1 is defined as follows:

• Πt+1
i (ω) = Πt

i (ω) ∩M t
s(t)(ω) if i = r(t);

• Πt+1
i (ω) = Πt

i (ω) otherwise,

The specification is that a sender s(t) at time t informs the recipient r(t) his/her
membership value of the event as a fuzzy information of X under s(t)’s pri-
vate information. The recipient revises her/his information structure under the
information. She/he revises her/his membership value according the possibility
message, and she/he informs her/his the revised membership value to the other
agent r(t + 1).

We denote by ∞ a sufficient large τ ∈ T such that for all ω ∈ Ω, dτ
i (· ;ω) =

dτ+1
i (· ;ω) = dτ+2

i (· ;ω) = · · ·. Hence we can write dτ
i by d∞i .

The fuzzy communication system is said to be satisfied the acyclic condition
if the communication protocol Pr contains no cycle.

2.5 Consensus

We note that the limit Π∞
i exists. 3 We denote d∞i (ω) = f(Π∞

i (ω)) called the
limiting membership value of f at ω for i. We say that consensus on the limiting
membership values can be guaranteed if d∞i (ω) = d∞j (ω) for each agent i, j and
in all the states ω.

3 Main Theorem

We can observe that Theorem 2 is a corollary of Theorem 3 as below.
3 In fact, Ω is a Hausdorff topological space equipped with the clopen base {Πi(ω)|ω ∈

Ω}. It can be easily seen that Fi(X) is closed and Mi(ω) is also. Hence the chain
{Πt

i (ω) | t = 0, 1, 2, . . .} is the descending one of closed sets, and so it must be
stationary, and so the chain has the unique limit ∩∞

t=0Π
t
i (ω).
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Theorem 3. If the common decision function in the above fuzzy communication
system π is preserved under difference with union consistency, then consensus
on the limiting values of the decision function can be guaranteed; i.e., d∞i (ω) =
d∞j (ω) for every ω and for all i, j.

Remark 2. The fuzzy sets (X, d∞i ) are equal for any agent i ∈ N .

Proof of Theorem 3 (Sketch). Let us consider the agents i, j such that
(i, j) = (s(t), r(t)) and (j, i) = (s(t + 1), r(t + 1)). Let ω be a state, and denote
Mi = M∞

i (ω). We can observe the two points: First that Mi ∩ Mj can be
decomposed into the disjoint union of Π∞

i (ξ) for ξ ∈ Mi ∩Mj and it can be
also done into the disjoint union of Π∞

j (ζ) for ζ ∈Mi ∩Mj . Therefore it follows
from union consistency that f(Mi ∩ Mj) = f(Π∞

i (ω)) = f(Π∞
j (ω)), and so

d∞i (ω) = d∞j (ω).
Next we shall proceed in the general case. On noting the protocol is fair, let us

consider the protocol excluding the agentj. Because the protocol is also acyclic,
we can choose the agents k, l that (k, l) = (s(t′), r(t′)) and (l, k) = (s(t′+1), r(t′+
1)), and by the same argument as above, we obtain that d∞k (ω) = d∞l (ω).

Hence, by the induction argument on the period of the protocol it can be
shown that d∞i (ω) = d∞j (ω) for every ω and for all i, j, as required. ��

4 Concluding Remarks

Recently researchers in such fields as economics, AI, and theoretical computer
science have become interested in reasoning of belief and knowledge. There are
pragmatic concerns about the relationship between knowledge (belief) and ac-
tions. Of most interest to us is the emphasis on situations involving the knowl-
edge (belief) of a group of agents rather than that of a single agent. At the heart
of any analysis of such situations as a conversation, a bargaining session or a
protocol run by processes is the interaction between agents. An agent in a group
must take into account not only events that have occurred in the world but also
the knowledge of the other agents in the group.

In some cases we need to consider the situation that the agents has common-
knowledge of an event; that is, simultaneously everyone knows the event, every-
one knows that everyone knows the event, and so on. This notion also turns out
to be a prerequisite for achieving agreement: In fact, Aumann [1] showed the
famous agreement theorem; that is, if all posteriors of an event are common-
knowledge among the agents then the posteriors must be the same, even when
they have different private information. This is precisely what makes it a crucial
notion in the analysis of an interacting group of agents.4

However, common-knowledge is actually so unfeasible a tool in helping us
analyse complicated situations involving groups of agents, because the notion is
defined by the infinite regress of all agents’ knowledge as above, and thus we
would like to remove it from our modelling.
4 C.f.: Fagin et al [4].
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In this regard, Geanakoplos and Polemarchakis [5] investigated a communi-
cation process in which two agents announce their posteriors to each other. In
the process agents learn and revise their posteriors and they reach consensus
without common-knowledge of an event. Furthermore, Krasucki [6] introduced
the revision process mentioned in the above. He showed that in the process, con-
sensus on the posteriors can be guaranteed if the communication graph contains
no cycle. The result is an extension of the agreement theorem of Aumann [1].
Recently, Ménager [8] extend his result for the decision function defined as the
argmax of an expected utility. In the communication model of Krasucki [6] as
same as Ménager, the agents sends his/her exact information on the decisions
to the another agents. There is no possibility losing information.

All of the information structures in the models of Aumann [1], Geanakoplos
and Polemarchakis [5] and Krasucki[6] are given by partition on a state space.
Bacharach [2] showed that the partition model is equivalent to his knowledge
operator model with the three axioms about the operators: T axiom of knowl-
edge (what is known is true), 4 axiom of transparency (that we know what we
do know) and 5 axiom of wisdom (that we know what we do not know.) He
pointed out that the assumptions for the partition are problematic in decision
making, and hence the model of analysing complicated situations should be also
constructed without such strong assumptions.

Matsuhisa and Kamiyama [7] introduced the lattice structure of knowledge
for which the requirements such as the three axioms are not imposed, and they
succeeded in extending Aumann’s theorem to their model. However the extension
of agreement theorem are established under the common-knowledge (or common-
belief) assumption.

Our concern in this article is to extend the communication model of Kra-
sucki [6] through possibility messages. The emphasis is on that each agent sends
not exact information on the membership value but fuzzy information on it . Un-
der the circumstances we show Theorem 2, which is an extension of Krasucki [6],
because the result of Krasucki [6] coincides with Theorem 2 when the message
is not possibility set F t

i ([dt
i(X ;ω)]) but exact one [dt

i(X ;ω)].
It is not so difficult to observe that Theorem 2 holds for the fuzzy structure

associated with a reflexive and transitive information structure, where the re-
flexive and transitive information structure is equivalent to the Kripke semantics
for the multi-modal logic S4n. However it is unknown at present time whether
Theorem 2 is still valid without the acyclic condition. This is the agenda of
future researches.
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Probabilistic Nogood Store as a Heuristic
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Abstract. Nogood stores are frequently used to avoid revisiting states
that were previously discovered to be inconsistent. In this paper we con-
sider the usefulness of learned nogoods as a heuristic to guide search.
In particular, we look at learning nogoods probabilistically and examine
heuristic utility of such nogoods. We define how probabilistic nogoods can
be derived from real nogoods and then introduce an approximate imple-
mentation. This implementation is used to compare behavior of heuristics
using classic nogoods and then probabilistic nogoods on random binary
CSPs and QWH problems. Empirical results show improvement in both
problem domains over original heuristics.

1 Introduction

Interesting constraint satisfaction problems (CSPs) are generally hard to solve.
Many infeasible states are discovered before finding a solution that satisfies all
constraints. Such states are known as nogoods. Savings gained by keeping track
of nogoods can be substantial as it may be exponentially expensive to discover
a nogood, and not learning it can cause the solver to incur that cost again,
possibly exponentially many times. Nogoods can be learned directly from con-
straint violations or by resolving nogoods from existing nogoods. There are a
number of existing techniques that utilize nogoods and nogood stores. We will
briefly discuss these in section 2 as well as other meta-heuristics that have been
successfully applied to CSPs. Our focus in this paper will be on constructive
search.

We propose keeping track of probabilistic as well as classic nogoods in order to
gain better heuristic guidance from the nogood store. We will define probabilistic
nogoods, how they are computed from previously learned classic nogoods and
show how to generalize this computation to probabilistic nogoods in section 3.
The resulting probabilistic nogood store can be used in the classical sense to
prune search spaces, and can also be used to look up probability of a label to be
nogood. This probability can then be used for heuristic guidance. These ideas
cannot be efficiently implemented directly and thus need to be approximated. In
section 4 we describe an augmented two watched literal scheme [8] that does so.

For empirical evaluation of our heuristic we have studied random binary CSPs
and quasigroup with holes (QWH) completion instances, also known as Latin
Squares. We have studied FCCBJ [11] and MACCBJ [10] as the core solvers.
We applied FCCBJ to random binary CSPs and MACCBJ to QWH. The results
are shown in section 5. Lastly, we conclude this paper with an overview of what
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we have learned so far about probabilistic nogoods and describe when proba-
bilistic nogoods appear to give the most significant improvement in section 6.

2 Related Work

Nogoods were originally introduced by Stallman and Sussman in [13] where they
were used to avoid revisiting subspaces that were already deemed not to contain
a solution and to enhance backtracking. More recently, an unbounded nogood
store has been used to solve crossword puzzles and radio frequency allocation
problems in [7], where nogoods are stored in an efficient nogood store inspired by
CHAFF [8]. Keeping track of all nogoods can get expensive so techniques have
been developed to only keep an interesting subset of learned nogoods. FCCBJ
[11] is a simple example of such a technique where forward checking is used
to both adjust future variable domains, and also to keep track of conflict sets
that are used for conflict directed back jumping. These conflict sets basically
represent the nogoods responsible for pruned future variable domains and since
only one nogood is kept per domain reduction they are polynomially bounded
in size. MACCBJ [10] is similar, but applies arc consistency instead of forward
checking. More sophisticated bounded nogood stores are common in many SAT
solvers such as CHAFF [8] where nogoods are recorded and discarded over time.
We will outline an extended nogood store based on two watched literal scheme
from CHAFF in section 4.

A simple heuristic that is frequently used in constructive search for variable
selection is the first fail principle [5], i.e. dom heuristic, that selects the variable
with the smallest domain first. There are also two existing heuristics that es-
timate the probability that a given singleton assignment will not be part of a
solution based on modeling the constraint network as a Bayesian network and
using belief propagation algorithm [9] to compute and update these probabilities.
The first approach chooses to do loopy belief propagation to obtain probabilistic
arc consistency [6] while the second approach decomposes the constraint net-
work into multiple spanning trees [14] over which belief propagation is applied
and combined to produce the final heuristic value. More recent heuristics try to
take into account information that may be learned during search. For example,
impact heuristic [12] computes the impact that a given singleton assignment has
on the reduction of search space. In a recent paper, inspired by impacts, nogoods
are used to approximate the effect of a particular assignment on the domain of
other variables [2]. Lastly, dom heuristic has also been extended to dom / wdeg
[1] to take into account the information about constraints violated during search
and has been shown to perform very well.

We will now describe what probabilistic nogoods are and how they can be
derived from classic and probabilistic nogoods. We then use probabilistic nogood
estimates to augment first fail and impact heuristics and will empirically evaluate
these augmentations in section 4.



770 A. Missine and W.S. Havens

3 Theory

We are interested in exploring the utility of probabilistic nogoods as a heuristic.
We will begin by giving a few essential definitions and then outline the key
ideas that describe what probabilistic nogoods are and how they can be used to
provide heuristic guidance.

Definition 1. Constraint Satisfaction Problem (CSP) is defined as a tu-
ple 〈C,V,D〉 where C is a set of constraints, V is a set of variables and D is a
set of domains. Each variable V ∈ V is associated with a domain VD ∈ D. Each
constraint C ∈ C is defined on a subset of variables CV ⊆ V and is a function
from values assigned to each variable in CV to a boolean value that states whether
or not the given set of values satisfies this constraint. The goal of solving a CSP
is to find an assignment to all variables such that all constraints are satisfied.
We will only consider CSPs with bounded discrete domains in this paper.

Definition 2. Assignment, or, more precisely, a singleton assignment, is an
assignment of a value i ∈ VD to a variable V ∈ V. We will use notation V = i
to represent assignments.

Definition 3. Label is a set of assignments, with each variable appearing at
most once. A partial label is one where there is at least one variable V ∈ V that
is not assigned; a complete label is one where all variables are assigned; lastly an
empty label is one where no variables are assigned. A label L1 is said to extend
label L2 if L1 ⊃ L2. For brevity, set operations on labels can be applied both on
assignments, as in L ∪ {A = 1}, meaning we extend L with assignment A = 1,
and on variables, as in L \ B, meaning we remove the assignment involving B
from L. Labels can be used to represent search subspaces; note that labels with
fewer assignments thus correspond to larger search subspaces. For instance, the
empty label represents the entire search space.

Definition 4. Span of Label / Subspace Covered by a Label is the subspace
of the overall search space that the label subsumes. Given a label L, its span, or
subspace covered by it, is defined as all complete labels that extend L.

span(L) = {
⋃

V ∈V,V /∈L,i∈VD

{V = i} ∪ L} (1)

Definition 5. Probabilistic Nogood is a tuple γ = 〈L, p〉 where L is a label
and p is an estimate of the fraction of span(L) that is nogood. Set operations
on a nogood will refer to its label and arithmetic operations on a nogood will
refer to its probability. We will use label(γ) and prob(γ) to refer to the label and
probability of γ when the context is less obvious. We will use Γ to refer to the
nogood store and it is simply a set of probabilistic nogoods.

Definition 6. Intersection of Labels is defined as the intersection of spans
of the given labels. It is, itself, also a label. Given two labels L1 and L2 their
intersection is given by the union of their assignment sets.

intersect(L1, L2) = L1 ∪ L2 (2)
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Note that intersection is not defined when the given labels do not share any
common subspaces. This occurs when there exists a variable that is assigned to
different values in the argument labels to intersect. For example {A = 1} and
{B = 1} intersect on {A = 1, B = 1}, but {C = 1, D = 1} and {C = 2, D = 1}
do not intersect.

Let us consider what a particular probabilistic nogood γ tells us about some
subspace L that is included in label(γ). Based on the definition, prob(γ) is the
estimate of the fraction of subspace spanned by γ that is known to be nogood. In
this paper we will only consider the uniform distribution assumption that states
that γ contributes the same probability over its entire span1. This is shown in
the Equation 3.

contrib(γ, L) = prob(γ) (3)

Classic nogood resolution occurs when for each value i in the domain of some
variable V there is a nogood, containing V = i as part of its label. A new nogood
is resolved from these nogoods via Equation 4 - in other words the resulting
label is the union of all singleton assignments of the argument nogoods, minus
the assignment to V .

resolveL(V, Γ ) = intersect({γi \ V |γi ∈ Γ, i ∈ VD}) (4)

For the probabilistic case, in addition to computing a label we also need to
compute the probability of the resulting nogood based on the arguments2. The
label is computed as before, via Equation 4, and the probability is computed via
Equation 5. This equation applies contrib operator to determine how much each
nogood contributes separately, and then takes the average.

resolveP (V, Γ ) =
∑

γi∈Γ,i∈VD
contrib(γi, L ∪ {V = i})/|V | (5)

Next, we need to define how to combine contributions from multiple nogoods
to the same subspace. We chose to use maximum as it is less prone to over-
estimation. This is because we cannot rely on independence of nogoods since
multiple nogoods may be derived from the same set of original nogoods, so using
something like probabilistic or operator would result in overestimation.

combine(S) = max(p ∈ S) (6)

Lastly, we can use these to define how to compute the lookup(L, Γ ) operator
that will be used to compute probability of label L given a collection of nogoods Γ
in Algorithm 1. Algorithm 1 works by first identifying the subset S of Γ that has
a non-empty intersection with L - these are the nogoods that actually contribute
to L’s probability to be nogood. At this point, if all elements of S include L then
1 Two other alternatives are to compute the lower or upper bound contribution, rather

than assume uniform distribution.
2 It is possible that there isn’t a nogood for each of the values of V , i.e. the variable

being “resolved out”. In such cases we model these using a dummy probabilistic
nogood with label {V = i} and probability of zero, where i is the value of V for
which we did not have a nogood before.
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the result can be computed directly by calling combine on all contributions of
γ ∈ S onto L. Otherwise, there must exist one or more elements of S that overlap
with L, but do not contain L. The algorithm picks an unassigned variable and
resolves γV by recursively enumerating all assignments to V . Lastly, prob(γV )
is combined with contributions from nogoods that already include L and this
value is returned. This value will be used to provide heuristic guidance.

Algorithm 1. lookup(L, Γ )
1: S ⇐ {γ|γ ∈ Γ, intersect(γ,L) = nil}
2: if ∀γ∈Scontains(γ, L) then
3: return combine({p|γ ∈ S, p = contrib(γ, L)})
4: else
5: V ⇐ unassignedV ar(L)
6: for all i ∈ VD do
7: γVi = lookup(L ∪ {V = i}, S)
8: end for
9: γV = resolve({γVi |i ∈ VD}, V )

10: return combine({prob(γV )} ∪ {p|γ ∈ S, contains(γ, L), p = contrib(γ, L)})
11: end if

The overall result of lookup is a probabilistic estimate of L to be nogood
produced by attempting to resolve it from a probabilistic nogood store Γ . This
value can then be used for heuristic guidance. For variable ordering the first fail
principle states that we should pick the variable with the smallest live domain.
Probabilistic estimates from lookup can be used to estimate the remaining live
fraction of a particular value-variable pair to refine dom heuristic. For value
selection lookup can be used to choose a value that is the least likely to be
nogood; this is referred to as promise principle. These augmentations to dom
heuristic plus an augmentation of impact heuristic [12] are empirically evaluated
in section 5.

4 Implementation

The techniques we have discussed in the previous section describe how to com-
pute the probability of a given label to be nogood given a probabilistic nogood
store. Unfortunately, an exact implementation of these techniques would be too
computationally expensive. Due to this fact we resort to making an approxima-
tion as follows: only nogoods that include the given label L and those that are
off by one assignment will be considered. This is equivalent to bottoming out
recursion of Algorithm 1 at depth one.

In order to account for nogoods that are off by two or more assignments
we introduce nogood learning into the overall solver, thus when a variable is
unassigned a new probabilistic nogood, summarizing the information from the
previous search state, is learned. Such a nogood will only be learned if its prob-
ability is over a specified threshold, thus a classic nogood store can be obtained
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by setting this threshold to 1 and a probabilistic nogood store by setting it to
a value less than 1. This threshold prevents the nogood store from learning too
many weak probabilistic nogoods. Nogoods that are subsumed by learned no-
goods will be removed if their probability is less than or equal to the probability
obtained from the learned nogood via contrib function (Equation 3).

We make the assumption that the search algorithm will always assign and
unassign variables one at a time3 in order to efficiently maintain this set of
contributing nogoods. We also assume that the search will use lookup, bottoming
out at depth one, in order to obtain heuristics and will only call lookup with
labels that extend the current search state with exactly one assignment.

Our implementation uses the two watched literal scheme [8] directly, but in
addition we also allow nogoods to be in an active state, meaning that the search
subspace we are currently exploring is nogood, with some probability. The reason
for allowing this is because if this probability is not equal to 1 then there may
be a solution in this subspace and it should be explored. Transition to this state
occurs from implied state4 when the remaining watched literal of the nogood
is assigned to the same value as the current state and thus the search state
is now fully included in the nogood label. Transition out of this state occurs
when the last assigned variable becomes unassigned and the nogood returns to
implied state. This augmented scheme is then used to maintain what state each
nogood is in. As nogoods enter implied and active states they begin to contribute
to lookup(L, Γ ): nogoods in implied state contribute to a single variable and
single value (the one that is implied in the nogood) and nogoods in active state
contribute to all possible extensions of the current solver state.

In order to reduce the run time and memory footprint of the nogood store
we also limit its size. Each nogood is associated with a score that reflects its
usefulness to the search. The score prefers shorter nogoods over longer nogoods
and nogoods with high probability over those with low probability as these tell
us more about the search space. The score is increased whenever the nogood is
used to resolve another nogood. These scores are then used to determine which
nogoods should be thrown out once the nogood store size limit is reached.

The nogood store also supports classic nogood resolution and keeps track of
which nogoods are classic, and which are not. Classic nogoods are used to prune
domains of unassigned variables, in addition to supplying heuristic guidance.

5 Experiments

The implementation we have described in the previous section has been used
to study the effect of recording probabilistic nogoods versus regular nogoods
on heuristic guidance provided by lookup. In this section we will describe the
problem domains we have examined to date and will then present our results.

3 Multiple assignments / unassignments can be executed sequentially as singletons.
4 A nogood is in implied state when its label matches state of the solver C on all

assignments but one, which is unassigned in C.
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5.1 Problem Domains

The first problem is that of random binary CSPs. We studied random binary
CSPs generated using flawless random problem generator (Model B) based on
work of Ian Gent et al [3]. We studied problems with 40 variables, each having
domain size 10 using FCCBJ. Parameters for this problem model beyond the
number of variables, domain sizes of variables and a random seed are two prob-
abilities that control how constrained the resulting problem will be: p1 and p2.
The first, p1, is the probability that there will be a constraint between a pair
of variables. The second, p2, is the probability that for a given constraint and
a pair of values the constraint will not be satisfied. The difficulty of such prob-
lems is typically summarized by a single parameter κ that is a function of the
other parameters. Resulting problems can be either satisfiable or unsatisfiable.
This problem domain has a phase transition where problems transition from
satisfiable to unsatisfiable; in this phase transition region it is difficult to find a
solution or to prove that one does not exist. We traverse this region by keeping
p1 fixed and varying p2.

The second problem domain is quasigroup with holes completion problems.
These problems are defined by partially filled in Latin squares that need to be
fully filled in. A Latin square is an n by n square where each cell can hold a
number from 1 to n and a number must appear exactly once in each row and
column. The problem parameters for the generator are the size of the square, a
random seed, and a number of holes to produce in the resulting square. Instances
were generated via lsencode generator [4]. Resulting problems are always satis-
fiable. This problem domain has a “easy-hard-easy” transition where problems
with few empty cells are easy to solve, problems with approximately half of the
cells filled in are hard, and problems with many empty cells are again easy to
solve. We generated balanced instances, i.e. those where the number of holes in
a given row or column is approximately the same as these are harder to solve [4].

We used the two watched-literal based implementation with nogood store
size bound of 500 nogoods. For binary random CSPs we used FCCBJ [11] as the
underlying search algorithm with dom [5] as the variable heuristic. We compared
the performance of dom to our augmented dom heuristic, as outlined in section 3.
For Latin squares we used MACCBJ and impact heuristic [12]; impact heuristic
performs significantly better with MACCBJ than FCCBJ as stronger pruning
produces better impact measures. Impact heuristic is used for both variable
and value ordering on Latin Squares. We compared the performance of regular
impacts to our augmented impact heuristic.

For each of the experiments we measured performance of the given heuristic,
heuristic augmented with classic nogoods only, and heuristic augmented with
probabilistic nogoods. Classic nogoods are always used for pruning, as well as
for heuristic guidance supplied by lookup. Probabilistic nogoods were derived in
one of two ways. The first is to learn a probabilistic nogood when at least half of
values of a variable’s live domain are removed due to a consistency check. The
second is to learn a nogood during backtracking; this nogood may be probabilistic
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if restarts are employed and such nogoods are only learned if the probability is
at least 0.01. In both cases, conflict sets were used to learn more compact (and
thus more general) nogoods.

5.2 Results

We considered random binary CSPs with 40 variables, each having domain size of
10. We used FCCBJ with dom heuristic5 as the baseline and compared it against
augmented first fail heuristic that also takes classic and probabilistic nogoods
into account for variable ordering as discussed in section 3. Value ordering was
obtained for probabilistic heuristic only by picking the value with the smallest
probability to be nogood; random value ordering was used elsewhere. Restarts
did not improve performance in this problem domain and thus were not used.
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Fig. 1. FCCBJ and dom Heuristic

Figure 1 shows the mean number of assignments and times as the problem
goes through the phase transition around κ = 0.9; each point is an average
over 300 runs. The labels are as follows: “FF” stands for first fail, “FF-NG”
stands for first fail using heuristic with classic nogoods only, and lastly “FF-
pNG” stands for first fail using heuristic with probabilistic nogoods. From the
first figure we can see that FF-NG requires fewer assignments than FF, and
FF-pNG requires fewer assignments still. From the second figure we see that the
overhead of maintaining nogoods actually makes FF-NG slower than FF, but
since FF-pNG makes significantly fewer assignments than both FF and FF-NG
its run time is better than both FF-NG and FF.

The other problem domain we examined is that of Latin squares. For this
problem domain we looked at 14x14 Latin squares with number of holes ranging
from 85 to 105. The underlying search algorithm used is MACCBJ with restarts
and impact heuristic with initialization, as suggested in the original paper [12]. In
this domain we found that the best performance gain was obtained by combining
impact measure with result of project and assigning each equal weight of 0.5
5 We are currently investigating dom / wdeg heuristic [1]. Preliminary results on radio

link frequency allocation problem instances are promising.
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Fig. 2. MACCBJ and Impact Heuristic

whenever variable or value heuristic is required. The reason for doing so is to
give impacts a sense of context, provided by the probabilistic nogood store, which
is lost if impacts are summarized and only the average impact measure is used.

Our results on this problem domain are promising, with impacts augmented
with probabilistic nogoods running more than twice as fast on the hard problem
region (starting around 100 holes). Figure 2 shows mean assignments and times.
Each point represents the average of 200 runs. It is interesting to note that the
heuristic gives best guidance on instances where regular impacts tend to get lost
in unpromising parts of the search tree. This suggests that probabilistic nogoods
that are learned over time are more accurate than impacts on harder instances.
Similar, but less extreme behavior is observed on random binary CSPs.

6 Conclusions

In this paper we have introduced the idea of probabilistic nogoods, outlined
how they can be implemented and have shown that based on our empirical
results they do appear to provide valuable heuristic guidance. Based on what
we have observed so far and our intuition, we believe that probabilistic nogoods
are best used on hard problem instances. Under such circumstances simpler
heuristics lack learning, or oversimplify, as is the case with impact heuristic, and
we believe it is exactly this intelligent summarization and learning that helps our
heuristic outperform simpler heuristics. We are now exploring how probabilistic
nogoods can be used to augment other known heuristics such as dom / wdeg
heuristic [1] and are also experimenting on more structured, real-world based
problems.
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Abstract. Dynamic description logic (DDL) provides a good logic-level solu-
tion among the few emerging service composition solutions through reasoning 
in AI area. To make DDL reasoning infrastructure practical, there is still unad-
dressed needs of increasing reasoning efficiency. We proposed a semantic  
filtering approach aiming to increase reasoning efficiency through decreasing 
reasoning space. The filtering approach was decomposed into two consecutive 
steps: context-based semantic retrieval with iRDQL ⎯an imprecise query 
model, and processing of retrieval results under the control of workflow before 
forming final filtering results. Experimental results show that the method is well 
suitable for the volatile context-aware environment and yields good perform-
ance over DDL-based service composition. 

1   Introduction 

The combination of Semantic Web and Web services leads to a new direction of the 
next Web generation, i.e. Semantic Web Services (SWS), in which the semantic in-
teroperability of Web Services is the emergence and evolution of the SWS. Semantic 
Web Services promise to change the way knowledge and business services are con-
sumed and provided on the Web by augmenting the service description with rich 
semantics, which can be utilized by applications with less human assistance or less 
highly constrained agreements on interfaces or protocols. 

As with Web services, Semantic Web enables ontology standards built on the 
foundation of URIs and XML Schema for describing the semantics of Web resources. 
The current components of the Semantic Web framework include RDF, RDF Schema 
(RDF-S) and the Web Ontology Language – OWL, among which OWL has been the 
W3C-recommended Web ontology language and adopted description logic (DL) as its 
logic basis. The DLs offer considerable expressive power going far beyond proposi-
tional logic and ensure reasoning decidable in the mean time. However, in Semantic 
Web Services, DLs cannot effectively represent and reason dynamic knowledge (e.g., 
a book-selling service itself). To overcome this shortcoming, researchers are working 
towards the characterization of dynamic information, with most research focusing on 
two approaches. The first is to construct upper ontology OWL-S [7]. The second 
approach aims to integrate action theory into DLs and construct a proper logic basis 
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and reasoning mechanism. Along the latter direction, an important effort⎯dynamic 
description logic (DDL) was proposed [2, 10] to represent and reason knowledge of 
static and dynamic, which integrate description logics with action formalisms. The 
DDL-based service composition proves to be a proper approach, which can achieve 
semantic composition of Web services through DDL reasoning.  

As the service composition relies on the inferences drawn by the DDL reasoner, 
the practicality of the DDL-based solution crucially depends on the efficiency of the 
DDL reasoning. However, the time complexity of DDL reasoning is higher than the 
exponential-time complete. Due to low efficiency, it is hard to apply DDL-based 
composing approach for a large number of services. To decrease this high time com-
plexity of DDL reasoning, one approach is that reasoner itself need improve reasoning 
algorithm based on heuristic rule；And the other approach is decreasing the DDL 
reasoning space. In this paper, to decrease reasoning space we propose a bottom-up 
context-based semantic filtering approach, on which a new DDL-based model can be 
built to realize service composition in a more intelligent and efficient way.  

The remainder of this paper is organized as follows. Section 2 presents a brief in-
troduction of dynamic description logic (DDL). In Section 3 we explain our semantic 
filtering approach. In Section 4, we illustrate the usefulness of our approach through 
experimental analysis. Section 5 draws conclusions.  

2   Backgrounds 

The concept “action” of DDL is to be utilized for the filtering approach. For this pur-
pose, it suffices to introduce the DDL in brief. 

The DDL knowledge base consists of a TBox, an ABox and an ActionBox. The Tbox 
contains assertions about concepts (e.g., Person) and roles (e.g., hasAge). The ABox con-
tains assertions about individuals (e.g., PETER). The ActionBox contains assertions about 
actions (e.g., BookMovieTicket(PETER, TICKET)). Concepts are inductively defined by a 
set of constructors, starting with a set NC of concept names, a set NR of role names, a set NI 
of individual names. By these constructors, concepts are formed with the syntax rule: 
C,C′→Ci⏐{p}⏐<π>C⏐¬C⏐C∪C′⏐∃R.C⏐∀R.C, where Ci∈NC ,p∈NI,R∈NR, π is an 
action. Formulas of dynamic description logic are formed with the syntax rule: 
ϕ,ϕ′→C(p)⏐R(p,q)⏐¬ϕ⏐ϕ∨ϕ′⏐<π>ϕ, where C is a concept, p, q∈NI , R∈NR, and π is 
an action. An atomic action is a pair (P,E), where, P ,E are two finite set of formulas used to 
describe precondition and effect accordingly. Actions are formed with the syntax rule: 
π,π′→(P,E)⏐ϕ?⏐π∪π′⏐π;π′⏐π∗, where (P,E) is an atom action, ϕ is a formula. Actions of 
the form ϕ?, π∨π′, π; , π∗ are respectively named as testing, choice, sequential, and iterated 
actions. For a state u, the semantics are given via interpretation I=<∆I(u),•I(u)>, where ∆I(u) is a 
non-empty set of objects, and •I(u) maps each individual name to an element, each concept 
to a subset of ∆I(u) , and each role name to a binary relation on ∆I(u). The semantics of  
concept constructors are as follows:  

 (¬C) I(u) =∆I(u) −(C) I(u) 
 (¬R) I(u) =∆I(u) ×∆I(u) −(R) I(u) 
 (C∩D) I(u) =C I(u)∩D I(u)  
 (C∪D) I(u) =C I(u) ∪D I(u)  
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 (∃R.C) I(u) ={x|∃y,(x,y)∈ R I(u) ∧y∈ C I(u)} 
 (∀R.C) I(u) ={x|∀y,(x,y)∈ R I(u) →y∈ C I(u)} 
 (<π>C) I(u) ={x|uTπv,x ∈ C I(u)}  

The purpose of reasoning is to discover the sequence of services, while service can be 
put into a one-to-one correspondence with action in DDL, so action reasoning plays 
an important role in DDL reasoning. There are four kinds of action reasoning:  
realizability, executability, projection and plan.  

Realizability: An action π is realizable w.r.t. the RBox DR  and TBox DT iff there 
exists a model M=(W,I) of both DR  and DT such that there exists some states w,w’∈W 
with (w,w’) ∈πI.  

Executability: An action π is executable on states described by DS iff for any model 
M=(W,I) of both DR  and DT, and for any state w∈W with (M,w)|=DS, there exists a 
model M’=(W’,I’)  of both DR  and DT, such that W⊆W’,I’(Wi)=I(Wi), for each 
(M’,w)|=DS, and (w,w’) ∈πI for some state w’∈W’.  

Projection: A formula ψ  is a consequence of applying π on states described by DS iff 
for any model M=(W,I) of both DR  and DT, and for any states w,w’∈W:if  (M,w)|=DS  

and  (w,w’) ∈πI., then (M,w’)|= ψ’.  

Plan: Let ψ be a formula and ∑ be a set of actions. Let π1,…πn be a sequence of ac-
tions with each action coming from ∑. Then, the sequence π1,…πn is a plan for ψ 
relative to DS  iff (i) the sequence-action π1,…πn is executable on states described by 
DS and (ii) ψ is a consequence π1,…πn of applying on states described by DS.  

3   Context-Based Semantic Filtering 

Context-based semantic filtering refers to filtering those services unsuitable for cur-
rent contexts before built into DDL reasoning space. For example, one user’s context 
is that he does not have passport, so those services which need user passport do not 
have to participate in reasoning.  

3.1   Context Modeling 

According to the role in Web service composition, we generalize three contexts: user 
context, provider context and broker context. Zimmermann defines an operational 
definition of context [11], in which the context is any information that can be used to 
characterize the situation of an entity. Elements for the description of this context 
information fall into five categories: individuality, activity, location, time, and rela-
tions. The activity predominantly determines the relevancy of context elements in 
specific situations, and the location and time primarily drive the creation of relations 
between entities and enable the exchange of context information among entities. Ac-
cording to the operational definition above, the service description (e.g. input, output 
etc.) can be considered as an activity context. By adding activity context into context 
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family, the context information can be used not only for personalized application but 
also for functionally composing Web services.  

Traditionally, most context formalization approaches, such as comprehensive 
structured context profiles (CSCP) [4], only focus on common context such as time, 
location, preference and profile etc.. In order to better characterize context informa-
tion especially dynamic context information such as activity context for the specific 
background of Web service, we propose a new context formalization approach by 
extending the context predicate model in [8] based on DDL’s action representation. 
The context is denoted as three tuples:  

ContextType(Action,Time,Role), Where:  

 Action: a pair (P,E), where, P ,E are two finite set of formulas used to describe 
precondition and effect 
,e.g.buyCD(Tom,Love)≡({custormer(Tom),cd(Love),instore(Love),¬bought(
Tom,Love)}, {bought(Tom, Love), ¬instore(Love)}); 

 Time: the time point at which the action ends; 
 Role: the entity with which the context keeps true; 
 ContextType: a name of context type. 

For examples: 

       1)Location(enterRoom(Tom, Room), 14:20, User1); 
       2)Activity(buyCD(Bob, Love), 18:00, User2); 

 

Fig. 1. Context Ontology Representation 

Finally, these contexts are storied in OWL files and the ontology representation of 
context is shown in Figure 1.  

3.2   Semantic Retrieval with iRDQL 

Since services are modeled as activity contexts, the filtering problem is how to retrieve 
those satisfied activity contexts and filtering unsatisfied ones based on other context 
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information(e.g. location, user profile). The action precondition and effect in activity 
context are both made up of strings of formulas. As a result, precise querying the activ-
ity context will probably make the user buried in results or with no results whatsoever. 
In the case of too many answers or no answer, it is a common approach that using 
imprecise retrieval based on similarity when no precise matches to the query. 

We exploit the iRDQL[1], a semantic web query language with support for similar-
ity joins[3]. The iRDQL aims to extend RDF Data Query Language (RDQL) [9] in 
order to enable the user to query for similar resources of ontology.  

Among similarity measures implemented in the generic java library SimPack of 
iRDQL, the similarities between vectors, strings, trees and objects have been realized 
well. In this paper, we focus on utilizing the sequence-based measure which makes 
use of underlying ontology graph to realize semantic retrieval of activity context and 
experiments show this measure is suitable for our filtering approach. In the sequence-
based measure, the resource precondition or effect is considered as starting node to 
traverse the graph along its edges where edges are properties and then mapped into a 
feature set according to the traverse sequence. Figure 2 shows the sample of activity 
context and preference context. 

 

Fig. 2. Partial Ontology Graph Representation of Preference Context and Activity Context 

The action effect in preference context and the one in activity context results in the 
following two feature sets:  

Rx={Effect, hasFormula, ChineseFood(y), Label, CHINESEFOOD(Y)} 
Ry={Effect, hasFormula, ChineseFood(y), Label, CHINESEFOOD(Y), hasFor-

mula, Movie(z), Label, MOVIE(Z)} 

The similarity calculation Levenshtein edit distance[6] between strings are leveraged 
to evaluate the similarity between the vectors of strings. The number of insert, re-
move, and replacement operations to transform vector x to vector y is defined as 
xform(x,y), the worst case transformation cost(replace all concept parts of x with 
parts of y, then delete the remaining parts of x, and insert additional parts of y) is 
defined as xformwc(x,y). Supposing the operations c(delete)+c(insert)≥c(replace) and 
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each operation has equal weight 1, the similarity between the vectors of strings is 
calculated as follows: 

( , )
( , ) 1

( , )
le v e n s h te in

w c

x fo r m x y
S im R x R y

x fo r m x y
= −  

 
(1) 

For the example in Figure 2, the similarity between the vector x and y is  
1-4/9=5/9=0.56. 

To illustrate the querying process, we consider activity context and preference con-
text (see Figure 2) are stored in a Jena model and then give our two queries using 
extended iRDQL shown in Figure 3:  

SELECT ?C1 ?R1 ?C2 ?R2 
WHERE (C1 hasAction ?A1) 

        ( A1 hasPrecondition ?P1) 

        ( P1 hasFormula Null) 

        ( C1 hasEffect ?E1) 

        ( C1 hasRole ?R1) 

(C2 hasAction ?A2) 

        ( A2 hasPrecondition ?P2) 

        ( C2 hasRole ?R2) 

IMPRECISE ?E1 ?P2 

SIMMEASURE Levenshtein 

OPTIONS IGNORECASE false 

THRESHOLD 0.5 

                          (a) 

SELECT ?C1 ?R1 ?C2 ?R2 
WHERE (C1 hasAction ?A1) 

        ( A1 hasPrecondition ?P1) 

        ( P1 hasFormula Null) 

        ( C1 hasEffect ?E1) 

        ( C1 hasRole ?R1) 

(C2 hasAction ?A2) 

        ( A2 hasEffect ?E2) 

        ( C2 hasRole ?R2) 

IMPRECISE ?E1 ?E2 

SIMMEASURE Levenshtein 

OPTIONS IGNORECASE false 

THRESHOLD 0.5 

                          (b) 

Fig. 3. The iRDQL Queries for Activity Context Retrieval (a) Using Action Precondition 
Matching (b) Using Action Effect Matching 

The queries above look for activity contexts whose precondition or effect is similar 
with the action effect of preference context. The similarity between ?E1 and ?P2, ?E1 
and ?E2 is computed using the Levenshtein string edit distance and is returned with 
the possible combinations of ?C1, ?R1, ?C2 and ?R2 as shown in Table 1 and Table 2. 
String comparison is case sensitive. A threshold of 0.5 is used in this example  
expressing that two vectors are equal if their similarity is at least 0.5.  

Table 1. Output of the Query in Fig.3(a) 

C1 R1 C2 R2 Sim 
Preference 

Context 
User Preferecne 

Context 
User 1 
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Table 2. Output of the Query in Fig.3(b) 

C1 R1 C2 R2 Sim 
Preference 

Context 
User Preferecne 

Context 
User 1 

Preference 
Context 

User Activity 
Context 

Provider 0.56 

3.3   Filtering Flow 

As mentioned in Section 3.1, activity context can be functionally described by action 
precondition and effect. Filtering activity contexts can be realized based on semantic 
retrieval of action precondition or effect. To ensure filtering flexibility and efficiency, 
we divide filtering process into several sub tasks and utilize workflow to orchestrate 
these tasks to realize filtering in concurrent and logic-based way.  

In our filtering process, there are three primitive tasks named PreconditionRe-
trieval, EffectRetrival and SetOperation separately. PreconditionRetrieval and Effec-
tRetrieval are concurrently executed, which aim to use iRDQL to retrieve activity 
context based on precondition matching or effect matching separately. The flow con-
trol “Switch” is used to decide which activity context to be built into reasoning space 
depending on the condition. Task SetOperation decides the final set of activity con-
texts to be not filtered. We define the retrieval set based on precondition matching as 
PS, the retrieval set based on effect matching as ES, and then the SetOperation can be 
defined as follows: 

Result-set=φ                   if PS=φ 
SetOperation =       Result-set=φ                   if ES=φ 
                               Result-set= PS∪ES         if PS! = φ and ES! = φ 

Workflow should be designed and the structure of process is shown in Figure 4. 
The process starts from the root activity and then goes to the lower levels until  
reaching the terminate point.  

 

Fig. 4. The Filtering Workflow 
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4   Experiments 

In order to evaluate the usefulness of our semantic filtering approach, we need to 
assess it by (1) choosing a set of services in a specific knowledge domain and (2) 
specifying retrieval queries based on specific context and (3) finally having the filter-
ing results and DDL reasoning results. By statistical analysis of these results, we  
provide a sense of the utility of our approach.  

4.1   Dataset of Activity Contexts 

We choose the OWL-S-TC-v1 [5], a collection specifying a set of 406 OWL-S  
services of six different domains (i.e., communication, economy, education, food, 
medical, and travel). Based on the 58 sample services of the travel domain in [5], 90 
services of this domain are manually constructed by adding some context information 
as our knowledge dataset. For the 90 services of travel domain, they fall into three 
sub-domains: food services, hotel services and traffic services. Then the totally 90 
services are going to be transformed into activity contexts for supporting the evaluation of 
the performance of our filtering approach. For instance, a service called 
City_Broker_Service that should provide the hotel reservation service for a given city will 
be transformed into an activity context named City_Broker_Service_Activity(.owl file-
type). Finally we give the specific context-based query for filtering activity contexts corre-
sponding to each sub-domain.  

4.2   Experimental Setup 

The following steps are necessary to evaluate our approach: 

1) All activity contexts of the same sub-domain are loaded into a Jena model 
through a one by one way. 

2) Corresponding to each sub-domain, we give a specific query file based on con-
text (such as profile context or preference context), which is also loaded into Jena 
model. 

3) Two kinds of iRDQL statement are automatically generated based on precondi-
tion and effect matching separately. For each iRDQL query the Levenshtein simi-
larity measure as explained in Section 3.2 is used. As a result, when searching for 
activity contexts of a specific sub-domain, the query is intended to find and rank 
all satisfied activity contexts suitable for current query context.  

4) After Step 3, for each sub-domain, there exists two semantic retrieval sets PS and 
ES mentioned in Section 3.3, though the processing on the result sets under the 
control logic of workflow we designed, the final filtering result set is formed. 

5) After semantic filtering, we run the DDL reasoner to find the composed service 
plans through DDL reasoning.  

4.3   Filtering Result Analysis 

The activity context number of food, hotel and traffic domain is 20, 30 and 40 sepa-
rately. In the semantic filtering process, the strength of filtering may have two influ-
ences. On one hand, filtering too much can make the reasoning hard to generate 
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enough service composition plans for optimal selection later, and on the other hand 
filtering too little still puts more efficiency burden on reasoning.  

 

Fig. 5. The Filtering Percentage for Each Sub-domain 

To ensure a proper similarity value threshold, we evaluate the filtering percentage 
(unfiltered number/total number) of each sub-domain with similarity value changing 
from 0 to 1. As Figure 5 shown, the percentage will decrease rapidly and drop to 70% 
when the similarity value is larger than 0.5. This states that 0.5 is a proper similarity 
value for the experiment by our approach. Furthermore, by analyzing the results we 
also found similarity 0.5 as our retrieval threshold used in our approach can lead to 
satisfied filtering results from case study view and the final filtering results show that 
7 activity contexts in the food domain were filtered out, 8 in the hotel domain were 
filtered out and 12 were filtered out in the traffic domain. As a result, the dataset of 90 
activity contexts has 63 left.  

Without filtering, the DDL reasoning for 90 services costs 16565 milliseconds. 
However, after filtering out 27 services, the reasoning time drops to 5034 milliseconds. 
Ignoring the filtering process, which takes a smaller scale time than large scale reason-
ing, our approach can decrease 69.61% time cost than the reasoning without filtering.  

5   Conclusions 

In this paper, we proposed a semantic filtering approach to decrease DDL reasoning 
space for increasing the reasoning efficiency. In our approach, a context model is 
utilized to modeling the context information around Web service composition for 
providing context-based filtering. By semantic query with iRDQL and then the results 
refinery under the workflow control, we build a filtered DDL reasoning space.  
Experiments show our approach provides a good solution.  
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Abstract. Predicting protein functions is one of most challenging problems in 
bioinformatics. Among several approaches, such as analyzing phylogenetic pro-
files, homologous protein sequences or gene expression patterns, methods based 
on protein interaction data are very promising. We propose here a novel method 
using Naïve Bayes which takes advantage of protein interaction network topol-
ogy to improve low-recall predictions. Our method is tested on proteins from 
the Human Protein Reference Database (HPRD) and on the yeast proteins from 
the BioGRID and compared with other state-of-the-art approaches. Analyses of 
the results, using several methods that include ROC analyses, indicate that our 
method predicts protein functions with significantly higher recall without  
lowering precision. 

Keywords: protein function, protein interaction networks, Bayes methods.  

Supplementary Materials: www.egr.vcu.edu/cs/dmb/Bayesian. 

1   Introduction 

To discover how proteins function within the living cell is one of the central goals for 
life scientists. Genome sequences have been published at a dramatic rate but a large 
fraction of newly discovered genes have no functional characterization. For example, 
in a simple organism, such as baker’s yeast, approximately one third of the proteins 
have no functional annotation. For more complex organisms, functional annotation is 
lacking for a much larger fraction of the proteome. Because experimental determina-
tion of protein function is expensive, successful predictive methods have an important 
role to play. 

Several computational methods for protein function prediction have been developed. 
Conceptually simplest, homologous proteins are identified in protein databases by using 
protein  sequence similarity and functions are assigned to the query protein based on the 
known functions of the matches [8]. Another approach [9] infers protein interactions from 
genomic sequences using the observation that some pairs of interacting proteins have ho-
mologies in another organism fused into a single protein chain; the functional relatedness of 
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some such protein pairs has been confirmed. [1] and subsequently other groups [2,3,4,5],  
inferred functional similarity among proteins based on phylogenetic profiles of orthologous 
proteins. Grouping proteins by correlated evolution, correlated messenger RNA expression 
patterns plus patterns of domain fusion have been successfully applied to yeast proteins [6]. 
Correlations between genes that have similar expression patterns are used to detect similar 
functions [7]. Other approaches integrate similarly heterogeneous types of high-throughput 
biological data for protein function prediction. Bayesian reasoning has been used to combine 
large-scale yeast two-hybrid (Y2H) screens and multiple microarray analyses [10]. Gene 
functional annotations were identified from a combination of protein sequence and structure 
data by support vector machines [11]. While each approach has had some success, in general 
these methods are severely limited by low reliability. 

Use of protein-protein interaction (PPI) data to annotate protein function has been exten-
sively studied. Proteins interact with each other for a common purpose and thus a protein 
may be annotated by information on the functions of its interaction neighbors. Large scale 
protein physical interaction data have been generated by high-throughput experiments for 
worm [12], fly [13], yeast [14,15,16,17], and human [18]. Applied to the yeast PPI network, 
the Majority method assigns functions to a protein using the most frequent annotations 
among its nearest neighbors [15]. The drawback of the Majority, however, is that some 
functions may have a very high frequency in the network but are not assigned if they do not 
occur in the nearest neighbor set. The Majority method was extended in [19] to predict func-
tions by exploiting indirect neighbors and using a topological weight to estimate functional 
similarity. Another approach [20] makes use of χ2 statistics by looking at all proteins within 
a specified radius thus taking into account the frequency of all proteins having a particular 
function. However, the χ2 statistics does not take into account the underlying topology of the 
PPI network. Global optimization approaches based on Markov random fields (MRF) and 
belief propagation in PPI networks [21,22,23] assign functions based on a probabilistic 
analysis of graph neighborhoods in the network. These methods assume that the probability 
distribution for the annotation of any node is conditionally independent of all other nodes, 
given its neighbors. The methods are sensitive to the neighborhood size and the parameters 
of prior distribution. FunctionalFlow [24] considers each protein of known function as a 
source of functional flow for that function. The functional flow spreads through the 
neighborhoods of the sources. Proteins receiving the highest amount of flow of a function are 
assigned that function. This algorithm does not consider indirect flow of functions to other 
proteins after labeling the functions. Other global approaches integrate PPI network with 
more heterogeneous data sources. ClusFCM [25] assigns biological homology scores to 
interacting proteins in a PPI network and performs an agglomerative clustering on the 
weighted network to cluster the proteins by known functions and cellular location. Functions 
then are assigned to proteins by a fuzzy cognitive map technique. The MRF methods were 
extended by combining PPI data, gene expression data, protein motif information, mutant 
phenotype data, and protein localization data to specify which proteins might be active in a 
given biological process [26,27]. 
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In this work we use the Naïve Bayes method that takes into account the underlying topol-
ogy of a PPI network. For each protein we analyze the predicted functions by using associa-
tion rules to discover interesting relationships among the assigned functions, i.e., when one 
set of functions occurs in a protein then the protein may be annotated with an additional set 
of other specific functions at some confidence level. We test our method on the PPI networks 
of yeast and human proteins, and compare its performance with the Majority and χ2 statis-
tics methods. 

2   Materials 

Yeast Interaction Dataset 
We use the yeast molecular interaction network from the BioGRID database [28] (release 
4/2008, version 2.0.39). After eliminating direct interactions based solely on high-throughput 
Y2H assays because of  noise levels [29], the yeast dataset includes 39,128  direct molecular 
interactions. The yeast dataset without Y2H comprises a total of 3,727 unique yeast proteins, 
of which 3,724 proteins are annotated with 3,000 distinct GO functions from the GO data-
base [30]. Among the 3,000 GO terms there are 1,182 molecular functions, 494 cellular 
component functions, and 1,324 biological process functions.  

Human Interaction Dataset 
The human interaction data was obtained  from the HPRD [31] (release 9/2007). The entire 
dataset contains 37,106 direct molecular interactions from three types of experiments (in 
vivo, in vitro and in Y2H). There are 9,463 distinct proteins annotated with 424 GO functions 
in three categories: 201 molecular functions, 150 biological process functions and 73 cellular 
component functions. We limit the HPRD data by excluding direct interactions supported 
only by  Y2H experiments. The HPRD dataset without the Y2H comprises 28,148 interac-
tions from in vivo and in vitro experiments. In this dataset, of 411 GO functions annotating 
the 7,764 unique proteins, there are 195 molecular functions, 143 biological process func-
tions and 73 cellular component functions. The statistics are shown in Table 1 in Supplemen-
tary Materials. 

3   Methods   

3.1   Definitions 

The PPI network is described as an undirected graph G=(V,E), where V is a set of proteins 
and E is a set of edges connecting proteins u and v if the corresponding proteins interact 
physically. We use the following notation. K: the total number proteins in the PPI network, 
F: the whole GO function collection set, |F|: the cardinality of the set F,  fi: a function in the 
set F (i=1..|F|), Cu: the cluster coefficient of protein u, Nu: the neighbor set of protein u (pro-
teins interacting directly with protein u), if

uN : the number of proteins annotated with  
 



 Prediction of Protein Functions from Protein Interaction Networks 791 

function fi in Nu and if
uN : the number of proteins un-annotated with function fi in Nu where | 

Nu | = if
uN + if

uN . 

3.2   Predictive Modeling 

Multinomial Naïve Bayes  
We first explain the basic idea of our approach. For a function of interest fi, we want 
to annotate the function fi to the proteins in a PPI network. We pose the functional 
annotation problem as a classification problem. The training data are available in the 
form of observations d ∈ Rk (k dimensions) and their corresponding class. For each 
protein u in the network, a function of interest fi is considered as a class label 1 if the 
protein u is annotated with fi, and otherwise as 0. Below we discuss how to select 
features to deduce class information. Exploiting the fact that proteins of known func-
tions tend to cluster together [15], the first feature we take into account, A1, is the 
number of proteins annotated with the function fi in the neighborhood set of protein u 
(i.e. if

uNA =1 ). The second feature (A2) is the number of proteins unannotated with 

the function fi in the neighborhood set of the protein u (i.e. if
uNA =2 ). Figure 1 illus-

trates an observation in the HPRD without Y2H data for Acetylcholine acetylhydrolase 
protein (gene symbol: ACHE, HPRD id: 00010) with function Extracellular region 
(GO: 0005576, cellular component). 

ACHE APP

COL4A1

LAMB1

LAMA1

LGTN

HAND1 COLQ PRIMA1

 

Fig. 1. Proteins annotated with GO:0005576 are black. The observation for the ACHE is A1=4, 
A2=4 and class=1 because there are 4 proteins annotated with GO:0005576 in the neighborhood 
set, the other 4 proteins are not annotated and the ACHE is itself annotated with GO:0005576. 

Several studies indicate that other features can be useful to predict functions and 
drug targets for a protein, such as the number of functions annotated in proteins in the 
neighborhood set at level 2 of the protein [19,20], the connectivity (the total number 

of incoming and outgoing arc of a protein, which is equal to i iff
u uN +N ), the between-

ness (the number of times a node appears in the shortest path between two other 
nodes) and the clustering coefficient Cu (the ratio of the actual number of direct con-
nections between the neighbors of protein u to the maximum possible number of such 
direct arcs between its neighbors) [31]. We include those features in our experiments 
and perform classification using Radial Basis Function network, Support Vector Ma-
chine and Logistic Regression  (data not shown). To our surprise, the Multinomial 

Naïve Bayes using only three features if
uNA =1 , if

uNA =2  and A3=Cu performed 

best. Next, we briefly explain how the Multinomial Naïve Bayes method is used in 
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our study. If d=<A1, A2, A3> is an observation for a protein u and we decide a class 
membership for the observation d (corresponding to a function of interest fi) by  
assigning d to the class with the maximal probability computed as follows:  

^ ^
^

i i
i c {0 ,1 } i c { 0 ,1 } ^

i

P (d  |  c  ,  f ) P (c  |  f )µ (d ,f )    a r g m a x  P (c |d  , f )   a r g m a x
P (d  |  f )

∈ ∈α α
 

(1) 

Note that since P(d | fi ) can be ignored as it is the same for all classes: 

)|(),|(, }1,0{ iici fcPfcdP rgmaxa  )fd(
∧∧

∈∝µ  (2) 

The likelihood P(d | c, fi) is the probability of obtaining the observation d for a protein 
u in class c and is calculated as: 

ffi i
u u u

i i

i i

N N C
f f 1 i 2 i 3 i

i u u u f f
u uu

P (A |c, f ) P (A |c, f ) P (A |c, f )
P (d  |c, f )= (N + N + C )!

N ! C !N !

∧ ∧ ∧
∧  (3) 

Thus equation (2) becomes: 

ffi i
u u

i i

i i

u

N N
f f 1 i 2 i

i c {0 ,1} u u u f f
u u

C
3 i

i
u

P (A | c, f ) P (A | c, f )µ (d  , f )  argm ax  (N + N + C )!
N ! N !

P (A | c, f )
                                                                P (c | f )

C !

∧ ∧

∈

∧
∧

∝  
 

(4) 

Since the factorials in equation (4) are constant, we can rewrite the maximum a  
posteriori class c as follows: 

ffi i
u u uN N C

i c {0,1} 1 i 2 i 3 i iµ(d, f )  argmax P (A |c, f ) P (A |c, f ) P (A |c, f ) P (c| f )
∧ ∧ ∧ ∧

∈∝  (5) 

Two key issues arise here.  First, the problem of zero counts can occur when given 
class and feature values never appear together in the training data. It can be problem-
atic because the resulting zero probabilities will wipe out the information in all other 
probabilities. We use the Laplace correction to avoid the problem [32]. Second, in 
equation (5), the conditional probabilities are multiplied and this can result in a float-
ing point underflow. Therefore, it is better to perform the computation by using loga-
rithms of probabilities instead of simply multiplying the probabilities. Equation (5) 
can be calculated as:  

i iff
i c { 0 ,1 } u 1 i u 2 i

u 3 i i

µ (d , f ) a r g m a x  e x p  [ N lo g P (A |  c ,  f )+ N lo g P (A | c ,  f )+

                                           C lo g P (A |  c ,  f ) ] P (c |  f )

∧ ∧

∈

∧ ∧

∝  
(6) 

The parameters of the model, in our case, 
1 2 3, ,  , ,  ,i i iP(A  | c f ) P(A  | c f ) P(A  | c f )

∧ ∧ ∧
 and 

)(cP
∧

can be estimated as follows: 

 i i if f f
1 i u 1 u u u 1

i

P (A  | c= 1 , f )= ( N + lc ) /  ( N + N + C + lc )

                                   w h ere u {p ro tein s  a n n o ta ted  w ith  f }

∧

∈

∑ ∑  
(7) 
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 i i if f f
1 i u 1 u u u 1

i

P (A  | c= 0, f )=( N +lc ) / ( N +N +C + lc )

                                   w here u {proteins not annotated  w ith f }

∧

∈

∑ ∑  
(8) 

i i 1 2P (c = 1 |  f )= ( |  p r o te in s  a n n o ta te d  w ith  f  |+ lc )  /  (K + lc )
∧

 (9) 

i i 1 2P (c= 0| f )= (| p ro teins no t annota ted  w ith f  |+ lc ) / (K + lc )
∧

 (10) 

where lc1=1 and lc2=2 are the Laplace corrections and the attributes A2 and A3 can be 
similarly estimated. 

Below we briefly describe the Majority and χ2 statistics methods used for com-
parison with the Multinomial Naïve Bayes method.  

Majority: For each protein u in a PPI network, we count the number of times each 
function fi ∈ F occurs in neighbors of the  protein u. The functions with the highest 
frequencies are assigned to the query protein u. 

χ2 statistics: For each function of interest fi we derive the fraction 
if

π  (number of 

proteins annotated with function fi / K). Then, we calculate 
ife as the expected number 

for a query protein u annotated with fi: 
ii fuf  Ne π= . The query protein u is anno-

tated with the function with the highest χ2 value among the functions of all proteins in 

its neighbors, where χ2 = 
ii

i
ff

f
u eeN /)( 2− . 

3.3   Assessment of Prediction 

We use the leave-one-out method to evaluate predictions performed by each method. For 
each query protein u in a PPI network we assume that it is unannotated. Then, we use the 
above methods to deduce the protein functions for protein u. Let A be the annotated function 
set and P be the predicted function set. We calculate the number of true positive (TP), false 
positive (FP), true negative (TN) and false negative (FN) as follows:  TP = | A ∩  P |, FP  = | 
P \ A |, FN  = | A \ P | and TN  = |F \{A∪P}|. The following measures are used for assessing 
performance of the methods: precision, recall, Matthews correlation coefficient (MCC) and 
harmonic mean (HM) [33,35,36,37]. 

4   Results and Discussion 

We implemented the Multinomial Naïve Bayes, Majority and χ2 statistics methods in 
Java and tested them on three datasets: yeast and human, with and without interac-
tions determined by Y2H. We examine predictions based on the entire GO function 
set, separately for each of the three categories: biological process, cellular component 
and molecular function. To compare the performance of our method we use implicit 
thresholds, namely, we normalize the posterior probability of a query protein u anno-
tated with the function fi : P(c = 1 | d , fi ) and decide the protein u to be annotated 
with the function fi if the normalized P(c = 1 | d , fi ) > τ, where τ assumes a value 
between 0 and 1, in increments of 0.1.  
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In our method, we assume that a newly annotated protein can flow its newly ac-
quired function(s) to its direct neighbors. Thus, the method is repeated in two itera-

tions.  In the second iteration, to calculate the value if
uNA =1 for a protein u, we 

count both the number of proteins in its neighborhood annotated with fi and predicted 
with fi in the first iteration. For the Majority and χ2 statistics methods we select top k 
functions having the highest scores (k ranges from 0, 1, … to 20) and assign these 
functions to the query protein. For each method, we choose the threshold which yields 
the highest HM measure. Interestingly, we found that with the selected thresholds the 
MCC values also achieve the highest value for each method. Figure 2 shows relation-
ship between precision and recall using different thresholds for the normalized  
probabilities of query proteins in the HPRD without Y2H dataset. 

The thresholds resulting in the highest HM measures in the Yeast without Y2H, 
HPRD and HPRD without Y2H datasets are .2, .3, and .3, respectively. Table 2 in 
Supplementary Materials shows performance of the algorithm. Note that functional 
annotations for the proteins are incomplete at present. Therefore, a protein may have a 
function that has not yet been experimentally verified. We wish to decrease the num-
ber of annotated functions that are not predicted and increase the number of predicted 
functions that are actually annotated.  The fact that values of recall are always higher 
than the values of precision in all datasets increases confidence in our method.  

 

Fig. 2. Precision and recall results for the multinomial Naïve Bayes prediction on the HPRD 
without Y2H dataset 

The results of Naïve Bayes in the three categories: biological process, cellular com-
ponent and molecular are shown in Figures 3, 4 and 5 for the three datasets (see  Sup-
plementary Materials). We observe that in the cellular component and biological proc-
ess, the Naïve Bayes performs better than in the molecular functions. This  confirms 
the fact that PPI networks are more reflective of cellular component and biological 
process. Performance measures of our method at the selected thresholds are shown in 
Table 3 in Supplementary Materials, for each category. The comparison of Multino-
mial Naïve Bayes method with Majority and χ2 statistics is shown in Figure 6. It 
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shows that for any given precision, the recall of Naïve Bayes outperforms the recalls of 
the other methods. At the selected thresholds (Majority’s are 8,3,4 and χ2 statistics’s  
are 13,10,10 for Yeast without Y2H, HPRD and HPRD without Y2H networks, respec-
tively) performance measures of the three methods are shown in Table 4. Comparison 
of the ROC curves is shown in Figure 7 in Supplementary Materials. The closer the 
curve follows the top left-hand area of the ROC space the more accurate the classifier. 
A random classifier would have its ROC lying along the diagonal line connecting 
points (0,0) and (1,1). The Naïve Bayes performs consistently better on the three data-
sets for functional prediction. 

Next, we ask the question: if the predicted functions {fX} appear together in a pro-
tein can we derive other functions {fY}? To answer this question we use association 
rule learning [38] to discover potentially interesting relationships between functions 
in PPI networks. Association rules are statements of the form {fX} => {fY}, meaning 
that if we find all of {fX} in a protein, we have a good chance of finding {fY} with 
some user-specified confidence (the probability of finding {fY} given {fX})  and sup-
port (the proportion of proteins containing functions {fX} in the entire networks). 
With 0.1% support and 75% confidence, we found 837 association rules in Yeast 
without Y2H, 1,504 in HPRD, and 1,837 in HPRD without Y2H (see Table 5 in Sup-
plementary Materials for details).  We derive new functions from the predicted func-
tions of the three methods by using the mined rules and three axioms [39]:  1. if X ⊇ 
Y then X → Y,  2. if X → Y then XZ → YZ for any Z,  and  3. if X → Y and Y → Z 
then X → Z.  Interestingly, the performance measures for Majority and χ2 statistics  
improved, as can be seen in Table 6 (see Supplementary Materials), while this is not 
the case for the Naïve Bayes. Based on that observation we believe that our method is 
able to find hidden correlations among functions. As mentioned above the functional 
annotation of proteins is incomplete, particularly for human protein data. This sug-
gests possibility that the predicted functions for proteins that are now false positive 
may actually be yet-to-be-discovered true positive. We list in Table 7 in Supplemen-
tary Materials all the proteins from HPRD without Y2H network classified with func-
tions at very high probabilities (>.9) but termed as “false” at the present. 

 

 

 

 

 

 

Fig. 6. Precision and recall of the three methods on the HPRD without Y2H network 
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Table 4. Performance of the three methods on three datasets using leave-one-out validation; 
(1): Multinomial Naïve Bayes  (2): Majority  (3): χ2 statistics 

 Yeast without Y2H HPRD HPRD without Y2H 
 (1) (2) (3) (1) (2) (3) (1) (2) (3) 
Precision 0.29 0.17 0.13 0.47 0.42 0.20 0.49 0.47 0.22 
Recall 0.54 0.15 0.31 0.58 0.25 0.51 0.62 0.30 0.53 
MCC 0.40 0.16 0.20 0.52 0.32 0.31 0.55 0.37 0.33 
HM 0.38 0.16 0.19 0.52 0.32 0.28 0.55 0.37 0.31 

4   Conclusions 

We introduce a novel method based on the Multinomial Naïve Bayes for protein function 
predictions. Our algorithm uses a global optimization approach that takes into account sev-
eral characteristics of interaction networks: direct and indirect interactions, underlying topol-
ogy (cluster coefficients), and functional protein clustering. We have shown robustness of 
our method by testing it on three interaction datasets using the leave-one-out cross-
validation. Results show that the Multinomial Naïve Bayes consistently outperforms the 
Majority and the χ2–statistics methods for prediction of protein functions. In addition, we 
discovered hidden relationships among the predicted functions by using association rule 
learning; we believe that it finds new functions of proteins. 
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Abstract. In support vector learning, computational complexity of testing phase 
scales linearly with number of support vectors (SVs) included in the solution – 
support vector machine (SVM). Among different approaches, reduced set 
methods speed-up the testing phase by replacing original SVM with a simpli-
fied one that consists of smaller number of SVs, called reduced vectors (RV). In 
this paper we introduce an extension of the bottom-up method for binary-class 
SVMs to multi-class SVMs. The extension includes: calculations for optimally 
combining two multi-weighted SVs, selection heuristic for choosing a good pair 
of SVs for replacing them with a newly created vector, and algorithm for reduc-
ing the number of SVs included in a SVM classifier. We show that our method 
possesses key advantages over others in terms of applicability, efficiency and 
stability. In constructing RVs, it requires finding a single maximum point of a 
one-variable function. Experimental results on public datasets show that simpli-
fied SVMs can run faster original SVMs up to 100 times with almost no change 
in predictive accuracy. 

Keywords: kernel-based methods, support vector machines, reduced set 
method. 

1   Introduction 

In support vector learning [1], [2], reduced set method is an effective solution for 
speeding up support vector machine (SVM) in testing phase. The main reason is that 
the complexity of SVMs scales linearly with number of SVs included in their solu-
tion: to test a new data the main computational power is spent for comparing it with 
all support vectors (SVs) via a kernel function. Reducing this number of comparison 
leads to a speeding-up rate for the testing phase. 

There have been several algorithms proposed for SVM simplification. Their com-
mon objective is to approximate the original norm of SVM’s hyper plane by a new 
one that involves a small number of new vectors, called reduced vectors (RVs). The 
first algorithm introduced in [3] constructs the RVs incrementally: it finds the first 
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vector to approximate the whole SVM solution, or the norm vector of the hyper plane 
in feature space, and then iteratively finds other RVs to approximate the difference 
between the original solution and reduced solution. The authors in [4] extend this 
method for multi-class SVM classifier: using the same tactic to construct RVs for 
each binary-class SVM, and then share it to others by retraining all of them. To avoid 
the local minima problem the author proposed to apply a differential evolution algo-
rithm in finding RVs. However, as mentioned in the paper, the algorithm may fail to 
converge quickly. In our point of view, this instability might be caused by the nature 
of local minima problem. 

In this work we propose to extend the bottom-up method for simplifying binary 
SVM in [5] to multi-class case. The main idea is iteratively selecting two SVs and 
replacing them with a newly constructed RV. We will show that the RVs could be 
optimally constructed via finding a single maximum point of a one variable function. 
This property ensures the stability and efficiency of the bottom-up approach to multi-
class SVMs simplification. Experimental results on different datasets indicate that the 
proposed algorithm can reduce a big number of SVs while keeping predictive per-
formance of simplified SVMs unchanged. 

The rest part of this paper is organized as follows. In section 2 we review different 
methods for constructing RVs, for both binary-class and multi-class cases. We present 
our proposed method for simplifying SVMs in section 3. In section 4 we report our 
experiment for evaluation and comparison with other method on benchmark datasets. 
Summarization and open research issues are given in section 5. 

2   Simplification of Support Vector Machine 

2.1   Support Vector Machine 

SVMs work in some feature space F via a kernel function )()(),( yxyxK Φ⋅Φ=  

where FD →Φ :  is a map from input space D to feature space F. To classify a new 
object vector x, SVMs compares x with all SVs included in the decision function via 
kernel function K 
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As support vector learning is principally designed for binary-class classification, more 
than one SVM are required to form a classifier for a multi-class application. The most 
popular way is to use T binary one-versus-rest SVMs or T(T-1)/2 one-versus-one 
SVMs, where T is the number of classes. In other words, the final decision is based on 
not one, but a set of T functions 
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In (2), 0≠tiα  means vector xi is one SV of the tth SVM and its corresponding weight 

is αti, otherwise αti = 0 means xi is not related to the tth SVM. 
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For both binary-class and multi-class SVM, the most expensive procedure in test-
ing a new object vector x is to compare it with the whole set of SVs via kernel func-
tion K. This computation scales linearly with the number of SVs NS. To reduce this 
computation cost, or to speed-up the testing phase, reduced set method tries to replace 
NS, number of original SVs, by NZ, a smaller number of new vectors, called reduced 
vector set. The decision functions then become (T = 1 for the binary-class case)  
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In the following sub-sections we review different methods for constructing reduced 
vectors, in both binary-class and multi-class applications. 

2.2   Top-Down Approach to SVM Simplification 

The first reduced set method described in [3] builds RVs incrementally. It starts from 
finding the first vector to replace the whole original solution - a linear combination of 
SVs in feature space. It then iteratively finds another RV to approximate the differ-
ence between original SVM and reduced SVM. Call ∑ =

Φ=Ψ Ns

i ii x
1

)(α  be the norm 

vector of the original hyper plane, each reduced vector zm is found by solving the 
following optimization problem 
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where Ψm are complement vectors of the reduced norm 
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The main drawback of this method is that it may suffer from numerical instability and 
get trapped in a local minimum of function ρ. To prevent this circumstance, the find-
ing for each new vector must be repeated many times with different initial values  
[3], [6].  

The method described in [4] extends this approach to multi-class SVM. Its main 
steps include: 

i) Create one reduced vector for each SVM 
ii) Combine all reduced vectors into a single list and retrain their coefficients for 

each SVM using all reduced vector 
iii) While more vector are desired 

- Use a heuristic to determine which SVM to improve. Find a new  
reduced vector for this SVM 

- Share all reduced vector and retrain all coefficients for all SVMs 

To avoid the local minima problem, the authors proposed to use a differential evolu-
tion algorithm in finding reduced vectors. However, as mentioned in the paper, it 
occasionally fails to converge quickly. In our opinion, this phenomenon is due to the 
nature of multi minima problem in RV construction. 
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2.3  Bottom-Up Approach to SVM Simplification 

To overcome the local minima problem, the bottom-up method described in [5] pro-
posed to iteratively select two SVs and replace them with one combined vector. Call 
(xi, xj) be the selected pair of SVs, the combined vector z for replacing xi and xj is 
found by solving 

2
))()(()(min jjii xxz Φ+Φ−Φ← ααβ  (6) 

The main advantage of this approach is that solving (6) is much easier than (4). How-
ever, the method is only applicable to binary-class SVM, or each SV is related to only 
one coefficient. For multi-class applications, multi SVM must be used and therefore, 
one SV may relate to more than one SVM with different weights. In the next section 
we describe how to extend the bottom-up method for multi-class SVM simplification. 

3   Bottom-Up Method to Multi-class SVM Simplification 

3.1   Multi-weighted Support Vector Combination 

Supposing that we want to replace two multi-weighted SVs (xi, αti) and (xj, αtj) with a 
single new vector (z, βt), t = 1,…,T, the 2-norm optimal solution for all single SVMs 
will be the one that minimizes 
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The next two propositions will show how to find the optimal reduced vector z for the 
two most widely used kernels: Gaussian and polynomial. All it requires is to find an 
unique maximum point of a one-variable function on [0,1]. 

Proposition 1. For Gaussian kernel )exp(),(
2

yxyxK −−= γ , the 2-norm optimal 

vector z in (7), given fixed values of βt, t = 1,…,T, is calculated as following: 
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where κ is the maximum point of  
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with Ttm tjtitit ,...,1,)( =+= ααα , Kij = K(xi,xj). 
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For Gaussian kernel, Φ maps input vectors into surface of the unit hyper sphere in 
feature space, or ||Φ(z)|| = 1 for every z. ||Mt|| are constants because (xi, αti) and (xj, αtj) 
are pre-determined. If the scalars βt is fixed then problem (10) is equivalent to finding 
vector z such that 
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For the extremum, we set derivative of the objective function on the right side of 
(11) to be zero 
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This leads to  
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Equation (12) means that the optimal z is linearly dependent with two given vectors xi 
and xj in the input space. Replacing (13) into (11) and defining, 
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we arrive at the result that the optimal vector z of (7) is calculated via the maximum 
point κ of h(k) 
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Proposition 2. For polynomial kernel pyxyxK )(),( ⋅= , the 2-norm optimal vector 

z in (7), given fixed values of βt, t = 1,…,T, is calculated as following: 
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Where ji xxz )1(* κκ −+=  and κ is the maximum point of  
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Proof: In (10), we want to find one input vector z that its image Φ(z) approximates T 
feature space vectors Mt, t=1,…,T. Without any loss in generality we assume that Φ(z) 
has an average length of Mt 
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and find the solution for (11). According to Lemma 1 in [5], the optimal vector z is 
also linearly dependent with xi and xj in the input space. Replacing this relation into 
(11) and solve (11) with constraint (19), we found that optimal vector z is calculated 
via the maximum point κ of function g(k) in (18). 

The key point of proposition 1 and 2 is that h(k) in (9) and g(k) in (18) are both 
single variable functions with unique maximum point on [0,1]. In our implementation 
it only takes several iterations for the parabolic interpolation method [8] to find their 
maximum value. It means that SVs can be constructed very efficiently. 

Once reduced vector z is found, its optimal coefficients for each individual SVM 
are calculated (kernel independent) by the following proposition. 

Proposition 3[5]. Given z, the optimal coefficients βt, t = 1,…,T, for approximating 
the sum of two feature space vectors )()( jtjiti xx Φ+Φ αα  by )(ztΦβ in (7) is 

),(

),(),(

zzK

zxKzxK jtjiti
t

αα
β

+
=  (20) 

3.2   Adjusting All Reduced Vectors and Recalculating Coefficients 

The combination scheme described in section 3.1 aims at constructing one new vector 
to replace one selected pair of SVs. The combination criterion, or the objective func-
tion in (7), is locally optimized for the two SVs in pair. However, the ultimate goal of 
the simplification is to keep the simplified solution as similar to the original solution 
as possible. To improve this similarity, we can adjust all reduced vectors globally 
with respect to norms of solution’s hyper planes by minimizing the difference  
between them: 
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In our implementation, we apply the gradient descent and bisection methods [8] for 
minimizing ρ with respect to all RVs zi, i=1,…,NZ. The search directions for Gaussian 
RBF and polynomial kernels are: 
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The optimal coefficients of RVs are then recalculated by solving the following equa-
tions for all T binary-class SVMs [6] 
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As mentioned in [6], solving (24) always yields optimal coefficients given a fixed 
reduced set. In our experiments, this (24) is performed twice: after all RVs are  
constructed and after optimizing ρ in (21). 

3.3   Simplification Algorithm 

The simplification algorithm iteratively selects two SVs xi and xj and replaces them 
with a newly constructed vector z. For selecting a good pair of SVs, we use the first 
selection heuristic based on Euclidian distance between two vectors in the input space 
[5]. In a multi-class application, one SV may be a positive SV (having positive 
weight) in one SVM and negative in another, the selection of a pair candidate (xi,xj) 
becomes: 

ki
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The condition Tttjti ,...,1,0 =≥αα  means that two SVs, xi and xj, are constrained to 

belonging to the same positive or negative class in every binary-class SVMs, or one 
of them is not involved in that SVM. As we found that the construction of RVs is 
simple, then we propose to go further by using pre-calculating reduced vectors for all 
pair candidates, and the final selection is based on the difference between the com-
bined vector z and the sum of two vector xi, and xj in feature space (7). 

The simplification process will stop when the size of reduced set equal or less than 
a predefined number which is given as a parameter for the algorithm. This predefined 
number determines speed-up rates of simplified SVM in testing phase: a smaller size 
of the reduced set results faster SVM. However, as shown by experimental results that 
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with the same speed-up rate predictive accuracy of simplified SVM may degrade 
depending on application. 

4   Experiment 

We selected different multi-class datasets publicly available [9] for evaluating our 
proposed method. Summarization of these datasets is described in Table 1. Original 
SVM classifiers are firstly trained by LibSVM [7], a well known SVM training im-
plementation, and then simplified by the algorithm described in Section 3. Training 
parameters were selected so that the trained (original) classifiers have good predictive 
accuracy on independent test data. For the reproducibility of experiments we also 
report parameter setting in Table 1. 

In the first experiment, we run the proposed algorithm with different values of NZ, 
indicating different speed-up rates of simplified SVM. Then we compare accuracy of 
original SVMs and reduced SVMs on the prepared test data. Experimental results 
reported in Table 2 show that simplified SVMs with only 10% number of SVs have 
almost identical performance with original SMVs. Specially, on the “dna” and “shut-
tle” datasets, speed-up rate can reach up to 100 times without any loss in predictive 
accuracy. 

Table 1. Dataset and parameter setting used in experiment 

Name Dimension # Class # Training # Testing Parameter 
dna 
satimage 
shuttle 
usps 

180 
36 

9 
256 

3 
6 
7 

10 

2,000 
4,435 

43,500 
7,291 

1,186 
2,000 

14,500 
2,007 

γ = 0.01, C = 10 
γ = 0.1, C = 10 
γ = 0.1, C = 10 

γ = 0.0078, C = 10 

Table 2. Predictive accuracy of reduced SVMs with different speed-up rates on the selected 
datasets. Classifiers with 100% of SV(s) are original SVMs trained on training data. Other 
SVMs are simplified solutions having different number of RVs. With 10% of SVs, or running 
10-time faster, reduced SVMs have almost identical performance with original classifiers. 

Data dna satimage shuttle usps 
Percentage of 

SV 
# 

SV 
Acc. 
(%) 

# SV Acc. 
(%) 

# SV Acc. 
(%) 

# SV Acc. 

100% 
50% 
10% 

5% 
1% 

843 
422 

84 
42 

8 

95.62 
95.62 
95.53 
95.19 
95.03 

1215 
608 
122 

61 
12 

89.75 
89.75 
89.45 
89.25 
78.00 

4191 
2096 

419 
210 
42 

99.03 
99.03 
99.03 
99.03 
99.04 

1670 
835 
167 

84 
45 

94.77 
94.77 
94.67 
93.92 
89.59 

In the second experiment, we compare our algorithm and the multi-class SVM simpli-
fication method described in [4] on the “usps” handwritten recognition dataset. In our 
experiment, LibSVM [7] produces 45 one-versus-one SVMs with total number of 
(shared) SV are 1422 for Gaussian kernel and 1543 for polynomial kernel. The corre-
sponding accuracies are 95.4% and 95.1%. Comparison in Figure 1 shows that the  
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bottom-up approach for multi-class SVM simplification produces very competitive  
performance in term of speeding-up rate and preserving predictive accuracy of simplified 
SVMs. Note that the classifier in [4] consists of ten one-versus-rest SVMs with the total 
number of SV is 2620 and the test accuracy is 95.6%. We took the result (accuracy)  
of [4] for comparison and did not re-conduct its experiments because reproduction of 
experimental results in [4] is difficult to achieve due to: i) it was conducted on a  
preprocessed data (smoothing, random sampling); ii) the nature of local minima problem. 

 

Fig. 1. Comparison of reduction rate and loss in predictive accuracy between simplified SVMs 
produced by the method described in [4] and our propose algorithm (for original Gaussian and 
Polynomial SVMs) on the handwritten “usps” dataset. With the same SV reduction rate the 
bottom-up method produces simplified SVMs with very competitive accuracy. 

5   Conclusion 

We have presented our extension of the bottom-up approach to multi-class SVM 
simplification. We showed that the proposed method possesses several key advan-
tages over other reduced set methods: applicable for multi-class SVMs, theoretically 
stable and efficient, competitive performance in terms of speed-up rate and predictive 
accuracy of reduced SVMs. One remaining problem is the calculation of RV con-
struction is kernel-dependent. In this paper we have introduced formulae for con-
structing RVs for two most widely used Gaussian and polynomial kernels. With other 
types of kernel it apparently requires other formulae. 
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Abstract. In machine translation, the re-ordering of word from source
to target language is one of the major steps that affect mainly the perfor-
mance of the system. Among many approaches for this type of problem,
syntactic is an effective method for handling word-order in a statistical
machine translation (SMT) system. In this paper, we introduce a word
re-ordering approach that makes use the syntactic rules extracted from
parse tree for the English-Vietnamese SMT system. Our word re-ordering
rule set includes rules in noun phrase, verb phrase and adjective phrase.
According to the experiment result, the noun phrase rules are the most
significant rules of all. Compared with the MOSES phrase-based SMT
system [1], these rules can improve BLEU score of 3.24 on our testing
corpus. Moreover, we also conduct other experiments by using different
combinations of rules to study their effectiveness. And we find that the
translation performance for each corpus can be tuned by different ways
of combination.

Keywords: Statistical machine translation, word re-ordering, parse tree,
syntactic-based word re-ordering rule.

1 Introduction

The machine translation task basically consists of two sub tasks: predicting the
translation of word, and deciding the order of predicted words in target language.
For some language pairs such as English-Chinese, English-Japanese, and English-
Vietnamese, the re-ordering problem is especially hard, because the target word
order differs significantly from the source word order.

Statistical machine translation (SMT) system also solves the word order prob-
lem in the decoding phase. It simply used distance-based re-ordering model.
In MOSES toolkit, they use the lexicalized re-ordering model and integrate in
decoding phase effectively. These re-ordering methods are only based on pure
statistic information. Moreover, for a different language pairs, syntactic-based
re-ordering is considered as an effective and comparative method for handling

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 809–818, 2008.
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http://www.fit.hcmuns.edu.vn/


810 H.-N. Nguyen Thi and D. Dinh

word order in SMT context in literature [2], [3] and [4]. In this approach, the
source language sentences are first parsed into a parse tree. A set of syntactic
rules is then applied to the tree in order to transform the sentence of source
language into a word order that is much closer to which of the target sentence.
The advantages of using parse tree are (i) the constituents move as a whole
and keep the phrasal cohesion constraints and (ii) we can model broad syntactic
re-ordering phenomena. For example: the most significant difference between En-
glish and Vietnamese is the order of noun and adjective. From this difference we
create a re-ordering rule: if a noun appears after an adjective then re-order noun
and adjective. As a result, the phrase like the/DT first/JJ characters/NNS
will be transform into the/DT characters/NNS first/JJ in Vietnamese.

Theoretically, by using parse tree as syntactic information, we can generalize
our rule if a noun or noun phrase appears after an adjective or adjective phrase
then their order will be swapped. When applying this rule to a complex case,
we can transform the whole adjective phrase with noun without mentioning
what adjective phrase contains. In case word re-ordering appears in the adjective
phrase, our rule is still applicable. Fig. 1 exemplifies the above cases.

Fig. 1. Re-ordering noun and adjective phrase without mentioning what adjective
phrase contains. (a) No re-ordering in adjective phrase. (b) Re-ordering in adjective
phrase.

Recently some syntactic re-ordering methods are carried out on syntactic
parse trees. Collins et al. [5] describe a method to re-order German sentence
in German-English translation, where six transformations are applied to the
surface string of parsed source sentence. Quang et al. [4] present an syntactic re-
ordering approach for Chinese-English translation. They used three categories
of re-ordering rules including verb phrase, noun phrase and localize. Nguyen
and Shimazu [6] develop a phrase-based system better dealing with re-ordering
for English-Vietnamese translation. The re-ordering is done by using morpho-
syntactic analysis and transformation rules. The set of rules are automatically
extracted from corpus. Since the syntactic transformation task is ambiguity,
they have to use a lexicalized probabilistic context free grammar (LPCFG).
Our approach is a little similar to this paper, but we focused on three kinds of
phrases: noun phrase (NP), verb phrase (VP) and adjective phrase (ADJP); and
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we didn’t use probabilistic to simplify our work. Additionally we analysis deeply
the impact of each category on the performance of translation.

The purpose of word re-ordering is transforming the source language sentences
into a word order that is closer to that of the target language. In fact, this action
will decrease the number of cross align, on the other hand flatten the word-align
between source and target language. Fig. 2 illustrates this purpose. It can be
seen that before word re-ordering all alignments are cross alignments, and after
re-ordering, all alignments are flattened.

Fig. 2. (a)Before re-ordering: There have many cross-alignments. (b)After re-ordering:
All of them are flattened.

The fewer cross alignments are, the better translation SMT performs. So, for
evaluating more exactly about the effectiveness of rule sets, besides the BLEU
score [16] we also investigate the effectiveness of our rule set in the term of cross
alignments count.

The rest of this paper is organized as followed. Section 2 presents our system
overview. In section 3 we introduce the details of re-ordering rules, how we derive
and present them. Section 4 shows our experiments, evaluations and our analysis
about the impact of different types of rules. Finally we conclude our approach
and discuss the future work in section 5.

2 Background

In this section we describe the phrase-based SMT system which we use as baseline
in our experiments. Then we review some approaches in SMT re-ordering and
our approach.

2.1 Phrase-Based SMT System

SMT is now more and more common in machine translation. The basic idea of
this approach is using probability of translation a sentence from source language
sentence into target language. SMT searches the most probable English sentence
given a foreign language sentence P (e|f):

arg maxe P (e|f) = argmaxe P (e) ∗ P (f |e)

From above equation, it can be seen that SMT includes two main models:
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– Language model - P (e): assign a higher probability to fluent/grammatical
sentences. This probability is estimated by using monolingual corpus.

– Translation model - P (f |e): assign a higher probability to sentences that
have corresponding meaning by using bilingual corpus.

Based on the unit to count the probability in translation model, SMT has
three main approaches, including word-based, phrase-based and syntax-based.
Among them the phrase-based is currently becomes the state of the art approach
in machine translation.

In this approach [7], e is segmented into phrases e1, e2, ..., ei (assuming a
uniform probability distribution over all possible segmentations). e is re-ordered
according to some distortion model. The translation model is the probability
that a phrase e transfer to phrase f. Though other phrase-based approaches
use different models, the basic architecture of phrase segmentation, phrase re-
ordering, and phrase translation is the same.

The standard SMT system currently use distance-based re-ordering model
but its performance is not so good. This has encouraged researchers to propose
many re-ordering methods to improve the translation quality.

2.2 Re-ordering Approaches

There are two main possible directions when facing the re-ordering problem
for SMT: output or target language sentence re-ordering and input or source
language sentence re-ordering.

Output Sentence Re-ordering. Recently, Kumar and Byrne [8] use this ap-
proach by involving learning weighted finite state transducers that account for lo-
cal re-ordering of two or three positions, allowing each word to jump a maximum
of one or two positions. And they get encouraged results from the experiments
on Arabic-English and Chinese-English.

Input Sentence Re-ordering. The main idea of this approach is to avoid
non-monotonous translation problem by re-ordering the input sentence. This
helps the translation model not need to account for possible word re-ordering;
on the other hand, to help the decoding can directly translate word-by-word
or phrase-by-phrase. The main advantage of this method is that there is more
information for re-ordering methods when the source language sentences are
always given. This is the reason why there are many works related to source
sentence re-ordering up to now. Sanchis and Casacuberta [9] consider the re-
ordered input sentence as a new language and create a model like translation
model in SMT. They then generate n-best list re-ordering; translate them all
and finally select an output sentence which obtained the highest probability of
the translation model. Zhang et al. [10] do re-ordering at chunk-level by using
automatically learned rules. Their result is reported for Chinese-English task, it
gains about 0.5 - 1.8 BLEU score. [2], [3], [6] and [15] also use this approach and
claim that their model improves the BLEU score for each SMT system in their
experiments.
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We choose the second one in our proposed model; it is the re-ordering from
the source language side. We apply syntactic rules to each input parse tree and
then send it to baseline SMT system.

3 Syntactic Word-Reordering Rules

We use the Penn Tree Bank’s POS and phrase tag set for a suitable set of re-
ordering rules. In this paper, we focused on three categories: noun phrase (NP),
verb phrase (VP) and adjective phrase (ADJP) that we considered to be the
most prominent candidates for re-ordering.

For creating rules, we exploit systematic differences between English and Viet-
namese word order [11]. A re-ordering rule consists of a left-hand-side (LHS) and
a right-hand-side (RHS). The LHS is a syntactic rule, it composes of POS tag,
syntactic tag of phrases and words. The RHS is the re-ordering sequence, we use
zero-based index in this side. Table 1 contains some rule examples. Rule number
5 and 6 are examples of lexical rule. Rule 5 means that if NP has DT NP and
the word at DT position is this , then re-order this and NP. We need to use this
kind of rule because there are many exceptions in English and Vietnamese word
order. In our proposed rules we have just carried out some exceptions.

Table 1. Sample of our rule set

No. Category LHS RHS

1. NP ADJP NP 1 0
2. NP DT NP POS 2 1; 1 0
3. ADJP NP VP 1 0
4. VP MD RB VP 1 0

5. NP DT/this NP 1 0
6. ADJP RB/much JJR 1 0

7. NP NNS 0 0
8. ADJP JJ 0 0
9. ADJP JJ ADJP 0 0 ; 1 1
10. VP VBN 0 0

Rules from number 7 to 10 are pseudo-rules. Pseudo-rules are monotone rules;
it means if any phrases satisfy these rules, their word order will not be changed.
This form of rules create a hierarchical structure in our rule sets. This structure
helps NP rule take into account ADJP rules, or ADJP rules take into account
VP rules, etc. Beside transformation in a phrase, we also transfer between two
phrases if they satisfy the rule. And with a small number of rules we can auto-
matically check many word re-ordering cases. For example, with a noun phrase
likes NP (JJ JJ NNS); although we can’t see any rules that the LHS is the
same with its NP, our system can check and transform some terms in NP to
make its order closer to Vietnamese order. Let go from right to left, first replace
NNS by NP (rule 7), then JJ by ADJP (rule 8), then JJ ADJP by ADJP (rule
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9), finally we have NP (ADJP NP). This satisfies rule 1 then transform ADJP
and NP, notice that ADJP includes (JJ JJ).

After extracting our set of rules, we made a series of experiments to analysis
the impact of each category of rules. We will present more detail about this in
the following section.

4 Evaluation

4.1 Corpus Characteristics

The corpus we used for training and testing our system is the English-Vietnamese
parallel corpus belongs to the Vietnamese Computation Linguistic group [12].
We only use two subsets that are Cadasa corpus (C ) and IBM corpus (I ). Both
of them are in computing.

Table 2. Our corpus characteristics

Corpus Sent. Pairs
Average Length Number of Tokens
English Vietnamese English Vietnamese

C 8963 18.97 22.44 8388 5808
I 4997 16.41 15.56 2214 2464

Table 2 presents the characteristic of two corpora. We randomly divide the
corpus to 10 parts, got 9 parts for training, 0.5 parts for developing and other
0.5 part for testing.

4.2 Experiments

Translation model is created by using GIZA++ and MOSES toolkit, while lan-
guage model is generated by SRILM toolkit. For Vietnamese preprocessing, we
apply the word segmentation tool in [13]. On the English side, we parse our ex-
periment data by Stanford parser [14] in advance of applying re-ordering rules.
The rules described in the previous section are then applied to the parse tree of
each input. After re-ordering phase, the output will be sent to SMT for training,
tuning and testing.

We evaluate the performance of our system by showing the improved perfor-
mance for the machine translation system in a well-known metrics - BLEU score.
Our experiments compare the translation quality of three below approaches:

– The standard SMT system or the baseline system used distance-based re-
ordering.

– The MOSES toolkit used the lexicalized re-ordering model.
– Our system made use of syntactic re-ordering rules.

All three systems are trained by MOSES phrase-based toolkit [1] but with dif-
ferent configurations.
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Table 3. Translation result of three approaches in BLEU score

BLEU-4 Baseline MOSES’ model Our re-order MOSES’ gain Our gain

C 50.09 51.47 52.62 +1.38 +2.53

I 51.57 58.91 60.75 +1.4 +3.24

As shown in table 3, our approach outperforms the other ones. It improve
the BLEU-4 score by 2.53 on C corpus, 3.24 on I corpus compared with the
baseline system. These are the best result when we in turn applied NP; NP and
VP; NP and ADJP; and all rules to our corpora. The next section will describe
the impact of each type of rules in more detail.

4.3 Frequency of Rules

We collect statistics to evaluate how often the re-ordering rules are applied to the
corpus, remember that we only counted on real rules, not on pseudo-rules. The
most frequent rule is NP rules, which count over 97% in both C and I corpus.
However, the role of each NP rule is different. With C corpus the most frequent
rule is NP (ADJP NP) while in I corpus it is NP (NN NP).

The VP and ADJP frequency in C differ in I. In C corpus, VP and ADJP fre-
quency are a bit equal (1.03% and 1.64%); but in I corpus VP phrases overweighs
ADJP phrases (2.51% and 0.15%). This can be explained by the content of each
corpus. Although they are both computing, their sub fields are not the same. The
C corpus is got from a computing book while I corpus is the IBM’s manual.
And the manual including more verb phrases than a book is understandable.
And this small difference will affect significantly the translation quality.

4.4 Impact of Individual Re-ordering Rules

In order to assess the relative effectiveness of each type of re-ordering rules,
we conduct an experiment in which we trained and evaluated systems using
data that were re-ordered using different subsets of the rules. Because of the
small number of VP and ADJP frequency, instead of applying VP and ADJP
individually, we combined them with NP.

Table 4 shows that the NP rules are the most effective rules, when applying
them the result is improve significant. However, when we add VP rules or ADJP
rules, it doesn’t consequently improve scores, even in C corpus, it creates lower
scores. Refer to table 4 and you will find the differences between C and I corpus.
With C the rules give the best result include NP and ADJP rules, while in I,
NP combining with ADJP is the best. In both corpora, combining NP, VP and
ADJP led a worse result; especially with C, it decreases below the baseline’s
score.

The explanations in previous section gave us some ideas for this result. Be-
cause I corpus contains more VP than C corpus, when we apply VP re-ordering
rules it makes the translation quality increase. We also make some error analy-
sis and find that beside the parse error, the rule errors take an important role
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Table 4. Translation result in BLEU score when applying each kinds of rules

BLEU-4 Baseline Moses NP NP+VP NP+ADJP All

C 50.09 51.57 52.27 48.34 52.62 48.35

I 57.51 58.91 60.16 60.75 60.41 60.1

in decreasing the performance. Although VP includes two rules, it has created
most of errors. Because the VP is very complex, we can only suggest two rules.
And they are so general that they make so much noise. For example, with rule
VP (MD AVDP VP), it is applied 214 times in C training corpus, but only 40
correct times (about 18.7% correct). The other is 81.7% errors, a large scale of
error, which decreases our system below the baseline. The same things happen
with ADJP for I corpus, however when combining all categories, it doesn’t make
the performance below the baseline as C corpus. So depending on each corpus,
we should have a suitable combination to improve the translation performance.

4.5 Decreasing Cross Alignment

The purpose of word re-ordering is transforming the source language sentences
into a word order that is closer to that of the target language. In fact, this will
decrease the number of cross alignments, on the other hand flatten the word-align
between source and target language.

Table 5. Cross alignments of each approach

Cross Align Baseline Moses NP NP+VP NP+ADJP All

C 135,660 135,660 101,749 103,505 100,506 103,566
I 28,524 28,524 15,042 16,361 15,409 16,149

To measure our approach’s effectiveness, we calculate the number of cross
alignments after applying rules to training corpus. The result is reported in
table 5.

The MOSES’ model makes use of the lexicalized re-ordering model integrated
in decoding phase; so its cross alignments are equal with baseline. The other
results also reflect all above analysis. Because the NP is the most effective rules,
it makes the cross alignment decrease significantly. From this table we can also
say that compared with NP, NP + ADJP and All approaches, NP+VP creates
the largest number of cross alignments in C corpus. Following is an example
illustrating this kind of noise. We have an English sentence: you can also carry
your mp3 recordings. In Fig. 3, after applying VP rule: VP (MD ADVP VP),
number of cross alignments increase from 3 to 5.

This noise makes NP+VP perform worst, and the score when we combine
all kind of rules lower than the NP. In evident, the translation performance is
opposite with the number of cross alignments. Therefore, we conclude that the
fewer cross alignments are, the better our translation system performs.
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Fig. 3. (a) Before re-ordering, number of cross alignment is 3. (b) After re-ordering,
number of cross alignment is 5.

5 Conclusion

In this paper, we make use a set of syntactic word re-ordering rules to transform
English sentences into a much closer to Vietnamese form in terms of their word
re-order. We evaluate the re-ordering approach within the MOSES phrase-based
SMT system. Our re-ordering approach improve the BLEU score from 50.09 to
52.62 with C corpus, from 57.51 to 60.75 with I corpus. In three kinds of rule
we exploit, NP rules play the most important roles. It is above 97% of all kinds
and it makes our system’s quality increase significantly. We also analyze the
impact of each rule when combining in turn NP with ADJP, NP with VP and
all of them. Our experimental result shows that each corpus suits with different
combination when tuning its performance. We also claim that the fewer cross
alignments are, the better our system performs.

Our proposed rule set in this paper can be broadened to cover more re-ordering
cases in English and Vietnamese. For a better translation system, we can not
only introduce more re-ordering rules, but also exploit other kinds of rules such
as question, adverbial phrase, prepositional phrase, etc.
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Abstract. Object tracking in computer vision is an attractive research field due 
to its widespread application area and challenges. In the recent years, Particle 
filter is known as a prominent solution for the state estimation problems in point 
tracking and successfully applied in a wide range of applications. But one of its 
limitations is the weakness at constantly maintaining the multi-modal target dis-
tribution that may arise due to occlusion, clutter or the presence of multiple ob-
jects. Lately, that weak point has been overcome in a multi-modal Particle filter 
(MPF). This paper aims to build some most basic functions of a motorcycle 
surveillance system using MPF and basing on the color observation model. Ac-
companied with a simple but effective detecting strategy, the application has the 
processing rate equivalent to a real time tracking system and high performance. 

Keywords: Particle filter, Sequential Monte Carlo, multi-modal Particle filter, 
MPF, motorcycle tracking. 

1   Introduction 

Object tracking is becoming a more and more attractive research field because of not 
only its widespread applications in both military (missile defense, air traffic control, 
ocean surveillance, …) and civilian (public or secret surveillance) areas but also its 
challenging problems. In computer vision, object tracking takes the crucial role since 
it is an essential function of motion understanding.  

In [14], object tracking in computer vision is divided into three main categories. 
Point tracking, which regards an object as a point and focuses on its position and mo-
tion, is among them. Filtering is a class of methods that is suited for solving the dy-
namic state estimation problems in point tracking. In literature, Kalman filter is known 
as an optimal approach for recursive Bayesian estimation in case of linear and\or Gaus-
sian dynamic and observation models. Unfortunately, in practice, these assumptions 
are rarely satisfied, and this caused the birth of many non-linear filtering methods such 
as: extended Kalman filter, unscented Kalman filter, approximate grid-based methods, 
Gaussian sum filters ([12]). In the recent years, Particle filter has appeared as a strong 
non-linear filter in a wide range of tracking applications. As other non-linear filters, 
Particle filter also gets the recursive Bayesian estimation to be its conceptual solution, 
but it uses the Monte Carlo idea to approximate this framework. Specifically, Particle 
filter uses a large set of samples - each sample is considered as a particle – drawn from 
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a proposal distribution to represent the posterior distribution, then these samples with 
their weights enclosed are aggregated to produce the current state estimation of targets. 
The strong points which make Particle filter become a prominent method for non-
linear filtering problems are: the requirement of few system assumptions, the conver-
gence rate does not depend on the number of state vector dimensions, its simplicity and 
generality in implementation; furthermore, its accuracy can be increased by enlarging 
the sample set. Those are the reasons which made Particle filter be successfully applied 
in many contexts: single object (car, face) tracking using color-based measurements 
[9], multi-target tracking in passive sonar context [5], vehicle tracking by radar signal 
[6], [7], hockey player tracking [10], traffic estimation [8], … 

One of the limitations of Particle filter is its weakness at constantly maintaining the 
multi-modal target distribution that may arise due to occlusion, clutter or the presence 
of multiple objects. Recently, Vermaak et al. [13] proposed a mixture particle repre-
sentation to overcome this shortcoming. In that work, the authors put forward a mix-
ture model for the joint posterior distribution, each mixture component has its own 
posterior distribution and interacts only via its mixture weight, then gave the particle 
approximation to the joint model.  

Motorcycle tracking in particular and traffic tracking in general, is an interesting 
but challenging application. Its main difficulties can be enumerated as: the severe 
occlusions when traffic density is high (especially in rush hours), the shadows of big 
vehicles, and the real time processing requirement. This paper aims to build some 
most basic functions of a motorcycle surveillance system using multi-modal Particle 
filter (MPF) in [13] and basing on the color observation model. This is also an im-
provement of [4] in detecting stage, tracking algorithm and surveillance facilities. The 
system works well with the number of targets less than 10 per frame and high  
processing rate (20-30 frames/s), which is suited for a real time application.  

The remains of this paper is outlined as follows, section 2 gives the brief theoreti-
cal background of Particle filter, section 3 summarizes the idea of multi-modal Parti-
cle filter in [13], section 4 presents the applied MPF in motorcycle tracking, the  
experimental results are showed in section 5 and the Conclusions is at the  final  
section.  

2   Particle Filter 

Given a dynamic system that satisfies all the assumptions of first-order Markov 
model. At time k, let xk be the system state, zk be the observation, Xk be the sequence 
of system states from initiation, Zk be the  sequence of all available observations. In 
order to analyze and make inferences about a dynamic system, at least two models are 
required: the dynamic model, which describes the evolution of state with time and the 
observation model, which describes the relationship between the observation and the 
system state at the same time. 

The Bayesian solution states that the posterior density could be attained through 
two steps: 

Prediction: 

1 1 1 1 1( | ) ( | ) ( | )k k k k k k kp p p d− − − − −= ∫x Z x x x Z x  (1) 
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Update: 
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z x x Z x
x Z  (2) 

However, except the very restrictive cases as Kalman filter assumptions, this is just 
a conceptual solution because there is no analytical way to evaluate the integrations in 
(1) and (2). For the wide range of the other cases, non-linear filters are employed to 
approximate this solution. With the same purpose, Particle filter represents the poste-
rior density by a large set of samples drawn from a proposal density function: 

1~ ( | , )i i

k k k kq −x x x z . Each sample is enclosed with a weight which is recursively up-

dated as follows: 
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normalized weight at time k. Hence, the posterior density is approximated as: 

1
( | ) ( )

N i i

k k k k ki
p w δ

=
≈ −∑x Z x x  (4) 

where δ (.) is the Delta Dirac function.  
The foregoing forms the main content of the Sequential Importance Sampling 

(SIS) method, which is the simplest version of Particle filter. However, there is a 
puzzle of SIS arising after a definite number of iterations: all but one particle will 
have negligible normalized weights, this is namely the Degeneracy problem ([2], [3]). 
To solve this problem, we need to adapt to SIS the Resampling step once the degener-
acy phenomenon is found out - by keeping track of the Effective Sample Size 

2

1

1ˆ
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eff N i

ki

N
w

=

=
∑

. The tasks of this step is to eliminate samples with low importance 

weights and multiply samples with high importance weights. After the Resampling 
step, all of the importance weights are uniformed. The Particle Filter  can be formal-

ized as: 
1 1 1 1

[{ , } ] PF[{ , } ],i i N i i N

k k i k k i kw w= − − ==x x z ([12]).  

3   Multi-modal Particle Filter 

3.1   Bayesian Framework and Particle Approximation 

With the consideration as an M-component mixture, our system’s posterior density is 
modeled as a composition of M componential posterior densities: 

,

1

( | ) ( | )
M

k k m k m k k

m

p pπ
=

=∑x Z x Z  (5) 
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where ,m kπ  is the mixture weight of each component at time k and ,1
1

M

m km
π

=
=∑ . 

Assume that p(xk-1|Zk-1) is known, under some rigorous transformations [13], we 
can get p(xk|Zk) in (5) with: 

1
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( | ) ( | )
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and 
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where the prior density pm(xk|Zk-1) of each component is achieved by (1). 
After having Bayesian framework for the mixture representation, Particle filters are 

used to approximate this model.  

Let us denote { , , , , , }k k k k k kP N M X W C= ∏  the Particle representation of the 

joint posterior density in (5), where N is the number of particles, and  the parameters 

at time k: Mk  is the number of mixture components, 
, 1{ } kM

m k mk π ==∏  is the set of mix-

ture weights, 
1{ }i N

k ikX == x  is the particle set, 
1{ }i N

k ik wW ==  is the weight set corre-

sponding to particles, 
1{ }i N

k ik cC ==  is the particle index set, which means: i

kc m=  if 

the ith particle belongs to the mth mixture component. 
Using the Particle representation, the joint posterior density can be approximated as: 

,
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where Im is the set of indexes of particles that belongs to component m and 

1
m

i

ti I
w

∈
=∑ . Hence, in this approximation, each mixture component will evolve on 

its own particle set and just interact via the mixture weights. Therefore, each compo-
nent acts exactly the same of a Particle filter with SIS algorithm and resampling step. 
The mixture weights, then, are updated over time as follows: 
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where i

kw%  is the un-normalized weight of each particle. 

3.2   Multi-modal Maintaining  

Due the number of particles for the joint model is fixed whereas the number of mix-
ture components can be changed over time, we need a procedure to re-assign the  
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particles for each current component, that means to share particles for new occurring 
objects and revoke those from disappearing objects.  

Let: F : ( , , , , , )k k k k kN M X W C∏ a ( , , , , , )k k k k kN M X W C′ ′ ′ ′∏ (or F : kP → kP′ ) be 

such a re-clustering procedure, where kC′  determines the new particle assignments; 

′∏  is the new mixture weight set and kW ′  is the new particle weight set, which are re-

computed as follows: 

, ,i
k

m

i

m k kc k
i I

wπ π
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′ =∑ , 
,
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i
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i
k

i
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w
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π

π
′

′ =  (10), (11) 

The new Particle representation kP′  neither changes the joint posterior density nor 

affects the convergence of Particle filter. 

4   Multi-modal Particle Filter in Motorcycle Tracking 

4.1   Dynamic Model 

The state vector of each mixture component is defined as: xk = (xk, yk), this implies the 
(continuous) Descartes coordinate of a motorcycle in the image at time k. Following 
is the dynamic model described via each element of a state vector: 

1 1 1 1f( , )x x

k k k k kx x v x v− − − −= = + ;  
1 1 1 1f( , )y y

k k k k ky y v y v− − − −= = +  (12) 

where the noises 
1

x

kv −  and 
1

y

kv −  are normally distributed, respectively, 2(0, )xδΝ and 
2(0, )yδΝ .  

4.2   Observation Model 

This paper adopts the color-based observation model, which has been successfully 
experimented in many target tracking systems ([4], [10], [11]), here is the brief de-
scription of this model. 

Bhattachayya distance is employed to calculate the “distance” between a reference 

color model * *
0 1,...,{ ( ; )}n Nk nK x  and a candidate color model 

1,...,( ) { ( ; )}k k nk nK x x N: 

1/ 2

* *

0
1

[ , ( )]= 1 ( ; ) ( ; )
N

k k
n

k n k nξ
=

−⎡ ⎤
⎢ ⎥⎣ ⎦

∑K K x x x  (13) 

To increase the accuracy, the reference model and candidate model are divided into 
two sub-regions, then the likelihood of a candidate model is produced: 

2 2 *

1
[ , ( )]

( | ) j j kj

k kp e
λξ

=
−∑∝

K K x
z x  (14) 
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4.3   Moving Object Detection 

4.3.1   Background Learning 
The background learning method will generate a sequence of n-1 masks Mi(x) (i = 
2,…, n) corresponding to n-1 pairs of adjacent frames, each Mi(x) specifies whether 
the x pixel in the i-1th frame is a moving point by subtracting the two adjacent frames 
Ii and Ii-1. Then pixels of the background B will be updated basing on Mi(x) sequence. 
The main content of the background learning algorithm is shown in Figure 1 (left).  

 

Fig. 1. The background learning algorithm (left) and detecting algorithm (right) 

4.3.2   Object Detection 
After having the background image, moving points in the current frame are determined 
by combining background difference and inter-frame difference methods. The first one 
is to calculate the difference between background and input frame while the second 
performs the same work on consecutive frames. Then, cooperating with some Heuristic 
techniques such as: eliminating the image regions having low densities of moving 
points, separating the objects stuck each other due to shades, adjusting the detecting 
frames to catch the objects exactly. Accompanied with the “spreading oil” algorithm 
for finding connective regions, the list of  moving objects could be produced. The main 
content of moving object detecting algorithm is shown in Figure 1 (right). 

4.4   Object Tracking 

In this section, we propose an algorithm to combine two tools: moving objects detec-
tion and multi-modal Particle filter to form a completed object tracking algorithm. 
This algorithm gets the results of the moving object detection to be the premise of 
Multi-modal Particle filter. During the tracking process, a motorbike passing through 
the observed area would be detected once only when it starts entering this area, that 
means the detecting algorithm just needs to perform in a small region at the beginning 
of the observed area - called “Beginning area” - to detect new object appearances. 
Therefore, the detecting algorithm does not need to care objects that left (partly or 
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entirely) the beginning area. So, the detecting algorithm should be modified a little to 
be applied in the beginning area, renamed BeginningAreaDetect. 

The Tracking algorithm is presented in Figure 2, where Pk  was defined in section 
III and NOListk is the list of new objects entering the beginning area at time k. Note 

that in this case 
1

( | )i

k k
p −x x is used as the proposal density function. 

 
Fig. 2. The Tracking algorithm 

Beside the tracking ability, this tracking algorithm could recognize the motorbikes 
driven in wrong way. After passing through the beginning area, wrong-wayed motor-
bikes disappear from the observed area, this will result the likelihood of their candi-
date regions in rapidly decreasing (| p(zk|xk)- p(zk’|xk’) | > ∆L with |k – k’| < ∆k).  
Taking advantage of this property, wrong-wayed motorbikes could be recognized. 

Furthermore, using the tracking results, the average velocity of a motorcycle pass-
ing through the observed area could be computed basing on the length of the road line 
and the number of frames in which this motorbike presents. The trajectories of motor-
bikes in the observed area are also saved to notice the dodging and encroaching cases. 

5   Experimental Results 

Figure 3 below is some results of moving object detection using the background and 
inter-frame difference method, the above image of each pair is the observed area and 
the below one is the detecting result. Almost all of the motorbikes entering the  

 

   
 

   

Fig. 3. Some results of detecting moving objects in the beginning area (the above image of each 
pair is the observation area and the below one is the detecting result) 
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Table 1. The statistics of detecting results 

 

  
(a) 

 

  
(b) 

 

  
(c) 

Fig. 4. (a) Some tracking results; (b) Wrong-wayed motorcycle detecting and velocity comput-
ing; (c) Trajectory saving 
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beginning area are detected and accurately grasped, which would make a good basis 
for the tracking stage. However, due to the simplicity of the detecting algorithm, the 
detecting performance is a little sensitive to illumination change, but the results are 
still well although there are noises in some cases. Once having good detecting results, 
the tracking results will become good after. The system works well with the number 
of targets less than 10 per frame. Some tracking results are shown in figure 4(a), the 
system could keep the objects well tracked till the end of  the observed area. Figure 
4(b) is an example of the ability to detect wrong-wayed motorcycles, the object 9 was 
recorded as driving in wrong way when it traveled through the observed area. The 
quantitative results are created by testing 11 video clips, each one is about 10-second 
long, taken in the motorcycle lane in a cloudy weather, the statistics is very satisfac-
tory (Table 1).  This system is experimented on a Pentium IV 2.4Ghz, 512 MB RAM, 
the processing rate is equivalent to 20-30 frames/s, which is suited for a real-time 
application.  

6   Conclusion 

This paper is an application of the multi-modal Particle filter to the tracking function 
of a motorcycle tracking system basing on the color observation model. With the 
Particle filter background, the system has the strong ability to track objects which is 
identified with points. Accompanied with the simple but effective detecting strategy, 
the application has the processing rate equivalent to a real time tracking system and 
high performance. The authors hope that this work will make a good premise for an 
automatical traffic surveillance system in big cities of Vietnam in the future. 
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Abstract. Along with the information overload brought about by the
Internet in communication, economics, and sociology, high-throughput
biology techniques produce vast amount of data, which are usually rep-
resented in form of matrices and considered as knowledge networks. A
spectral based approach has been proved useful in extracting hidden in-
formation within such networks to estimate missing data. In this paper,
we propose the use of a simple nonparametric Bayesian model to fully
automate this approach and better utilize the available data at each
stage of the learning process. Although the algorithm is developed with
a general purpose in mind, within the scope of this paper, we evaluate
its performance by applying on three different examples from the field
of proteomics and genetic networks. The comparison with other general
or data-specific methods has shown favor to ours. Systematic tests on
synthetic data are also performed, showing the approach’s robustness
in handling large percentage of missing data both in term of prediction
accuracy and convergence rate. Finally, we describe a procedure to ex-
plore the nature of different types of noise containing within investigated
systems.

1 Introduction

There is currently a tremendous growth in the amount of life science high
through-put data including completely sequenced genomes, 3D protein struc-
tures, DNA chips, and mass spectroscopy data. Large amounts of data are
distributed across many sources over the web, with high degree of semantic
heterogeneity and different levels of quality. These data must be combined with
other data and processed by statistical tools for patterns, similarities, and un-
usual occurrences to be observed. The results of many experiments can be sum-
marized in a large matrix, in which rows represent repetitions of the experiment
in different context, and the columns are the output of a single measurement.
Within the scope of this paper we consider the following cases: microarray sam-
pling, protein-substrate affinity, and genetic networks.
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A DNA microarray (gene chip) can be seen as an ordered collection of spots,
on each of which there is a different probe formed by known sequences of cDNA.
A sample of mRNA, supposed to represent the gene expressed in a given tissue
under investigation, is let hybridize with the probes. Fluorescent techniques al-
lows to detect the hybridized sports. The idea is that of using probes specific for
a unique region of a gene, therefore detecting the gene expressed in a tissue. The
experiment is repeated for many tissues, from different part of the body, or from
different patients, or from a different phase of the cellular cycle. The data can
therefore be arranged using the probe numbering as column index, and tissue
numbering as row index.

The interaction of proteins with an intra/extra cellular ligand, protein or with
the outer world (in particular concerning the immune response) depends on the
shape. At present, it is not possible to reconstruct the three-dimensional shape
of a protein from its primary sequence (easily obtained by mRNA sequence).
Moreover, proteins are very often glycosylated, and these sugar chains attached
to the outer surface may be the most important factor for inflammation. On
the other hand, direct visualization of protein surface, using NMR, electronic
microscopy, etc. is a very slow and costly process. A method for obtaining in-
formation about this shape is that of using proteins or antibody arrays, similar
to DNA microarrays. Again, in this case, the pattern of matches can be repre-
sented as a matrix, with columns corresponding to substrates (probing proteins
or antibodies) and rows to different proteins under investigation.

Biologists represent biochemical and gene networks as state transition dia-
grams with rates on transition. This approach provides an intuitive and qualita-
tive understanding of the gene/protein interaction networks underlying basic cell
functions through a graphical and database-oriented representation of the mod-
els. More mathematical approaches focus on modeling the relationships between
biological parameters using a connectivity network, where nodes are molecules
and edges represent weighted ontological/evolutionary connections [1]. Therefore
a genetic network can be represented by an adjacency matrix showing the value
for each gene-gene interaction.

In a very recent paper, Koukoĺıková-Nicola et al. [7] has demonstrated the
power of the iterative spectral algorithm proposed by Maslov and Zhang [9] in
inferring missing values of protein contact maps and cytokine networks. While
the estimation ability of the method depends considerably on the hidden feature
dimension M , there is not yet a solid theoretical way to determine its value. In
this paper, we propose the use of Bayesian statistics to automatically determine
the most appropriate M value at each iteration of the learning process. As the
result, the value of M is changed accordingly to the amount of information avail-
able at each step, and approaches a fixed value when the predictions start to
converge. We also investigate the role of nonlinearities and noise in the match-
ing phase. In particular, it is shown that nonlinearities appear as noise when
linear investigation tools are used. We introduce the use of the distribution of
data correlations in combination with our Bayesian spectral approach to make
prediction on the noise nature within the investigated systems.
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2 Systems and Methods

We consider a set of N genetic objects. A typical biological experiment will
measure their responses towards a set of D different objects or experimental
conditions. As the result, we obtain a size N ×D data matrix Y.

We assume that each object could be well represented by a hidden feature
vector of dimension M , and there exists a linear transformation from the input
data space to the hidden space of interest:

yi = Wxi + ε (1)

where yi has length D, xi has length M for i = 1..N . W is the transformation
matrix of size D×M , and ε is the inherent noise from data and/or information
loss of linear transformation. In other words, the transformation matrix contains
the contribution of each condition towards the basic M features of each object.

2.1 Inference on Missing Values

It is normal that each object would adopt a different scale of responses towards
experimental triggers. To explicitly consider this fact, our prediction upon a
missing value is as follows:

ỹij = yi +
M∑

k=1

wk(xik − xi) (2)

where yi is the average responses of object i to D conditions, and xi is its
corresponding average of the hidden features.

Our next step is to learn W from a given data matrix Y. Tipping and Bishop
[15] has proved that given a specific M , the maximum likelihood estimation for
W under the assumption of Gaussian noise ε ∼ N (0, σ2I) is:

W̃ = UM (ΛM − σ2I)1/2 (3)

where the N × M matrix UM is constructed by M principal eigenvectors of
YYT , the M × M matrix ΛM contains M largest eigenvalues of YYT . The
arbitrary rotation matrix as in [15] was effectively selected as I for simplicity.
The square root operation is safe with the corresponding estimation of σ2.

However, M is not a known and fixed property in real systems. Maslov and
Zhang [9] has proposed a conjecture to effectively estimate M using the knowl-
edge of portion of missing values of symmetric data matrix. Although the con-
jecture sometimes proved useful [7], its usability limits to the case of symmetric
input data. Here, we propose the use of Bayesian statistics to estimate M from
its posterior distribution. In other word, we want to calculate:

p(M |Y) =
p(Y|M)p(M)∫
p(Y|M)p(M)dM

(4)

where the likelihood of the data given M is computed by integrating over two
unknown parameters W and σ2.
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By assuming a standard Gaussian distribution over xi, the likelihood of the
data given all parameters is:

p(Y|W, σ2) = (2π)−ND/2|V|−N/2exp(−1
2
tr((V)−1P)) (5)

where V = WWT + σ2I and P = YYT .
There exists a few papers [4,12,10] proposing different ways to estimate the

sufficient number of principal components to keep when performing PCA, which
is very close in nature to our problem. To keep the lightweight characteristic of
the spectral algorithm, we base our calculation on the Laplace approximation of
p(Y|M) proposed by [10], which leads to the following estimation:

p(Y|M) ≈ N−M/2(2π)(D−M+1)M/2(
M∏

i=1

λi)−N/2(

∑D
i=M+1 λi

D − M
)−N(D−M)/2|A|−1/2 (6)

where |A| =
∏M

i=1
∏D

j=i+1 N(λ−1
j −λ−1

i )(λi−λj) and λi, i = 1..D are the square
root of the eigenvalues of YYT .

Maslov and Zhang [9] provided an estimation of Meff - the sufficient number
of eigenvalues to keep during matrix reconstruction, taking into account the
proportion of missing values of the data matrix. Here we adapt this conjecture to
the case of asymmetric data, and use it as the suggestion for the upper boundary
of M given m missing elements. We define the prior distribution p(M) as:

p(M) =

⎧⎪⎨⎪⎩
k

(k−1)Meff +D for M <= Meff
1

(k−1)Meff +D for Meff < M <= D

0 otherwise
(7)

where Meff = ND−m
N and the empirical value k = 3.

Our proposed approximation algorithm to infer on missing values of data ma-
trix Y is as follows:

(1) Construct the initial estimation Ỹ of Y by assigning 0 to all unknown
positions.
(2) Estimate the sufficient M̃ for Ỹ using equations (4), (6), and (7), the de-
nominator in (4) is ignored since it is a constant to M .
(3) Perform SVD on Ỹ, and construct the matrix Ỹ

′
by keeping the M̃ largest

singular values and corresponding eigenvectors.
(4) Reconstruct Ỹ from Ỹ

′
by filling known positions with their original values.

(5) Go to step (2).

We repeat this process until either there is no significant change on estimated val-
ues or a maximum number of iterations has been reached. The final predictions
are then constructed using (2). Although we haven’t come up with a formal proof
about the convergence of the algorithm, the numerical experiments suggest very
good convergence rate under various proportions of missing data (section 3.1).
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2.2 Inference on Data Noise

Noise affects measurements, technologies and pervades all science areas. Bio-
logical sequences are affected by several types of noise. For example functional
annotation of biological sequences are often inferred by sequence similarity to
homologous sequences due to the time and cost constraints of the experimental
practice. Therefore biological databases contains annotation errors, and chains
of misannotation due to the annotations simply copied from similar sequences
in other databases [6]. Information present in genome sequence is often par-
titioned in vertical signals (evolutionary dependence), non-vertical signals and
phylogenetic noise [3].

Given our assumption in equation (1), it is intuitive to see that if we are able
to extract the true hidden features of each object, the remaining information left
in the systems would be due to data noise. Here we propose the use of object
correlations as the variable to explore systems noise nature.

The correlation between two objects is defined as follows:

Ci,j =
∑N

n=1(yin − yi)(yjn − yj)√∑N
n=1(yin − yi)2

∑N
n=1(yjn − yj)2

(8)

It ranges from -1 to 1, where 1 means the responses of the two objects are
identical, 0 implies no relation, and -1 means a completely negative relation
between the two objects.

The procedure to explore the noise nature within the system is as follows:

(1) Consider each data point as the missing position, and re-estimate it given all
other known values using our Bayes spectral algorithm; iterate this step through
out the data set.
(2) Construct the error matrix from the difference between the predicted and
original data values.
(3) Compute the N ×N correlation matrix among object errors. Since correla-
tions measure the similarity among objects, the distribution of error correlations
provide us with suggestion about the nature of the noise within our systems. A
demonstration on synthetic data comes in section 3.2.

3 Experiments and Discussions

3.1 Inference on Missing Values

Synthetic Data. We firstly tested the performance of our proposed Bayesian
spectral using synthetic data. Using N , D, M as free parameters, we randomly
generated two matrices W and X with each components to be either 1 or -1.
Data matrix Y was then computed using equation (1) with randomly generated
Gaussian noise. The variance of noise was set to be as large as 60% of the maximal
data values. The missing positions of each data matrix were picked randomly
with the percentage of missing ranges from 5% to 50%. The performance of
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Fig. 1. Effect of various missing data proportions on BayesSpectral algorithm.
(a) Average NRMS errors of BayesSpectral and random fillings. (b) Average number
of iterations needed for BayesSpectral to converge.

the algorithm on missing value prediction was evaluated by the normalized root
mean square error (NRMSE), which measures the average deviation of predicted
values over all missing positions.

Figure 1(a) shows the average performance from 1000 runs for increasing
missing percentages of BayesSpectral compared to random filling. It could be
seen that the algorithm performs reasonably well even with noisy and relatively
sparse data, with a NRMSE of 0.52 for the case of 50% missing data (compared
to an average of 1.55 error for random case). The algorithm is also robust in
term of convergence rate with only 30 iterations needed for the case of 50%
missing positions (Figure 1(b)), which takes only a few seconds with our Matlab
implementation.

Cytokine Networks. Given the good performance on synthetic data, our next
step was to evaluate the algorithm performance on real biological data. We first
used the cytokine network from [5], which contains 29 cells communicating with
each other through different kinds of cytokines. This dataset was also used by [7]
to test the spectral algorithm (MZ-Spectral) proposed by Maslov and Zhang [9].

Using the same testing strategy as [7], we iteratively evaluated how well the
algorithm could reconstruct each matrix position from all other known values.
Table 1 compares the performance of our Bayesian version with the best result
achieved by MZ-Spectral. The most basic difference between the two algorithms
is that while MZ-Spectral requires a user input on the value of M and uses it
throughout the process, our Bayesian Spectral automatically proposes the most
appropriate M at each iteration step to best utilize the available data.

Enzyme-Ligand Data. We applied our algorithm on the enzyme-ligands data
generated by [8], which contains the binding energies of 27 E. coli enzymes to 119
different ligands. This data was also used by [7] to evaluate the performance of
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Table 1. Predictions for cellular interactions mediated by cytokines

BayesSpectral MZ-Spectral
Percent of cells with predicted value within 5% of the original one 11.2 9.1
Percent of cells with predicted value within 10% of the original one 21.8 17.5
Percent of cells with predicted value within 20% of the original one 39.9 33.5
Percent of cells with predicted value within 50% of the original one 79.2 78.7
Percent of cells with predicted value within 100% of the original one 100.0 100.0
Total number of cells: 418

Table 2. Predictions for binding energies of enzyme-ligands

BayesSpectral DeGustibus
Percent of cells with predicted value within 5% of the original one 45.6 24.8
Percent of cells with predicted value within 10% of the original one 76.6 45.7
Percent of cells with predicted value within 20% of the original one 95.0 78.1
Percent of cells with predicted value within 50% of the original one 99.4 97.3
Percent of cells with predicted value within 100% of the original one 99.9 100.0
Total number of cells: 3213

the correlation-based algorithm De Gustibus [2]. Using a similar testing scheme
as above, we obtained the results in table 2, implying a considerable improvement
in performance of our Bayes Spectral method.

Microarray Data. There has been a few papers proposing different methods for
microarray data missing values imputation. We compared our proposed approach
with the KNNimpute [16], and Bayesian PCA [11]. KNNimpute is the most
popular algorithm for microarray data imputation, mostly due to its simplicity
and efficiency. Bayesian PCA is an algorithm using PCA in combination with
Bayesian variational estimation, which was reported to produce best results when
compared with a number of different imputation methods [17].

We used the yeast data from [14], removing all the rows and columns that
contain missing values. The comparison of performance using the same testing
scheme as above is shown in Figure 2. We chose K = 10 for KNNimpute, and
K = D− 1 for BPCA, which were reported as optimal parameter values by the
authors.

3.2 Inference on Data Noise

To test the capability of the method to extract information on data noise, we
performed two experiments on synthetic data where we have full understanding
about the noise nature.

The first experiment corresponds to the case of random noise resulted from
the random effects during experiments and the stochastic nature of molecular bi-
ology samples. We model them by a standard Gaussian distribution. The second
experiment corresponds to systematic device inefficiency typically seen during
microarray experiments. We model this by a filter function, using thresholds to
assign discrete values to data points within specified ranges. The distorted data
matrices were then fed to the procedure in section 2.2. The correlation distribu-
tion of the predicted errors are shown in Figure 3. As can be seen, the shape of
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Fig. 3. Predictions of data noise nature by BayesSpectral. (a) Data with random
Gaussian noise. (b) Data with discrete filter function.

the extracted noise’s correlation distribution could be used as an effective vari-
able to suggest us about the origin of the noise existing within our experimental
data sets.

4 Conclusions

We have developed a fully-automated Bayesian spectral algorithm which proves
useful in estimating missing data as well as predicting the nature of noise
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containing within the investigated system. The evaluation on three different
datasets of cytokine networks, enzyme-ligands, and microarray gene expres-
sions shows significant improvement compared to other general and data-specific
methods. Moreover, the investigation on synthetic data shows that the approach
is very robust in handling large percentage of missing data both in terms of
accurate prediction and quick convergence rate. Although a solid conclusion on
the ability of our method in predicting systems noise nature has not been made,
the result on synthetic data is very promising. A systematic investigation with
specific consideration on different kinds of noises by experts would prove useful.

Our approach was developed with a general purpose in mind. For example it
can be applied to economics or to psycho-sociological data (opinions on daily
events, news, books, movies, fashion trends etc; see for instance [13]). Work in
progress is to improve the prediction methodology in the areas of medical care,
for instance for molecular biology data exploitation methods in cancer therapy
development. Medical observations and laboratory outcomes are usually inte-
grated by an expert physician or one prevails and the other is used for mere
confirmation. Ideally, the diagnostic process should include the evaluation of
molecular and clinic tests alongside medical observations by the medical practi-
tioner. Given the massive amount of data, an AI-based support to the evaluation,
integration of data from disparate data sources is urgently needed for accurate
diagnosis of complex disorders which the prerequisite of appropriate and effec-
tive treatment. We really do hope that our efforts in this direction would lead
to improvements in medical care.

The extraction of the maximum amount of information from high-through put
data is of great importance to corroborate or falsify beliefs or models that are
developed to describe life science or social complex systems. Noteworthy, it will
lead to improvements in methods for data gathering in complex system research,
data mining of large set of data, and better consideration of legal aspects of the
use of proprietary data for research purposes.
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Abstract. When searching for intended pages on the Internet, users
often have a hard time to find the pages because the pages do not always
come at the higher rank of searched results. The Personalized Search is
a promising approach to solve this problem. In the Personalized Search,
User Profiles (UPs in short) that represent interests of the users, are well
used and often created from personal documents of the users. This paper
proposes (1) a method for making UPs based on Open Directory Project
(ODP) and shows (2) a Personalized Search system using the UPs made
from Book Marks. Some of experimental results illustrate the validity of
our method for making the UPs, and show the precision enhancement of
this system.

1 Introduction

The rapid spread of the Internet has brought about a big revolution in informa-
tion technologies and information environments. The development of the World
Wide Web (WWW) especially makes available a lot of knowledge and useful
means for accessing electronic information entities. However, it is still not easy
task to find pages intended by users with a search engine because most queries
issued to the search engine are ambiguous and there are lots of possibilities as
information relevant to the queries. As the results, many irrelevant information
come up at the higher rank of retrieved results returned by the search engine.

The Personalized Search is a promising approach to solve this problem. In
the Personalized Search, User Profiles (UPs in short) that represent interests of
the users, are well used and often created from their personal documents such
as e-mail messages, book marks, click histories and so on. When making UPs,
we analyze the personal documents, extract salient words with their statisti-
cal information and make word vectors from them. Such extracted words are
sometimes classified into some categories.

In this paper, we propose a method for creating UPs based on the categories
of the Open Directory Project (ODP in short)1. Each directory provided by the

1 Open Directory Project: http://www.dmoz.org/

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 839–848, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



840 T. Oishi et al.

ODP is corresponding to one category and keeps several Web pages selected by
hand. Therefore we can say that each directory expresses a clear meaning and is
distinguished with one another. Our method creates a UP that is expressed as
a category vector of the topmost categories of the ODP, and reranks, using the
UP, retrieved Web pages returned by a search engine.

We conducted several experiments to illustrate the validity of our method.
We used user bookmark to create long-term UPs. Some of highlighted results
showed that the created UPs are useful for improving precision and MAP scores,
especially for the queries with some ambiguous.

The rest of the paper is organized as follows. Section 2 discusses the related
work. Section 3 describes how to make UPs. Section 4 shows the overview of our
personalized search system and experimental results are discussed in the section
5. Lastly we conclude the paper and discuss our future work.

2 Related Work

A lot of studies on personalizing search have been done so far. Here, we focus
on personalized search with UPs.

Chirita et al. [2][3] compared their personalized search results with Google
search results using user queries classified into three types: clear queries, semi-
ambiguous queries and ambiguous queries. In [2], they explored methods for
query extension from desktop documents and in [3], used the ODP to create a
UP and explored the hierarchical categories of the ODP.

Dou et al.[4] described the characteristics of UPs changed by the Personal
Document. They classified this feature into two types of UPs : long-term UPs
(daily hobby, interests, and so forth) and short-term UPs (temporal examination
or purposes, and so on).

In our study, we propose a personalized search system that uses multiple UPs
created from user bookmarks, which are corresponding to the long-term UPs,
and lets a user select one of the UPs when searching for Web pages relevant to
his/her query. This method makes a difference especially for ambiguous queries.

3 User Profile Based on ODP

3.1 Open Directory Project

The Open Directory Project (ODP)2 is the largest, most comprehensive human-
edited directory of the Web. It is constructed and maintained by a vast, global
community of volunteer editors[1]. Since all the Web pages in the ODP categories
are classified by hand, the classification accuracy is fairly high. In addition, one
Web page is put into only one category in principle3.

2 http://www.dmoz.org/
3 When the Web page is related to “Region”, it might be put into more than one

categories(“Region” and the rest).
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Table 1. An example of UP

User Art Sport Computer
A 0.4 0.1 0.5
B 0.2 0.7 0.1

3.2 How to Make UPs

First, we will show the detail of a UP. The UP proposed in this paper is defined
as a category vector created from the topmost categories in the ODP 4, and each
element of the vector takes a numerical value whose range is from 0 to 1.

Table 1 shows an example of a UP whose significant categories are “Art”,
“Sport” and “Computer”. We can see that user A is strongly interested in “Art”
and “Computer”, but not in “Sport”. On the other hand, user B is interested in
”Sport”, but not in the other two so much. Next, we will show the procedure on
how to make a UP.

Analysis of Words Extracted from Categories in the ODP

1. Word Extraction
For each topmost category in the ODP, words are extracted from the name
and description of its sub-categories. To do this, morphological analyzer
MeCab5 is used. Here, our target documents are Japanese ones.

2. Weight of Word
We calculate W (ti, cj), which is the weight of word ti to category cj .

First, we define entropy Hti of the word ti by equation (1) so that the
bias of ti occurring in a category is calculated.

Hti = −
Nc∑
j=1

Pti(cj) ∗ log(Pti(cj)) (1)

Where Nc is the total number of categories, n(ti, cj) is the occurrence fre-
quency of word ti in category cj , and Pti(cj) = n(ti, cj)/

∑Nc

j=1 n(ti, cj).
When ti uniformly occurs in every category, i.e., Pti(cj) = 1/Nc, Hti takes

the maximum value log(Nc). If ti occurs only a certain category, Hti takes
0. With this entropy Hti , weight wti of word ti is defined by equation (2).

wti = log(Nc)−Hti (2)

As the occurrence of word ti is biased toward less number of specific cat-
egories, the value of wti becomes greater. W (ti, cj) is finally defined by
equation (3).

W (ti, cj) = Pti(cj) ∗ wti (3)

4 “Art”, “Online-shop”, “Game”, “Computer”, “Sport”, “News”, “Business”, “Recre-
ation”, “Home”, “Science”, “Various material”, “Health”, “Social”, and “Region”.

5 http://mecab.sourceforge.net/
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Table 2. (A) Example of Extracted Words and their Occurrence Frequency. (B) En-
tropy Hti and Weight of Word ti, wti . (C) Weight of word.

(A)
word Art Sport Computer
t1 soccer 2 34 1
t2 book 15 8 13

(B)
Hti wti

0.48 1.11
1.54 0.05

(C)
Art Sport Computer
0.06 1.02 0.03
0.02 0.01 0.02

With the W (ti, cj), the weight of category cj is calculated by the following
equation. W (cj) =

∑
ti∈T W (ti, cj) Where T is a set of all the words that

occur in all the categories of the ODP.
As an example, the occurrence frequencies of words are shown in

table 2(A). Their entropy and weight values are shown in table 2(B). In
the example, word t1 (soccer) occurs twice in category “Art”, 34 times in
“Sport” and once in “Computer”. The entropy Ht1 of the word t1 that is
biased toward category “Sports”, takes a small value 0.48, and the weight
value wt1 becomes 1.11 by equation (2). On the other hand, since word t2
(book) almost evenly occurs in each category, the value of entropy Ht2 ap-
proaches the maximum value log(3) = 1.59, and thus weight wt2 becomes a
smaller value 0.05.

Extraction of words occurred in Personal Documents. We also extract
word ut that occurs in Personal Documents as the same way as word extraction
from the categories in the ODP.

Creation of UP. Ucj , that represents the degree of user’s interests in category
cj in a UP, is defined by equation (4).

Ucj =
∑

i

Nuti
∗W (uti , cj) (4)

Where uti represents a word in user’s personal documents and Nuti
the occur-

rence frequency of word uti in his/her personal documents. W (uti , cj) is calcu-
lated by applying equation (3) to uti , that is, the word occurrence distribution
of the categories of the ODP is used for this calculation. Applying the equa-
tion (4) to all the categories, the UP is finally created just as shown in the
following vectors UP(= [Uc1 , Uc2 , · · · , UcNc

]). The UP vector is normalized so
as to be |UP| = 1. We assume that only two words of “Soccer” and “Book” are
extracted from a personal document. The occurrence frequencies of the words
are {soccer, book} = {4, 13}. Using equation (4), UP = [0.12, 0.99, 0.08]. In this
case, we can see the UP is biased toward category “Sports”.

4 Personalized Search System

A lot of studies on personalized system using UPs have been done. The UPs have
been created from a various kinds of personal documents such as e-mail messages,
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Book Mark

UP”work”

UP”hobby”

UP”Don’t categorized”

Database

Results pages

comparison

Results of Reranking

Select
UP

work

hobby

Don’t categorized

(make page vectors)

Fig. 1. Personalized Search System

Web browsing histories, retrieved Web pages, click histories, other desk top doc-
uments. In this paper, we focus on user bookmark as the personal documents.

4.1 Overview of Personalized Search System

The overview of our personalized search system is shown in Figure 1. The pro-
cess flows of the system consists of two steps: Creating UPs from bookmarks,
searching for Web pages relevant to a user query with a search engine, re-ranking
them using the UPs and presenting the re-ranked results.

Making a User profile from bookmark. A bookmark folder keeps the In-
ternet short cuts, which are links to the Web pages. A UP is created from each
bookmark folder. A set of unclassified bookmarks is considered as being belonged
to one bookmark folder, say un-classified-folder, and they creates another UP,
say unclassified-UP. The target area of extracting words is the content of a Web
page linked by an Internet short cut. Although it might be concerned that the
number of noisy words is increased when the words are extracted from the con-
tents of Web pages, it would not cause a big problem because similar Web pages
are usually gathered in a bookmark folder by the user. The UPs are created by
the same way as mentioned in section 3.2.

For example, the user has the bookmark shown in table 3. In this case, the
values of ”Sports” and ”Art” become higher than others for his/her bookmark
“Hobby” because it has Web pages related to soccer and music. In addition,
his/her bookmark “Research” has significant categories on “Computer” and
“Science”, bookmark “Shopping” has a peak only on “Online shop” category .
As mentioned earlier, the system also makes the UP of “Unclassified” bookmark,
and the bookmarks has significant categories such as “Shop” and “Weather” in
this example.

Searching,Re-Ranking andDisplaying. When searching for certain intended
pages, a user first selects a UP related to a query from a list of created UPs. For ex-
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Table 3. Example of Bookmark

Bookmarks Contents
Hobby 5 pages of soccer 2 pages of music
Research 4pages of computer and science
Shopping 3 pages of online shop
Unclassified 4 pages of shops, weather and so on.

ample, when the user wants to search for a page related to Hidetoshi Nakata, who
was a soccer player, with query “Nakata”, s/he will select UP “Hobby”. In another
case, when s/hewantsHidetoshi Nakata’s goods, such as a hat, T-shirts, soccer ball
with his autograph, s/he will select UP “Shop”. Then, the user issues the query to
a search engine. In this paper, we use the search engine Yahoo!developer6. The
system makes a set of page vectors of the top 100 ranked of Web pages returned
by the search engine. The page vectors are made by the same way as the method
mentioned in section 3.2, although the words to create page vectors are extracted
from the Snippet that are the description of each page returned by the search en-
gine. The similarity between each page vector X and selected UP Y is calculated
with the cosine measure. Since both X and Y are normalized, we calculate the
inner product of X and Y instead of the cosine measure. The top 100 results are
re-ranked according to the similarity, and the re-ranked results are displayed.

5 Experiments

5.1 Verification of User Profile

The user profile is created from the words that are extracted from the Web
pages registered in the ODP as mentioned in section 3.2. Where in bookmark
folders, there might coexist the Web pages that are categorized into various
categories. We first investigate the influence of increasing number of categories
in the bookmark folders. Figure 2 shows the graphs that compare the ideal user
profile that only represents specified categories such as art, computer, sports,
online and recreation, with the user profile created from the user bookmarks. To
create a UP, we prepared 5 Web pages per each category. That means, 2 category
UP consists of 10 Web pages and 3 category UP consists of 15 Web pages. The
results show that the values of categories of added Web pages are almost greater
than others except for category “recreation” of the 5 category UP. This would
be caused by increasing noisy words unrelated to specified categories.

In table 4, the similarity between created UPs and the ideal user profiles
keeps the value between 0.7 and 0.8. Consequently the created UP would be
appropriate for personalizing a search system because the user profiles reflect
the characteristics of Web pages in the bookmark folder even if the various
categories coexist.

6 http://developer.yahoo.co.jp/
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“art”, “computer”, “art”, “computer”, “sports”, “art”, “computer”, “sports”,
and “sports” and “online” “online”, and “recreation”

Fig. 2. The user profile created from Web pages categorized into the various categories
(3 categories (left), 4 categories (middle) and 5 categories (right)). The horizontal line
represents the topmost categories of the ODP and vertical line represents the value of
Ucj defined in equation (4).

Table 4. The comparison of similarity between user profile created from the various
categories with ideal user profile

the number of categories 2 3 4 5
similarity 0.743 0.734 0.796 0.785

5.2 Preparation

We conduct several experiments to evaluate our personalized search system,
comparing original search results returned by a search engine with the results
re-ranked by our system. As mentioned in section 3, we use user bookmarks to
create long-term UPs. In the experiments, we use 100 queries given by under-
graduate students at universities. For each query, an appropriate UP is selected
from a set of UPs. First, each query is issued to search engine Yahoo! Devel-
oper network 7. Next, top-100 Web pages returned are re-ranked with the UP.
Each user who issued queries judges the relevancy of retrieved Web pages by
him/herself according to his/her criteria. The judge is whether the retrieved
Web pages are relevant or not to the queries. Then, we compare the results re-
turned by Yahoo search engine with the re-ranked results using the following
evaluation metrics: Precision, Recall and Mean Average Precision (MAP).

7 http://developer.yahoo.co.jp/
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Table 5. Results averaged for all the 100 Queries

top-10 of the retrieved results
Yahoo Proposed System

precision recall MAP precision recall MAP Improvement rate of MAP
0.4240 0.1509 0.096 0.5380 0.2795 0.176 1.83

top-20 of the retrieved results
Yahoo Proposed System

precision recall MAP precision recall MAP Improvement rate of MAP
0.4075 0.2795 0.153 0.5150 0.4199 0.271 1.77

Firstly, Precision and Recall are defined as follows:

Precision =
nx

x
, Recall =

nx

nc
Where nc and nx are the number of relevant Web pages in top-100, the number
of relevant Web pages retrieved in top-x, respectively.

Next, Average Precision (APi) for query i is defined as follows:
APi = 1

Ni

∑Mi

k=1
k

ri,k

Where Ni, Mi and ri,k are the number of Web pages relevant to query i, the
number of relevant Web pages found and the order of the k-th found Web page
relevant to query i, respectively.

Lastly, MAP is defined as follows:
MAP = 1

N ×
∑N

i APi (N is the number of queries.)

5.3 Discussion

Experimental results are shown in Table 5. The improvement rates of MAP are
about 1.83 times in top-10, and 1.77 times in top-20. Figure 3 compares the MAP
of different UPs that are ordered by the number of queries used to. The UPs that
make their MAP value improved are UP4, UP6, and UP10, that are related to
“Online Shop”, “Game” and “Book”, respectively. On the other hand, the UPs
that does not make the MAP improved so much are UP1, UP7, UP9. They are
“Recreation”, “Science” and “News”, respectively. The less MAP values UPs
originally take, the greater MAP values they get on average after re-ranking,
although UP9 is exceptional due to less relevant Web pages originally retrieved
by the search engine.

In addition, we classified the queries to the three types of queries that take
the Yahoo’s precision ratio of less than 20%, between 20% and 70%, and greater
than 70%. The three types of queries are corresponding to ambiguous queries,
semi-ambiguous queries and clear queries from the point of view of Yahoo search
engine. The results are shown in table 6. From the results, as the number of am-
biguous queries issued increases, we get greater number of significant re-ranking
effects. These results show that re-ranking with the ODP-based UPs help to im-
prove retrieved results returned by Yahoo search engine. Finally, we investigate
the queries whose re-ranked results were not improved.
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Table 6. Retrieved Results classified by Query Type

Queries (# of
queries)

Yahoo Proposed System MAP Im-
provement

Precision Recall MAP Precision Recall MAP
clear query top-10 0.9429 0.1469 0.143 0.9191 0.1410 0.134 0.94
(21) top-20 0.8738 0.2675 0.254 0.9071 0.2762 0.257 1.01
semi-ambiguous top-10 0.4737 0.1763 0.115 0.5895 0.2115 0.161 1.40
query (38) top-20 0.4434 0.3079 0.177 0.5711 0.3982 0.278 1.57
ambiguous query top-10 0.1122 0.1294 0.054 0.2951 0.3211 0.211 3.91
(41) top-20 0.1354 0.2594 0.080 0.2622 0.5136 0.266 3.33

Fig. 3. MAP at top-10 (Top) and top-20 (Bottom) of retrieved results

When there are several salient peaks of the categories in page vectors of re-
trieved Web pages, re-ranking those pages with the ODP-based UPs help to
improve the MAP score. On the other hand, if there are only one or two peaks
of categories in the page vectors, re-ranking does not work well. The main reason
is that the UP is made from only 14 topmost categories of the ODP8. ODP’s
category “art” has sub-categories such as “comic”, “animation”, “visual art”,
8 We used the Japanese ODP.
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“music”, and so on. For example, we assume that after performing the person-
alized search using the UP with a remarkable category “art”, we luckily get a
lot of Web pages related to the category “art” in 100 results. Since there are 15
sub-categories in “Art”, such as “Comic”, “Visual Art”, “Animation”, “Movies”
and so on, the results may be classified more than one sub-categories. Accord-
ingly even if the user is interested in the sub-category “Music”, the user may
obtain other Web pages that are not related to “Music”, but “Comic” or “Vi-
sual art”. One of the solutions of this problem is to handle not only topmost
categories, but also their sub-categories for creating UPs. However, there exists
some trade-off. As UPs are presented in more detail, the longer time of re-ranking
with the UPs is required. Moreover, since the re-ranking process becomes more
sensitive, the robustness of the process might be lost. This is future work.

6 Conclusion

In this paper, we proposed an ODP-based user profile (UP) and the personalized
search system using the UPs. We discussed the validity of our method and showed
the effectiveness of our personalized search system using the UPs created from
user bookmarks. Each UP has the features of the Web pages stored in every
bookmark folder. Even if the Web pages in a bookmark folder can be categorized
into more than one category, the UP reflects the feature corresponding to the
categories.

Experimental results showed that the ODP-based UPs created from user
bookmarks help to improve precision and MAP score. In particular, as the issued
queries are ambiguous, the MAP score becomes more improved. This result is
the same as one reported in previous works (e.g. [2,3]).

Although the paper presented the effectiveness of the ODP-based UPs, there
still exist a lot of future work. Some of them are UP extension, refinement of
words extracted from the ODP categories, coping with short-term UPs, conduct-
ing experiments with large-scale data, comparison with or adoption of clustering
methods and so forth.
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Abstract. Recently, a new data mining methodology, Domain Driven Data 
Mining (D3M), has been developed. On top of data-centered pattern mining, 
D3M generally targets the actionable knowledge discovery under domain-
specific circumstances. It strongly appreciates the involvement of domain intel-
ligence in the whole process of data mining, and consequently leads to the  
deliverables that can satisfy business user needs and decision-making. Follow-
ing the methodology of D3M, this paper investigates local exceptional patterns 
in real-life microstructure stock data for detecting stock price manipulations. 
Different from existing pattern analysis mainly on interday data, we deal with 
tick-by-tick data. Our approach proposes new mechanisms for constructing mi-
crostructure order sequences by involving domain factors and business logics, 
and for measuring the interestingness of patterns from business concern pers-
pective. Real-life data experiments on an exchange data demonstrate that the 
outcomes generated by following D3M can satisfy business expectations and 
support business users to take actions for market surveillance. 

1   Introduction 

The traditional data mining is a data-driven trail-and-error process in which data is 
used to create and verify research innovations. Typically, it aims to build standard 
models to summarise training and test data well. However, the general patterns 
emerged from standard models is unactionable to business needs, and cannot support 
business users to take decision-making actions in the business world. This may be due 
to many reasons. One of key reasons is that the domain knowledge is underempha-
sised by the traditional data mining. For instance, in the area of stock market surveil-
lance [1], the pattern that if there is a sharp price change then an alert is generated to 
indicate the occurrence of price manipulation often leads to too many false positive 
alerts. The reason for that is the pattern does not take the real-life factors into consid-
eration and embed the business logics in stock markets. The simple ignorance of  
domain factors and pure data-centered pattern mining result in a big gap between 
academic deliverables and business expectations. 

To deal with the above issues, Domain Driven Data Mining (D3M) [2, 3, 4, 5] was 
recently proposed targeting actionable knowledge discovery for real user needs under 
domain-specific circumstances. It aims to narrow down the gap between academic 
deliverables and business expectations through catering for key issues surrounding 
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real-world actionable knowledge discovery. (1) D3M makes full use of both real-life 
data intelligence and domain intelligence, for instance, all real-life constraints [6] 
including domain constraints, data constraints and deliverable constraints during the 
whole mining process. (2) The resulting outcomes are evaluated by not only technical 
but also business interestingness metrics toward knowledge actionability [5]. D3M has 
attracted more and more attention including workshops with KDD and ICDM.   

In stock markets, the detection of intraday price manipulation is of great impor-
tance to market integrity. However, it is very challenging to effectively detect price 
manipulation in real markets. Based on D3M, this paper carries out a study on mining 
actionable local exceptional patterns indicating price manipulation on intraday trading 
data for market surveillance. We fully employ domain knowledge through the mining 
process. We first define a five-dimension vector to represent trading orders based on 
domain knowledge. The order vector is designed specifically for the stock market 
domain and captures the characteristics of stock market properly. Furthermore, we 
develop two interestingness measures for pattern mining which also reflect the busi-
ness concerns. We deploy our approach in mining real-life orderbook data, and evalu-
ate the mined patterns in terms of business concerns, which shows the findings are 
deliverable to business users for market surveillance. 

The remainder of this paper is organised as follows. Section 2 introduces the re-
lated work on the actionable knowledge discovery. In Section 3, the domain problem 
is carefully studied with the involvement of domain intelligence. Base on the analysis 
in Section 3, Section 4 proposes an approach to construct the domain-driven multidi-
mensional sequences. To discover local exceptional patterns, two interestingness 
measures and an algorithm are designed for identifying such local exceptional pat-
terns in Section 5. Experiments and performance evaluation are demonstrated in Sec-
tion 6. We conclude this paper and present our future work in Section 7.  

2   Related Work on Actionable Knowledge Discovery 

Recently the actionable capability of discovered knowledge has been payed more and 
more attention [7, 8, 9], a typical work is on D3M. D3M aims to narrow down the gap 
between academia and business, and a paradigm shift from data-centered hidden pattern 
mining to domain-driven actionable knowledge discovery to support decision making 
[4]. In D3M, both data and domain knowledge make contributions to the outputs. 

The concept of actionability was initially studied from the interestingness perspec-
tive [10, 11, 12, 13, 14] to filter out the redundant and ‘explicit’ patterns through the 
mining process or at the stage of post-processing [15]. A pattern is actionable if a user 
can get benefits from taking actions on it (e.g., profit [16, 17]). Particularly, subjective 
measures such as unexpectedness [13, 14], actionability [2, 9, 14, 15] and novelty [18] 
were studied to evaluate the actionable capability of a pattern. However these research 
efforts mainly focus on the development of general business interestingness measures. 
Due to the absence of domain-specific knowledge, the general business interesting-
ness measures are often inefficient when they are applied to various domains. Thus, in 
order to enhance the actionable capability of discovered knowledge, a reasonable 
assumption is that the domain-specific intelligence should be involved in the whole 
mining process and the business interestingness measures should also be studied in 
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terms of specific domain problems. In this paper, we demonstrate the development of 
domain-specific interestingness to measure actionability. 

3   Domain Problem Definition 

In the stock market, one of typical illegal trading behaviour is price manipulation. 
Price manipulation is defined as the trading behaviour attempting to raise or lower the 
price of a security for the purpose of exceptionally high profit. Price manipulation can 
damage the market integrity and ruin the market reputation. Consequently, any market 
regulators in the world are keen on developing effective detection, combating and 
prevention tools for price manipulation. 

3.1   Current Methods 

To detect price manipulation, current methods mainly focus on the sharp price 
changes and/or large trade volumes. When a sharp price change or a large trade vol-
ume occurs in the market, an alert is triggered and then a further investigation may be 
carried out. However, these methods are far from working well. As the stock market 
is a complex system, there are too many factors which can affect the stock price and 
trade volume. For example, the disclosure of a really bad news for a certain company 
is likely to make the stock price of that company go down dramatically. On the other 
hand, the experienced manipulators may manipulate the stock price without sharp 
price changes and large trade volumes. For example, manipulators can split a big 
order into several small ones to trade, or place a large-scale order on the orderbook 
that cannot be traded but still has great impact on the market. Obviously, the current 
methods are incompetent for dealing with these cases. The key reason is that current 
methods normally deal with price or volume only, while price manipulation is a dy-
namic emergence of trading behaviour that needs to be catered from microstructure 
perspective.  

3.2   Scenario Analysis into Approach Design 

Our approach is based on the following foundation: (1) analysing trading behaviour 
from microstructure perspective, (2) involving domain knowledge and market factors, 
and (3) implementing data mining process by following the principle of D3M. 

In the stock market, an order is an instruction made by a trader to purchase or sell a 
security under certain condition. Traders enter their orders into the market and trade 
with others for making money. Both the attributes of orders and the way of entering 
orders are consistent with traders’ intention. For instance, a trader who is urgent to 
sell and does not care about the return much will enter a sell order with a lower price 
which is easy to trade. However, a trader who does care much about the return and 
does not want to sell in haste will enter a sell order with a higher price. In fact, as well 
known by domain experts, manipulators also use orders to achieve their purposes. 
They manipulate the market by placing a series of particular buy or sell orders into the 
market. These tricky orders create an artificial, false, or misleading market appearance 
that misguide public traders but affiliate the manipulators for opportunities to make 
extra profit.  
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The above scenario analysis shows that two items of important domain knowledge. 
First, there is a strong connection between a trader’s intentions and his/her trading 
activities reflected through entering orders. Second, it is reasonable to investigate 
order sequences for scrutinizing price manipulations. These indicate that the trading 
patterns of those genuine traders are different from fraudulent manipulators’. This can 
be through analysing order sequences to identify the difference. Once the exceptional 
patterns of entering orders are detected, it is reasonable to believe that there are likely 
suspicious trading behaviours taking place. 

Inspired by the above scenarios analysis, this paper proposes an approach to dis-
cover the local exceptional patterns of order sequences for detecting price manipula-
tion. Our approach has the following key steps: (1) constructing order sequences 
based on domain knowledge and scenario analysis, (2) defining interestingness  
specific for mining trading patterns catering for the domain issues. The market micro-
structure patterns [19] discovered by our approach can really power market surveil-
lance system. We interpret them in detail in the following sections. 

4   Domain-Driven Multidimensional Sequence Construction 

4.1   Vector-Based Order Sequence Representation  

Before mining patterns, it is necessary to represent and construct order sequences in 
the way reflecting market mechanism and trader’s intention properly. In the stock 
market, orders have many attributes. Some attributes have categorical values like 
trade direction, and other attributes have continuous values such as price and volume. 
Though the values of these attributes vary from order to order, they are set according 
to the traders’ own intentions. In addition, orders have their lifecycle, and may present 
in certain state at a single time point:  

{enter, trade partly, trade entirely, delete, and outstanding}. 

Two orders with the same values of attribute when they are entered into the market, 
however, may pass through different stages later on under different circumstances. 
That means the order’s lifecycle also has a connection to the trader’s purpose. From 
the above analysis, we can learn that both the information of order’s attributes and the 
information of orders’ lifecycle are related to the trader’s intention directly or indi-
rectly. Therefore, a reliable representation of market order should meet the require-
ment that it covers all the information of order’s attributes and order’s lifecycle.  

In our approach, a five-dimension vector O(d, p, v, t, b) is defined to represent the 
order. Among the five dimensions, dimension d ,  reflects the trade direction of 
order, dimension p , , stands for the probability that the order can be traded, 
dimension v , ,  measures the size of order, dimension t , ,  represents 
how many trades the order leads to and dimension b , ,  reflects the balance 
of order when the market closes. 

From the above definition and formulas, it can be learned that our five-dimensional 
vector contains the information not only of the order’s attributes but also of the life-
cycle which the order has passed through. The dimension d, p and v contain the  
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information of order’s attributions while the dimension t and b contain the informa-
tion of order’s lifecycle. Consequently, it satisfies the requirement of reliable repre-
sentation of order.  

4.2   Constructing Multidimensional Sequences 

To construct order sequences, there is a need to decide the time range of sequence 
first. In the stock market, orders last for not more than one day. Traders can enter their 
orders after the market opens and the orders which have not been traded expire at the 
market closing time. This means that orders have only one-day impact on the market. 
According to this domain-specific characteristic, we construct the order sequences 
with time range of one day. The second issue is how to divide orders into sequences. 
There are so many orders placed by traders in a trading day. It is unreasonable to put 
all the orders into a sequence. Recall that traders use a series of orders to implement 
their own intentions. Consequently, it is rational to assign all the orders placed by the 
same trader to a sequence. 

A multidimensional sequence (for short sequence) Ω is defined as the sequence of 
orders placed by a same trader within a trading day, 

Ω = {O1(d1, p1, v1, t1, b1), O2(d2, p2, v2, t2, b2), …, Oi(di, pi, vi, ti, bi), …} (1) 

in which Oi is the five-dimensional vector defined in Section 4.1. 

5   Mining Local Exceptional Patterns 

5.1   Targeted Data and Benchmark Data 

In the area of market surveillance, the exceptional patterns are more interesting. How-
ever, there are two kinds of exceptional patterns: global exceptional patterns and 
local exceptional patterns. The global exceptional patterns are the patterns which are 
exceptional for the whole data, while the local exceptional patterns are the patterns 
which are exceptional only for the local data. As the stock market is a dynamic sys-
tem changing very fast, a pattern is exceptional for this period but may be normal for 
another period. Besides, a pattern is exceptional for a long period but may be normal 
for a short period. Consequently, the global exceptional patterns do not mean much in 
our case. We are interested in identifying the local exceptional patterns.  

The definitions of targeted data and benchmark data are based on a sliding time 
window. As shown in the Fig. 1, there is a sliding time window with size of m + 1 
days. Among these m + 1 days falling into the sliding time window, the first m days 
are called benchmark day 1, 2, …, m respectively, and the last day is called targeted 
day. Furthermore, the data drawn from the benchmark day i is called benchmark data 
i while the data drawn from the targeted day is called targeted data. With the move-
ment of the sliding time window from left-hand side to right-hand side, any day can 
be the targeted day and has its corresponding benchmark days. Because the bench-
mark days are the close neighbours of the targeted day, there are correlations between 
the targeted day and its benchmark days. Intuitively, the closer the benchmark day is, 
the bigger the degree of correlation is.  Therefore, each benchmark day is assigned a 
weight by the following formula: 



854 Y. Ou et al.  

1  (2) 

Where 0 reflects the volatility of market. 

 

Fig. 1. Targeted data and benchmark data 

5.2   Algorithms for Mining Local Exceptional Patterns 

Definition 1. Intentional Interestingness (II): II quantifies the intentional interesting-
ness of pattern as defined in the following formula:  | |

 (3) 

where 

• Supt is the support of sequence Ω in the targeted data, 
• | Ω | is the length of sequence Ω, 
• AvgLt is the weighted average length of sequences in the targeted data, 

II is positively related to the support in the targeted data and the length of pattern. The 
idea behind this measure is very straightforward. As it is said before, traders tend to 
use a series of orders to implement their intentions. Therefore the order sequence with 
a higher support and a longer length is placed more intentionally in the targeted day. 

Definition 2. Exceptional Interestingness (EI): EI quantifies the exceptional interest-
ingness of pattern as defined in the following formula:  

 ∑∑  (4) 

• where 
• SupBi is the support of sequence Ω in the benchmark data i, 
• AvgLBi is the weighted average length of sequences in the benchmark data i, 
• Wi is the weight for the benchmark data i, and  
• m is the number of  benchmark days. 
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EI is negatively related to the supports in the benchmark data. The lower support 
the pattern has in the benchmark data, the more exceptional the pattern is. It reflects 
how exceptional the pattern is in the targeted day compared with in the benchmark 
days. 

Consequently, a sequence is a local exceptional pattern, if it satisfies the condi-
tions: (1) II ≥ MinII, and (2) EI ≥ MinEI, where MinII and MinEI are the thresholds 
given by users or domain experts. 

To discover the local exceptional patterns, we design an algorithm, namely Mining 
Local Exceptional Patterns, as shown in the Fig. 2.  

____________________________________________________________________________________ 
ALGORITHM: Mining Local Exceptional Patterns 
INPUT: trading dataset TD, order dataset OD, m, γ, MinII, MinEP 
OUTPUT: local exceptional patterns LEP 
 
LEP =Ø; /*local exceptional patterns*/ 
BS = Ø; /*benchmark sequences*/ 
FOR each trading day i from trading day 1 to trading day m 
 S = GenSeq(TDi, ODi); /*generate sequences*/ 
 BS = BS + S; /*add the sequences to benchmark sequences*/ 
ENDFOR 
FOR each trading day i from trading day m + 1 to the last trading day 
 S = GenSeq(TDi, ODi); /*generate sequences from targeted data*/ 
 P = MinePatterns(S) /*mine patterns from the sequences*/ 
 FOR each pattern Pj in P 

IIj = GetII(Pj); /* quantify the intentional interestingness*/ 
  EIj = GetEI(Pj, BS, γ); /*quantify the exceptional interestingness*/ 

/*add the pattern into LEP, if it meets the conditions*/ 
IF IIj ≥ MinII and EIj ≥ MinEI  

LEP = LEP + Pj;  
  ENDIF 
 ENDFOR 

Replace the sequences generated from trading day i – m in BS with S; 
ENDFOR 
OUTPUT local exceptional patterns LEP; 

_____________________________________________________________________________________ 

Fig. 2. Algorithm Mining Local Exceptional Patterns 

6   Experiments  

Our approach has been tested on a real dataset from an Exchange. It covers 240 trad-
ing days from 2005 to 2006 for a security. There were 213,898 orders entered by 
traders during this period. These orders led to 228,186 trades. 

Table 1 shows some samples of local exceptional patterns discovered by our ap-
proach. These patterns reflect the traders’ exceptional intentions in the corresponding 
day. For example, in 24/05/2005, the intentional interestingness and exceptional in-
terestingness for pattern {(S,M,S,O,C), (S,M,S,O,C)} are 0.054 and 11.2 respectively, 
which means that this pattern indicates a strong intention and exception of trading 
activities for that day.  
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Table 1. Local exceptional pattern samples (m = 10,   = 0.01, MinII = 0.025, and MinEI = 5); 
AR stands for the security’s abnormal return compared with market return 

Date Local Exceptional Patterns II EI 
|Return

| 
% 

|AR| 
% 

05/01/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,N,D),(B,H,S,N,O)} 0.026 +∞ 1.68 0.77 

14/01/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,O,C)} 0.025 7.6 2.68 1.38 

18/01/2005 {(S,M,S,N,D),(S,M,S,N,D),(S,M,S,N,D),(S,M,S,O,C)} 0.026 10.8 2.25 1.85 

20/01/2005 {(S,M,S,N,D),(S,H,S,O,C)} 0.038 5.4 2.98 1.56 

28/01/2005 {(B,H,S,O,C),(B,M,S,O,C)} 0.030 8.2 2.63 1.97 

01/02/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,N,D)} 0.030 5.2 0.79 0.93 

13/05/2005 {(S,M,S,N,D),(S,M,S,N,D),(S,M,S,N,O)} 0.026 5.1 0.95 2.24 

24/05/2005 {(S,M,S,O,C),(S,M,S,O,C)} 0.054 11.2 6.82 6.38 

16/06/2005 {(B,M,S,O,C),(S,M,S,N,O)} 0.025 6.1 2.64 2.47 

17/06/2005 {(S,H,S,N,O)} 0.033 19.0 1.88 1.00 

01/07/2005 {(B,H,S,N,D),(B,H,S,N,D),(B,H,S,O,C)} 0.028 54.0 2.21 1.28 

13/07/2005 {(B,M,S,N,O)} 0.028 5.6 9.55 9.12 

15/09/2005 {(B,H,S,N,O),(B,H,S,N,O)} 0.035 8.8 1.43 3.49 

05/12/2005 {(S,M,S,O,C),(S,M,S,O,C)} 0.035 8.6 1.85 3.41 

Figs 3 and 4 illustrate the performance of our approach under different thresholds 
of MinII and MinEI. 

 

Fig. 3. Number of local exceptional patterns and number of days with local exceptional patterns 
for different MinII when m = 10,  = 0.01 and MinEI = 5 

 

Fig. 4. Number of local exceptional patterns and number of days with local exceptional patterns 
for different MinEI when m = 10,  = 0.01 and MinII = 0.02 

To evaluate the actionability of our findings in the business world, we calculate the 
absolute return and abnormal return of the security. In the stock market, return refers 
to the gain or loss for a single security over a specific period while abnormal return 
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indicates the difference between the return of a security and the market return. As 
shown in Table 1, the absolute return and abnormal return on 24/05/2005 are as high 
as 6.82%, 6.38% respectively, which are aligned with the values of II and EI for pat-
tern {(S,M,S,O,C), (S,M,S,O,C)}. These results from both technical and business sides 
present business people strong indicators showing that there likely is price manipula-
tion on that day. 

7   Conclusion and Future Work 

Often the outputs of traditional data mining cannot support people to make decision or 
take actions in the business world. There is a big gap between academia and business. 
However, this gap can be filled in by domain-driven data mining (D3M) which gener-
ally targets the actionable knowledge discovery under domain-specific circumstances. 
In D3M, the domain-specific characteristics are considered and domain knowledge is 
also encouraged to involve itself in the whole data mining process. Consequently the 
D3M-based mining results have potential to satisfy the business expectations. 

In this paper, we have investigated local exceptional trading patterns for detecting 
stock price manipulations in real-life orderbook data by utilizing D3M. The main 
contributions of this paper are as follows: (1) studying exceptional trading patterns on 
real-life intraday stock data that is rarely studied in current literature, (2) proposing an 
effective approach to represent and construct trading orders, (3) developing an effec-
tive interestingness and algorithms for mining and evaluating local exceptional pat-
terns, and (4) testing the proposed approach in real-life data by considering market 
scenarios and business expectations. 

In the future, we plan to improve the representation of orders by including more 
domain-specific characteristics. Besides, we also expect to develop more interesting-
ness measures reflecting the business concern. 
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Abstract. Collaborative filtering and content-based filtering are two main  
approaches to make recommendations in recommender systems. While each 
approach has its own strengths and weaknesses, combining the two approaches 
can improve recommendation accuracy. In this paper, we present a graph-based 
method that allows combining content information and rating information in a 
natural way. The proposed method uses user ratings and content descriptions to 
infer user-content links, and then provides recommendations by exploiting these 
new links in combination with user-item links. We present experimental results 
showing that the proposed method performs better than a pure collaborative fil-
tering, a pure content-based filtering, and a hybrid method. 

Keywords: Collaborative filtering, content-based filtering, hybrid recom-
mender systems, graph-based model. 

1   Introduction 

Recommender systems help users search for favorite products (such as movies, books, 
news stories etc.) by providing personalized suggestions in form of list of products 
that are likely to interest the users. These systems have played an important role in E-
commerce and information filtering with a number of commercial systems deployed, 
examples include Amazon, Netflix, IMDB. 

Collaborative filtering (CF) and content-based filtering (CBF) are the two main 
techniques used in recommender systems. CF systems work by first collecting user 
preferences for items in a given domain. The systems then use the collected data to 
find users with similar profiles and use their ratings to predict items that might inter-
est a specific user [18,19]. CBF is an alternative technique that originates from the 
field of information retrieval. Content-based systems rely on the content descriptions 
of items (such as title, author, text description) to find items similar to items that in-
terest the user. CBF has been mainly used in domains where content descriptions are 
available [3,14,1]. 

Both CF and CBF have their strengths and weaknesses. A key advantage of CF 
over CBF is that the former can perform in domains where it is difficult to get de-
scriptions of items’ content, for example where items to recommend are ideas, opin-
ions etc. This makes CF the most successfully recommendation method in various 
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domains. On the other hand, CF relies only on user ratings to produce recommenda-
tions. In practice, most users rate very few items and the user-item rating data are 
typically very sparse. Therefore it is difficult to reliably compare the profiles of two 
users. This problem is widely known as the data sparsity problem and presents a 
major challenge to CF algorithms. Another difficulty is that CF methods cannot han-
dle an item if no user has rated it before. This problem, known as the first rater prob-
lem, applies to new and obscure items. Such problems are easily solved by CBF, 
which can make recommendations by comparing the descriptions of item content. 

In this paper, we propose to combine content information with rating information 
by using a unified graph representation for the two types of information. From the 
combined graph model representing user-item and item-content interactions, our 
method first determines content features that have significant impact on the behavior 
of each user. A network-propagation algorithm is then used to compute the associa-
tion between user node and item nodes by exploring both user-content and user-item 
links of the graph. We apply the method in the domain of movie recommendation and 
show that our method gives promising results. 

Related Work 
The potential benefits of combining collaborative and content-based filtering have 
been studied in a number of works. The most simple hybrid approach is to implement 
content-based and collaborative methods separately and then combine their predic-
tions [7]. In another approach, content information and rating information are first 
combined to produce data that serve as mixed input for predictors. Pazzani [16] pro-
posed to represent each user-profile by a vector of weighted words selected from 
content descriptions using the Winnow algorithm. The matrix of user-profiles is then 
used as input for collaborative filtering instead of the user-item matrix. The Fab sys-
tem [3] employs content analysis to generate user profiles from relevance feedbacks, 
which are then used to create personal filters. Melville and Mooney [13] used a pure 
content-based predictor to calculate so called pseudo-ratings. They used the predicted 
ratings to augment user ratings vector before applying CF techniques.  

Another family of approaches creates a general unified recommendation model and 
treats user rating prediction as a machine learning problem, in which predictors are 
learned from labeled examples [5,15]. Popescul et al. [17] proposed a unified  
probabilistic latent semantic analysis that combines collaborative and content-based 
characteristics. The approach of [4] uses kernel functions to combine user-user and 
item-item similarities in a unified kernel vector space and applies support vector 
learning to produce predictions. Crammer et al. [8] approaches the problem as learn-
ing a ranking on items set by incorporating additional item features. 

Due to intuitiveness of representation and availability of graph algorithms, graph-
based models have been used in a number of recommendation methods. Aggarwal et 
al. [2] represented relationships among users as a directed graph in which a directed 
link connecting two users indicates that the behavior of the source user is highly pre-
dictive from the behavior of the target user. Huang et al. [11] introduced a graph-
based model that includes both users and items. A weighted link between two item 
nodes represents the similarity between the two items, which is pre-computed based 
on the items’ content. This model allows capturing both content-based and rating 
information in a unified framework. In [12], the authors exploited transitive associa-
tions in a graph-based model to tackle the data sparsity problem.  
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2   Graph Model and Recommendation Algorithm 

We first introduce notations to use in the paper. We denote by X = { x1, x2, …,x|X|} a 
set of items, and by U = {u1, u2, …,u|U|} a set of users. We denote user ratings over 
the items by matrix R = (rij) of size |U| × |X|, such that rij is the rating user i has given 
to item j. Each rating rij can take on a value from a finite set of possible ratings. Here 
we assume rij can be either +1 (like) or −1 (dislike). If user i has not rated j then rij = 
∅. Furthermore, we use C = {c1, c2, …, c|C|} to denote a set of features that character-
ize the items’ content. We denote the item-content associations by a |X| × |C| matrix Y 
= (yij), where yij = 1 if item i has feature j and yij = 0 otherwise. For example, for xi 
being a movie, cj can be “genre = action” and yij = 1 means the movie belongs to 
genre “action”. The goal of a recommender system is to predict ratings an active user 
would give to unrated items and based on this provide a list of recommendations. 

The Graph Model. As shown in previous works [2,11], it is natural and convenient 
to solve the problem at hand by using a graph-based recommendation model. The 
basic idea is to build a graph model of the rating and content information, and then 
explore the associations among nodes to make predictions. Figure 1 shows an exam-
ple graph. The top part of the graph shows item-content associations, where a node 
corresponds to either an item or a content feature. A link is drawn between an item 
node xi and a feature node cj if there is a non-zero association between xi and cj, i.e. if 
yij = 1 according to the notation above. Similarly, the bottom part of the graph repre-
sents user preferences over items. In this part, a link between a user node and an item 
node can have +1 or −1 weights indicating the user likes or dislikes the item.  

2.1   Construction of User-Content Links 

Given the item-content association matrix, a simple way to compute the similarity 
between two items is to compare their content features. For example, Huang et al. 
[11] compute the similarity of two items by calculating the mutual information be-
tween the items’ descriptions and then draw weighted links between the item nodes to 
represent their similarity. However, such methods do not take into account user rat-
ings when computing item-item similarities and thus cannot adjust item similarity for 
a specific user. To illustrate this, let us consider the example given in figure 1. 

 

  

Fig. 1. An example of graph representation for rating and content information 
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In this example, item x3 and x4 share a common feature c2. Looking only at the 
item-content part of the graph, a simple similarity computation will decide that x3 and 
x4 are similar because of this common feature. But this is not true for user u1, who has 
rated x3 as liked and x4 as disliked. This means, from u1’s point of view, x3 and x4 are 
not similar and c2 has no effect on u1’s ratings. At the same time, all the items which 
u1 has rated and which contain c1 (i.e. x2 and x3) get positive ratings from u1. There-
fore, one should consider c1 as having an important role in the opinion of u1. 

This example shows the need to use a personalized measure of similarity when 
computing item-item similarities from content information. Each content feature 
should have its degree of importance in deciding how items are similar, and this  
degree of importance should be adapted for a specific user. We now present our  
approach that characterizes the importance of each content feature for each user. This 
is the first step to combine content-based and collaborative recommendations.  

Given a graph introduced above, for each user ui and each content feature ck, we 
say that ck is important for ui if the sum of the weights of all distinct paths connecting 
ck and ui divided by the number of the paths exceeds some threshold T (0< T <1). 
Here, only paths of length 2 and go through item nodes are considered. For a path that 
connects ui and ck via xj, the weight is computed as rij*yjk = rij, since yjk = 1.  

Let sik be the number of paths that connect ui and ck , and wik be the sum of the path 
weights. Because a path weight can be either +1 or −1, wik is equal to the number of 
paths with positive weights minus the number of paths with negative weights. We 
define the degree of importance vik of ck with respect to ui as: 

⎪⎩

⎪
⎨

⎧ >
=

otherwise                                            0

    if                    
),min(

T
s

w

s

ws

v ik

ik

ik

ikik

ik γ
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In this formula, wik/sik shows the dominance of positive ratings over negative rat-
ings that user ui gives for items with feature ck ; min(sik, γ)/γ is the so called signifi-
cance weighting factor [9] that devalues the importance degree based on few paths. 
Following [9] we used γ = 50 in our experiments. The threshold valued T is set to 0.3, 
which means the number of positive paths should be about two times bigger than the 
number of negative ones for a feature to be considered important. 

We illustrate the computation of vij through an example shown in figure 1: for user 
u1 and content feature c1, we have n11 = 2, w11 = 2, and v11 = 2/γ. For user u1 and c2, 
we have n12 = 2 and thus w12 = 0. 

For each pair (ui, ck) that has a non-zero vik, we draw a new link with weight vik. 
Figure 2 shows such an extended graph for the graph from figure 1. The dotted line is 
the new link just added to represent the correlation between u1 and c1.  

2.2   Making Recommendation 

We now describe the recommendation process as a graph search problem in the ex-
tended graph. We will use the example shown in figure 2 to illustrate our approach. 

Suppose the system needs to recommend items for an active user. Following [11, 
12], we first determine the association between this user and each of items that have 
not been rated by the user. The items are then sorted according to the associations, 
and top K items are chosen for recommendation. 
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Fig. 2. Example of graph with links between user nodes and content feature nodes 

In our model, the association between two nodes is determined by considering all 
paths connecting them. For the pair of a user node ui and an item node xj, we compute 
the association between them as the sum of weights of all distinct paths that connect ui 
and cj. In this computation we differentiate two types of paths – paths via content 
nodes and paths via item nodes. A path of the first type is one whose length is equal to 
2 and goes through a content feature node. An example of such a path is u1-c1-x1 in 
figure 2, which has an intuitive interpretation – u1 likes items that contain feature c1 
and therefore likes x1. Such paths correspond to associations via content information. 
By limiting the path length to be 2, we do not allow transitive associations for paths of 
this type. Since the weight of an item-content link is always 1, the weight of a path of 
this type is equal to the weight of the respective user-content link. 

The second type includes paths that go through item nodes and user nodes. Exam-
ples of such paths are u1-x3-u2-x1, u2-x2-u1-x4-u3-x5. Because we are interested in the 
association between a user node and an item node, the length of a path of this type 
must be an odd number. In addition, only paths whose lengths do not exceed a pa-
rameter M are considered. Such paths represent transitive associations that were first 
exploited by Huang et al. [12] to make recommendations. 

In contrast to the work of Huang et al., who applied collaborative filtering for pur-
chasing data that contain only positive links, in our context, a user-item link can have 
either a positive or a negative weight. Thus when exploring paths that go through item 
nodes we consider three cases: 

- All the intermediate links of a path are positive (here we define intermediate 
links of a path as all its links except the last one), for example paths u1-x3-u2-
x1, and u2-x2-u1-x4 in figure 2. We consider such a path important and compute 
its weight as the product of the link weights. 

- A path has two intermediate links that end at the same item node but have dif-
ferent signs. This means the two corresponding users have rated this item dif-
ferently and thus we ignore such a path. 

- A path has two consecutive negative links that end at the same item, for exam-
ple in path u1-x4-u3-x5, links u1-x4 and x4-u3 both have negative weights. This 
means the two users have similar ratings for x4 and this path may indicate the 
similarity between the two users. However, our experiments show that includ-
ing such paths in computation makes results unstable and hence we ignore 
such paths in our implementation. 
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Association computation. An important step in the algorithm above is computing the 
association via different paths. This can be solved by a variety of algorithms known as 
network propagation algorithms, an example of which is the Google PageRank algo-
rithm. Huang et al. [12] applied several network propagation algorithms to CF. Here, 
to compute user-item associations, we use the following algorithm which is a modifi-
cation of the algorithm by Weston et al. [22]. 

Let ua be the active user, i.e. the user for which the system needs to make recom-
mendations. Let N denote the set of nodes that can form paths from ua to items nodes. 
For paths of the first type, N=C∪X∪ ua. For paths of the second type, N=X∪U. For 
ease of algorithm description we use ni to denote a node i ∈ N regardless this is a user 
node, content node or an item node. We denote by eij the weight of the link between 
node ni and nj, and by eaj the link weight between node ua and nj. The matrix (eij) is 
formed from matrices R, Y introduced in section 3 and matrix (vij) from equation (1). 
Furthermore, let ai(t) denote the association degree between ua and node  ni ∈ N when 
considering paths of length t. The algorithm for computing association between ua and 
item nodes using only paths of the same type is shown in figure 3. 

 

1. Initialize  ai(0) = 0 for all ni ∈ N, aa(0) = 1 
2. for t = 1, 2, …, m or until convergence do 
3.  for each node ni ∈ N do 
4.    ai(t) ← eai 
5.   for each node nj ∈ N do 
6.    if eij > 0 or t = m then 
7.     ai(t) ← ai(t) + )(tae jji 1−α  

8.   end for 
9.  end for 
10. end for 
11 return ai (m).  ai (m) is the association between ua and ni via 

paths of length m 

Fig. 3. Algorithm for computing association degrees 

Here, α ∈[0,1] is a parameter that down-weights longer paths. Our experiments use 
α =1 for paths of the first type and α = 0.5 for paths of the second type.  

The algorithm needs to be run separately for N = C ∪ X ∪ ua, and N = X ∪ U to 
compute associations via content nodes and via item nodes respectively. Parameter m 
is equal to 2 (path length = 2) for the former case and is an odd number less than or 
equal to M for the later case. If no limit is set, the algorithm runs until convergence, 
that is when ai(t) become stable. In our implementation, we use M = 10. 

In the initialization stage, the algorithm activates the active user node by setting its 
activation level to 1 and the activation levels of the remaining nodes to 0. In each 
iteration t, the activation level is pumped from the active user node to the remaining 
nodes of N via paths of length t. Step 6 ensures that a path is counted only if it does 
not contain a negative link(s) unless this is the last link. Clearly, this step is needed 
only for paths of the second type. 
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The most time consuming part of this algorithm is from line 3 to line 9 which re-
quires O(|N|2) computations over all eji. Fortunately, matrix (eij) is very sparse with 
most elements equal to zero. This allows us to use sparse-matrix representation for 
(eij), which reduces the complexity to O(|N|S), where S is averaged number of non-
zero elements for each row of matrix (eij). 

Assume the algorithm returns c
ia and r

ia  for N = C ∪ X, and N = X ∪ U respec-

tively, we compute the overall association o
ia  between user ua and item xi as: 

r
i

c
i

o
i aaa )1( ββ −+=  (2) 

Where β∈[0,1] is a parameter that controls the contribution of each type of asso-
ciation. β = 1 means only association via content is considered while β = 0 corre-
sponds to pure collaborative filtering. 

The unrated items are then sorted based on their associations and top K items with 
strongest associations are recommended for the active user.  

3   Experimental evaluation 

Experimental setup. We evaluated the proposed algorithm on the MovieLens data 
set (http://www.grouplens.org). The data set contains 100000 ratings from 943 users 
for 1682 movies. Ratings are in five-point scale (1, 2, 3, 4, 5) and each user has rated 
at least 20 movies. We transformed the two highest scores (4 and 5) into +1 (like) and 
the rest into −1 (dislike). 80 percent of the users were randomly selected to form the 
training set and the rest were used as the test users. Users in the test set were used to 
measure to recommendation accuracy. From each test user, 25 percent of the ratings 
were withheld. The rest of ratings were used as input for recommendations. 

We used movie genre provided with the MovieLens data set and retrieved other in-
formation about the movies from IMDB (http://www.imdb.com) to form content 
features. In our experiments we used only genre and director as content information. 
In general, other content features can be exploited. 

Following experimental procedures reported in the literature [10, 12] we used pre-
cision, recall, and F-measure to measure the effectiveness of recommendation meth-
ods. The metrics are defined as follows: 

 items drecommende all of #

ratings positive actualget  that items drecommende of#=precision  (3) 

ratings positive actualget  that items all of #

ratings positive actualget  that items drecommende of#=recall  (4) 

recallprecision

recallprecision
F

+
××= 2

 (5) 
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We compared the proposed method (denoted by CombinedGraph) to the following 
methods: 

- User-Based k-nearest neighbor using Pearson correlation. This method uses 
the Pearson correlation as the measure of similarity between two users, and 
makes recommendations based on the ratings of users that are highly similar 
with the active user.  

- Content-Based using graph search. This method counts the number of paths of 
length 3 that go from the active user node via item and content nodes to an un-
rated item node and recommends items with the largest number of paths. 

- 3-Hop collaborative filtering using graph search. This method makes recom-
mendations based only on the association via item nodes as described in the 
previous section with the maximal path length M = 3. 

- Simple Hybrid method that combines Content-Based and 3-Hop by merging 
top recommended items returned by each method. 

Results. We varied parameter β to control the contribution of the content component 
and the collaborative component of the method. The best results were obtained for β 
between 0.7 and 0.8, which emphasizes the contribution of the collaborative filtering 
component. In what follows we report only results when using β = 0.8. 

The recalls, precisions, and F-measure values for top 10, 20, and 50 items are 
summarized in table 1. The results show that our method performs better than the 
other methods on all three metrics. On average, among 50 items recommended by the 
CombinedGraph, eight will receive positive ratings from the users. 

The table also shows that simple 3-Hop significantly outperforms both User-Based 
and Content-Based methods. This result supports recent findings that user-based k-
NN approach gives poor results in terms of precision and recalls while performs well 
in term of the mean absolute error (MAE) metric - defined as the average absolute 
difference between predicted ratings and actual  ratings [10]. 

Table 1. Recalls, precisions, and F-measure values of experimented methods 

Number of recommended items Algorithm Metrics     
10 20 50 

Recall 0.007 0.021 0.069 
Precision 0.015 0.025 0.034 User-Based 
F-measure 0.009 0.023 0.045 

Recall 0.009 0.017 0.037 
Precision 0.022 0.020 0.018 Content-Based 
F-measure 0.013 0.018 0.024 

Recall 0.155 0.222 0.377 
Precision 0.284 0.225 0.164 3-Hop 
F-measure 0.200 0.223 0.228 

Recall 0.117 0.162 0.279 
Precision 0.186 0.148 0.118 Simple Hybrid 
F-measure 0.144 0.155 0.166 

Recall 0.165 0.234 0.381 
Precision 0.292 0.240 0.175 CombinedGraph 
F-measure 0.211 0.237 0.240 
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Fig. 4. F-measure values at different sparsity levels 

One challenge for CF algorithms is that the recommendation accuracy suffers 
when the user-item matrix is sparse. Our method can alleviate this problem by ex-
ploiting association via content feature nodes even when most paths via item nodes 
are not present. Thus the sparsity of rating data has a smaller effect on Com-
binedGraph than on a pure collaborative algorithm. To verify this hypothesis, we 
conducted the following experiments. We used the first 400 users to form the training 
set and the next 100 user to form the test set. For each test user, 25% ratings were 
withheld for prediction. We randomly deleted elements from the user-item matrix to 
increase the sparsity and measured the accuracy of recommendations at different 
sparsity levels. The F-measure values for top 50 recommendations are shown in  
figure 4. As can be seen, CombinedGraph gives more stable results than User-Based 
and 3-Hop when the sparsity increases. This confirms our hypothesis that Combine-
Graph is less sensitive to data sparsity than pure CF. 

4   Conclusion 

We have presented a natural and effective way to combine content-based and collabo-
rative filtering for achieving more accurate recommendations. Our method uses a 
graph-based model to represent both content and rating information. This representa-
tion allows exploiting user ratings to select important content features that connect 
users with items of interest. The graph model also provides a convenient way to com-
pute the association between users and items using available network propagation 
algorithms. We have shown how our method performs better than the user-based  
k-NN collaborative filtering method, a content-based method and a hybrid recom-
mendation method.  
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Abstract. Parameter estimation, a key step in establishing the kinetic models, 
can be considered as a numerical optimization problem. Many optimization 
techniques including evolutionary algorithms have been applied to it, yet their 
efficiency needs further improvement. This paper proposes a hierarchical dif-
ferential evolution (HDE) in which individuals are organized in a hierarchy and 
mutation base is selected based on the hierarchical structure. Additionally, the 
scaling factor of HDE is adjusted according to both the hierarchy and the search 
process, elaborately balancing the exploration and exploitation. To demonstrate 
the performance of HDE, experiments are carried out on kinetic models of two 
chemical reactions: pyrolysis and dehydrogenation of benzene as well as  
supercritical water oxidation. The results show that the proposed algorithm is an 
efficient and robust technique for kinetic parameter estimation.  

Keywords: Differential evolution, hierarchy, parameter estimation, kinetic 
model. 

1   Introduction 

Chemical kinetics is the study of the characteristics of chemical reactions. Models for 
chemical kinetics are established on the basis of the predicting reaction mechanisms 
which are consistent with experimental data. Based on those models, we can deduce 
the rate constants, active energy and many other reaction parameters which are the 
foundation for designing reasonable reactors. Kinetic models are usually systems of 
nonlinear ordinary differential equations with several adjustable parameters [1]. A key 
step in establishing the models is the parameter estimation whose objective is to 
minimize the error between the experimental data and data calculated from the model. 
Finding the optimal parameters is crucial since exact parameter estimation can help to 
figure out the influence of each factor and ultimately play an important role in guiding 
the industrial manufacture. 

Parameter estimation in chemical kinetics is actually a numerical optimization prob-
lem. Several conventional methods have been used as parameter estimation techniques, 
such as the graphical method [2] and the gradient-based non-linear optimization 
method [3]. The graphical method can only tackle those problems that can be con-
verted to linear regression problems, while the gradient-based nonlinear optimization 



 Hierarchical Differential Evolution for Parameter Estimation in Chemical Kinetics 871 

method is easy to trap into local optima. Recent study on optimization technique has 
developed an attractive class of algorithms, namely evolutionary algorithms (EAs). 
They have been received increasing attention due to their powerful capability for 
global search. Also, they have the distinctive advantages such as implicit parallelism 
and information requirement only for the objective functions. Some popular EAs are 
genetic algorithm (GA) [4], ant colony optimization (ACO) [5], particle swarm  
optimization (PSO) [6], differential evolution (DE) [7] and so forth. EAs have been 
successfully applied to estimate the parameters for chemical kinetic models [8], [9] and 
showed their superiority to some conventional methods. However, there exist a number 
of complicated parameter estimation problems with high non-linearity; hence more 
efficient techniques are increasingly favored. 

DE is a simple yet efficient population-based EA over continuous domain. The 
crucial idea behind DE is to use the differences between two individuals to disturb a 
third individual named mutation base. Several different variations of DE have been 
proposed [10] and two widely-used ones are denoted as DE/rand/1/bin and 
DE/best/1/bin. DE/rand/1/bin uses a random individual as the mutation base, which 
can maintain the population diversity but probably lower the search efficiency. While 
DE/best/1/bin, utilizing the best individual as the mutation base, gives the best indi-
vidual a very high influence on the mutated population. This results in relatively high 
search efficiency but is likely to get stuck into local optima. Literature [10] also intro-
duced another variation called DE/lbest/1/bin, which uses the best individual in a 
defined neighborhood as the mutation base, so that the population diversity won’t lose 
quickly. It should be mentioned that the neighborhood strategy has been already in-
vestigated in the study of PSO. We can see that considerable efforts have been made 
to incorporate such strategy into PSO [11] [12] and many neighborhood structures 
have been developed. Literature [13] designed a hierarchical neighborhood structure 
for PSO and reported superior results. 

In this paper, we propose a hierarchical differential evolution (HDE) which is in-
spired by the work in literature [13]. The population is arranged in a hierarchy and 
mutation base is selected based on the hierarchical structure. Individuals move up or 
down in the hierarchy, depending on their qualities. In addition, one of the parameter 
of the algorithm, the scaling factor, is set based on the hierarchy and adjusted adap-
tively during the search process. In the case study, HDE is applied to kinetic parame-
ter estimation for two chemical reactions: pyrolysis and dehydrogenation of benzene 
as well as supercritical water oxidation. The results are compared with those obtained 
by DE and PSO, demonstrating the efficiency and robustness of HDE. 

2   Differential Evolution 

The population in DE is composed of PS individuals , ( 1, 2,..., )i Gx i PS= , where G 

denotes the current generation. Each individual ,i Gx  is represented by a D dimen-

sional vector: , 1, 2, ,( , ,..., )i G i G i G iD Gx x x x= . DE evolves the population by iteratively 

performing operations including mutation, crossover and selection. 
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(1) Mutation 
For each individual , ( 1, 2,..., )i Gx i PS= , the mutation operation first randomly selects 

three other individuals, denoted by 
1 2, ,,r G r Gx x  and

3 ,r Gx , then a mutated individual is 

generated according to the following equation: 

1 2 3, , , ,( )i G r G r G r Gv x F x x= + ⋅ −  (1) 

where 1 2 3, , , [1, ]i r r r PS∈ and 1 2 3i r r r≠ ≠ ≠ .
1 ,r Gx is called the mutation base, while F is 

a positive parameter named scaling factor which determines the amplification of the 
added differential variation of 

2 3, ,( )r G r Gx x− . 

(2) Crossover 
Crossover operation recombines ,i Gx and ,i Gv to yield a trail individual , 1i Gu + . The op-

eration is carried out following the equation below: 

,
, 1

,

,        if ( )  or ( )

,         otherwise                     
ij G

ij G
ij G

v r j CR j rn i
u

x+

⎧ < =⎪= ⎨
⎪⎩

 (2) 

with 1,2,...,j D= . ( ) [0,1]r j ∈  is the jth evaluation of a uniform random number 

generator and [0,1]CR ∈ denotes the crossover rate. { }( ) 1,...,rn i D∈  is a randomly 

chosen index which ensures that , 1i Gu +   gets at least one element from ,i Gv . 

(3) Selection 
The selection operation allows the better one between ,i Gx and , 1i Gu + to survive ac-

cording to the following rule, in which f stands for the objective function. 

, 1
, 1

,

,                   if <        

,                      otherwise                   
i G i,G+1 i,G

i G
i G

u  f(u )  f(x )
x

x
+

+

⎧⎪= ⎨
⎪⎩

 (3) 

3   Hierarchical Differential Evolution 

3.1   Hierarchical Structure 

In the proposed algorithm, individuals are arranged in a hierarchy which is represented 
by a (nearly) regular tree. All inner nodes in the hierarchy have the same number of 
child nodes, only the inner nodes on the deepest level of the tree might have a smaller 
number of child nodes. The hierarchical structure is defined by three parameters: 

(1) total number of nodes m. 
(2) height h – the number of levels of the tree. The level is counted from 0 to h-1. 
(3) branching degree d – the maximum number of child nodes of the inner nodes. 

Fig. 1 shows a hierarchy with m = 12, h = 3 and d = 3. 
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Fig. 1. A hierarchy defined by m = 12, h = 3 and d = 3 

Each node of the hierarchy stands for an individual in the population. The positions 
of the individuals are updated every iteration, moving the better individuals gradually 
to the upper levels. 

3.2   Structure of HDE 

In the mutation operation of HDE, for each individual, mutation base is the individual 
on its parent node, only the individual on the root node uses itself as the mutation 
base. For each individual i (i = 1, 2, …, NP), the mutated individual is formed as 
follows: 

2 3, ( ), , ,( )i G p i G r G r Gv x F x x= + ⋅ −  (4) 

where p(i) is the index of the individual on the parent node of the ith individual. r2, r3 
and G are the same as those in Section 2. 

In addition, the scaling factor F is set according to the level on which the ith indi-
vidual placed. Mathematically, F is determined according to the equation below: 

0kF F kα= + ⋅  (5) 

where kF  represents the value of the scaling factor on the kth level of the hierarchy, 

α  is a real number between 0 and 1. Since the individuals in the upper levels tend to 
have better qualities, the strategy places smaller disturbance on better individuals to 
enhance the local search while adds larger disturbance on worse individuals to im-
prove the global search. Furthermore, 0F  is adjusted adaptively during the search 

following the rule below: 

0 0,max 0,min /F F F iter MAXITER= − ⋅  (6) 

where 0,maxF and 0,minF are the maximum and minimum values of 0F , respectively. 

iter denotes the current iteration and MAXITER is the predefined maximum number 
of iterations. The adjustment of the scaling factor according to both the hierarchical 
structure and the search process can elaborately balance the global exploration and 
local exploitation of the algorithm. Our previous numerical experiments have indi-
cated a desired combination of the above three parameters, that is: 0,maxF  = 0.6, 0,minF  

= 0.4 and α  = 0.05. This combination is also used in Section 4. 
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To give a better individual in the population higher influence, the positions of the 
individuals are updated after the selection operation each iteration. The position up-
dating procedure is performed in the following way: for each individual i (i = 1, 2, …, 
NP), its objective function value is compared with that of individuals on its child 
nodes. If the best one among these individuals is better than the individual i, their 
positions swap. 

Based on the above description, the flowchart of HDE is given in Fig. 2. 

 

Fig. 2. Flowchart of HDE 

4   Case Study 

In this section, HDE is applied to two chemical kinetic models: pyrolysis and dehy-
drogenation of benzene as well as supercritical water oxidation. The performance of 
HDE is compared with that of DE (DE/rand/1/bin) and PSO. For either case, every 
algorithm is executed in 30 independent runs and the best, average and the worst 
value of the results are recorded. In both cases, the branching degree of the hierarchy 
in HDE is 3, the crossover rate CR in HDE and DE are set to 0.9 while F in DE is 
fixed as 0.5. The parameters in PSO are configured as follows: w = 0.5, c1 = c2 = 2. 
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4.1   Case 1: Pyrolysis and Dehydrogenation of Benzene 

Dehydrogenation of benzene in vapor-phase at industrial level is mainly used to pre-
pare Biphenyl that is an important industrial material mainly served as heat transfer 
agent, anti mildew agent and raw material of synthetic resins [14]. Derivatives of 
Biphenyl are widely used as monomers of various polymers, liquid crystal materials 
[15]. Paraterphenyl can also be obtained as by-products by this reaction. Under differ-
ent conditions, the ratio of the biphenyl and paraterphenyl can vary over a certain 
range. They are obtained in the following reactions: 

6 6 12 10 22C H C H +H⇔  (7) 

6 6 12 10 18 14 22C H +2C H 2C H +2H⇔  (8) 

The proposed kinetic model is [16]: 

1 2
1dx

r r
dt

= − −  (9) 

1
22

2dx r
r

dt
= −  (10) 

2
1 1 1 2 1 2 1[ (2 2 ) / (3 )]r k x x x x K= − − −  (11) 

2 2 1 2 1 2 1 2 2[ (1 2 )(2 2 ) / (9 )]r k x x x x x x K= − − − − −  (12) 

where x1 and x2 are the residual volume of benzene and biphenyl, respectively. k1 and 
k2 are the reaction rate constants that are to be estimated. K1 = 0.242 and K2 = 0.428 
are the equilibrium constants. 

Table 1. Experimental data of phrolysis and dehydrogenation of benzene 

t×104 5.63 11.32 16.07 22.62 34 39.7 45.2 169.7 

x1 0.828 0.704 0.622 0.565 0.499 0.482 0.47 0.443 
x2 0.0737 0.113 0.1322 0.14 0.1468 0.1477 0.1477 0.1476 

 
Table 1 shows the experimental sample data provided by the literature [16]. The 

initial condition is t = 0, x1 = 1 and x2 = 0. 
The objective function is defined as: 

2
2

, ,
1 1

( )
n

i j i j
j i

f x x
= =

′= −∑∑  (13) 

where n is the sample size. xi,j is the experimental value of xi in the jth sample while 

,i jx′ is the value obtained by the kinetic model. 
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The population size of the three algorithms is 20 and the maximum number of it-
erations is 25. The optimization results are listed in Table 2, which shows that the best 
objective function value achieved by the three algorithms are the same while the aver-
age and worst values obtained by HDE are better than those gained by DE and PSO. 
The kinetic parameters found by HDE are: x1 = 358.342 and x2 = 404.274. 

Table 2. Results obtained by HDE, DE and PSO in Case 1 

Algorithm HDE DE PSO 
Best 0.0008372 0.0008372 0.0008372 
Average 0.0008372 0.0008383 0.0008379 
Worst 0.0008372 0.0008434 0.0008390 

 
Fig. 3 illustrates the objective function value of the best individual in the popula-

tion versus iteration, demonstrating that HDE converges much faster towards the 
global than DE and PSO.

 

 
Fig. 3. Objective function value of the best individual versus iteration in Case 1 

4.2   Case 2: Supercritical Water Oxidation 

Supercritical water oxidization (SCWO) is an ego-environmental method which can 
be very effective in the disposal of organic waste. Using supercritical water as me-
dium to decompose organic material by completely destroying the structure of the 
material, this method have many advantages such as high reaction rate, high removing 
rate of the waste (normally，it can reach the level of 99.9%) [17]. Literature [18] 
showed the removing rate expression for dichloropheno (2-cp), a common industrial 
organic wastewater, during SCWO: 

[ ] [ ] [ ]2 2exp( ) 2CP O H O
a b caE

r A
RT

= −  (14) 
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where r is the removing rate of 2-cp, A is the pre-exponential factor, Ea denotes the 
apparent activation energy, R is the molar gas constant, a, b, c is the order of reaction 
of 2-cp, O2, H2O, respectively. 

Combining the rate law of (14) with the definition of conversion and the design 
equation for a constant-volume, we can get: 

[ ] [ ] [ ]1

2 2exp( ) 2CP (1 ) O H O
a b caa
o

EdX
A X

dt RT

−= − −  (15) 

Here, X represents the conversion rate of 2-cp. 
Considering that when in the presence of large volume of 2O  and 2H O  (in ex-

cess), the concentration of the 2O  and 2H O  can be taken as constant and equal to 

their initial concentrations, namely [ ] [ ]2 2 0
O = O

t
, [ ] [ ]2 2 0

H O = H O
t

 Reorganizing and 

integrating the equation (15) with the initial condition (X = 0, τ = 0) lead to: 

( ) [ ] [ ]2 20 0
ln 1 exp( ) O H O

b caE
X A

RT
τ− = − −     if a = 1 (16) 

( ) [ ] [ ] [ ]11

2 20 0 0
1- 1 ( 1) exp( ) 2CP O H O

a b ca aE
X a A

RT
τ−−⎡ ⎤− = − −⎣ ⎦    if a ≠ 1 (17) 

Our objective is to estimate the five parameters (a, b, c, A, Ea) according to the ex-
perimental data provided in Literature [18]. This optimization problem is the one with 
high dimension, high non-linearity besides possess many local optima. The objective 
function is defined as: 

2

1

( )
n

i i
i

f X X
=

′= −∑  (18) 

where n is the sample size, iX is the conversion rate of 2-cp in the ith sample data 

while iX ′ is the conversion rate calculated by the kinetic model.  

For all the three algorithms, the population size is 50 and the maximum number of 
iteration is 200. The optimization results are listed in Table 3, which reveals that 
HDE outperforms DE and PSO in terms of the average and worst values. The pa-
rameters found by HDE are: a = 0.808, b = 0.444, c = 0.324, A = 63.547 and Ea = 
45625.75. 

Table 3. Results obtained by HDE, DE and PSO in Case 2 

Algorithm HDE DE PSO 
Best 0.217685 0.217685 0.217685 
Average 0.217685 0.217725 0.217819 
Worst 0.217685 0.218037 0.218733 
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Fig. 4. Objective function value of the best individual versus iteration in Case 2 

The objective function value of the best individual in the population versus itera-
tion is shown in Fig. 4, which illustrates the high efficiency of HDE. 

5   Conclusion 

Parameter estimation in chemical kinetics plays a prominent role in establishing the 
kinetic models for chemical reactions. To develop a highly efficient and effective 
technique for this numerical optimization problem, we incorporate a hierarchical 
structure into the differential evolution. In the proposed algorithm, individuals are 
arranged hierarchically according to their qualities. The mutation scheme is modified 
by setting the mutation base on the hierarchy while the scaling factor is adjusted hier-
archically and adaptively. To study the performance of HDE, we apply it to two 
chemical kinetic models. The optimization results demonstrate that HDE is a promis-
ing technique to estimate parameter in chemical kinetics.  

Our future work will focus on applying HDE to more complicated parameter esti-
mation problems in chemical or biological kinetics.  
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Abstract. From a learning perspective, the mutation scheme in differential 
evolution (DE) can be regarded as a learning strategy. When mutating, three 
random individuals are selected and placed in a random order. This strategy, 
however, probably suffers some drawbacks which can slow down the 
convergence rate. To improve the efficiency of classic DE, this paper proposes 
a differential evolution based on improved learning strategy (ILSDE). The 
proposed learning strategy, inspired by the learning theory of Confucius, places 
the three individuals in a more reasonable order. Experimenting with 23 test 
functions, we demonstrate that ILSDE performs better than classic DE. 

Keywords: Differential evolution, mutation scheme, learning strategy. 

1   Introduction 

For human beings, leaning is a fundamental process through which we gain 
knowledge and explore the world outside. By learning, an individual is able to get 
information from others and thus broaden personal experience. Therefore, learning 
provides a way for a group of people to cooperate and share their ideas and 
experience. In other words, learning provides a cooperative way to solve complicated 
problems. This is one of the essential characteristics of a class of algorithms, namely 
evolutionary algorithms (EAs).  

EAs, inspired by biological phenomenon, are a branch of stochastic search 
algorithms. During last several decades, a variety of EAs have been developed and 
applied to various problems in science and engineering. Some popular ones are 
genetic algorithm (GA) [1], ant colony optimization (ACO) [2], particle swarm 
optimization (PSO) [3], differential evolution (DE) [4] and so forth. In GA, an 
individual learns from another one by the crossover operation and the direction of 
learning is guaranteed by the selection operation. In ACO, through pheromone deposit 
and pheromone decay, good information is enhanced while bad information is 
weakened. Therefore, ants are attracted to superior areas and further improve the 
solutions. In PSO, each particle learns from two positions: the global best position 
found so far and the personal best position found so far. Thus particles quickly fly 
towards promising areas just like bird flocking. DE proposes another distinctive 
learning strategy, in which an individual learns information from three other 
individuals. The strategy first randomly selects one individual as the mutation base; 
then adds the weighted differences between two other randomly selected individuals 
to the mutation base. 
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The mutation scheme of classic DE is meaningful and shares some similarity with 
the learning theory of Confucius who is one of the famous ideologists of ancient 
China. He said, “When I walk along with two others, they may serve me as my 
teachers. I will select their good qualities and follow them, know their bad qualities 
and avoid them.” [5] According to his theory, human beings learn in a similar yet 
more intelligent and effective way compared with that in classic DE. The major 
difference is that human beings are sophisticated enough to distinguish good and bad 
information. Therefore the efficiency and effectiveness of learning in classic DE can 
be improved if we take some ideas from the Confucius’ learning theory. 

In this paper, we design an improved learning strategy based on the learning theory 
of Confucius and apply it to the mutation scheme in DE. In the proposed mutation 
scheme, the information of the good individual and the differences between the good 
and bad ones are utilized in a specific manner. In other words, the three randomly 
selected individuals are placed in a specific yet more reasonable order. Numerical 
experiments on 23 test functions are carried out to test the performance of differential 
evolution based on the improved learning strategy (ILSDE). Experimental results 
demonstrate the superiority of ILSDE. 

2   Problem Formulation 

In this paper, the following function optimization problem is addressed: 

minimize  ( )           s.t.  f x x ∈ Ω  

where 1 2( , ,..., )Nx x x x=  is the continuous variable vector in 

domain NRΩ ⊂ ,and ( ) :f x RΩ →  is a continues real-valued function. The domain Ω  

is defined by specifying upper 1 2( , ,..., )Nu u u u=  and lower 1 2( , ,..., )Nl l l l=  bounds, 

respectively. 

3   Differential Evolution 

Differential Evolution (DE) is a population-based EA over continuous domain. The 
population is composed of PS individual , , 1,2,...,i Gx i PS=  where G denotes the 

current generation. Each individual ,i Gx  is represented by a D dimensional vector: 

, 1, 2, ,( , ,..., )i G i G i G iD Gx x x x=  

Like other EAs, DE guides the population towards the global optimum through 
repeated cycles of evolutionary operations, including mutation, crossover and 
selection. Detailed description of the three operations is given as follows. 

(1) Mutation 
For each individual , , 1,2,...,i Gx i PS= , the mutation operation is applied by first 

randomly selecting three other individuals, denoted by 
1 2, ,,r G r Gx x and

3 ,r Gx , then a 

mutated individual ,i Gv  is generated according to the following equation: 
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1 2 3, , , ,( )i G r G r G r Gv x F x x= + ⋅ −  (1) 

where 1 2 3, , , [1, ]i r r r PS∈  and 1 2 3i r r r≠ ≠ ≠ , while [0,2]F ∈ , is a positive real factor 

named scaling factor 
Literature [4] discussed some other variants of DE in which more than three 

individuals are involved in the mutation operation. 

(2) Crossover 
Crossover operation recombines ,i Gx and ,i Gv to yield a trail individual , 1i Gu + . The 

operation is carried out following the equation below: 

,
, 1

,

,        if ( )  or ( )

,         otherwise                     
ij G

ij G
ij G

v r j CR j rn i
u

x+

⎧ < =⎪= ⎨
⎪⎩

 (2) 

with 1,2,...,j D= . ( ) [0,1]r j ∈  is the jth evaluation of a uniform random number 

generator and { }( ) 1,...,rn i D∈ is a randomly chosen index which ensures that 

, 1i Gu + gets at least one element from ,i Gv . 

(3) Selection 
A one-to-one competition is played between ,i Gx and , 1i Gu +  after crossover operation. 

The better one will be promoted to the next generation according to the following 
equation: 

, 1
, 1

,

,                   if <        

,                      otherwise                   
i G i,G+1 i,G

i G
i G

u  f(u )  f(x )
x

x
+

+

⎧⎪= ⎨
⎪⎩  

(3) 

4   DE Based on Improved Learning Strategy 

The mutation scheme of DE can be regarded as a learning strategy. It randomly 
determines the mutation base and the other two individuals to generate the weighted 
differences in classic DE. This strategy, however, probably suffers from two 
drawbacks. First, if the quality of the randomly selected mutation base is relatively 
bad, the generated mutated individual is likely to be unfavorable. Second, since the 
two individuals for calculating the weighted difference are randomly placed, the 
direction of the difference may be too random, making the mutation a bit inefficient. 
Those two drawbacks can slow down the convergence rate of the algorithm 
considerably. 

How to improve the efficiency of the mutation scheme? In other words, how to 
make the learning strategy more efficient? The Confusions’ learning theory puts 
forward a feasible and promising solution. According to his words, “I will select their 
good qualities and follow them, know their bad qualities and avoid them”, we should 
design an improved learning strategy in which the mutated individual learns the good 
qualities but avoids the bad qualities of the random selected individuals. 
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Generally, suppose K (K≥3) individuals are randomly chosen to perform the 
mutation operation. To “follow the good qualities”, the best one among the K 
individuals, referred as lbest, is set as the mutation base. To “avoid the bad qualities”, 
the direction of the weighted difference should be generated not only towards the 
good individual, but also apart from the bad one. Thus, the weighted difference of the 
second best individual (slbest) and the worst one (lworst) is used. Mathematically, 
this improved learning strategy can be represented by the formula: 

, ( )i Gv lbest F slbest lworst= + ⋅ −
 

(4) 

where the parameter F and ,i Gv  are the same as those in (1). 

5   Numerical Experiments 

5.1   Test Functions 

To test the performance of ILSDE, 23 commonly-used test functions [6] of three 
categories are chosen. Table 1 lists the test functions and their key properties. These 
functions can be divided into three categories. f1 – f7 are unimodal functions, which 
are relatively easy to optimize. They can be used to test the converge rate of an 
optimization algorithm. f8 – f13 are multimodal functions where the number of local 
minima increases exponentially with the problem dimension. f14 – f23 are multimodal 
functions having a few local minima, which are always used to test the ability of an 
optimization algorithm in escaping from deceptive optima and locating the desired 
near-global solution. Details of some functions can be found in literature [6]. 

Table 1. Test Functions 
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5.2   Experimental Setup 

For both algorithms, the parameters are set the same for all test functions. That is: 
population size PS =100, crossover rate CR =0.9, and the scaling factor F= 0.5. These 
parameters follow the suggestions from Rainer Storn and Kenneth price [4], Jakob 
Vesterstrom [7]., The initial population is generated uniformly at random in the 
search domain of the functions. 
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5.3   Comparisons between DE and ILSDE 

The performance of the ILSDE is evaluated based on the optimization results on the 
23 test functions. The comparisons between ILSDE and DE are described in Table 2, 
in which mean and variance denote the mean value and standard deviation of the 
optima in 30 runs, respectively. The results reveal that ILSDE can achieve higher 
accuracy in the obtained optimum both in unimodal functions and multimodal 
functions. 

Table 2. Comparison between DE and ILSDE 

Mean Best 
(Variance) FN 

Computational      
   effort 

ILSDE DE 

1f  100000 
1.19×10-19 

(1.34×10-19) 
1.81×10-8 

(7.54×10-8) 

2f  100000 
1.67×10-9 

(7.95×10-9) 
1.52×10-4 

(3.94×10-4) 

3f  200000 
1.26×10-8 

(1.27×10-8) 
9.00×10-2 

(3.34×10-2) 

4f  200000 
8.51×10-6 

(3.37×10-6) 
1.85×10-1 

(2.46×10-1) 

5f  500000 
1.08×10-29 

(2.31×10-29) 
1.10×10-12 

(1.79×10-11) 

6f  50000 
0 

(0) 
0 

(0) 

7f  50000 
2.60×10-2 

(5.63×10-3) 
5.21×10-2 

(1.26×10-2) 

8f  50000 
-6281.2 

(3.90×102) 
-5354.0 

(2.22×102) 

9f  50000 
187.37 
(9.21) 

199.8 
(12.05) 

10f  50000 
1.66×10-4 

(4.57×10-5) 
3.21×10-1 

(1.26×10-1) 

11f  50000 
7.42×10-4 

(4.18×10-3) 
2.39×10-1 

(1.42×10-1) 

12f  50000 
3.67×10-8 

(1.89×10-8) 
2.24×10-3 

(1.34×10-3) 

13f  50000 
4.78×10-7 

(2.98×10-7) 
4.98×10-2 

(2.05×10-2) 

14f  10000 
0.998 

(9.93×10-17) 
0.998 

(3.07×10-16) 

15f  50000 
3.99×10-4 

(2.74×10-4) 
4.29×10-4 

(3.11×10-4) 

16f  5000 
-1.03 

(9.45×10-9) 
-1.03 

(5.73×10-7) 

17f  5000 
0.398 

(5.82×10-9) 
0.398 

(2.17×10-7) 

18f  5000 
3.00 

(8.36×10-13) 
3.00 

(2.84×10-9) 

19f  5000 -3.86 -3.86 
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(1.78×10-12) (3.48×10-8) 

20f  5000 
-3.25 

(5.54×10-2) 
-3.21 

(2.97×10-2) 

21f  10000 
-10.15 

(8.25×10-11) 
-10.15 

(3.69×10-5) 

22f  10000 
-10.40 

(2.08×10-13) 
-10.40 

(1.48×10-7) 

23f  10000 
-10.53 

(9.21×10-12) 
-10.53 

(2.26×10-6) 
 

5.4   Detailed Analysis 

(1) Unimodal Function 
Without loss of generality, f1 , f5 are chosen to represent the unimodal function and  
given more detailed analysis. 

f1 is relatively simple to optimize. It is commonly used to test the convergence rate 
of an algorithm. While f5 always appears to be one of the most difficult functions 
since its global minimum is inside a long, narrow, parabolic shaped flat valley, the 
variables are strongly dependent, and the gradients generally do not point towards the 
optimum. As indicated in Table 2 and Fig 1, ILSDE outperforms DE in terms of 
convergence rate. 

 
                               f1                                                                 f5 

Fig. 1. Comparisons of converge rate between DE and ILSDE on f1 and f5 

(2) Multimodal Function 
f9, f10 and f16, f17 are selected to represent multimodal functions with high dimensions 
and low dimensions, respectively. 

f9 and f10 is highly multimodal. Most evolutionary algorithms with relatively small 
population tend to trap into local optima. Actually, both DE and ILSDE trap into local 
minima when CR is 0.9, but when CR is set to 0.1, both of the algorithms are able to 
obtain much better results in f9. As can be seen in Fig 2 and Table 2, ILSDE can 
perform better in escaping from deceptive optima. 
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                                  f9                                                                 f10 

Fig. 2. comparisons of convergence rate between DE and ILSDE on f9 and f10 

 
                                  f16                                                               f17 

Fig. 3. Comparisons of convergence rate between DE and ILSDE on f16 and f17 

Both f16 and f17 are two-dimensional functions with a few local optima. From Fig 3 
and Table 2, no significant difference can be observed between DE and ILSDE in this 
category of functions. 

In the previous experiments, the value of K is 3. It’s necessary and interesting to 
have a study on the influences when setting different values for K. Here, we carry out 
another set of experiments on higher K (K=5, 10). Fig. 4 illustrates their performances 
on f1, f5, f9 and f10, showing that they converge faster than ILSDE when K=3. On the 
other hand, however, as we have observed from some test cases, faster convergence 
rate may lead to easier trapping into local minima. Therefore, further analysis and 
study should be made in our future work. 
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                                  f1                                                                 f5 

 
                                 f9                                                                 f10 

Fig. 4. Comparisons of convergence rate of ILSDE using different K on f1, f5, f9 and f10 

6   Conclusion 

In this paper, the mutation scheme in DE is studied as a learning strategy. The 
strategy in classic DE has some drawbacks since it randomly places the selected 
individuals to generate mutated individual. Taking some ideas from the learning 
theory of Confucius, we designed an improved learning strategy involving more 
intelligence. Extensive experiments show that ILSDE converges faster and obtains 
better results than classic DE in most test cases.  

Our future work will be emphasized on finding more effective learning strategy. 
Also, we will apply the proposed approach to solve some real-world problems. 
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Abstract. Since public involvement in the decision-making process for
community development needs a lot of efforts and time, support tools
for speeding up the consensus building process among stakeholders are
required. This paper presents a new method for finding, tracking and
visualizing participants’ concerns (topics) from the record of a public
debate. For finding topics, we use the salience of a term, which is com-
puted as its reference probability based on referential coherence in the
Centering Theory. Our system first annotates a debate record or minute
into Global Document Annotation (GDA) format automatically, and
then computes the salience of each term from the GDA-annotated text
sentence by sentence. Then, by using the Probalilistic Latent Semantic
Analytsis (PLSA), our system reduces the dimensions of the vector of
salience values of terms into a set of major latent topics. For tracking
topics, we use the salience dynamics, which is computed as the temporal
change of joint attention to the major latent topics with additional user-
supplied terms. The resulting graph is called SalienceGraph. For visualiz-
ing SalienceGraph, we use 3D visualizer with GUI designed by “overview
first, zoom and filter, then details on demand” principle. SalienceGraph
provides more accurate trajectory of topics than conventional TF·IDF.

Keywords: discourse analysis, visualization, discourse salience, PLSA.

1 Introduction

1.1 Background and Aim

Public involvement (PI), a citizen participation process in the decision-making
of public policy, is characterized as an interactive communication process among
stakeholders [1]. PI processes such as public debate, town meeting, and workshop
have been getting popular in Japan recently. The decision-making through PI
processes, however, needs a lot of efforts and time. For instance, readers of the
transcription of long debate may feel difficulty in overviewing the contextual flow
and finding the target section. Such overviewing work may be alleviated, if tools
based on natural languaage processing are available for automatic identification
of participants’ concerns (topics) and for tracking various concerns sentence by
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z1: Lake Biwa, dam, water, Nyu dam, Nyu, fish,
activation, Kinki region, resource, construction, …
z2: Takatoki R iver, flood control, river, river channel,
dike, dam, Shouwa, teacher, Ane River, flood, …
z3: opinion, committee, YodoR iver Watershed Committee,
citizen, watershed, debate session, administrator, …

Fig. 1. SalienceGraph: Visualizing the salience dynamics of three latent topics in a
long discourse in 3D and 2D

sentence. In addition, such tools may speed up the consensus building process
among stakeholders.

Our aim is to develop a new method for visualizing the dynamics of topics
in a discourse (e.g., the record of a public debate) in order to help users find
and track participants’ topics. Such visualization would give users an overview
of the contextual flow, as shown in Figure 1. We call this visualization scheme
“SalienceGraph”. Figure 1 depicts the dynamics of salience of topics or terms,
i.e., how the degree of joint attention to the topics or terms varies temporally.
It contains three latent topics specified by z1, . . . , z3 and their reference proba-
bilities are shown in 2D and 3D. 3D visualizer displays how the salience vector
changes temporally.

The GUI for the visualizer is designed according to Shneiderman’s Visual
Information-Seeking Mantra, that is “overview first, zoom and filter, then details
on demand” [2]. After getting the overview of the topics, users may either browse
the salience dynamics of a particular latent topic, or inspect the discouse at a
particular point by consulting the record.

1.2 Requirements and Our Approach

To achieve our aim, we define a metric for discourse salience; i.e., the degree
of joint attention to terms and topics at each utterance unit. The method for
calculating the metric should meet several requirements.

[Requirement 1] Quantification: Discourse salience should be defined as a
quantitative metric rather than an ordinal one because quantitative scales
are generally more suitable to engineering applications than ordinal ones.

[Requirement 2] Objectivity: Discourse salience should be objectively mea-
sured using corpus-based statistics.
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[Requirement 3] Integration of salience factors: Discourse salience de-
pends on term frequency, grammatical function, recency effect, etc. A metric
for discourse salience should be designed by integrating these factors.

[Requirement 4] Dynamic transition: Discourse salience dynamically
changes with each utterance unit. A metric for discourse salience should
reflect these dynamic transitions.

[Requirement 5] Methodology for optimization: The method for calcu-
lating discourse salience should be optimizable on the basis of a corpus. The
optimization requires a criterion for evaluating the calculation method.

To meet these requirements, we designed a calculation method with the fol-
lowing approaches.

[Approach 1] Probabilistic definition: We quantified a probabilistic metric
for discourse salience. This quantification is based on the assumption that a
salient entity tends to be referred to in the subsequent utterance unit.

[Approach 2] Corpus-based statistics: We used a statistical approach
based on a corpus to design an objective calculation method.

[Approach 3] Metrics definition on feature space: To integrate various
salience factors, we defined the metric on a feature space consisting of the
salience factors.

[Approach 4] Incorporate recency effect: To deal with the dynamic tran-
sition of discourse salience, we incorporated the recency effect of term oc-
currences in the preceeding discourse.

[Approach 5] Evaluation criterion: To enable the calculation to be opti-
mized, we designed a criterion for evaluating the accuracy of the calculation
method.

The linguistic features for calculating salience (in Approach 3) are extracted
from the text annotated with Global Document Annotation (GDA) [3]. GDA
is an XML vocabulary for linguistic metadata. Before calculating salience, we
should automatically annotate the transcription of discourse with GDA tags
representing the analysis result by the CaboCha [4], a Japanese dependency
analyzer.

The joint attentional state among discourse participants at a moment can be
represented as a high-dimensional vector comprising the salience values for each
term. We developed a scheme for visualizing the salience dynamics on the basis
of the transition of the salience values. Such a scheme should meet the following
requirement.

[Requirement 6] Decrease number of salience values: There are too
many values to visualize the salience dynamics because they can be cal-
culated for every term in the target discourse. Decreasing the number of
salience values is needed to visualize the salience dynamics.

To meet this requirement, we use Probabilistic Latent Semantic Analysis (PLSA).
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[Approach 6] Dimensional compression: To decrease the number of sali-
ence values, we used dimensional compression with PLSA. To help a user
to grasp the meaning of PLSA latent topics, terms representing the topics
are extracted on the basis of Pointwise Mutual Information (PMI). The user
can identify particular terms to view their salience dynamics from the terms
representing the latent topics.

We next describe our salience metric and SalienceGraph, our scheme for vi-
sualizing salience dynamics.

2 Reference Probability: Metric for Discourse Salience

This section describes our method for calculating discourse salience.

2.1 Quantification with Probabilistic Approach

We designed a metric for discourse salience by using a probabilistic approach
on the basis of an assumption consistent with the Centering Theory [5]. This
theory contains the rule of referential coherence; that is, a salient entity tends to
be referenced in the subsequent utterance unit. We previously defined a metric
for discourse salience as the reference probability [6]. We use it here as well. Let
w be a word, Ui be the current utterance unit, Ui+1 be the subsequent one, and
pre(Ui) = [U1, · · · , Ui] be the preceding discourse. Let w′ coref−→ w in Ui+1 denote
that a word in Ui+1 has a coreference relation with w. The discourse salience of
w at Ui is defined as the reference probability:

(Salience of w at Ui) = Pr(∃w′ coref−→ w in Ui+1|pre(Ui))
= Pr(w|pre(Ui)).

Pr(w|pre(Ui)) is simplified notation for the reference probability. This proba-
bilistic definition gives a quantification of discourse salience (Requirement 1).

2.2 Design of Objective Calculation by Integrating Salience Factors

To design an objective calculation method, we need to use corpus-based statis-
tics for calculaing Pr(w|pre(Ui)) (Requirement 2). To integrate various salience
factors, we need to define Pr(w|pre(Ui)) on a feature space consisting of the
salience factors in pre(Ui) (Requirement 3). The features are extracted from
〈w′, pre(Ui)〉 for ∀w′ in pre(Ui) which co-refers to the referent of target w. For
instance, the feature space consists of such salience factors as the following ones.

• Recency effect: utterance distance from w′ coref−→ w to Ui+1

• Frequency: frequency of w′ coref−→ w in pre(Ui)

• Grammatical function: function word governing w′ coref−→ w

• Part-of-speech: part-of-speech of w′ coref−→ w
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Ui-2: I saw Tom a little while ago.

Ui-1: He seemed sleepy.

Ui : It had been so hot last night.

Ui+1: .

Uｊ-2: John bought a piano.

Uｊ-1: It was so expensive.

Uｊ : I can’t believe that.

Uｊ+1: .

Training data: samples <e’, pre(Uj))>
which have the same features as the target

Target: <“Tom”,pre(Ui))>

gram = avgPr(subject)

dist = log(2 utterances+1)

chain = log(2 times +1)

gram = avgPr(subject)

chain = log(2 times +1)

dist = log(2 utterances+1)

Fig. 2. Basic idea for calculating reference probability

The features are extracted from the text which is annotated with Global
Document Annotation (GDA) [3] tags which represent the analysis result of the
CaboCha [4], a Japanese dependency parser.

The salience factors are integrated into Pr(w|pre(Ui)), the metric for discourse
salience, through corpus-based learning. Ideally, it can be calculated using a
corpus:

Pr(w|pre(Ui)) = #{〈wc,Uj〉;feat(wc,pre(Uj))=feat(w,pre(Ui))∧∃w′
c
coref−→wc in Uj+1}

#{〈wc,Uj〉;feat(wc,pre(Uj))=feat(w,pre(Ui))} ,

where 〈w,Ui〉 denotes the target example, 〈wc, Uj〉 denotes a sample in the cor-
pus, and feat(wc, pre(Uj)) = feat(w, pre(Ui)) denotes that the feature vector of
wc in pre(Uj) is equal to that of the target w in pre(Ui). This calculation in the
ideal situation is illustrated in Fig. 2. The samples in the corpus are, however,
not always dense enough to approximate Pr(w|pre(Ui)) using the above ratio. A
learning regression model from the corpus is generally needed to cope with the
data sparseness. We use logistic regression to integrate the salience factors and
calculate Pr(w|pre(Ui)).

To apply logistic regression, the discrete features such as grammatical function
and part-of-speech should be assigned to real numbers. Let feat(w) denote a
particular discrete feature of a word w. When feat(w) = x, we assign the real
number avgPr(x) to a particular discrete feature x.

avgPr(x) =
#{〈w, Ui〉; feat(w) = x ∧ ∃w′ coref−→ w in Ui+1}

#{〈w, Ui〉; feat(w) = x}

The values assigned to discrete features are weighted on the basis of the recency
effect as described next.

2.3 Window Function Representing Decay Curve of Recency Effect

The recency effect is the cognitive phenomenon in which recent occurrences are
more likely to be recalled than old occurrences in a sequence of occurrences [7].
It is a particularly important factor when dealing with the dynamics of salience
(Requirement 4). To deal with the recency effect of every w′ coref−→ w in pre(Ui),
we should weight the features of w′ on the basis of the recency, i.e., the utterance
distance from w′ to Ui+1. The decay curve of the recency effect is represented
as a window function that shifts with each utterance unit as shown in Fig. 3.



SalienceGraph: Visualizing Salience Dynamics of Written Discourse 895

Sequence of utterance

W
ei

gh
t o

f f
ea

tu
re

W
(d

is
t)

iU1−iU2−iU

Window function

shift shift

Preceding discourse pre(U
i
)

Succeeding utterance

∑
→

⋅
)pre(in   '京都'

)feature(W(dist)
iUw

w

U
i-5

: ・・・で に・・・

U
i-4

: ・・・

U
i-3

: ・・・

U
i-2

: ・・・

U
i-1

: は・・・

U
i

: ・・・

(U
i+1

)

・

・

・

京都

京都

Sum of windowed feature

ref

),dist( 1+iUw

W(dist)

U
i

U
i-1U

i-2
・・・

6               3    2    1
(U

i+1
)(←backward) U

i-5

W
(d

ist)

Window function

Fig. 3. Window function that represents decay curve of recency effect

The other features are weighted by the window function, as shown in Fig. 3.
The shape of the window function is optimized using an evaluation criterion
described later in this section. The features weighted by the window function
are integrated by logistic regression as described next.

2.4 Applying Logistic Regression

Logistic regression requires a training phase, i.e., an estimation of the regres-
sion weights. Given that {feat1(〈w,Ui〉), . . . , featn(〈w,Ui〉)} is the set of features
weighted by the window function, the regression weights satisfy a logit formula:

log
Pr(w|pre(Ui))

1− Pr(w|pre(Ui))
= b0 +

n∑
k=1

bk · featk(〈w,Ui〉).

The regression weights are calculated with the maximum-likelihood method
by using a training corpus. The dummy variable used to train the regression

model is defined as: isRef(w,Ui+1) =

{
1 (∃w′ coref−→ w in Ui+1)
0 (otherwise)

.

That is, we can calculate Pr(w|pre(Ui)) by using a logistic regression model
that explains isRef(w,Ui+1). If a trained regression model is used, Pr(w|pre(Ui))
can be calculated using

Pr(w|pre(Ui)) =
1

1 + exp
(
−(b0 +

∑n
k=1 bk · featk(〈w,Ui〉))

) .
2.5 Methodology for Optimization

To optimize the method for calculating Pr(w|pre(Ui)), we have to design a crite-
rion for evaluating the accuracy of the calculation (Requirement 5). We designed
the evaluation criterion on the basis of the assumption that a salient entity tends
to be referred to in the subsequent utterance unit. We assume that the accuracy
of a particular scheme for calculating salience can be represented by its ability
to predict the subsequent references. This assumption is consistent with the rule
of referential coherence in centering theory.
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Given that salm(w|pre(Ui)) is a value calculated using method m, the evalu-
ation measure is defined on the basis of the test-set corpus:

evalSal(m) = cor
([

salm(w|pre(Ui))
]
〈w,Ui〉,

[
isRef(w,Ui+1)

]
〈w,Ui〉

)
,

where isRef(w,Ui+1) is the dummy variable defined above (i.e., 1 if ∃w ref−→
e in Ui+1, otherwise 0), and cor(x, y) denotes Pearson’s correlation coefficient
between x and y. Note again that evalSal(m) is calculated not by using a training
corpus but by using a test-set corpus. The window function described above is
optimized so as to maximize evalSal(m).

2.6 Visualization with Dimensional Compression Based on PLSA

There are too many salience values to visualize the salience dynamics because
they can be calculated for every term in the target discourse. When the discourse
contains N terms w1, · · · , wN , the attentional state at the moment of Ui is
represented as a high-dimensional vector:

v(Ui) =
[
Pr(w1|pre(Ui)), · · · ,Pr(wN |pre(Ui))

]T
.

To visualize the salience dynamics, we need to compress the dimensions. To do
this, we compress the high-dimensional vector into a three-dimensional vector by
using PLSA. The parameters Pr(zk), Pr(wj |zk), and Pr(v(Ui)|zk) are determined
using the EM algorithm so as to maximize log-likelihood L:

L =
∑
i,j

Pr(wj |pre(Ui)) log Pr(wj , v(Ui))

=
∑
i,j

Pr(wj |pre(Ui)) log
∑

k

Pr(zk)Pr(wj |zk)Pr(v(Ui)|zk).

To help a user grasp the meaning of latent topics z, we need to extract terms
representing z. We use the following weighted Pointwise Mutual Information
(PMI) to extract the terms w representing each z.

Pr(w|z)PMI(w, z) = Pr(w|z) log
Pr(w, z)

Pr(w)Pr(z)

PMI is usually used as a degree of co-occurrence. To avoid infrequent terms that
are not suitable for visualization, PMI is weighted with Pr(w|z).

3 Corpus-Based Experiment

We prepared the three corpora in Japanese, which are annotated with GDA tags.

CSJ: Four interview dialogues from the Corpus of Spontaneous Japanese (CSJ)
[8], which contain
– 1,780 utterance units (IPUs; inter-pause units),
– 6.92 morphemes per utterance unit, and
– 1,180 anaphora relations annotated manually.
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Mainichi: 3,000 newspaper articles in Japanese from the Mainichi Shinbun for
1994 (GSK2004-A [9]), which contain
– 63,221 utterance units (predicate clauses), 37,340 sentences,
– 10.79 morphemes per utterance unit, and
– 86,541 anaphora relations annotated manually.

YodoRiver: The minutes of a public debate in spoken Japanese [10] containing
1394 sentences.

The CSJ and Mainichi corpora were used to evaluate and to optimize our method
for calculating the reference probability. The YodoRiver corpus was used to vi-
sualize the salience dynamics.

3.1 Optimization of Window Function

We need to clarify the optimal shape of the window function used to represent
the decay curve of the recency effect in discourse. There are four candidates.

• Rectangular window: W(dist) =
{

1 dist ≤ k
0 otherwise

(k is a variable parameter)

• Gaussian window: W(dist) = exp(−dist2

σ2
) (σ is a variable parameter)

• Exponential window: W(dist) = exp(−dist
T

) (T is a variable parameter)

• Inverse window: W(dist) =
1

distd
(d is a variable parameter)

To do this, we experimentally measured evalSal (m), the scale for evaluating
calculation method m. In this experiment, we regarded the sum of the windowed
features as the salience value calculated using the window function. The exper-
imental results for CSJ and Mainichi showed that the inverse window is the
most suitable for dealing with the salience dynamics. For CSJ, parameter d is
optimized: d = 1.14 for grammatical function and 1.24 for part-of-speech. For
Mainichi, d = 3.01 for grammatical function and 3.80 for part-of-speech. That
is, the decay curve of the recency effect for Mainichi is more precipitous than
that for CSJ because the newspaper articles in Mainichi are shorter than the
interview dialogues in CSJ.

3.2 Evaluation of Regression-Based Calculation

We compared the evaluation scale, evalSal(m), of our method for calculating ref-
erence probability (left side of Fig. 4) to that of the baseline method for the term
frequency (TF) measured in an optimal rectangular window (right side of Fig. 4).
The results are shown in Figure 5. The evaluation measures with the naive TF
were 0.1048 for CSJ and 0.3013 for Mainichi. The evaluation measures with our
proposed method (0.3652 for CSJ and 0.3680 for Mainichi) were greater. This
means that our method can more effectively predict whether target entity is re-
ferred to in the subsequent Ui+1 than the naive TF. The increase in effectiveness
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Fig. 5. Comparison of the proposed method with the baseline one (CSJ and Mainichi)

with our method was more significant for CSJ than for Mainichi. This indicates
that handling spoken language needs more integration of the features (especially
the recency effect) than handling written language.

3.3 Visualization of Long Discourse

As an example of visualization, we used the YodoRiver corpus, lengthy minutes
of a public debate about a dam. They contain 1394 sentences. We regarded each
sentence as an utterance unit. To calculate the reference probabilities for the
minutes, we used a logistic regression model acquired from CSJ. Fig. 6 illustrates
the result of the visualization.

The terms representing the latent topics (z1, z2andz3), as determined using
Pr(w|z)PMI(w, z), are shown in Table 1. We interpret the results as meaning
that z1 corresponds to citizen’s opinions about regional development, z2 corre-
sponds to their opinions about flood control and water damage, and z3 roughly
corresponds to the utterances by the chair.
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Table 1. Terms representing each latent topic

Topic Term w with high Pr(w|z)PMI(w, z) Interpretation
z (translated from Japanese)
z1 Lake Biwa, dam, water, Nyu dam, Nyu, fish, activation,

Kinki region, resource, construction, regional develop-
ment bureau, water level, periphery, Heisei, story, nation,
people, flow, business, development, purpose, Kinki Re-
gional Development, dried-up river, water resource, ...

Opinions
about
regional
development

z2 Takatoki River, flood control, river, river channel, dike,
dam, Shouwa, teacher, Ane River, flood, region, children,
water damage, water, problem, environment, revamp-
ing, water utilization, Shiga Prefecture, house, artificial
ditch, damage, Shiga, Yaita, Torahime, Biwa-Machi, ...

Opinions
about flood
control and
water damage

z3 opinion, committee, YodoRiver Watershed Committee,
citizen, watershed, debate session, administrator, river,
management, Yodo River, profile, everyone, presenter,
public, plan, audience, reflection, various quarters, de-
bate, utterance, maintenance, academic expert, ...

Utterances
by the chair

4 Application: User Interface for Browsing Discourse

SalienceGraph, our proposed scheme for visualizing salience dynamics, can be
applied to a user interface for browsing long discourse, as illustrated in Fig. 7.

(1) A user can automatically overview the contextual flow of discourse on the
basis of the latent topics and the terms representing each topic.

(2) The user filters out z3 and appends the term “flood control” according to
her interest.

(3) She zooms in around U284, a likely mixture point among z1, z2, and “flood”.
(4) She reads around U284 by double-clicking on it.

This procedure meets Shneiderman’s ‘Visual Information-Seeking Mantra:
“overview first, zoom and filter, then details on demand.” This user interface
should be effective in browsing long discourse and analyzing the discussion. We
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Fig. 7. Example of browsing conference minutes using SalienceGraph

plan to develop a discourse browsing system based on SalienceGraph and apply
it to the analysis of public debate (e.g., for the study on public involvement).

5 Related Work

5.1 PLSA-Based Language Model

PLSA is often used for language modeling. In the conventional studies of lan-
guage modeling, the Bag-of-Words vectors, which consist of term frequencies, are
used for the training data representing the contextual history h. Our method is
different from the conventional methods in terms of the training data for PLSA.
We use vectors consisting of reference probabilities, which represent the atten-
tional states at each utterance unit, as the training data. This is because the
reference probabilities have a higher ability to predict the subsequent references
than frequency-based metrics, as mentioned above.

Latent dirichlet allocation (LDA) [11] and dirichlet mixture (DM) [12], im-
provements to PLSA, are also used for language modeling. Mochihashi et al.
proposed two schemes for integrating these models and the particle filter: mean
shift model-LDA (MSM-LDA) and mean shift model-DM (MSM-DM) [13]. These
schemes are potentially applicable to SalienceGraph. We will investigate them
and consider to their use.
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5.2 Visualization of Chronological Topic Dynamics

In our scheme for visualizing salience dynamics, SalienceGraph, the constituent
unit of a contextual flow is an utterance or a sentence. On the other hand,
there have been many studies of visualizing chronological topic dynamics in
which the constituent unit is a document. For instance, the word burst [14]
is such a schemes for chronological visualization. For chronological visualiza-
tion, frequency-based metrics are suitable because the constituent unit of the
contextual flow, a document, is large enough for frequency-based metrics. The
constituent unit in Salience graph, an utterance, is too small for frequency-based
metrics, so we define the reference probability as the salience metric.

6 Conclusion

We have developed SalienceGraph, a scheme for visualizing the salience dynamics
of discourse. It helps readers to browse, for example, the minutes of a long debate
because it can be used to identify a particular point in the minutes. First, we
designed a method for calculating a salience metric, the reference probability.
We then carried out experiments to evaluate it using interview dialogues and
newspaper articles in Japanese. The results showed that it can better predict
subsequent references than the naive TF. They also showed that it is particularly
suitable for dealing with spoken language. By integrating this method and PLSA,
we developed the SalienceGraph scheme. Furthermore, we proposed applying to
a discourse browsing system that satisfies Shneiderman’s Visual Information-
Seeking Mantra. We plan to develop such a system and use it to analyze public
debate for the purpose, for example, of studying public involvement.

References

1. Jeong, H., Hatori, T., Kobayashi, K.: Discourse analysis of public debates: A
corpus-based approach. In: Proceedings of 2007 IEEE International Conference
on Systems, Man and Cybernetics (SMC 2007), pp. 1782–1793 (2007)

2. Shneiderman, B.: Designing the User Interface: Strategies for Effective Human-
Computer Interaction, 3rd edn. Pearson Addison Wesley (1998)

3. Hasida, K.: Global Document Annotation (GDA), http://i-content.org/GDA/
4. Kudo, T., Matsumoto, Y.: Japanese dependency analysis using cascaded chunking.

In: Proceeding of the 6th conference on Natural language learning (CoNLL-2002,
COLING 2002 Post-Conference Workshops), pp. 1–7 (2002)

5. Grosz, B., Joshi, A., Weinstein, S.: Centering: A Framework for Modeling the Local
Coherence of Discourse. Computational Linguistics 21(2), 203–226 (1995)

6. Hasida, K., Shiramatsu, S., Komatani, K., Ogata, T., Okuno, H.G.: Meaning
games. In: Satoh, K., Inokuchi, A., Nagao, K., Kawamura, T. (eds.) JSAI 2007.
LNCS (LNAI), vol. 4914, pp. 228–241. Springer, Heidelberg (2008)

7. Murdock, B.: The Serial Position Effect in Free Recall. Journal of Experimental
Psychology 64, 482–488 (1962)

8. Maekawa, K.: Corpus of Spontaneous Japanese: Its Design and Evaluation. In:
Proceedings of the ISCA & SSPR 2003, pp. 7–12 (2003)

http://i-content.org/GDA/


902 S. Shiramatsu et al.

9. GSK (Gengo Shigen Kyokai): Linguistic resourse catalogue (in Japanese),
http://www.gsk.or.jp/catalog.html

10. YodoRiver-Watershed-Committee: Minute of the Debate Session among Citizens
and Committee Members (Nyu Dam) (2005) (in Japanese),
http://www.yodoriver.org/kaigi/biwa/17.html#ikenkoukan

11. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet Allocation. Journal of Machine
Learning Research 3, 993–1022 (2003)

12. Sadamitsu, K., Mishina, T., Yamamoto, M.: Topic-based language models using
dirichlet mixtures. Systems and Computers in Japan 38(12), 76–85 (2007)

13. Mochihashi, D., Matsumoto, Y.: Context as filtering. In: Advances in Neural In-
formation Processing Systems (NIPS 2005), vol. 18, pp. 907–914 (2006)

14. Kleinberg, J.: Bursty and hierarchical structure in streams. In: Proceedings of
the 8th ACM SIGKDD International Conference on Knowledge Discovery and
DataMining, pp. 1–25 (2002)

http://www.gsk.or.jp/catalog.html
http://www.yodoriver.org/kaigi/biwa/17.html#ikenkoukan


Learning Discriminative Sequence Models from
Partially Labelled Data for Activity Recognition

Tran The Truyen1, Hung H. Bui2,�, Dinh Q. Phung1, and Svetha Venkatesh1

1 Department of Computing, Curtin University of Technology
GPO Box U1987 Perth, Western Australia 6845, Australia

thetruyen.tran@postgrad.curtin.edu.au,

{d.phung,s.venkatesh}@curtin.edu.au
2 Artificial Intelligence Center, SRI International

333 Ravenswood Avenue, Menlo Park, CA 94025-3493, USA
bui@ai.sri.com

Abstract. Recognising daily activity patterns of people from low-level
sensory data is an important problem. Traditional approaches typically
rely on generative models such as the hidden Markov models and
training on fully labelled data. While activity data can be readily
acquired from pervasive sensors, e.g. in smart environments, providing
manual labels to support fully supervised learning is often expensive.
In this paper, we propose a new approach based on partially-supervised
training of discriminative sequence models such as the conditional ran-
dom field (CRF) and the maximum entropy Markov model (MEMM).
We show that the approach can reduce labelling effort, and at the same
time, provides us with the flexibility and accuracy of the discriminative
framework. Our experimental results in the video surveillance domain
illustrate that these models can perform better than their generative
counterpart (i.e. the partially hidden Markov model), even when a
substantial amount of labels are unavailable.

Keywords: activity recognition, discriminative models, partially la-
belled data, indoor video surveillance, conditional random fields, maxi-
mum entropy Markov models.

1 Introduction

An important task in human activity recognition from low-level noisy sensory
data is segmenting the data streams and labeling them with meaningful sub-
activities. The labels can then be used to facilitate data indexing and organ-
isation, to recognise higher levels of semantics, and to provide useful context
for intelligent assistive agents. To handle the uncertainty inherent in the data,
current approaches to activity recognition typically employ probabilistic models
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such as the hidden Markov models (HMMs) and variants [1,2,7]. These models
are essentially generative, i.e. they model the relation between the activity se-
quence x and the observable data stream o via the joint distribution P (x,o).
However, it is often difficult to capture complex dependencies in the observation
sequence o, as typically, simplifying assumptions need to be made so that the
conditional distribution P (o|x) is tractable. This limits the choice of features
that one can use to encode multiple data streams. In addition, as we are often
interested in finding the most probable activity sequence x∗ = arg maxx P (x|o),
it is more natural to model P (x|o) directly.

Thus the discriminative model P (x|o) is more suitable to specify how an
activity x would evolve given that we already observe a sequence of observations
o. With appropriate use of contextual information, the discriminative models
can represent arbitrary, dynamic long-range interdependencies which are highly
desirable for segmentation tasks.

Moreover, whilst capturing unlabeled sensor data for training is cheap, ob-
taining labels in a fully supervised setting often requires expert knowledge and
is time consuming. In many cases we are certain about some particular labels,
for example, in surveillance data, when a person enters a room or steps on a
pressure mat. Other labels (e.g. other activities that occur inside the room) are
left unknown. Therefore, it is more desirable to employ the partially-supervised
approach in that some labels are missing in the training data. Specifically, we
consider two recent discriminative models, namely, the undirected Conditional
Random Fields (CRFs) [3], (Figure 1(b)) and the directed Maximum Entropy
Markov Models (MEMMs) [5] (Figure 1(a)). As the original models require full
labels, we provide a treatment of incomplete data for the CRFs and the MEMMs.
The treatment mainly contributes to the main novelty of this paper despite the
fact that there have been recent attempts to apply discriminative models for
activity recognition, [4,9,10,6,11]. Note that the work in [6] also investigates hid-
den variables in modelling activity, this is for discovering latent aspects rather
than for reducing labelling effort.

We provide experimental results in the video surveillance domain where we
compare the performance of the proposed models and the equivalent partially
hidden Markov models (PHMMs) [8] (Figure 1(c)) in learning and segmenting
human indoor movement patterns. Out of three data sets studied, a common
behaviour is that the HMM is outperformed by the discriminative counterparts
even when a large portion of labels are missing. Providing contextual features
for the models increases the performance significantly.

(a) MEMM (b) CRF (c) PHMM

Fig. 1. (a,b): The partially labelled discriminative models, and (c): partially hidden
Markov models. Filled circles and bars are data observations, empty circles are hidden
labels, shaded circles are the visible labels.
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The remainder of the paper is organised as follows. Section 2 provides back-
ground on CRFs and MEMMs. Section 3 describes learning discriminative mod-
els under missing labels. The paper then describes implementation and exper-
iments and presents results in Section 4. The final section summarises major
findings and further work.

2 Background

This section briefly reviews the MEMMs and the CRFs for sequence modelling.
Given a data sequence o of length T , the MEMMs define the conditional distri-
bution of the activity labelling x as follows

P (x|o) = P (x1|o)
T∏

t=2

P (xt|xt−1,o), where, (1)

P (xt|xt−1,o) =
1

Z(o,xt−1)
exp(w�f(o,xt−1,xt)) , (2)

where Z(o,xt−1) =
∑

xt
exp(w�f(o,xt−1,xt)). The functions f(o,xt−1,xt) are

the features that capture the statistics of the observational data and the activities
and their transition at time t. The parameters w are the weights associated with
the features and are estimated through training.

Thus, a MEMM is a directed Markov chain conditioned on the observational
data o. In supervised training, all activity labels {xt}Tt=1 are given, so only
local classifiers P (xt|xt−1,o) are learnt. During inference time, however, since
no history labels are given for those local classifiers, Viterbi decoding must be
used for simultaneous labelling. Since learning is conditioned on the previous
labels, if the previous labels allows only limited transition to the current labels,
a phenomenon known as label-bias will occur.

The CRFs, on the other hand, do not suffer from this drawback as they model
the activity sequence entirely

P (x|o) =
1

Z(o)

T∏
t=2

exp(w�f(o,xt−1,xt)) , (3)

where Z(o) =
∑

x
∏T

t=2 exp(w�f(o,xt−1,xt)). Since the computation of Z(o)
has the standard sum-product form, we can use dynamic programming at the
cost of O(T ) time. Thus, a CRF is a undirected Markov chain conditioned on
the observational data o.

Fully supervised learning in the CRFs and MEMMs typically maximises the
conditional log-likelihood1 L(w) = logP (x|o).

1 For multiple iid data instances, we should write L(w) =
∑

x P̃ (o) log P (x|o) where
P̃ (o) is the empirical distribution of training data, but we drop this notation for
clarity.
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3 Learning Discriminative Models from Partially
Labelled Data

In our partially labelled discriminative models, the label sequence x consists of
a visible component v (e.g. labels that are provided manually, or are acquired
automatically by reliable sensors) and a hidden part h (labels that are left un-
specified or those we are unsure), that is x = (v,h). The joint distribution of all
visible variables v is therefore given as

P (v|o) =
∑
h

P (v,h|o) =
∑
h

P (x|o) . (4)

To learn the model parameters that are best explained by the data, we maximise
the penalised log-likelihood

Λ(w) = L(w) − 1
2σ2 ‖w‖

2 ,

where L(w) = logP (v|o). The regularisation term is needed to avoid over-fitting
when only limited data is available for training. For simplicity, the parameter σ
is shared among all dimensions and is selected experimentally.

As with incomplete data, an alternative to maximise the log-likelihood is
using the EM algorithm whose Expectation (E-step) at step j is to calculate the
quantity

Q(wj ,w) =
∑
h

P (h|v,o;wj) logP (h,v|o) , (5)

and the Maximisation (M-step) maximises the concave lower bound of the log-
likelihood Q(wj ,w)− 1

2σ2 ||w||2 with respect to w. Unlike Bayesian networks, the
log-linear models do not yield closed form solutions in the the M-step. However,
as the function Q(wj ,w) is concave, it is still advantageous to optimise with
efficient Newton-like algorithms.

3.1 Learning MEMMs

Directed models like the MEMMs are important in activity modeling because
they naturally encode the state transitions given the observations. As we are free
to encode arbitrary information exacted from the whole sequence o to the local
distribution, we use a sliding window Ωt of size s centred at the current time t to
capture the local context of the observation. The joint incomplete distribution
is therefore

P (v|o) =
∑
h

P (x1|Ω1)
T∏

t=2

P (xt|Ωt,xt−1) . (6)

Since this is a standard sum-product problem, dynamic programming can be
used to solve in O(T ) time.
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In learning of MEMMs using EM, the E-step is to calculate

Q(wj ,w) =
∑

t

∑
ht−1

P (ht−1|v, Ωj
t )

∑
ht

P (ht|ht−1, Ω
j
t ) logP (ht|ht−1, Ωt) . (7)

and the M-step is to solve the zeroing gradient equation

∇Q(wj ,w) =
∑

t

∑
ht−1

P (ht−1|v, Ωj
t )

{∑
ht

P (ht|ht−1, Ω
j
t )f(ht−1,ht, Ωt) −

∑
xt

P (xt|ht−1, Ωt)f(ht−1,xt, Ωt)

}
.

Computation of the EM reduces to that of marginals and state transition proba-
bilities, which can be carried out efficiently in the Markov chain framework using
dynamic programming.

3.2 Learning CRFs

From Eq. 3, we have

P (v|o) =
1

Z(o)

∑
h

exp(w�f(o,xt−1,xt)) . (8)

In this case, the complexity of computing P (v|o) is the same as that of computing
the partition function Z(o) up to a constant.

For the partially labelled CRFs, the gradient of incomplete likelihood reads

∂L(w)
∂wk

=
∑

t

⎛⎝ ∑
ht−1,ht

P (ht−1,ht|v,o)fk(ht−1,ht,v,o)−

∑
xt−1,xt

P (xt−1,xt|o)fk(xt−1,xt,o)

⎞⎠ . (9)

Zeroing the gradient does not yield an analytical solution, so typically iterative
numerical methods such as conjugate gradient and Newton methods are needed.
The gradient of the lower bound in the EM framework of (5) is similar to (9),
except that the pairwise marginals P (ht−1,ht|v,o) are now replaced by the
marginals of the previous EM iteration P (ht−1,ht|v,oj). The pairwise marginals
P (xt−1,xt|o) can be computed easily using a forward pass and a backward pass
in the standard message passing scheme on the chain.

3.3 Comparison with the PHMMs

The main difference between the models described in this section (Figure 1(a,b))
and the PHMMs [8] (Figure 1(c)) is the conditional distribution P (x|o) in dis-
criminative models compared to the joint distribution P (x,o) in the PHMMs.
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The data distribution of P (o) and how o is generated are not of concern in the
discriminative models. In the PHMMs, on the contrary, the observation point
ot is presumably generated by the parent label node xt, so care must be taken
to ensure proper conditional independence among {ot}Tt=1. This difference has
an implication that, while the discriminative models may be good to encode
the output labels directly with arbitrary information extracted from the whole
observation sequence o, the PHMMs better represent o when little information
is associated with x. For example, when x is totally missing, P (o) =

∑
x P (x,o)

is still modeled in the PHMMs and provides useful information.

4 Experiments and Results

Our task is to infer the activity patterns of a person (the actor) in a video
surveillance scene. The observation data is provided by static cameras while the
labels, which are activities such as ‘go-from-A-to-B’ during the time interval
[ta, tb] (see Table 1), are recognised by the trained models.

4.1 Setup and Data

The surveillance environment is a 4× 6m2 dining room and kitchen (Figure 2).
Two static cameras are installed to capture the video of the actor making some
meals. There are six landmarks which the person can visit during the meals:
door, TV chair, fridge, stove, cupboard, and dining chair.

We study three scenarios corresponding to the person making a short meal (de-
noted by SHORT MEAL), having a snack (HAVE SNACK), and making a nor-
mal meal (NORMAL MEAL). Each scenario comprises of a number of primitive
activities as listed in Table 1. The association between scenarios and their primi-
tive activities are: SHORT MEAL = {1,2,3,4,11}, HAVE SNACK = {2,5,6,7,8},
and NORMAL MEAL = {1,2,4,9,10,11,12}. The SHORT MEAL data set has
12 training and 22 testing video sequences; and each of the HAVE SNACK

Camera 1

Camera 2
Door

Cupboard

Stove

Fridge

TV chair

Dining chair

Fridge

Dinning chair

TV chair
Door

Fig. 2. The environment and scene viewed from one of the two cameras
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Table 1. The primitive activities (the labels)

Activity Landmarks Activity Landmarks
1 Door→Cupboard 7 Fridge→TV chair
2 Cupboard→Fridge 8 TV chair→Door
3 Fridge→Dining chair 9 Fridge→Stove
4 Dining chair→Door 10 Stove→Dining chair
5 Door→TV chair 11 Fridge→Door
6 TV chair→Cupboard 12 Dining chair→Fridge

and NORMAL MEAL data sets consists of 15 training and 11 testing video
sequences. For each raw video sequence captured, we use a background subtrac-
tion algorithm to extract a corresponding discrete sequence of coordinates of
the person based on the person’s bounding box. The training sequences are par-
tially labeled, indicated by the portion of missing labels ρ. The testing sequences
provide the ground-truth for the algorithms. The sequence length ranges from
T = 20−60 and the number of labels per sequence is allowed to vary as T ∗(1−ρ)
where ρ ∈ [0, 100%].

We apply standard evaluation metrics such as precision P , recall R, and the
F1 score given as F1 = 2 ∗ P ∗R/(P +R) on a per-token basis.

4.2 Feature Design and Contextual Extraction

Features are crucial components of the model as they tie raw observation data
with semantic outputs (i.e. the labels). The features need to be discriminative
enough to be useful, and at the same time, they should be as simple and intu-
itive as possible to reduce manual labour. The current raw data extracted from
the video contains only (X,Y ) coordinates. From each coordinate sequences,
at each time slice t, we extract a vector of five elements from the observation
sequence g(o, t) = (Xt, Yt, uXt , uYt , st =

√
u2

Xt
+ u2

Yt
), which correspond to the

(X,Y ) coordinates, the X & Y velocities, and the speed, respectively. Since the
extracted coordinates are fairly noisy, we use the average velocity measurement
within a time interval of small width w, i.e. uXt = (Xt+w/2 −Xt−w/2)/w. Typ-
ically, these observation-based features are real numbers and are normalised so
that they have a similar scale.

We decompose the feature set {fk(xt−1,xt,o)} into two subsets: the state-
observation features fl,m,ε(o,xt) := I[xt = l]hm(o, t, ε) and the state-transition
features fl1,l2(xt−1,xt) := I[xt−1 = l1]I[xt = l2], where m = 1..5 and
hm(o, t, ε) = gm(o, t + ε) with ε = −s1, ..0, ..s2 for some positive integers s1,
s2. The state-observation features in thus incorporate neighbouring observation
points within a sliding window of width s = s1 + s2 + 1.

To have a rough idea of how the observation context influences the performance
of the models, we try different window sizes s (see Equation (1)). The experiments
show that incorporating the context of observation sequences does help to improve
the performance significantly (see Figure 3). We did not try exhaustive searches



910 T.T. Truyen et al.

0 50 100
50

60

70

80

90

portion of missing labels (%)

av
er

ag
e 

F
−

sc
or

e

CRF, s=1
CRF, s=5

0 50 100
40

50

60

70

80

90

portion of missing labels (%)

av
er

ag
e 

F
−

sc
or

e

MEMM, s=1
MEMM, s=5

(a) (b)

Fig. 3. The role of context (SHORT MEAL), s: the window size to extract observation
data. (a) CRFs, (b) MEMMs. In all figures, the x-axis: the portion of missing labels
(%) and the y-axis: the averaged F-score (%) over all states and over 10 repetitions.

for the best context size, nor did we implement any feature selection mechanisms.
As the number of features scales linearly with the context size as K = 5s|Y | +
|Y |2, where s can be any integer between 1 and T , where T is the sequence length,
clearly a feature selection algorithm is needed when we want to capture long range
correlation. For the practical purposes of this paper, we choose s = 5 for both
CRFs and MEMMs. Thus in our experiments, CRFs and MEMMs share the same
feature set, making the comparison between the two models consistent.

4.3 Performance of Models

To evaluate the performance of discriminative models against the equivalent
generative counterparts, we implement the PHMMs (Figure 1(c)). The features
extracted from the sensor data for the PHMMs include the discretised position
and velocity. These features are different from those used in discriminative mod-
els in that discriminative features can be continuous. Thus the feature set used
by PHMMs is different from those shared by CRFs and MEMMs. Although the
difference may raise the concern about the compatibility of these models, it is
precisely where discriminative models are more flexible as they have no difficulty
selecting features.

To train discriminative models, we implement the non-linear conjugate gradi-
ent (CG) of Polak-Ribière and the limited memory quasi-Newton L-BFGS. After
several pilot runs, we select the L-BFGS to optimise the objective function in
(5) directly. In the case of MEMMs, the regularised EM algorithm is chosen
together with the CG. The algorithms stop when the rate of convergence is less
than 10−5. The regularisation constants are empirically selected as σ = 5 in the
case of CRFs, and σ = 20 in the case of MEMMs.

For the PHMMs, it is observed that the initial parameter initialisation is
critical to learn the correct model. Random initialisations often result in very
poor performance. This is unlike the discriminative counterparts in which all
initial parameters can be trivially set to zeros (equally important).
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Fig. 4. Average performance of models (a: SHORT MEAL, b: NORMAL MEAL). x-
axis: portion of missing labels (%) and y-axis: the averaged F-score (%) over all states
and 10 repetitions.

Overall in our experiments (Figure 4) the generative PHMMs are outper-
formed by the discriminative counterparts in all cases given sufficient labels. This
clearly matches the theoretical differences between these models in that when
there are enough labels, richer information can be extracted in the discriminative
framework, i.e. modeling P (x|o) is more suitable. On the other hand, when only
a few labels are available, the unlabeled data is important so it makes sense to
model and optimise P (o,x) as in the generative framework. On all data sets, the
CRFs outperform the other models. These behaviours are consistent with the
results reported in [3] in the fully observed setting. MEMMs are known to suffer
from the label-bias problem [3], thus their performance does not match that of
CRFs, although MEMMs are better than HMMs given enough training labels. In
the HAVE SNACK data set, the performance of MEMMs is surprisingly good.

A striking fact about the globally normalised CRFs is that the performance
persists until most labels are missing. This is clearly a big time and effort saving
for the labeling task.

5 Conclusions and Further Work

In this work, we have presented a partially-supervised framework for activity
recognition on low-level noisy data from sensors using discriminative models.
We illustrated the appropriateness of the discriminative models for segmenta-
tion of surveillance video into sub-activities. As more flexible information can be
encoded using feature functions, the discriminative models can perform signifi-
cantly better than the equivalent generative HMMs even when a large portion
of the labels are missing. CRFs appear to be a promising model as the exper-
iments show that they consistently outperform other models in all three data
sets. Although less expressive than CRFs, MEMMs are still an important class of
models as they enjoy the flexibility of the discriminative framework and enable
online recognition as in directed graphical models.



912 T.T. Truyen et al.

Our study shows that primitive and intuitive contextual features work well
in the area of video surveillance. However, to obtain the optimal context and to
make use of the all information embedded in the whole observation sequence,
a feature selection mechanism remains to be designed in conjunction with the
models and training algorithms presented in this paper.
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Abstract. This paper addresses the problem of feature selection for the high
dimensional data clustering. This is a difficult problem because the ground truth
class labels that can guide the selection are unavailable in clustering. Besides,
the data may have a large number of features and the irrelevant ones can ruin the
clustering. In this paper, we propose a novel feature weighting scheme for a kernel
based clustering criterion, in which the weight for each feature is a measure of its
contribution to the clustering task. Accordingly, we give a well-defined objective
function, which can be explicitly solved in an iterative way. Experimental results
show the effectiveness of the proposed method.

1 Introduction

In many pattern recognition and data mining problems, e.g. the computer vision, text
processing and the more recent gene data analysis, etc., the input raw data sets often
have a huge number of possible explanatory variables, but there are much fewer samples
available. The abundance of variables makes the classification among patterns much
harder and less accurate. Under such circumstances, selecting the most discriminative
or representative features of a sample inevitably becomes an important issue.

In the literature, most feature selection algorithms have been developed for super-
vised learning, rather than the unsupervised learning. It is believed that the unsuper-
vised feature selection is more difficult due to the absence of class labels that can guide
the search for the relevant information. Until very recently, several algorithms have
been proposed to address this issue for clustering. In general, they can be categorized
as wrapper and filter methods according to the evaluation criterion in searching for
relevant features. For wrapper approaches [5,7], the quality of every candidate feature
subset is assessed by investigating the performance of a specific clustering algorithm on
this subset, and each candidate subset is obtained by conducting combinatorial search
through the space of all feature subsets. These algorithms have shown the success on
low dimensional data. Nevertheless, the size of candidate subset space is exponential in-
creased over the number of features. As a result, their computation are laborious, partic-
ularly on the high dimensional data. In contrast, the filter approaches [6,12,8,4] are more
efficient in dealing with the high dimensional data. Such an algorithm first evaluates the
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features by their intrinsic properties (e.g., feature variance, similarity among features,
capability of locality preserving, etc.), and then removes a number of less informative
features before the clustering. In the literature, the Laplacian score [6] is considered as
the state-of-art filter method [12]. It selects the features that can preserve the manifold
locality described by the weighted nearest neighbor graph, which has a close relation-
ship to the spectral clustering [10,11]. This method has been successfully applied to the
real-world high dimensional datasets that possess the manifold characteristics. Never-
theless, it assumes that there should be much less irrelevant features in the data so as
to obtain a graph characterizing the authentic similarities among data. In the presence
of a large number of irrelevant features, the performance of Laplacian score may be
degraded severely.

In this paper, we propose an effective feature selection approach to clustering. The
proposed method assigns each feature a real-valued weight to indicate its relevance for
the clustering problem, and eventually the issue of feature selection, together with the
clustering, is formulated as an optimization problem. Accordingly, we give a kernel
based clustering objective function, which can be optimized using an iterative algo-
rithm. In each step of an iteration, the sub-optimization problem is convex and can be
easily solved by a well-established optimization technique.

The remainder of the paper is organized as follows. Section 2 introduces the op-
timization formulation for the feature selection problem, whose solution is given in
Section 3. Section 4 presents the extensive experiments on real-world high dimensional
datasets. The concluding remarks are given in Section 5.

2 The Feature Selection in Clustering as an Optimization Problem

Before giving the feature selection scheme, we first introduce the clustering objective
function we proposed in this paper.

2.1 The Clustering Objective Function

Let X = {xi}ni=1 ∈ Rd×n denote the data set consisting of n samples over
d-dimensional space, Sij(0 ≤ Sij ≤ ∞) denote the similarity between the points
xi and xj , and the similarity matrix S = [Sij ]n×n is assumed to be symmetric. An
intuitive clustering objective is to seek the partition such that the summation of similar-
ities between points in the same cluster is maximized, while that in different clusters is
minimized. Such a criterion can be realized to maximize the following cost function:

Q(C) =
k∑

l=1

[ ∑
xi,xj∈Cl

(
1
|Cl|
− 1
n

)Sij +
∑

xi,xj /∈Cl

(− 1
n

)Sij

]
(1)

where C is a possible partition, k is the number of clusters which is assumed known, Cl

is the set of points contained in the l-th cluster (1 ≤ l ≤ k), and the number of points in
the l-th cluster is denoted by |Cl| (|Cl| ≤ n). The coefficients in front of the similarity
items are to defy the effect of different sizes of clusters. Equation (1) can be expressed
in a more compact form with matrix operation:
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Q(G) =
n∑

i,j=1

SijG̃ij = trace(SG̃) (2)

where G̃ = ΠnGΠn, Πn ∈ Rn×n is the centering matrix defined as Πn = In −
1
neneT

n , and en is a vector of all ones of size n. G ∈ Rn×n is a matrix whose entry
is defined as: Gij = 1

|Cl| , if xi,xj ∈ Cl, and zero otherwise. If we define the hard

cluster indicator matrix L ∈ Rn×k as: Lil = |Cl|−
1
2 ,if xi ∈ Cl and zero otherwise. It is

easy to verify that the cluster indicator matrix satisfies: LLT = G, LT L = Ik, where
Ik ∈ Rk×k is the unit matrix. Then Equation (2) can be expressed as:

Q(L) = trace(SΠnLLT Πn) = trace(LT ΠnSΠnL). (3)

By the spectral relaxation [1], we allow Lij to take a continuous value, subject to the
constraint LT L = Ik so as to turn it into a tractable continuous optimization problem.
Hence, the clustering criterion can be formulated as:

max
LT L=Ik

trace(LT ΠnSΠnL). (4)

2.2 The Weighting Scheme to Select Features

The matrix S is not necessarily fixed. In fact, we select the relevant features to enhance
the similarity matrix for maximizing the criterion in Equation (4), i.e.

max
S,L

Q(L,S) = trace(LT ΠnSΠnL) s.t. LT L = Ik. (5)

Suppose the RBF kernel function is adopted as the similarity, i.e., Sij =K(xi,xj) =

exp(−
∑d

p=1(x
(p)
i −x(p)

j )2

t ), where x(p)
i is the value of the p-th feature for the point xi.

Let wp ∈ {0, 1} (1 ≤ p ≤ d) be the relevance indicator value associated with the p-th
feature, i.e., wp = 1 if the p-th feature is selected to form the relevant feature subset and
0 otherwise. Therefore, a natural feature selection scheme is to use a modified similarity
matrix, denoted as Sw, whose (i, j)-th element is defined as:

Sw
ij = K(w ◦ xi,w ◦ xj) = e−

∑d
p=1 wp(x(p)

i
−x

(p)
j

)2

t , (6)

where ◦ denotes the element-wise multiplication. Since maximization ofQ(L,Sw) for
all possible feature subsets is infeasible for high dimensional data, we relax the indicator
wp to real-valued nonnegative weight (i.e. wp ≥ 0), and a large value of wp will indi-
cate that the p-th feature is more important to the similarity formation. It is observed that
substituting the modified similarity matrix Sw into (5) will lead to a nonlinear optimiza-
tion problem with respect to w, which is very difficult to solve, due to the nonlinearity
introduced by the RBF kernel function. In order to overcome this difficulty, we propose
a simple but effective weighting scheme:

Sw
ij =

d∑
p=1

wpK(x(p)
i ,x(p)

j ) =
d∑

p=1

wpe
− (x(p)

i
−x

(p)
j

)2

t =
d∑

p=1

wpKp(xi,xj), (7)
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where we define Kp(xi,xj) = K(x(p)
i ,x(p)

j ) as the (i, j)-th element of the kernel ma-
trix Kp that is constructed by using only the p-th feature of the data points. Furthermore,

we normalize Kp to Kp ← D− 1
2

p KpD
− 1

2
p , where Dp is a diagonal matrix with the row

sum of Kp in the diagonal, and the operation “A← B” means that the value of B is

assigned to A. The normalized similarity can be interpreted as the probability of x(p)
i

(or x(p)
j ) being close to x(p)

j (or x(p)
i ). For fixed w, the aggregated and normalized Kp

form a combination Sw =
∑d

m=1 wpKp. If wp = 0, this implies that Sw will not de-
pend on the original p-th feature. Obviously, Sw is still symmetric and has nonnegative
elements. Subsequently, maximizing the criterion in (5) finally becomes the following
optimization problem:

max
w,L
Q(L,w) = max

w,L
trace

[
LT Πn(

∑
p

wpKp)ΠnL
]

s.t. wp ≥ 0, ‖w‖2 = 1, LT L = Ik, (8)

where the constraint ‖w‖2 = 1 prevents the maximization from increasing without
bound.

3 The Solution to the Optimization Problem

The objective function in Equation (8) is not convex. However, if one of the two com-
ponents (w and L) is fixed, the objective function will be convex in terms of the other
component. Subsequently, the optimization problem becomes easy to solve, which will
enable us to solve the problem by updating w and L iteratively to find a (local) optimal
solution for (8).

3.1 Calculation of L for a Given w

Given a weight vector w, the maximization problem specified in Equation (8) reduces
to the following trace maximization problem:

max
L

trace
(
LT K̃L

)
s.t. LTL = Ik. (9)

where K̃ is defined as K̃ = Πn(
∑

p wpKp)Πn. According to the Ky Fan theorem [2],

an optimal solution for L is given by the k eigenvectors of K̃ corresponding to the k
largest eigenvalues, where k is the number of clusters.

3.2 Calculation of w as Given L

Given a cluster indicator matrix L, the maximization problem specified in Equation (8)
reduces to:

max
w

∑
p

wptrace(LT ΠnKpΠnL) s.t. wp ≥ 0, ‖w‖2 = 1. (10)
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Let zp = trace(LT ΠnKpΠnL). Intuitively, it can be interpreted as the contribution of
the p-th feature to the clustering. Then (10) can be simplified as:

max
w

wT z, s.t. wp ≥ 0, ‖w‖2 = 1. (11)

Applying the Lagrangian method to the optimization problem (11), we can obtain its an-
alytical solution w = (z)+/‖(z)+‖2, where (zp)+ = max(zp, 0). Fortunately, zp is al-
ways nonnegative because zp = trace(LT ΠnKpΠnL) =

∑k
l=1(ΠnLl)TKp(ΠnLl)

≥ 0, which follows from the positive semi-definite property of Kp. Therefore, given L,
we can obtain a global maximizer for (10), i.e., w = z/‖z‖2. Namely, the weight for
each feature is proportional to its contribution to the overall clustering quality.

3.3 The Main Algorithm

Based on the discussion described above, we propose to develop an iterative algorithm.
The pseudo-code of the main algorithm is given in Algorithm 1. The final discrete

input : X , k, ε
output: L,w

Construct Kp(p = 1, . . . , d) with RBF kernel function using only the p-th row of X, and1

normalize each kernel matrix as:Kp ← D
− 1

2
p KpD

− 1
2

p , where Dp is a diagonal matrix with
the row sum of Kp in the diagonal;
Set the initial weight vector w to ed/‖ed‖2;2

while the relative change of the objective function value ≥ ε do3

Update L as in Section 3.1;4

Update w as in Section 3.2;5

Record the objective function value in (8);6

end7

return L, w;8

Algorithm 1. The main algorithm for the integrated feature selection in clustering

clustering result can be obtained by applying k-means on the rows of the relaxed cluster
indicator matrix L as in [10]. The convergence of the proposed algorithm is guaranteed,
as shown in Theorem 1.

Theorem 1. The proposed algorithm always converges.

Proof. Given an arbitrary weight vector w∗ that satisfies the required constraints, we
can obtain that:

max
L
Q(L,w∗) = max

L
trace

[
LT Πn(

∑
p

w∗
pKp)ΠnL

]
= λ1 + · · ·+ λk

≤ λ1 + · · ·+ λn = trace
[
Πn(

∑
p

w∗
pKp)Πn

]
=

∑
p

w∗
ptrace(ΠnKpΠn) ≤ max

w∗
p≥0,‖w∗‖2=1

w∗T ν = ‖ν‖2, (12)
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where νp = trace(ΠnKpΠn) is fixed. According to (12), the maximum of (8) is
always upper bounded by a fixed finite value. Since Step 4 and 5 of the main algorithm
optimize the same objective function in (8), its value is non-decreasing, the algorithm
will always converge.

In the implementation, we set the threshold ε at 0.0005 for checking the convergence.
We observe from our experiments that the proposed algorithm converges in less than 10
iterations, and typically within 3 to 4 iterations.

4 Experiments

We conducted several experiments to demonstrate the effectiveness of the proposed
algorithm. Five benchmark data sets were used in our experiments, and their character-
istics are summarized in Table 1. On each data set, we investigated whether our inte-
grated feature selection and clustering algorithm (denoted as integrated) could improve
the conventional spectral clustering algorithm, normalized cut (Ncut)1 [11], which is
equivalent to optimize the same clustering criterion in (4) (given the row-sum normal-
ized S matrix is fixed), but does not consider the feature selection issue (denoted as
nofs+Ncut). Furthermore, we compared our feature selection method with the state-
of-art unsupervised one, the Laplacian score [6], whose starting point is to seek the
feature that can preserve the locality. Specifically, it essentially ranks the features ac-
cording to the following criterion in the ascending order [6]:

∑
ij wij(x

(p)
i − x(p)

j )2,
where wij = K(xi,xj) is the local similarity between xi and xj , obtained with all
the features. Since the Laplacian score is a ranking-based filter approach, it does not
perform the clustering. For a fair comparison, the clustering result obtained by our inte-
grated method was not utilized when comparing with the Laplacian score. Instead, we
ranked the features according to their weights, the performance of the normalized cut
clustering with the top-ranked features was then used to evaluate our weighting scheme
(denoted as wrank+Ncut) and the Laplacian score (denoted as laprank+Ncut).

Table 1. Summary of the benchmark data sets

Data Set #DIM #INST #CL
(p) (n) (k)

PIEC27 5p 1280 105 5
LEUKEMIA 999 38 2
LUNG 1000 197 4
MULTITISSUE 1000 103 4
ST.LEUKEMIA 985 248 6

As we have the label information of all five benchmark datasets, the clustering results
were evaluated by comparing the obtained label of each data points with the ground
truth. We used two standard measurements: the accuracy (ACC) and the normalized
mutual information (NMI), higher values for both measurements will indicate good
clustering performance.

1 The source code in MATLAB is downloaded from: http://www.cis.upenn.edu/∼jshi/software/
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Fig. 1. Sample images from PIE face database under varying illumination conditions

Throughout the experiments, the parameter t in RBF kernel function was simply set
at 0.0025 ∗ max(B(p)) for our method, where max(B(p)) is the maximum squared
pairwise Euclidean distance between the elements in the p-th feature. The similarity
used by the Ncut algorithm was also built with RBF kernel function, and the parameter
t in RBF kernel function was set at 0.0025 ∗max(B), where max(B) is the maximum
squared pairwise Euclidean distance between the points.

4.1 Faces with Varying Illumination Conditions

A subset of the CMU PIE face database was used in this experiment. It contains 68
human subjects of the frontal poses (C27) but under different illumination conditions,
with each subject having 21 faces. We used the cropped images2 of 32×32 pixels. Sam-
ples extracted from the database are represented in Figure 1, in which it is observed
that partitioning the face images of the same person in an unsupervised manner may be
difficult because different persons appear similar under varying illumination conditions
from the viewpoint of the image intensity. It therefore suggests the illumination insensi-
tive features, e.g., the image gradient, may help the discrimination among identities [3].
In this experiment, we simply used the wavelet transform, which is able to compute the
gradient, to generate the features for an image. However, a large amount of the wavelet
coefficients are irrelevant for the task of separating between facial identities and it is
therefore the goal of our algorithm to find those relevant coefficients as well as a more
accurate clustering.
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Fig. 2. Clustering results on PIE C27 data. (a): Comparison using the ACC index. (b): Comparison
using the NMI index.

2 The data is obtained from http://www.cs.uiuc.edu/homes/dengcai2/Data/data.html
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Fig. 3. Clustering results on the gene expression datasets. The first figure in each row demon-
strates the comparison using the ACC index, the second one denotes the comparison using the
NMI index.
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Specifically, we first scaled the pixel value into [0, 1], then the level-1 and level-2
Haar wavelet decompositions were performed over an image. After respectively nor-
malizing the wavelet coefficients from each level by the average value in each cor-
responding level, we cascaded them to form a 1280-dimension vector representation
for an image. Data from 5 classes were randomly selected out of the 68 objects, and
this process was repeated 20 times, and the average performance was reported for all
algorithms on the same data. Experimental results are summarized in Figure 2. It is ob-
served that the proposed integrated algorithm significantly improves the conventional
Ncut clustering with no feature selection. Besides, our weighting scheme largely out-
performs the Laplacian score in the presence of many irrelevant wavelet coefficients.

4.2 Gene Expression Data

In this experiment, we studied the feature selection for the clustering on four pub-
lic gene expression datasets: LEUKEMIA, LUNG, MULTITISSUE, STLEUKEMIA3.
The characteristics of these datasets are summarized in Table 1. For LEUKEMIA
dataset, expression values were first thresholded with a floor of 1 and a ceiling of
16000, followed by a base 10 logarithmic transformation. Then each gene was stan-
dardized to zero mean and unit variance across samples. For the MULTITISSUE and
STLEUKEMIA datasets, each gene was standardized. For LUNG dataset, the already
preprocessed expression profiles was used.

The average performance of all the algorithms was reported over 10 runs. The re-
sults are summarized in Figure 3. It can be seen that the integrated feature selection and
clustering algorithm consistently outperforms the Ncut clustering with all features on
all the datasets. In Figure 3, the Laplacian score does not always improve the clustering
with no feature selection, and even falls much behind (see results for LUNG, MULTI-
TISSUE), i.e., it is not robust for the gene expression data with large amount of noisy
and irrelevant features. On the contrary, our weighting method demonstrates robustness
against such features. A possible explanation for this superiority is that, for the gene
expression data containing many irrelevant features, it may not be sensible to select
features that try to preserve the locality, while selecting features that directly help the
class discovery may be more appropriate.

5 Concluding Remarks

In this paper, we have proposed a novel feature weighting scheme for kernel-based clus-
tering. It has a clearly defined objective function and can be solved iteratively. Rather
than relying on the possible spurious “intrinsic” properties that may have been cor-
rupted by irrelevant features, the weight assigned to each feature has direct relation to
the clustering task. Experimental results have shown that our integrated feature weight-
ing and clustering algorithm consistently improves the conventional kernel-based clus-
tering without considering the feature selection. Moreover, when the feature weighting
is used as a feature ranking method, it outperforms the state-of-art unsupervised one,
the Laplacian score, in the presence of a lot of irrelevant features.

3 The gene expression datasets are obtained from [9].
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It is necessary to point out that the performance of the integrated algorithm (inte-
grated) is generally inferior to the best performance of normalized cut with the most
relevant features selected by our weighting scheme (wrank+Ncut). The reason is that,
the clustering quality of the integrated method essentially depends on the similarity
matrix formed by a linear combination of individual kernel matrix constructed from
each feature, but the interaction among features has not been presented. In contrast, in
wrank+Ncut, the enhanced similarity matrix formed with the most relevant features se-
lected by our weighting, does not omit the correlation among them. However, the most
difficult issue for the ranking based approach in clustering is the determination of the
number of relevant features to be selected. Since the cross-validation, a commonly used
model selection technique in supervised learning, cannot be directly applied in unsu-
pervised environment, in which the ground truth class labels are unavailable. Therefore
the integrated method may be superior to the wrank+Ncut from the practical viewpoint.
It will be the future work to incorporate the nonlinear interaction among features into
our algorithm.
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Abstract. Language and cultural differences pose significant barriers to
intercultural communications. In our study, we specifically focus on shar-
ing of semantic information as amethod for overcoming cultural differences
between. It was our belief that users must create their own annotations
manually. However, we found that it is difficult for users to add annota-
tions during chat communication. Therefore, we have developed a system
that can automatically acquire these annotations. We performed experi-
ments using this system for the case of communication between Japanese
and foreign students. We present the results of these experiments regard-
ing the users’ evaluations and discussions. (1) The annotation contents of
an image obtained by the automatic acquirement function obtained a rel-
atively good evaluation. (2) With regard to annotation sentences, the con-
tent acquired through amultilingual linkswas given thehighest evaluation.
(3) With regard to the annotation images, the content acquired through an
image search service was given the highest evaluation.

Keywords: intercultural communication, Web information, annotation,
machine translation.

1 Introduction

The progress of globalization promotes various activities that exceed a country
and its culture. In particular, there is a possibility that such an activity can
become more familiar along with the global diffusion of the Internet. The ap-
proach of the intercultural communication using the Internet has already been
started in various groups. Thus, the opportunity of intercultural communication
increases by the advance of the information technology. However, there are two
barriers to intercultural communication: language and culture. In order to over-
come the language barrier, researches on machine translation are being actively
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advanced. A user can communicate in the native language of another party by
using machine translation.

A chat system named AmiChat and an electronic bulletin board System
named TransBBS have been developed as communication tools based on ma-
chine translation[1,2]. Moreover, a language grid that can connect the language
resources, such as a machine translation system and a bilingual dictionary on
the Internet, has been started from 2006[3]. However, still, there is still no clear
method of overcoming the cultural barrier.

We believe that the clear communication between users can be achieved by
providing an image and two or more annotations to a word and a phrase in a
sentence. We have developed a chat communication tool, named AnnoChat, for
intercultural communication. AnnoChat supports chat communications through
machine translation. In addition, it can provide an annotation to an image and
text to arbitrary words and phrases in a chat environment. However, providing
an annotation imposes a heavy load on a user while chatting. Therefore, we
have developed a function to automatically acquire annotations from the Web
in order to decrease user’s load.

In this paper, we present the results of the experiments on this automatic
annotation acquisition function.

2 Related Works

The research on the specification and enactment of metadata by applying anno-
tations to contents is being actively conducted in various fields. There are some
description frameworks for metadata, for example, OWL, which uses ontolo-
gies, and RDF (Resource Description Framework), which is enacted by W3C[4].
Funakoshi proposed semantic annotations (RDF schema) for resource sharing
between multilingual collaboration tools[5]. ThirdVoice and Amaya[6] are sys-
tems that enable users to provide and share annotations on the Web. Moreover,
there is a system called WebAnn that can provide annotations on the Web[7].
We had developed a prior chat system for intercultural communication[8]. The
chat system has the function of text-based annotation manually. Most users
felt that the annotation function is useful. However, it took much time to add
annotations, and they complained about the manual operation.

In our research, chat is the main communication channel for a discussion. We
consider annotations as a subchannel to exchange knowledge and/or information.
The purpose of our research is to achieve better intercultural communication by
giving annotations to specific words and phrases.

3 AnnoChat

3.1 Design Policy

Here, we present the design policy of the automatic annotation acquisition
function:
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1. Search for an annotation by giving a word and a phrase
This function searches and extracts words and phrases (common and proper
nouns) that should comprise the annotation in a chat message.

2. Acquisition of annotation contents
This function acquires sentences and images that become explanations of
the given words and phrases and is obtained through a Web search.

3.2 Annotation Function

The annotation of this system sets the annotation anchor (link) to arbitrary
words and phrases. The explanation of words and phrases can be described as
the annotation content. The character and image data can be appended the
annotation content.

As a result, this function can be realized only by textual information, the
explanation of the difficult content expressed in a photograph and an illustration.
With this function, it is also possible to provide the explanation by using an
image. There are two methods of providing annotations:

1. Manual
A user can select arbitrary words and phrases in a chat log and can provide
an annotation to these words and phrases.

2. Automatic
This function acquires an annotation from a message by using the automatic
annotation acquisition function and presents the annotation candidates to
the user. The user can give an appropriate annotation only by selecting from
among the annotation candidates.

3.3 Automatic Acquisition Function

The proposed automatic acquisition function consists of a words and phrases
acquisition function and an annotation contents acquisition function.

1. Words and phrases acquisition function
This function extracts the targeted words and phrases that may give the
annotation in a chat message by using morphological analysis.

2. Annotation contents acquisition function
This function uses words and phrases for a search request that are obtained
by the words and phrases acquisition function. The retrieval results are col-
lected from the Web and the function presents them to a user as the an-
notation candidates. This system acquires one paragraph at the beginning
from Wikipedia. Automatic acquisition of the Yahoo! image uses the image
search API.

3.4 User Interface of AnnoChat

Figure 1 shows a screenshot of the AnnoChat client. The words and phrases that
comprise an annotation are displayed by the under line addition bold-faced type
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List of annotations

Button for annotation adding 

4

Text link of an annotation

1

Text area of back translation
6

5
Balloon type annotation

2
Text area for chat log

3

Text area of translated message
7

Input text area of chat message
8

Fig. 1. Example screenshot of AnnoChat

Annotation candidate
Selected item

Annotation candidate
Unselected item

1

2

Candidate selection
check box

3

Annotated word
4

Fig. 2. Example screenshot displaying the recommended annotation candidates ac-
quired by the automatic annotation candidate acquisition function of AnnoChat

in the chat log in Figure 1 2 . When the mouse pointer is mouse over this part,
the annotation item of the annotation list (Figure 1 3 ) is displayed Figure 1
4 ). The displayed annotation item automatically scrolls downward. When a
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user gives the annotation manually, the user selects arbitrary words and phrases
in the chat log and then clicks on the annotation add button. The user can input a
chat message to an input area shown in Figure 1 5 . The automatic annotation
acquisition function displays the recommended annotation candidates on the
screen.

Figure 2 shows the AnnoChat screen displaying the recommended annotation
candidates. A check box is displayed beside each candidate, which comprises an
image and a sentence, and is used to select the annotation. A user can edit the
sentence of a recommended annotation candidate.

4 Evaluation Experiment Concerning Annotation
Automatic Acquisition

We experimentally evaluated the annotation automatic acquisition function by
comparing it with the manual addition of an annotation.

4.1 Experiment Method

In the experiments, a Japanese university student and an international student
have some chat using AnnoChat. The international student is Chinese or belongs
to an English-speaking country. In the experiments, there are ten pairs: seven
pairs, each involving a Chinese user and a Japanese user; and three pairs, each
involving an English user and a Japanese user.

The task of the experiment is that a Japanese user educates a foreigner about
some aspects of Japan that are unknown to the foreigner. In this paper, a for-
eigner subject who questions is called the “Listener,” and the Japanese subject
who answers the question is called the “Talker.”

The experimental procedure is as follows.

1. First, we explain the experiment for subjects. The subjects practice the
usage of our system (AnnoChat) for some time. They introduce themselves
through chat. They confirm the annotation adding method (both manual
and automatic), the display, operation, etc.

2. The first chat session starts. The chat on the specified theme is executed for
about 20 min.

3. After experiments, they answer a questionnaire.
4. The second chat session starts. The method of giving an annotation is dif-

ferent from that used in the first session.

The topic of the chat has one of the following themes. We made the frequency
in an automatic and in a manual the same number.

– Topic A: Japanese Food culture in (meals, dishes, ingredients, etc.)
– Topic B: Japanese Festivals (New Year festival, Bon festival, Star Festival,

etc.)
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4.2 Experiment Result

We carried out the evaluation by using two types of questionnaires: “chat session
questionnaire” evaluated after each chat session and “complete questionnaire”
evaluated for the entire experiment. We prepared separate questionnaires for a
talker subject and a listener subject. We used the Likert scale of five scores: 1.
Strongly disagree, 2. Disagree, 3. Neutral, 4. Agree, 5. Strongly agree.

Talker subjects’ results for the questionnaire. Table 1 shows the individual
results of talker subjects (Japanese) for the questionnaire and the significance
probability of the results.

We use the Mann-Whitney significance test. The evaluation of automatic an-
notation is higher than that of a manual, giving the significance level of 5% from
Table 1(1), (2). The automatic annotation method imposes less load that im-
posed by the manual method, giving the significance level of 5% from Table 1(3).
However, the evaluation of the manual annotation method is higher than that of
the automatic method, giving the significance level of 5% from Table 1(4). We
consider that these results are due to the following reasons.

– Because the system extracted words and phrases automatically, the users
did not give the annotations for the words that they wanted to.

– When experimenting on the automatic annotation method, the option of
giving the annotations manually was not allowed.

Because AnnoChat can originally use both functions together, the above issue
is easily improvable.

Table 2 shows talker (Japanese) subjects’ summary results for the question-
naire. Moreover, Table 3 shows the results of the free-description questionnaire
on automatic acquisition. Table 2(a) shows the results of a paired comparison
test between the manual annotation method the automatic annotation method.
Almost all subjects answered that the automatic method imposed less load and
the procedure of giving annotations was easy, from Table 2(a)(2) and (3). The
annotation quality and amount were evaluated separately, as can be seen from
Table 2(a)(1) and (4). The usefulness of the image candidates, the usefulness
of the explanation document, and the acquirement latency were intermediate
evaluations, as seen from Table 2(b).

Table 1. Talker subjects’ result for the questionnaire in each experiment

Questionnaire items Average Significance
Manual addition Automatic addition Probability

(1) The operation of adding the annotation was
easy.

3.4 4.6 0.002*

(2) The annotation could be added in a short
time.

2.9 4.4 0.001*

(3) I felt the load in adding annotations. 3.1 2.0 0.018*
(4) I added annotations for all words and phrases
that I felt must be explained.

4.1 2.9 0.013*

*p < 0.05.
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Table 2. Talker subjects’ comparison results for the questionnaire

(a) Evaluation results by paired comparison
Questionnaire items Manual addition Automatic addition Neutral

(1) Which method of providing annotation was
useful for the other person?

3 4 3

(2) Which method is easy for me? 1 9 0
(3) Which method imposed less load on me? 0 10 0
(4) Which method was able to add the appro-
priate annotation?

5 5 0

(b) Results for the questionnaire of subjectivity evaluation (Average value of five-score evaluation)
Questionnaire items Average

(5) I felt time stress until the automatic acquisition candidate was displayed. 3.3
(6) I felt that the image candidates from automatic acquisition function provided at least
one useful candidate for the explanation of words and phrases for annotations.

3.2

(7) The explanation text that the automatic acquisition function acquired was appropriate
to be used as it was—with a negligible correction—as an explanation of words and phrases.

3.5

Table 3. Free description concerning talker subjects’ annotation automatic operation
acquisition function(summary)

– I have not understood whether the annotation was translated accurately. Moreover, there was
little time to mend it, too. It is good that the automatic acquisition function saves the time of
the annotation adding.

– I want the automatic acquisition function to improve the accuracy of an image.
– Because the number of sentences was large, I did not strictly check the sentences. Because the

chat is real-time communication, the annotation sentence should be made concise.
– I want a function by which a user can control the words and phrases of automatic acquisition.

The function should allow the user to select words and phrases and to acquire annotations from
the Web.

We found the following from the free description questionnaire.

– There is no comment on the acquirement latency, and we consider it to be
acceptable.

– There is a problem in image candidates’ accuracy.
– The user is not confident of the accuracy of the translation result.
– The amount of explanation is large.

Listener subjects’ results of for the questionnaire. Table 4 shows the
results for the questionnaire of listener (foreigner) subjects. Table 5 shows a free
description of listener (foreigner) subjects.

The manual method of giving annotations was evaluated higher than the
automatic method for the appropriateness of annotation sentences and images,
as seen from Table 4(a)(1)(2).

Moreover, the images were given higher evaluation than sentences in both the
methods. This may be due the inaccuracy of machine translation. That is, the
users were often unable to understand the translated explanation from Table 5.
The results of the paired comparison of easiness of content between the automatic
and manual methods are shown in Table 4(b).
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Table 4. Listener subjects’ result of the questionnaire in each experiment

(a) Result of the questionnaire of subjectivity evaluation (Five stage evaluation average value)
Questionnaire items Manual addition Automatic addition

(1) Sentences of the annotation were appropriate as the
explanation of words and phrases.

3.4 3.0

(2) The image of the annotation was appropriate as the
explanation of words and phrases.

3.9 3.7

(3) The annotation (sentence & image) helped understand
the chat conversation.

3.9 4.0

(4) The annotation was annotated on most of words and
phrases that you hoped for the explanation.

3.3 3.4

(b) Evaluation result by paired comparison
Questionnaire items Manual addition Automatic addition Neutral

Which method is it that the content of the anno-
tation was comprehensible?

4 4 2

Table 5. Free description concerning listener subjects’ annotation automatic acquisi-
tion function (summary)

– Opinion of listener subjects
• Opinion of listener subjects who answered that manual adding function is better because

of the following reasons:
∗ The explanation of words and phrases is as comprehensible as Chinese.
∗ The chat topic is easy and comprehensible.
∗ An annotation image is relevant to the explanation.

• Opinion of listener subjects who answered that annotation automatic acquisition function
is better:
∗ I think it is the most detailed. The image is also more appropriate.
∗ In a manual method, the explanation provided for words and phrases was insufficient.

The photographs were also incomprehensible.
∗ An automatic adding function provided a detailed explanation. The image is also

comprehensible.
– Opinion concerning annotation function:

• Annotation sentences and images were comprehensible and were useful for the understand-
ing the chat conversation.

• I want a more comprehensible image. I want a function to enlarge an image. English
sentences were incorrect or occasionally difficult to understand.

• It is convenient that there is an annotation, particularly because it can be referred when
the proper noun appears in the chat.

• I think that the image was comprehensible; however, the explanation was very strange.

Table 6. Ranking frequency distribution table of a paired comparison test

(a) Content of sentences is appropriate.
Automatic acquisition Multilingual link Manual 1 Manual 2

Rank 1 2 5 1 2
Rank 2 4 2 3 1
Rank 3 3 0 5 2
Rank 4 1 0 1 5

Σar 23 9 26 30

(b) The image (photograph) is appropriate.
Automatic acquisition Multilingual link Manual 1 Manual 2

Rank 1 4 1 1 1
Rank 2 1 1 2 3
Rank 3 1 0 3 3
Rank 4 1 3 1 0

Σar 13 15 18 16
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We found the following from the free-description questionnaire of Table 5.

– The accuracy of the manual method depends on the ability of a user to give
the correct annotation.

– The influence of the chat topic is large.

Evaluation of appropriateness of annotation. Table 6(a) shows the results
of the paired comparison of the appropriateness of the annotation sentences. It
shows that the evaluation with a small number of ranks is high. The evaluation
of the annotation that uses a multilingual link is high, as seen from Table 6(a).

In a word, the annotations acquired using the multilingual links of Wikipedia
were better than other methods. The multilingual links of Wikipedia use the
explanation written in Listener subjects’ language as an annotation. Therefore,
the explanation of the annotation became more comprehensible because there
was no machine translation processing.

As for the evaluation of the appropriateness of an image, automatic acquisition
was given the highest evaluation: It obtained the highest number of “rank 1,”
namely four.

The method of obtaining the best annotation contents is the following:

– Sentences that use Wikipedia articles through multilingual links
– Images obtained from image search services on the Web

However, the following problem exists for the use of multilingual links of
Wikipedia: In Wikipedia, the editor of a page is different for each language. The
content written in language A may be not the same as that written in language B.

Therefore, there is a possibility of misunderstanding due to the language dif-
ferences when the web contents of two or more languages are used.

Discussion of experimental results. The present automatic acquisition func-
tion achieved the first purpose to lower the load of the user who gave an anno-
tation; however, the image and sentences automatically acquired have low accu-
racies. Table 4(a)(3) shows that the evaluation of an image tends to be higher
than those of sentences. We believe that an image improves the understanding
level.

5 Conclusion

We have developed AnnoChat that supports intercultural chat communication
communication. It has a function to add annotations to the words and phrases
in chat messages.

We compared the automatic annotation acquisition function with the manual
addition of annotations.

We found the following from the results of intercultural communication
experiments.
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1. The sentences of the annotation through a multilingual link such as Wikipedia
had the highest evaluation.

2. The annotation images acquired through an image search service had the
highest evaluation.

3. We showed that it was possible to give annotations without requiring the
users to have the Web Information.
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Abstract. By considering different weights of the items, weighted fre-
quent pattern (WFP) mining becomes an important research issue in
data mining and knowledge discovery. However, existing algorithms can-
not be applied for incremental and interactive WFP mining because they
are based on a static database and require multiple database scans. In
this paper, we present a novel tree structure IWFPTWA (Incremental
WFP tree based on weight ascending order) and an algorithm IWFPWA
for incremental and interactive WFP mining using a single database
scan. Extensive performance analyses show that our tree structure and
algorithm are efficient for incremental and interactive WFP mining.

Keywords: Data mining, knowledge discovery, weighted frequent pat-
tern mining, incremental mining, interactive mining.

1 Introduction

Weighted pattern mining [2], [3], [4], [5] can discover more important knowledge
compared to the traditional frequent pattern mining [1], [6] by considering dif-
ferent weights of the items. It plays an important role in the real world scenarios.
For example, in a real world business database, frequency of gold ring is very low
compared to the frequency of pen sold. Therefore, knowledge about the patterns
having low frequency but high weight remains hidden by finding only frequent
patterns. The main contribution of the weighted frequent pattern mining is to
retrieve this hidden knowledge from database.

Existing weighted frequent pattern mining algorithms [2], [3], [4], [5] con-
sidered fixed database and need multiple database scans to find the weighted
frequent patterns. They did not consider that one or more transactions could be
deleted/inserted/modified in the database. However, in our real world databases,
new transactions can be added and old transactions can be deleted or modified
any time. Therefore, single database scan approach to maintain the incremental
updating of databases is essentially needed. Moreover, the data structures pre-
sented in the previous works do not have “build once mine many” property (by
� This study was supported by a grant of the Korea Health 21 R&D Project, Ministry

For Health, Welfare and Family Affairs, Republic of Korea(A020602).
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building the data structure only once, several mining operations can be done)
which is very necessary for interactive mining.

Motivated from these real world scenarios, in this paper, we propose a novel
tree structure IWFPTWA (Incremental weighted frequent pattern tree based on
weight ascending order) and a new algorithm IWFPWA for incremental and in-
teractive weighted frequent pattern mining. By using incremental and interactive
weighted frequent pattern mining we can use the previous data structures and
mining results and avoid unnecessary calculations when the database is updated
or the mining threshold is changed. IWFPWA can handle the incremental data
in a single scan of database without any restructuring operation. IWFPTWA
has the “build once mine many” property for interactive mining. It arranges
the items in weight ascending order and gets advantage in candidate pattern
generation by keeping the highest weighted item in the bottom.

The remainder of this paper is organized as follows. In Section 2, we describe
background. In Section 3, we develop our proposed tree structure and algorithm
for incremental and interactive weighted frequent pattern mining. In Section 4,
our experimental results are presented and analyzed. Finally, in Section 5, con-
clusions are drawn.

2 Background

A weight of an item is a non-negative real number which is assigned to reflect the
importance of each item in the transaction database [2], [3]. For a set of items
I = {i1, i2, ......in}, weight of a pattern P{x1, x2, .......xm} is given as follows:

Weight(P) =

∑length(P )
q=1 Weight(xq)

length(P )
(1)

A weighted support of a pattern is defined as the resultant value of multiplying
the pattern’s support with the weight of the pattern [2], [3]. A pattern is called a
weighted frequent pattern if the weighted support of the pattern is greater than
or equal to the minimum threshold [2], [3].

In the very beginning some weighted frequent pattern mining algorithms
WARM [4], WAR [5] have been developed based on the Apriori algorithm [1]
using candidate generation-and-test paradigm. WFIM [2] is the first FP-tree [6]
based weighted frequent pattern mining algorithm using two database scans over
a static database. They have used a minimum weight and a weight range. Items
are given fixed weights randomly from the weight range. They have arranged
the FP-tree [6] in weight ascending order and maintained they downward clo-
sure property [1] on that tree. To extract the more interesting weighted frequent
patterns, WIP [3] algorithm introduces a new measure of weight-confidence to
measure strong weight affinity of a pattern. Research [7], [8] has been done to
develop incremental and interactive mining algorithms based on traditional fre-
quent pattern mining. However, they cannot be applied for weighted frequent
pattern mining. Therefore, we propose novel tree structure and algorithm for
incremental and interactive mining for weighted frequent patterns.
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3 Our Proposed Tree Structure and Algorithm

In our proposed tree structure IWFPTWA, we maintain a header table to keep an
item order. Each entry in a header table explicitly maintains item-id, frequency
and weight information for each item. However, each node in a tree only main-
tains item-id and frequency information. Fig. 1 shows an example of a transaction
database with weight table and also demonstrates incremental updating (inser-
tion/deletion/modification) of this database. At first we create the IWFPTWA
for the original database shown in Fig. 1(a). We create a header table to keep
all the items in weight ascending order. After that we scan the transactions one
by one, sort the items in a transaction according to header table sort order and
then insert into the tree. The first transaction T1 has the items “a”, “b”, “c”,
“d”, “g” and “h”. After sorting, the new order will be “c”, “d”, “h”, “g”, “b” ,
“a” and we insert T1 in the IWFPTWA. Similarly we insert all the transactions
(upto T6) in the the IWFPTWA (shown in Fig. 2(a)). Fig. 1(a) also shows the
original database is incremented by adding two groups of transactions db+1 and
db+2 . Fig. 2(b) and Fig. 2(c) show that the IWFPTWA can easily be incremented
by inserting db+1 and db+2 respectively.

Fig. 1(b) shows the database is updated by deleting T4 and T7, and by mod-
ifying T5 (item “h” is replaced by “g”). Now we delete db− (T4 and T7) from
the current IWFPTWA. T4 is present in the tree as a path “c d b a”. To remove
this transaction we have to reduce the frequency value of all the nodes in that
path by one. After reducing the frequency value of node “a” and “b” become
zero at that path. So we have to delete these two nodes (shown in Fig. 2(d)).
Fig. 2(d) also shows T7 has been removed in the same way and T5 is modified
by replacing item “h” by item “g” in the path “d h b a”.

Now we describe the mining process of our proposed algorithm IWFPWA.
We use the global maximum weight (denoted by GMAXW ) and the local max-
imum weight (denoted by LMAXW ) to main the downward closure property
[1]. GMAXW is the maximum weight of all the items in the whole database.
For example, in Fig 1(c), the item “a” has the global maximum weight of 0.6.
LMAXW is needed when we are doing the mining operation for a particular
item. As IWFPTWA is sorted in weight ascending order, we get advantage in the

Fig. 1. Incremental updating of a transaction database with weight table
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Fig. 2. Incremental and update operations in IWFPTWA

bottom up mining operation. For example, after mining the weighted frequent
patterns prefixing the item “a”, when we go for mining operation prefixing the
item “b”, then the item “a” will never come in any conditional trees. As a result,
now we can easily assume that the item “b” has the maximum weight. This type
of maximum weight in mining process is known as LMAXW.

Consider the current database presented at Fig. 1(b), IWFPTWA constructed
for that database in Fig. 2(c), the weight table at Fig 1(c) and minimum thresh-
old = 2.2. Here the GMAXW = 0.6 and after multiplying the frequency of each
item with GMAXW, the weighted frequency list is < c : 1.8, f : 1.2, d : 2.4, h :
1.2, g : 3.0, e : 1.8, b : 3.6, a : 4.2 >. As a result, the candidate items are “d”, “g”,
“b” and “a”. At first the conditional tree of the bottom most item “a” (shown in

Fig. 3. Mining process in IWFPWA



Mining Weighted Frequent Patterns in Incremental Databases 937

Fig. 3(a)) is created by taking all the branches prefixing the item “a” and delet-
ing the nodes containing an item which cannot be a candidate pattern with the
item “a”. For item “a”, LMAXW = 0.6 and we can get the weighted frequency
list for item “a” by multiplying the other item’s frequency with LMAXW. So,
the weighted frequency list for the item “a” is < d : 2.4, g : 2.4, b : 3.0 > and
candidate patterns “ad”, “ag”, “ab” and “a” are generated. In the similar fash-
ion, conditional tree for the pattern “ab” is created in Fig. 3(b) and candidate
patterns “abd” and “abg” are generated. For item “b” the LMAXW = 0.5, the
weighted frequency list is < d : 2.0, g : 2.5 > and the candidate pattern “bg”
is generated from its conditional tree (shown in Fig. 3(c)). After testing all the
candidate patterns with their actual weights and the weighted frequency the
resultant weighted frequent patterns are < a : 4.2, b : 3.0, ab : 2.75, bg : 2.25 >.

4 Experimental Results

To evaluate the performance of our proposed tree structure and algorithm,
we have performed several experiments on the real-life mushroom and kosarak
datasets from the frequent itemset mining dataset repository (http://fimi.
cs.helsinki.fi/data/). These datasets do not provide the weight values of
each item. As like the performance evaluation of the previous weight based fre-
quent pattern mining [2], [3], [4], [5], we have generated random numbers for the
weight values of each item, ranging from 0.1 to 0.9. Our programs were written
in Microsoft Visual C++ 6.0 and run with Windows XP operating system on a
Pentium dual core 2.13 GHz CPU with 1GB main memory.

Mushroom (0.56 MB, 8124 transactions, 119 distinct items) is a dense dataset
having transaction length 23 for its every transaction. The running time compar-
ison in mushroom dataset for the worst case of interactive mining, i.e. thresholds
in descending order (at first 30% then 25% and so on) is shown in Fig. 4. Our
algorithm gets benefit after the first mining threshold. After the first thresh-
old our trees do not have to be constructed again. As the threshold decreases,
new mining operation is needed. Fig. 4 demonstrates that IWFPWA outperforms
WFIM by using a single database scan approach and interactive mining.
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We have tested the effectiveness of IWFPWA in incremental mining with the
kosarak dataset (30.5 MB). It has almost 1 million transactions (990002) and
41270 distinct items. At first we have created the IWFPTWA for 0.2 million
transactions of this dataset and then perform mining operation with the mini-
mum threshold 6% (δ = 0.06). Then we perform the interactive mining on that
IWFPTWA with other two thresholds 4% and 2%. Another 0.2 million trans-
actions are added in the tree and perform mining operations with the same
minimum thresholds and in same order. In the same way all the transactions
in the kosarak dataset are added and mining operations are performed at each
stage in the similar fashion. This result is shown in Fig. 5. Fig. 5 also shows that
as the database is increasing, the tree construction and mining time is increasing,
and in each stage tree construction cost is only needed for δ = 0.06.

5 Conclusions

The main contributions of this paper are to provide a novel tree structure and
algorithm for incremental and interactive weighted frequent pattern mining. Our
proposed tree structure is easy to construct and maintain for the incremental up-
dating of the databases. It has the “build once mine many” property and highly
suitable for interactive mining. Our proposed algorithm needs only one database
scan. Moreover, it is capable of using previous tree structure and mining results
to reduce the calculations by a remarkable amount. Extensive performance anal-
yses show that our tree structure and algorithm are very efficient for incremental
and interactive weighted frequent pattern mining.
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Abstract. In this paper, we define a revision approach based on the
space decomposition using one of the properties of geographical infor-
mation called the containment property. This approach allows us to cal-
culate a correct and complete solution which respects the principle of
minimal change.

Keywords: Belief revision, Spatial information, Containment property.

1 Introduction

The revision problem is known as a difficult problem, and there does not exist
any revision approach, really effecient, that can treat real applications with a
huge amount of data. In the general case the theoretical complexity of revision
belongs to the

∏p
2 class in the framework of propositional logic [1,2].

In this paper, we define a syntactic revision approach based on decomposition,
by taking into account one of the geographical information properties called the
containment property which allows us to decompose the problem into subprob-
lems and to revise each one separately while keeping a solution respecting the
principle of minimal change.

After giving some definitions in Section 2, we devote Section 3 to define a
decomposition of the geographical space. In Section 4, we define the containment
property through a necessary and sufficient condition called the hypothesis H0.
Then, we present a thorough study of confined conflicts and their processing
before defining the new revision strategy based on the containment property.
We conclude in Section 5.

2 Preliminaries

Let L be a propositional language defined over some finite set of propositional
variables V and the usual connectors (¬, ∨, ∧, →, ↔). A literal is a variable
v ∈ V or its negation ¬v. A clause is a disjunction (∨) of literals and V(α)
denotes the set of variables composing the clause α. Similarly for a set X of
clauses, i.e., V(X) =

⋃
α∈X V(α). We will denote the cardinality of a set S as

|S|. α is an unary clause if |V(α)| = 1, it is a binary clause if |V(α)| = 2, and it
is said n-ary clause if |V(α)| ≥ 3.

We shall denote by ξ the considered geographical space, and by S1 ∪ S2 the
set of clauses attached to ξ. If B is a subspace of ξ, then V ar(B) denotes the

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 939–944, 2008.
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set of variables defined in B, and SB(B) denotes the subset of clauses attached
to B, i.e., SB(B) = {c|c ∈ S1 ∪ S2, and V(c) ⊆ V ar(B)}.

The “revision problem” for spatial knowledge can be expressed as follows. Let
S1 be a finite set of clauses representing initial knowledge attached to ξ, and
S2 be a second set of clauses. It is also attached to ξ, and more reliable than
S1. Furthermore, S1 and S2 are consistent. If the union S1 ∪ S2 is consistent,
then the revision of S1 by S2 consists in adding S2 to S1. Otherwise, we need
to keep S2 and removing the least possible information from S1 in order to
maintain consistency. This can be interpreted by the identification of minimal
subsets R of S1 such that (S1 \ R)∪S2 is consistent [3,4]. The approach that
naturally comes to mind is to calculate the collection Min(S1 ∪ S2): the set of
all minimal inconsistent subsets (minimal conflicts) of (S1∪S2) and to construct
the minimal sets S such that ∀M ∈ Min(S1 ∪ S2), S ∩M �= ∅ and ∀S′ ⊂ S,
∃M ∈ Min(S1 ∪ S2) such that S′ ∩M = ∅. It remains then to choose which
set S to pick to restore consistency. One of the approaches which implement
this strategy is the Reiter revision approach (REM approach) detailed in [4]. It
calculates the minimal hitting sets (MHSs) of a collection of sets. Its worst-case
complexity is: O(C3 × 22×C), where C = |S1 ∪ S2|.

Definition 1. Let F be a collection of sets. F is a HS of F iff F ⊆
⋃

S∈F such
that for all S ∈ F , F ∩ S �= ∅. F is a MHS of F , iff ∀F ′ ⊂ F, F ′ is not a HS of F .

We establish the correspondence between MHSs and the information to be re-
moved to restore consistency as follows.

Theorem 1 [5]. Let R ⊆ S1, R is the minimal subset s.t., (S1 \ R) ∪ S2 is
consistent iff R is a MHS of the collection of minimal inconsistent subsets of
(S1 ∪ S2) and R ∩ S2 = ∅.

3 Splitting Up Space into Blocks

Our decomposition strategy is based on the external connection of parcels de-
noted by ) [6].

Definition 2. If pi, pj are two neighbor parcels of ξ, then dist(pi, pj) = min{m|
)m(pi, pj)}, otherwise, dist(pi, pj) = ∞. The relation )m is s.t.: ∀pi, pj ∈
ξ,)m(pi, pj) iff ∃p1, p2, ..., pm ∈ ξ s.t., )(pi, p1),)(p1, p2), ..., )(pm−1, pm), and
)(pm, pj).

Definition 3. Let p be a parcel in ξ. A block B with radius k (k ≥ 0) and a
center p is s.t., B = {pi ∈ ξ|dist(pi, p) ≤ k} ∪ {p}.

We say that a block B is “tractable” if the revision of the amount of information
SB(B) is possible by using simply the Reiter approach.

Partition Algorithm. A decomposition of ξ into blocks with radius k, denoted
Partition(ξ, k), with respect to ) is a set ρ of blocks with radius k and different
centers, s.t.: (i)

⋃
B∈ρ = ξ; and (ii) ∀B1, B2 ∈ ρ : B1 ∩B2 = ∅.
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We now define the covering whose thickness is equal to r for a block B.

Definition 4. A covering with thickness r, of a block B with radius k and center
p (k < r), denoted by Covr(B), is Covr(B) = {pi ∈ ξ|k < dist(pi, p) ≤ r}.
We define a minimal conflict, and its size as follows.

Definition 5. Let C ⊆ (S1 ∪S2) be an inconsistent subset of clauses. C is
a minimal conflict iff ∀C′ ⊂ C,C′ is consistent. The size of C, denoted by
size(C), is size(C) = max{dist(pi, pj)|pi, pj ∈ ξ,V(C) ∩ V ar({pi}) �= ∅, and
V(C) ∩ V ar({pj}) �= ∅}.

4 Containment-Based Revision

The containment property limits the effects of an inconsistency such that it can-
not have an unbounded influence on other information. Instead, this influence is
restricted to a “local area” which depends on the nature of the data, the structure
or topology of information and the constraints defined on this structure. This
property can be expressed through the following condition.

Hypothesis H0: If Tmax represents the maximal size of minimal conflicts ex-
isting in S1∪S2, and RB represents the radius of the largest tractable block,
then Tmax ≤ 2×RB

3 .

A direct consequence of this hypothesis is that if the existing minimal conflicts in
a block B are independent of the minimal conflicts containing at least one clause
belonging to the covering of B, then these minimal conflicts are independent of
all minimal conflicts existing outside B.

In the following, all what we assume is that the hypothesis H0 is satisfied,
and to simplify notation, we shall not specify neither the radius of blocks, nor
the thickness of the coverings. So, if B is a block, we just put Cov(B) to denote
its covering.

We now present a thorough study of conflicts and their processing locally.

4.1 Independent Conflicts

Space Independent Conflicts. In this case, there does not exist minimal con-
flicts whose some clauses belonging to the block and some others to the covering.
To verify the presence of such an independence, we define a new procedure for
the search of MHSs, called REM-Special.

REM-Special Algorithm. The procedure REM-Special (C1: set of clauses,
C2: set of clauses) is a slightly modified version of Reiter approach such that,
when calculating the MHSs, it takes into account only the minimal conflicts
belonging to C1 and which contains at least one clause in C2.

Definition 6. Let B be a block. The minimal conflicts existing in B are spatially
independent of the other minimal conflicts iff: ∀mhb ∈ REM-Special(SB(Cov(B)
∪B), SB(B)), mhb ∩ SB(Cov(B)) = ∅.
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Information Independent Conflicts. In this case, there exists some minimal
conflicts whose some clauses belonging to the block and some others to the
covering, but the intersection between these minimal conflicts and those existing
in the block should be empty. For detecting this independence we have proved
the following lemma and proposition:

Lemma 1. Let S be a collection of sets of clauses s.t., ∀s1, s2 ∈ S, s1 �⊂ s2 and
s2 �⊂ s1. Let E be the set of MHSs of S. Then, ∀s ∈ S, ∀c ∈ s, ∃e ∈ E s.t., c ∈ e.

Proposition 1. Let E1 and E2 be two sets of the MHSs of the two collections of
sets of clauses S1 and S2, respectively. S1 and S2 are information independent
(i.e., ∀s1 ∈ S1, ∀s2 ∈ S2, s1 ∩ s2 = ∅) iff ∀e1 ∈ E1, ∀e2 ∈ E2, e1 ∩ e2 = ∅.

Definition 7. Let B be a block. The minimal conflicts existing in B are infor-
mational independent of the other minimal conflicts iff: ∀mhb ∈ REM(SB(B)),
∀mhp ∈ REM-Special(SB(Cov(B) ∪B), SB(Cov(B))) : mhb ∩mhp = ∅.

The detection of the independence property, spatial and/or informational, be-
tween two collections of sets of clauses, make the computation of the global
MHSs of the union of the two collections easier. Thus, to calculate the MHSs
of the two collections, we calculate them for each collection independently, then
we concatenate the resulting MHSs of the two collections. Formally, we have the
following result:

Proposition 2. Let S be a collection of sets of clauses and E be the set of
MHSs of S. If S =

⋃n
i=1 Si s.t., ∀s ∈ Si, ∀s′ ∈ Sj, i �= j we have: s ∩ s′ = ∅,

then: E = {e1 ∪ ... ∪ en|(e1, ..., en) ∈ E1× ...× En s.t E1, ..., En are the sets of
MHSs of S1, ..., Sn,respectively }.

4.2 Dependent Conflicts

In this case, the intersection between the minimal conflicts existing in the block
and those containing, at least, one clause belonging to the covering of block,
is not empty. For treating this case, we define a simple approach. It consists
in partitioning the space into blocks, then, searching the local MHSs of the
minimal conflicts existing in each subspace composed of a block and its covering
by ignoring the minimal conflicts belonging entirely to the covering, because
they will be considered later in one of the next block. The construction of global
MHSs is made incrementally, at the same time than the search of sets of local
MHSs of different subspaces. When we obtain the local MHSs of a given subspace
composed of a block and its covering, we concatenate them with the set of MHSs
obtained in the previous iterations, and for avoiding the reprocessing of the
corresponding minimal conflicts, we discard the block from the list of the blocks
to process. After each concatenation, we make a test of minimality, to keep only
the MHSs among the resulting ones. We have proved the following result which
validates this approach.
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Algorithm 1. Containment-Revision
Require: ξ - geographic space , Tmax - the maximal size of MISs
1: [First step for filtering independent MISs to improve the efficiency : omitted here]
2: Conf ← the clauses involved in the treated MISs during the first step.
3: GMH ← the set of MHSs obtained in the first step.
4: blocs ← Partition(ξ, r) [r is an arbitrary radius]
5: for all B in blocs do
6: TMH ← ∅
7: MHB ← REM-Special(SB(CovTmax (B) ∪ B) \ Conf, SB(B))
8: for all gmh ∈ GMH do
9: TMH ← TMH ∪ (gmh • MHB)

10: end for
11: if (∃tmh, tmh′ ∈ TMH) and (tmh ⊂ tmh′) then
12: to remove tmh′

13: end if
14: GMH ← TMH
15: blocs ← blocs \ {B}
16: end for
17: return GMH

Proposition 3. Let F be a collection of sets of clauses s.t., F =
⋃n

i=1 Fi, and
∀Fi, F j, i �= j, F i ∩ Fj = ∅. If E1, E2,..., and En, are the sets of MHSs of F1,
F2,..., and Fn, respectively, then E, the set of global MHSs, is E = min1{e1 ∪
... ∪ en|(e1, ..., en) ∈ E1× ...× En}.

From the previous study, we define the Containment-Revision algorithm for
the search of the MHSs of minimal conflicts existing in the geographical space.
This strategy is an hybrid approach between the two resolutions that we have
seen previously, namely the resolutions of the independence and that of the
dependence case.

In a first time, this strategy searches to detect all independences (informa-
tional and/or spatial) which can exist between minimal conflicts (omitted part
in Algorithm 1 for the sake of simplicity). Thereafter, processing the remaining
minimal conflicts is made with respect to the dependence case of minimal con-
flicts. Finally, we concatenate the local MHSs resulting from the two previous
steps to constitute global MHSs of the minimal conflicts existing in the whole
geographical space.

For greater clarity of the Containment-Revision algorithm, we introduce the
following definition:

Definition 8. Let C be a collection of sets, and E be a set. E • C = {S|S =
E ∪ c, c ∈ C}.

If m denotes the cardinality of the space (|ξ|), then the worst-case complexity
of the Containment-Revision algorithm is: O

(
m× |S1 ∪ S2| × 22×|S1∪S2|) .

1 Minimality in the sense of set inclusion.
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Proposition 4. If COMPREM denotes the complexity of the REM algorithm
and COMPCONT denotes the complexity of the Containment-Revision algo-
rithm, then COMPREM = |S1∪S2|2

m × COMPCONT such that m = |ξ|.

To show that this ratio is a nice amelioration of the REM algorithm, let’s con-
sider the real scale “flooding” application [4]: 300 parcels, 2 attributes per parcel,
defined over a sampled domain of water heights (about 10−20 useful sample level
by parcel). The representation of this problem leads to about 100.000 proposi-
tional clauses, hence |S1 ∪ S2| = 105, and r = (1010/300) = 3.107. It is 30
million times faster.

5 Conclusion

The global treatment of real applications, notably revision, is difficult and may
be impossible. This is due mainly to two reasons: (i) the huge amount of in-
formation in real applications, and (ii) the exponential complexity of existing
revision algorithms.

In this paper, we have proposed a revision strategy based on the decomposition
of the geographical space into blocks and coverings. Then, to make the revision of
blocks separately possible, we have exploited one of the geographical information
properties called the containment property.

However, it should be noted that it is not always possible to make an assump-
tion on the maximal size of minimal conflicts. This question is staying open with
the validation of our theoretical results by implementing Containment-Revision
on real applications.
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Abstract. In this paper we consider the problem of frequency assignment and 
power allocation for multiple users in a MC-CDMA system when the channel is 
known at the transmitter. Two intelligent search algorithms (Simulated Anneal-
ing and Tabu Search) were applied to the framework to find solution to the joint 
optimization problem. Simulations showed that by applying the framework the 
optimizing algorithms are capable of providing good solutions within a reason-
able amount of time. 

Keywords: CDMA, Multicarrier, Simulated Annealing, Tabu Search, Power 
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1   Problem Statement 

One of the inherent problems in a CDMA system is multi-user interference. Be-
cause CDMA codes are not totally orthogonal, the signals from other users are seen 
as interference at the desired receiver [1][10]. In the recent years, there are many 
works that addressed these problems [2][3][4][5][6]. These works studied various 
aspects of power control for single carrier CDMA systems. However, to the author 
knowledge until now there is no prior work discussing the problem of jointly opti-
mizing power control and sub-carrier allocation in a MC-CDMA system. Assume 

that there are K  user in the systems. Let N
K Cccc ∈,...,, 21 be the CDMA codes as-

signed to users K...,,2,1 , where N is the length of each CDMA code. Because the 

channel on each sub-carrier is flat, denote KL×∈ CH  as the channel matrix of the 
downlink channel at the base station, where L  is the number of sub-carriers in the 

system. The channel response from the base station to the thk mobile station on the thl  

sub-carrier is the element corresponds to the thl  row and the thk  column of the chan-
nel matrix, kl ,H .  

Let us denote u  as the carrier assignment function, i.e. the carrier of user k  is 

( )ku . The received signal at thk  the mobile station is 
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where kp  is the power level allocated for user k .  

The signal to noise plus interference ratio at the output matched filter is therefore 
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Assuming that lm users are assigned to sub-carrier l , denote these users as 

( ) ( ) ( )llll mvvv ,...,2,1 . Applying Equation (4) for each user using subcarrier l , we have 
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Denote ( ) ( ) ( )[ ]Tmvvvl llll
γγγ ...,,, 21=γ , ( ) ( ) ( )[ ]Hmvvvl llll

ppp ,...,, 21=p , ( )ll diag γΓ = . 

Equations (3) can be written in matrix form as ( )
( ) ( )

ll
iviv

lll

ll

rΓ
H

pAC
2

,

1=− , where 

lC is a diagonal matrix with diagonal elements representing the desired power gain of 

each user user, lA with element (i, j) representing the interference gain from user i to 

user j on subcarrier l, and lr is a column vector with the ith element equals i
H
i cc . 

Therefore 

( ) ( )
( ) llll

iviv
l

ll

rΓAC
H

p 1

2
,

1 −−= . (4) 

The total transmit power is 

∑
=

=
L

l
l

TP
1

p1  (5) 

The objective function is (5). If the mapping function u  is known, (5) can be 
computed backward directly using Equations (4), (3), (2), and (1). Recall that u  per-
forms the mapping from the set of users to the set of subcarriers. The total number of 

functions available is KL .  
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2   The Intelligent Search Approach 

As we explained in previous sections, the search space of the joint power control and 
subcarrier optimization problem is very large and cannot be implemented using exhaustive 
search for a typical system. In this section we introduce a general approach to the 
problem. We all know that many optimization algorithms, including Simulated An-
nealing and Tabu Search are based on topological structure of the problem by moving 
from the current solution to another solution that is defined as a neighbor to it. This 
approach has been applied successfully to many NP-hard problems, including the well 
known Traveling Salesman Problem [7][8][9]. 

If we change the subcarrier assignment of user k  from 1l  to 2l  this assignment is 

still valid as long as Lll <≤ 21,0 . Motivated by this observation, we define an n-opt 

neighbor of u  as a mapping from the user set to the subcarrier set in which all but n  
users’ carrier assignments are kept the same as those in u .  

 
Initialization 
  u ← random 
  T ← T0 
For iter = 1: MAX_ITER 
  unew ← random(Nn(u)) 
  Pold  ← P(u), using Equations (1)-(7) 
  Pnew  ← P(unew), using Equations (1)-(7)  
  ∆P ← Pnew-Pold 
  t  ← random[0, 1] 
  If (t < exp(-∆P/T)) 
     u ←unew 
  End 
  T ← βT 
End 

Fig. 1. The Simulated Annealing Algorithm 

Denote the set of n-opt neighbor function of u  as ( )uNn . The basic framework of 

the intelligent search for the joint power control and subcarrier assignment can be 
described as following. At first, a random value of u is chosen, then at each iteration, 
a value of ( )uNn  is select. If the value satisfies some heuristic conditions then update 

the value of u to the new value. The key here is instead of doing exhaustive search 
over the set of u , we only perform search on only a subset of it. Because of the limit 
of the space, we will not describe how Simulated Annealing and Tabu Search algo-
rithms work. Interested readers can find the description of these algorithm in 
[7][8][11].  The Simulated Annealing and Tabu Search Algorithms are presented on 
Figures 1 and 2. 
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Initialization 
  u ← random 
  tabulist ← ∅ 
For iter = 1 : MAX_ITER 
  ubest ← random(Nn(u)) 
  Pbest ← P(unew) 
  For each unew in Nn(u) 
   Pnew ← P(unew) 
   If Pbest> Pnew and unew ∉ tabulist 
    Pbest ← Pnew 
    ubest ← unew 
   End 
  End 
  u ← ubest 
  if tabulist is full 
   remove the oldest element from tabulist
   tabulist ← tabulist ∪ u 
End 

Fig. 2. The Tabu Search Algorithm 

3   Numerical Results 

A random network of K = 40 users was generated. The code words Kccc ,...,, 21  are 

randomly generated using ±1 as the real and imaginary components of each code.  
Each code has the length N =64. The target SINR is 5 dB. The number of subcarriers 
is L= 10. The channel is assumed to be Raleigh fading with equal pathloss.  

The initial temperature of the Simulated Algorithm is T=200. The temperature con-
trol factor was chosen β=0.99. The length of the tabulist is 32. The total number of 
iterations is 500. Four algorithms was implemented, the Simulated Annealing, the 
Tabu Search algorithm, the random assignment algorithm and the greedy algorithm. 
In the random assignment algorithm, at each iteration, each node is assigned a random 
subcarrier while in the greedy search algorithm, on another hand, at each iteration, the 
algorithm looks at its neighbor set to find the one with smallest total transmit power 
and at the next iteration move to that solution. 

Table 1. Total transmit power of the four algorithms 

Algorithm 40,10 == KL  50,10 == KL  60,10 == KL  

Simulated 
Annealing 

50.1 67.3 71.0 

Tabu Search 50.2 65.9 71.0 

Random 
Search 

195.6 250.1 288.7 

Greedy 198.9 249.2 272.5 



 Joint Power Control and Subcarrier Allocation in MC-CDMA Systems 949 

0 50 100 150 200 250 300 350 400 450 500
0

100

200

300

400

500

600

iteration

to
ta

l t
ra

ns
m

it 
po

w
er

 

 

Current SA
Best SA

Current Tabu

Best Tabu

Random
Greedy

 

Fig. 3. The total transmit powers of the four algorithms 

Figure 3. shows the total transmit power of the four algorithms. The Figure shows 
that the solution provided by Tabu Search is the best. The Simulated Annealing also 
provided good total transmit power while the random and the greedy search method 
do not provide good enough output.  

It should be noted that the comparison between the Tabu search and the Simulated 
Annealing algorithms based on iteration indices is not fair because, at each step the 
Tabu Search algorithm require much more computation than that of the Simulated 
Annealing (including searching for all the best neighbors, and performing Tabu list 
manipulation). To make a fair comparison, we implemented all four algorithms in 
Matlab (version 7.6 running on Windows Vista). Each algorithm performed 107 flops 
(basic operation in Matlab) before producing the output. For each case, 100 random 
networks were generated and the results were averaged. The data on Table 2 showed 
that Simulated Annealing and Tabu Search produced comparable outputs and the total 
transmit powers are much smaller than those of the random and the greedy search.  

4   Conclusion 

In this paper we proposed a new framework for the problem of joint power control 
and subcarrier allocation for MC-CDMA systems. The key idea is to define the sub-
carrier mapping function from the user set to the subcarrier set and its neighbor set. It 
is shown that the framework can be easily applied to Simulated Annealing and Tabu 
Search algorithms. It is obvious that by modifying the n-opt operation the framework 
can be applied to other intelligent search algorithms such as Genetic Algorithm and 
Ant Colony Optimization. Numerical results showed that these algorithms provide 
much better solutions than conventional methods.  
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Abstract. Error-based Simulation (EBS) is a framework for assisting a
learner to become aware of his errors. It makes a simulation based on
his erroneous hypothesis to show what unreasonable phenomena would
occur if his hypothesis were correct, which has been proved effective as
counterexamples to cause cognitive conflict. In making EBS, it is nec-
essary (1) to make a simulation by dealing with a set of inconsistent
constraints because erroneous hypotheses often contradict the correct
knowledge, and (2) to estimate the ’unreasonableness’ of phenomena in
a simulation because it must be recognized as ’unreasonable.’ We previ-
ously proposed a technique (called ’Partial Constraint Analysis (PCA)’)
for making EBS based on any inconsistent simultaneous equations, and a
set of domain-independent heuristics to estimate the ’unreasonableness’
of physical phenomena. In this paper, we describe a prototype EBS-
system implemented by using these, and show the results of preliminary
test which verified the usefulness of our method.

Keywords: intelligent tutoring system, simulation-based learning envi-
ronment, learner’s error, counterexample, truth maintenance system.

1 Introduction

The critical issue in assisting constructivist learning is to provide a learner with
feedback which causes cognitive conflict when he makes errors [8]. We call this
’the assistance of error-awareness,’ and think there are two kinds of methods for
it. The one is to show the correct solution and to explain how it is derived. The
other is to show an unreasonable result which would be derived if his erroneous
idea/solution were correct. We call the former ’indirect error-awareness,’ and the
latter ’direct error-awareness.’ [3]

Usual simulation-based learning environments (SLEs, for short) [12] give the
assistance of indirect error-awareness because they always provide the correct
solution (i.e., correct phenomena) a learner should accept finally. The under-
standing by such assistance is, however, ’extrinsic’ because they show only the
same physically correct phenomena whatever erroneous idea a learner has. In
addition, in usual SLEs, a learner must translate his (erroneous) hypothesis into

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 951–958, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. An example of EBS

the input which doesn’t violate the constraints used by a simulator (e.g., even if
he thinks ’the quantities x and y are propotional,’ he can only increase x and ob-
serve y, instead of inputting the equation ’y = cx(c > 0)’). This makes it difficult
to identify what kind of phenomena a learner predicts. It is, therefore, difficult
to estimate the ’seriousness’ of the difference between the correct phenomena
and his prediction.

Error-based Simulation (EBS, for short) [2] is a framework for assisting such
direct error-awareness in SLEs. It makes simulations based on the erroneous
ideas/solutions externalized by a learner (we call them ’erroneous hypotheses’),
which results in unreasonable (unacceptable) phenomena and makes him be
aware of his errors. For example, consider the mechanical system shown in Fig.1a.
Assume that a learner set up equations of motion shown in Fig.1b for this sys-
tem. The EBS made based on this ’erroneous hypotheses’ is shown in Fig.1c, in
which the string connecting the two blocks shrinks. These unnatural phenom-
ena become counterexamples to a learner’s erroneous ideas and are expected to
motivate him to reflect on his solutions. We have developed a few EBS-systems
for such mechanics problems [4,6] and tested their effectiveness in a laboratory
experiment (subjects were university students) [4] and a field test (subjects were
junior high school students) [6]. In both cases, it has been proved that EBSs
caused strong cognitive conflict and lead learners to a deeper understanding.

For designing EBS-systems, in general, two technical issues must be addressed.
(1) The representation of erroneous hypotheses often contradicts the constraints
necessary for making a simulation (i.e., the representation of correct knowledge
of the domain). (2) The result of a simulation must be recognized to be ’un-
reasonable’ by a learner. As for (1), if a contradiction is detected, some of the
correct constraints should be relaxed (i.e., deleted) to make the rest consistent
(i.e., EBS shows that if a learner’s erroneous hypothesis were correct, it would
be inevitable for some correct constraints to be violated). The module which
deals with such inconsistency is called the ’robust simulator.’ As for (2), while
the phenomena in EBSs are physically impossible because they include an erro-
neous hypothesis (and/or some correct constraints are deleted), a learner who
has only incomplete knowledge of the domain doesn’t always recognize their ’un-
reasonableness.’ It is, therefore, necessary to estimate the ’unreasonableness’ of
phenomena in EBS by using explicit criteria.

The techniques used in the EBS-systems previously developed, however, were
domain-dependent. That is, they could deal with only a limited class of errors
by a learner, and used domain-specific heuristics to avoid contradiction in calcu-
lation. We, therefore, proposed a domain-independent technique which can deal
with any erroneous simultaneous equations/inequalities (which are the power-
ful means of externalizing scientific ideas) to make EBS. It is called ’Partial
Constraint Analysis (PCA, for short)’ [5], which detects and eliminates contra-
dictions in a set of constraints given by simultaneous equations/inequalities. We
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also proposed a set of heuristics to estimate the ’unreasonableness’ of phenomena
in EBS in a general way [5]. It describes the meaning of typical equations/
inequalities of physical systems and is used for predicting what kind of physical
phenomena would occur if they were violated. The usefulness of these methods
was suggested with some examples.

In this paper, we show the results of preliminary test which verified the use-
fulness of PCA and the heuristics empirically. Some technical issues concerning
the prototype system implemented for the test are also discussed. We think these
results are encouraging in applying EBS to other domains.

2 PCA: Partial Constraint Analysis

In this section, we outline PCA (see [5] for more detail). In previous EBS-systems,
the procedure for avoiding contradiction was specified before calculation by uti-
lizing the assumption of the domain. Under general conditions, however, it is
necessary to detect the cause of contradiction in a set of constraints explicitly
and to eliminate it appropriately. PCA is a method for doing such a calcula-
tion. It can deal with simultaneous equations/inequalities which may include
contradiction.

2.1 The Algorithm

PCA first constructs the ’Constraint Network’ (CN, for short) of given simulta-
neous equations S, then searches for the consistent part of it (we call it ’Partial
Constraint Network,’ PCN, for short). CN is a graph structure which represents
the dependency between equations and variables in S. CN has two types of
nodes: equation node (e-node) and variable node (v-node). An e-node stands for
an equation and a v-node stands for a variable in S. A v-node which stands for
an exogenous variable is called ex-v-node. Examples of CN are shown in Fig.2c
and Fig.3c.

Taking an ex-v-node (or a v-node which is given its temporary value) as an
initial PCN, PCA then extends it by adding the nodes step by step to which the
value can be regularly propagated. When S is consistent, the value of each v-
node is uniquely calculated by a unique path which propagates the given values
of ex-v-nodes to it (If CN has a loop, the values of v-nodes in the loop are
determined simultaneously by solving the simultaneous equations in it). To each
v-node in PCN, the method for calculating its value is attached symbolically
using the values of ex-v-nodes and e-nodes on the path of the propagation (it is
called ’calc-method,’ for short).

When S is inconsistent, PCA meets the following irregularities and resolves
them:

– (under-constraint) There are some e-nodes in each of which the sufficient
values of v-nodes aren’t supplied to calculate the value of a v-node. In other
words, there are some v-nodes the values of which can’t be determined by
any path. In such a case, PCA gives them temporary values and continues
the calculation by using the values (a v-node given its temporary value is
called a ’dummy’).
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– (over-constraint) There are some v-nodes each of which has more than one
path to determine its value. In other words, there are some e-nodes which
have no simultaneous solution. In such a case, PCA deletes one of the e-nodes
responsible for the contradiction from PCN to make the rest consistent.

The procedure above is continued until no propagation of values is possible any
more. Contradiction occurs when PCA meets over-constraint. In order to detect
a contradiction and identify the e-nodes responsible for it, PCA cooperates with
TMS (Truth Maintenance System) [1]. That is, it makes a TMS maintain the
justification of calc-method of each v-node. The algorithm with a basic JTMS
(Justification-based TMS) [1] is described in [5]. By introducing a TMS, all the
possible PCNs can be obtained independently of the choice of the initial PCN.

2.2 Other Mechanisms for Dealing with Learners’ Erroneous Ideas

From a technical viewpoint, there have been proposed several mechanisms based
on (A)TMS ((Assumption-based) TMS) for dealing with an inconsistent set of
constraints (which are the representations of a learner’s erroneous idea/solution
and the correct knowledge of the domain) in the literature on learner modelling
[11]. Though their ability in nonmonotonic reasoning is (more than) equivalent to
our method, their functions are different (because of the difference of purposes).
While the model-based cognitive diagnosis [9] can identify the erroneous part of
a learner’s knowledge, it can say nothing as to what would happen based on the
erroneous knowledge. While SMIS [7] can reason the consistent part of a learner’s
knowledge (i.e., the learner model) and execute it to show what would result
from it, it can say nothing as to the ’unreasonableness’ of the result (by itself).
In addition, though SMIS excludes some constraints to make a learner model
consistent, it can’t control the ’unreasonableness’ by choosing the constraints to
be excluded because it doesn’t know the meanings of them. The robust simulator
addresses these issues.

3 Heuristics for Estimating the ’Unreasonableness’

3.1 Four Heuristics for Deleting Constraints

When erroneous simultaneous equations/inequalities are unsolvable, PCA out-
puts a consistent PCN in which a (set of) equation(s) is deleted from them.
The choice of equation(s) to be deleted considerably influences what unreason-
able phenomena would occur in simulation. From the viewpoint of direct error-
awareness, we proposed four domain-independent heuristics in making such a
choice in order to estimate the ’unreasonableness’ of EBS [5]. In this section, we
outline them.

(H1) Don’t delete the erroneous equations. Since an erroneous equation reflects
a learner’s error, it must not be deleted. Only when there is more than one
erroneous equation and they contradict each other, some of them may be deleted.

(H2) Delete the equations which represent the topic of learning prior to others.
When the topic of learning is a relation between some physical constants/variables
(e.g., physical law/principle), it is useful to delete the equation which represents
it because the phenomena in which the relation doesn’t hold focus on the topic.
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(H3) Delete the equations/inequalities which describe the values of physical con-
stants or the domains of physical variables prior to others. The equations/
inequalities which describe the values of physical constants or the domains of
physical variables often represent the most basic constraint of the domain, such
as the meaning of the constants/variables. The phenomena in which these con-
straints are violated, therefore, are easily recognized as ’unreasonable.’

(H4) Delete the fundamental circuit equations and cut set (incidence) equations
of the system prior to others. In physical systems, fundamental circuit equations
of across variables and cut set (incidence) equations of through variables [10]
often represent the most basic constraints of the domain, such as the conservation
of basic physical amounts, or the relations between components of the system to
be held. The phenomena in which these constraints are violated, therefore, are
easily recognized as ’unreasonable.’

3.2 Examples of Making EBS by Using the Heuristics

We implemented a prototype robust simulator which makes EBS by using PCA
and the heuristics above. Examples in elementary electric circuits and mechan-
ics are also prepared in which a learner is asked to set up equations for a
system. In this section, we describe its implementation and illustrate how it
works.

How to interpret equations by a learner. The interpreter of equations by
a learner in our prototype system is very simple. It deals with equations/
inequalitieswhich include onlypolynominal expressions andare consistent inphys-
ical dimensions. All labels (i.e, names) of physical constants/variables are given in
each problem. It judges whether an equation/inequality is correct or not by match-
ing itwith the template of correct solution (a correct equation/inequalityand some
variations of it). By using similar templates, it also identifies the types of equa-
tions/inequalities (i.e., those of the topic of learning, those of the values/domains of
physical constants/variables, the fundamental circuit or cut set (incidence) equa-
tions). In order to prevent a learner from omitting some equations/inequalities or
transforming their expressions in advance, a learner is asked to use all of the con-
stants/variables given in each problem. In this way, all the equations/inequalities
which represent the basic constraints of the domain are set up.

Generation of explanation. By tracing the dependency network of justifica-
tions made by PCA, the system can make an explanation of why the simultane-
ous equations aren’t (or are) solvable. By using the heuristics above, it can also
explain how unnatural phenomena will occur in the EBS. A dependency network
and the meaning of a deleted equation are translated into natural language by
using a simple template of explanation.

An example in an electric circuit. As for the electric circuit shown in Fig.2a,
assume that a learner set up the (erroneous) equations shown in Fig.2b. These
simultaneous equations are unsolvable because the two loops in their constraint
network (i.e., the loop with variables v1, v2, i1 and i2, and the loop with variables
v2, i2 and i3) are simultaneously unsolvable (Fig.2c). The robust simulator,
therefore, tries to delete some of the equations in these loops (i.e., equations
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Fig. 2. An example in electric circuit

Fig. 3. An example in mechanics

(1), (2), (3), (4) and (5’)). According to (H1), equation (5’) is not an option.
Since equations (1), (3) and (4) are fundamental circuit equations and equation
(2) is an incidence equation, equation (2) is deleted according to (H4) (in this
case, (H2) and (H3) are inapplicable). The calculation by using the rest (i.e.,
equations (1), (3), (4) and (5’)) yields an ’unreasonable’ phenomenon in which
the total amount of electric current at node A isn’t conserved (i.e., i1 = 2.25(A),
i2 = −0.5(A) and i3 = 1.5(A)). Fig.2d shows the explanation made by the
system.

An example in mechanics. As for the mechanical system shown in Fig.3a,
assume that a learner set up the (erroneous) equations shown in Fig.3b. These
simultaneous equations are unsolvable because the two loops in their constraint
network (i.e., the loop with variables a3, b2 and T , and the loop with variables a1,
a2 and N) are simultaneously unsolvable (Fig.3c). The robust simulator, there-
fore, tries to delete some of the equations on these loops (i.e., equations (1), (2),
(3’), (4), (5) and (6)). According to (H1), equation (3’) is not an option. Since
equations (1), (2) and (4) are incidence equations and equations (5) and (6) are
fundamental circuit equations, equation (5) is, for example, deleted according
to (H4) (in this case, (H2) and (H3) are inapplicable). The calculation by using
the rest (i.e., equations (1), (2), (3’), (4) and (6)) yields an ’unreasonable’ phe-
nomenon in which the relative velocity between Block-1 and Block-2 isn’t held
(i.e., a1 = g/4, a2 = 9g/4, a3 = b2 = 3g/2, T = 5Mg/2 and N = 9Mg/4), that
is, these blocks overlap each other (Fig.3d).
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4 Preliminary Test

A preliminary test was made for verifying the usefulness of our method by using
the prototype system.

We prepared four problems in elementary physics, three of which are in me-
chanics (problems 1-3) and one in electric circuit (problem 4). We also prepared
seven examples of erroneous solutions for them, three of which are for problem
1, 2 and 4 respectively and four for problem 3. These examples (i.e., erroneous
equations) were made by combinating the errors frequently observed in learners’
erroneous equations (e.g., missing/extra terms, incorrect sign of vector quanti-
ties, erroneous use of trigonometric functions). EBSs and explanations for them
were generated by using the prototype system and shown to ten subjects who
were (under)graduate students majoring in engineering. From the viewpoint of a
’tutor,’ they were asked to judge (1) whether such erroneous equations probably
occur when a learner tries to solve these problems, and (2) whether the EBSs
and explanations are effective in assisting a learner who made such errors.

Tab.1 shows the EBSs generated by the prototype system for the erroneous so-
lutions in problems 1-4. By using PCA and the heuristics, EBSs can be generated
for various types of erroneous equations. As for these EBSs and explanations,
subjects’ response to question (2) is shown in Tab.2 (in which, only the responses
of subjects who gave positive answers to question (1) (i.e., who chose ’(the error
is) very probable’ or ’probable’) are aggregated).

Tab.2 shows that most subjects agreed the effectiveness of EBSs and the
explanations in almost all the cases (we leave the cases of erroneous equations 1
and 2 in problem 3 out of consideration because they have few samples). Most
of the subjects who didn’t agree pointed out that the explanations were difficult

Table 1. Problems, errors and generated EBSs

Table 2. Result of the questionnaire
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to understand. In addition, as to problem 2, they also pointed out that the
unnaturalness of the phenomenon (i.e., total energy isn’t conserved) was hard
to understand because it wasn’t sufficiently visualized by EBS (which shows the
motion of objects by animation). Even these subjects, however, agreed the aim
of generated EBS itself and suggested that these could be improved by using a
better template and by choosing the media suitable for the unreasonableness to
be visualized (the latter is addressed in [3]).

We, therefore, think the results of this preliminary test suggest the usefulness
of our method.

5 Conclusion

In this paper, we presented the results of preliminary test which verified the
usefulness of the domain-independent method of making EBS. We think these
results are encouraging in applying EBS to other domains for assisting direct
error-awareness.
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Abstract. Changing the mood transition of robots can change the per-
ceptions people have of their characteristics. We present an emotion gen-
eration model that represents a robot’s psychological state of mind. This
model can assess the robot’s individuality through mood transitions. We
also report an experiments of emotional conversation with a robot that
had this model installed.

1 Introduction

For a robot to live and to communicate with people in a natural way, it requires
its own personality or individuality. Otherwise, it would seem awkward and out
of place. We present an emotion generation model that represents a robot’s psy-
chological state of mind. This model can assess the robot’s individuality through
mood transitions. Mood is defined as a weak but relatively lasting affective state.
It is an allowed or rejected expression of emotions [1,2,3]. Human emotion is a
comparatively intense, transient affective state, which is produced rapidly and
is generally accompanied by clear expressive change [4].

We divide the robot’s affective state into mood and emotion. Mood is a long
lasting affective state that influences emotion. Emotion is a short lasting affective
state that is clear and shown directly through expressions. Emotion is assessed
from the amount of pleasure-displeasure of the robot and occurs in response
to the influence of mood. Mood dynamically changes with the accumulation
of past emotions. Changing the mood transition of robots can produce various
expressions of personality as well as individuality in them that enables the robots
to demonstrate a wide range of behaviors.

2 A Sensitivity Communication Robot Ifbot

A novel robot, the Ifbot, can communicate with humans through expressive and
engaging conversations and emotional expressions that have been developed by
our industry-university joint research project [5]. The Ifbot can converse with

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 959–964, 2008.
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Fig. 1. Emotion generation model

a person through fundamental voice recognition and voice synthesis engines. It
can also communicate with a person, while showing its “emotions” through facial
expression mechanisms and gestures.

3 Emotion Generation Model

Figure 1 shows the overview of our emotion generation model. This model con-
trols robot’s emotions based on its mood and what is talked. The interior of the
robot consists of three main processes: authentication, emotion, and conversa-
tion. In the authentication process, a robot identifies a dialogist P and refers to
the dialogist likability DB for likability LP to P held in old conversations. In the
emotion process, the robot determines its emotion E. By adding the influence of
the robot’s mood md to this, its emotion E′ is determined. In the conversation
process, the robot asks a question, recognizes the response of P , and expresses
expressions corresponding to E′.

4 Emotion Process

We use Russel’s circumplex model of affect[6] for determining emotion. On the
basis of this model, we built an emotional space of the robot this was defined in
terms of two orthogonal dimensions, pleasure-displeasure and degree of arousal.
We calculate the robot’s emotion E = (r, θ) in plotting the pleasure-displeasure
Ple and the degree of arousal Ar. Here, (r, θ) is the polar coordinate expression
of the position vector (Ple,Ar) in the robot’s emotional space. Please refer to
[7][8] for the calculations of Ple and Ar from conversations.
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Fig. 2. Allowed domain of emotions af-
fected by mood

Fig. 3. Classification of emotional space
of robot’s expressions: eleven domains
with typical eleven emotions

4.1 Mood

In this paper, we account for the robot’s mood md as a transition model that
changes between domains by accumulation of past emotions E′. The emotional
space is divided into four domains with the axis of pleasure-displeasure and
degree of arousal. Each domain is considered as one mood domain and is called
M1, M2, M3, M4, beginning at the first quadrant. The robot’s mood md changes
between these domains.

The robot has stacks for the changes in each mood, and the emotion E′ = (r′, θ′)
calculated in Section 4.2 is accumulated in a corresponding stack. The robot up-
dates stacks for every question and answer set by accumulating the quantity
proportional to the magnitude r′ in a stack that is determined by the direction
θ′. The robot changes its md when the stack is over its threshold. Suppose that
the robot’s current md is Mi. For example, if the stack corresponding to Mj

exceeds its threshold Thij, md will change from Mi to Mj . It becomes easy to
change when Th is small. We give various expressions of personality to the robot
by changing Ths. Because we consider that the influence on mood weakens like
the emotions accumulated in the past, the stacks decrease little by little.

4.2 Emotion

The intensity of the robot’s emotion is affected by its mood. We set up an allowed
domain of the emotion corresponding to each mood. The robot changes the
intensity of its emotion according to this allowed domain. The allowed domain
of the emotions affected by the robot’s md is shown in Figure 2. The logical sum
of the domain that is composed of one quadrant and the internal domain of the
inner circle of radius α is one mood domain. The coefficient α (0 < α ≤ 1) shows
the strength of the emotions affected by md.

The emotion E′ = (r′, θ′) is calculated from the emotion E = (r, θ) and the
allowed domain (Figure 2) of the emotions affected by the moodmd. The intensity
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Fig. 4. Examples of facial expressions of Ifbot

(a) IfbotA (b) IfbotB (c) IfbotC

Fig. 5. Threshold Ths of each Ifbot

of emotion is influenced bymd, but the kind of emotion is not influenced. If E is in
the domain corresponding tomd, The intensity of E is kept stable by maintaining
the magnitude r constant. In contrast, if E is not in the domain corresponding to
md, the intensity of E′ is reduced by multiplying r and α.

5 Experiment

Conversation experiments were conducted after our emotion generation model
was installed in an Ifbot. The kinds of expressions that the robot was capable
of are shown in Figure 3. We classified the robot’s emotional space this figure
into eleven domains according to the kind θ′ of the robot’s emotion E′, and we
matched the typical emotions in each domain with the expressions. We divided
the intensity of the robot’s emotion into three steps and matched the different
expressions with the corresponding in each step. In these experiments, we used
the facial expressions that were input into the Ifbot beforehand. Examples of the
facial expressions corresponding to each emotion expressed in the experiments
are shown in Figure 4.

We evaluated the psychological impact that the robots made on the dialo-
gist. A subjective evaluation on the emotional changes was conducted after each
dialogist had conversations with ifbotA, IfbotB and IfbotC, each of which had
a corresponding character image, and an adjustment in their thresholds Ths,
IfbotN, in the original system, was also used. The Ths of IfbotA, IfbotB, and
IfbotC are shown in Figure 5. In this figure, the size of Th is indicated by the
thickness of the arrow. If Th is small, the arrow is thick and the robot easily
changes its mood. We gave IfbotA a “short tempered” characteristic. Its mood
easily changes to M2. We gave ifbotB an “arbitrary” characteristic. Its mood eas-
ily changes. And gave ifbotC a “cheerful and peaceful” characteristic. Its mood
easily changes to M1 and M4.



A Characterization of Sensitivity Communication Robots 963

4 71

HumanMechanical

ifbotA
ifbotB
ifbotC
ifbotN

4 71

ComplicatedSimple

ifbotA
ifbotB
ifbotC
ifbotN

(a)

(c)

4 71

AgreeableDisagreeable

ifbotA
ifbotB
ifbotC

(e)

ConscientiousUnconscientious

ifbotA
ifbotB
ifbotC

4 71

(g)

4 71

SignificantInsignificant

ifbotA
ifbotB
ifbotC
ifbotN

4 71

ExtroversiveIntroversive

ifbotA
ifbotB
ifbotC

4 71

Emotionally stableEmotionally unstable

ifbotA
ifbotB
ifbotC

IntelligentUnintelligent

ifbotA
ifbotB
ifbotC

4 71

(b)

(d)

(f)

(h)

Fig. 6. Results of sensitivity evaluation

In these experiments, we used the semantic differential [9] for evaluating sensi-
tivity. Thirty subjects observed conversations with the four Ifbots and answered
questionnaires after each conversation. We determined the effect of our model
by graphing out the average and standard deviation of the evaluations (1-7) for
four Ifbots, item by item. We used the Mann-Whitney U test as an inferential
test of the four Ifbots. The significance level of the test was set to 0.05. The
results are shown in Figure 6. IfbotN was not evaluated on the big five[10] (Fig-
ure 6(d)-Figure 6(h), which is widely accepted in personality theory, because
these items were evaluated only in the Ifbots with special characteristics.

On “mechanical - human”, shown in Figure 6(a), although IfbotB was slightly
low, every Ifbot was rated as comparatively “human.” On “insignificant - signif-
icant”, shown in Figure 6(b), and “simple - complicated”, shown in Figure 6(c),
the evaluation of each characterized Ifbot varied, but compared with IfbotN,
each of these Ifbots was rated as more “significant” and “complicated”. This is
because giving moods to Ifbot can make its facial expressions more meaningful
and can facilitate a partner perceiving it to be more complex. On “introversive
- extroversive” shown in Figure 6(d), IfbotA was rated as comparatively “extro-
versive” in the three Ifbots. On “disagreeable - agreeable” shown in Figure 6(e),
“agreeable” was supported in order of IfbotA, IfbotB, and IfbotC. On “emotion-
ally unstable - emotionally stable”, shown in Figure 6(f), IfbotB was rated as
more “emotionally unstable” than IfbotA and IfbotC, which were rated as being
comparatively “emotionally stable”. This is because since in IfbotB, the thresh-
olds for mood translation Ths were set low, IfbotB changes its mood more easily
than IfbotA and IfbotC. We found a statistically significant difference between
IfbotA and IfbotB and between IfbotB and IfbotC. This shows that the person-
ality of our robots can be expressed, whether it is emotionally stable or not. On
“unconscientious - conscientious”, shown in Figure 6(g), and on “unintelligent -
intelligent”, shown in Figure 6(h), the perceived differences were not significant.
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6 Conclusion

We proposed an emotion generation model for robots so that they could provide
more human-like communications. This model can give the robot personality
through mood transitions this change with the accumulation of past emotions.
Conversation experiments were conducted after this model was installed in an
Ifbot. Our experimental results showed that personality could be effectively ex-
pressed by changing the characteristic parameters on mood transitions.

In this paper, we reported on experiments of emotional conversations with
three different characterizations in Ifbot. However, that is not enough to show
the effectiveness of this model. In future work, we will put robots that have more
personality variations through many more tests of this model.

Acknowledgments

This work was supported in part by the Ministry of Education, Science, Sports
and Culture, Grant–in–Aid for Scientific Research under grant #17500143 and
#20700199, and by the Tatematsu Foundation.

References

1. Moore, B.E., Fine, B.D.: PSYCHOANALYTIC TERMS & CONCEPTS by The
American Psychoanalytic Association. Yale University Press (1990)

2. Lofgren, L.B.: Psychoanalytic theory of affects. Journal of the American Psycho-
analytic Association 16, 638–650 (1970)

3. Weinshel, E.M.: Some Psychoanalytic Considerations on Moods. The International
Journal of Psycho-analysis 55, 313–320 (1968)

4. Strongman, K.T.: The Psychology of Emotion. Everyday Life to Theory (2003)
5. Business Design Laboratory Co. Ltd. Communication Robot Ifbo,

http://www.business-design.co.jp/product/001/index.html

6. Russel, J.A.: A circumplex model of affect. Journal of Personality and Social Psy-
chology 39, 1161–1178 (1980)

7. Takeuchi, S., Sakai, A., Kato, S., Itoh, H.: An Emotion Generation Model Based
on the Dialogist Likability for Sensitivity Communication Robot. Journal of the
Robotics Society of Japan 25(7), 103–111 (2007) (in Japanese)

8. Senoo, Y., Kato, S., Itoh, H.: An emotion control method based on likability for
sensibility communication robot. In: Proceedings of The 8th Annual Conference of
JSKE 2006, p. 182 (2006) (in Japanese)

9. Osgood, C.E., Tannenbaum, P.H., Suci, G.J.: The Measurement of Meaning. Uni-
versity of Illinois Press, Urbana (1957)

10. Goldberg, L.R.: An alternative ”description of personality”: The big-five factor
structure. Journal of Personality and Social Psychology 59, 1216–1229 (1990)

http://www.business-design.co.jp/product/001/index.html


Recommendation Algorithm
for Learning Materials

That Maximizes Expected Test Scores

Tomoharu Iwata1, Tomoko Kojiri2,
Takeshi Yamada1, and Toyohide Watanabe2

1 NTT Communication Science Laboratories,
2-4, Hikaridai, Seika-cho, “Keihanna Science City,” Kyoto, 619-0237, Japan

{iwata,yamada}@cslab.kecl.ntt.co.jp
2 Graduate School of Information Science, Nagoya University,

Furo-cho, Chikusa-ku, Nagoya, 464-0803, Japan
{kojiri,watanabe}@watanabe.ss.is.nagoya-u.ac.jp

Abstract. We propose a recommendation algorithm for learning ma-
terials that enhances learning efficiency. Conventional recommendation
methods consider user preferences and/or levels, but they do not directly
consider the learning efficiency. With our method, the learning efficiency
is quantified by the expected improvement in the test score, and materi-
als are recommended so as to maximize this expected improvement. The
expected improvement is calculated with logistic regression models that
employ the user’s test result obtained before learning as input. Experi-
mental results using fill-in-the-blank exercises for English learning show
that our method yields major improvements in performance compared
with random material recommendation.

Keywords: e-learning, personalization, adaptive tutoring systems, lo-
gistic regression.

1 Introduction

With the rapid growth of network and database technologies, e-learning systems
have become widely used in various domains. With e-learning systems, the rec-
ommendation of suitable materials or exercises for each user is important because
users have different learning levels, prior knowledge, and goals. In a textbook,
the sequence of materials and exercises is fixed. This is very inefficient because
some users find themselves undertaking exercises that are too easy or reading
materials that are not examined in the target test.

In this paper, we propose a recommendation algorithm for learning materials
that directly enhances learning efficiency. Although many personalized learning
material recommendation algorithms have been proposed, they do not directly
maximize learning efficiency. Instead, they consider user preferences or/and levels
[1,2,3,4]. With our method, the learning efficiency is quantified by the expected

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 965–970, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



966 T. Iwata et al.

improvement in the test score, and materials are recommended so as to maxi-
mize the expected improvement. Intuitively speaking, our method recommends
materials so that users provide correct answers to questions that they answered
incorrectly prior to learning.

The expected improvement is calculated by logistic regression models [5] using
the questions that the user answered incorrectly before learning as input. By
training the logistic regression models using the learning log data and user test
results, we can automatically extract information about which learning materials
contribute to improvements in the test score. Since our method does not require
meta data of the materials, it is applicable to any course.

2 Proposed Method

2.1 Preliminaries

Let xi and yi be variables that represent whether question i is correctly or
incorrectly answered before and after the learning phases, respectively, as follows:

xi =

{
1/− 1 if question i is correctly/incorrectly answered before learning,
0 otherwise,

(1)

yi =

{
1/− 1 if question i is correctly/incorrectly answered after learning,
0 otherwise,

(2)
where xi = 0/yi = 0 means question i has not been answered before/after
the learning phase. The results of the set of test questions V before and after
the learning phase are represented by vectors x = (xi)i∈V and y = (yi)i∈V ,
respectively.

Let zj be a variable that represents whether material j is recommended in
the learning phase as follows:

zj =

{
1 if material j is recommended in learning,
0 otherwise.

(3)

The recommended materials are represented by a vector z = (zj)j∈M , where M
represents a set of learning materials.

2.2 Recommendation Algorithm

The goal of our method is to select materials to be used in the learning phase
from a set of materials in order to enhance learning efficiency. Learning efficiency
is quantified by the expected improvement in the test score.

The expected improvement in the test score given recommended materials z
is written as follows:

E(z) =
∑
i∈V

P (i)P (xi = −1)P (yi = 1|xi = −1, z), (4)
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Table 1. The material recommendation procedure with our method

1. Input the test result before learning x,
2. Initialize the recommended material vector: z = (0, · · · , 0),
3. Select a material to be recommended ĵ by (6),
4. Update the recommended material vector: z = z+ĵ,
5. Return to step 3 unless an end condition is satisfied.

where P (i) represents the probability that question i is asked in the test, P (i)+
P̄ (i) = 1, in which P̄ (i) represents the probability that question i is not asked
in the test, P (xi = −1) represents the probability that question i is incorrectly
answered before learning, and P (yi = 1|xi = −1, z) represents the probability
that question i is correctly answered after the learning phase when the question
i is incorrectly answered before the learning phase and materials z are recom-
mended. In (4), E(z) is regarded as the expected number of questions that are
incorrectly answered before the learning phase and correctly answered after the
learning phase given recommended materials.

When the probabilities that questions are asked are uniform, and questions
that are incorrectly answered before learning are known, the expected improve-
ment in the test score can be simplified as follows:

E(z|x) ∝
∑
i∈V

I(xi = −1)P (yi = 1|xi = −1, z), (5)

where I(A) represents an indicator function, i.e. I(A) = 1 if A is true, I(A) = 0
otherwise. We use (5) as the expected improvement in the test score in the
following sections for the simplicity.

Our method sequentially selects a material that maximizes the expected im-
provement from materials that have not yet been recommended as follows:

ĵ = arg max
j:zj=0

E(z+j |x), (6)

where z = (zj)j∈M represents currently recommended materials, and z+j repre-
sents recommended materials when material j is newly recommended, or z+j

j′ = 1
if j = j′ and z+j

j′ = zj′ if j �= j′. Table 1 shows the material recommendation
procedure with our method. Examples of end conditions include those where
the number of recommended materials, the expected improvement, or the time
period of the learning phase exceeds a certain threshold.

2.3 Improvement Model

When recommending materials, our method requires improvement model P (yi =
1|xi = −1, z), which is the probability of the improvement of question i given
recommended materials z. The improvement is modeled based on logistic regres-
sion [5] as follows:

P (yi = 1|xi = −1, z) =
1

1 + exp(−(µi + θ�
i z))

, (7)
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where µi and θi = (θij)j∈M are unknown parameters. Intuitively speaking, µi

represents the ease with which question i is improved, and θij represents the
influence of material j on the improvement of question i.

The unknown parameters Θ = {µi,θi}i∈V can be estimated by maximizing
the following log likelihood using the learning log data and test results for a set
of users N :

L(Θ) =
∑
n∈N

∑
i∈V

(
I(xni = −1 ∧ yni = 1) logP (yni = 1|xni = −1, zn)

+I(xni = −1 ∧ yni = −1) logP (yni = −1|xni = −1, zn)
)
, (8)

where xni and yni indicate whether question i is correctly or incorrectly an-
swered by user n before and after the learning phases, respectively, and P (yni =
−1|xni = −1, zn) represents the probability that question i is incorrectly an-
swered by user n after the learning phase when question i is incorrectly answered
before the learning phase and materials z are recommended. The global opti-
mum solution is guaranteed because the above log likelihood based on logistic
regression models is a convex function.

3 Experiments

3.1 Setting

We evaluated our method using fill-in-the-blank questions for English learning,
which are employed in many tests designed to evaluate grammatical knowledge,
such as TOEIC and TOEFL. In the fill-in-the-blank questions used here, users
select appropriate words with the correct grammar for the blank in the sentence
from four options.

We implemented a web-based e-learning system for the evaluation. In the
experiment, a user takes a test before and after the learning phase (pre-test and
post-test) to measure the effect of learning on improving the test score. One
question is presented to a user on one web page, and the user answers each
question in series. The questions in the pre- and post-tests are the same, and
there are 40 questions, |V | = 40.

The materials recommended in the learning phase are fill-in-the-blank ques-
tions with solutions and explanations. One question is recommended to each user
on one web page for learning, and the solution and explanation are presented
on one web page after the user has answered the question. Please note that the
users are not supplied with solutions and explanations in the pre- and post-
tests. There are 80 learning materials, or questions, |M | = 80, and 40 of these
are recommended to each user in the learning phase. The learning materials are
different from the questions in the pre- and post-tests. However, about half of
the materials are related to test questions, for example they involve questions
about the same idioms and grammatical rules.



Recommendation Algorithm for Learning Materials 969

Table 2. AUC of improvement models based on the Bernoulli distribution and the
logistic regression

Bernoulli distribution Logistic regression
0.556 0.592

3.2 Evaluation of Improvement Models

Our method requires improvement model P (yi = 1|xi = −1, z). We constructed
and evaluated improvement models using the log data of 52 users with random
material recommendations, |N | = 52. We compared improvement models based
on the logistic regression in (7) with the Bernoulli distribution. The Bernoulli
model assumes that the improvement does not depend on the recommended
materials z. The parameters can be estimated based on the maximum likelihood.

For the evaluation measurement, we used the area under the ROC curve
(AUC) of the problem to predict whether or not questions that were incorrectly
answered in the pre-test are correctly answered in the post-test. A higher AUC
represents better predictive performance. We computed AUC using leave-one-
out cross-validation, which means that we used 52 evaluation data sets, in each
of which one user’s data are used for the evaluation and the data of the other
51 users are used for the training. Table 2 shows the AUC. The AUC of the
improvement model based on the logistic regression is higher than that of the
Bernoulli model, which implies that the recommended materials are important
in terms of predicting the improvement in the score, and we can predict the
improvement in the test score with the logistic regression model.

The highest and second highest θij were θi1j1 = 0.388 and θi2j2 = 0.208,
respectively, where question i1 and material j1 are about the idiom ‘stop by’,
and question i2 and material j2 are about the idiom ‘across the street’. This
result is natural because the recommendation of materials about the same idioms
can improve the test score. Even though our method does not use information
related to question or material content, it automatically extracts the relationship
between questions and materials using the learning log data and test results.

We analyzed the relationship between questions and materials using question
i1 and material j1, which are about the idiom ‘stop by’, as an example. In the
pre-test, 32 users answered question i1 incorrectly. The probability of the user an-
swering question i1 correctly in the post-test when material j1 was recommended
was P̂ (yi1 = 1|xi1 = −1, zj1 = 1) = 15/17. In contrast, the probability when
material j1 was not recommended was P̂ (yi1 = 1|xi1 = −1, zj1 = 0) = 2/15. This
result indicates that the recommendation of material j1 is effective in improving
the response to question i1.

3.3 Evaluation of Recommendation Algorithms

We evaluated the learning efficiency of the proposed recommendation algorithm
by comparing it with a random recommendation algorithm. 38 users studied ma-
terials recommended at random, and 49 users studied materials recommended
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Table 3. Average improvements in the test scores with random recommendation and
our method

Random Our method
4.474 8.125

by our method. Table 3 shows the average improvements in the test scores on
a 100-point scale. Our method provided statistically significant increases com-
pared with the random recommendation (one-tailed t-test, p < 0.04). In the
questionnaires, 86% of users answered that there were helpful materials in the
learning phase with our method.

4 Conclusion

We proposed a method for recommending learning materials that maximizes
learning efficiency, or the expected improvement in the test score. The experi-
mental results encourage us to believe that our learning material recommenda-
tion approach is promising and will become a useful tool for e-learning. Although
we modeled the expected improvement in the test score with logistic regression
using only the learning log data and test results, we could also use content infor-
mation about the learning materials and test questions such as difficulties, and
user attributes such as levels. We plan a further verification of our method by
applying it to other courses of learning.
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Abstract. This paper aims to propose a novel approach for high heel design us-
ing the integral schemes of Kansei engineering and grey-based artificial intelli-
gence. First, to meet the market’s needs, the Kansei engineering scheme is 
adopted in order to translate the customer’s preferences into the product’s form 
elements. Secondly, to speed up and enhance the translation performance, the 
grey system theory and radial basis function neural network schemes are used. 
Thirdly, a bi-directional evaluation hybrid Kansei engineering system is con-
structed via the aforementioned methodology. Finally, a form design expert sys-
tem is proposed in consideration of designer’s usage. To illustrate the functions 
of the proposed design expert system, an example of the development of new 
high heels is demonstrated.  

Keywords: High heels design, Kansei engineering, design expert system, artifi-
cial intelligence, radial basis function neural network, the grey system theory. 

1   Introduction 

Nowadays consumers are strict in choosing products in terms of their demands and 
preferences [1]. Obviously, the key factor that influences the success of a new product 
is how to capture the “voice of the customer.” In order to help designers develop a 
suitable product form for a given product image, some models, such as design support 
models [2] and consumer-oriented technologies [3], have been proposed to capture 
the relationship between the product form and the product image perceived by 
consumers.  

In particular, Kansei engineering [4] has been developed as a comprehensive con-
sumer-oriented technology for new product development. Kansei is a Japanese word 
which means a consumer’s psychological feeling and image regarding a new product. 
It is defined as “translating technology of a consumer’s feeling and image for a prod-
uct into design elements.” It has been successfully applied in the field of product 
design [5] to explore the relationship between the feeling of the consumers and the 
design elements of the product. 

The aim of this study is to present a new approach, using high heels as the target 
object, to establish the relationship between the perception of product image and the 
product’s form elements by applying the Kansei engineering in conjunction with the 
grey system theory and the radial basis function neural network scheme.  
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2   Theoretical Basis 

2.1   Kansei Engineering 

In hybrid Kansei engineering, the customer’s requirements can be transferred into 
feasible alternative combinations of the desired product and vice versa. The opera-
tional procedures of hybrid Kansei engineering can be found in [5]. 

2.2   Radial Basis Function Neural Network (RBFN) 

In this study, the artificial intelligence of the RBFN method is used to construct the 
relationship between product form elements and product images. Detail of the RBFN 
can be found in [6].  

3   Product Form Classification and Decomposition 

3.1   Collection of All Kinds of Products 

In the first stage, 157 high heel samples were collected from the current market, and 
after deleting too exaggerated, strange, specific, or similar forms, a total number of 50 
different high heels were chosen and made into show cards for further manipulation. 

In the second stage, the 50 obtained high heel samples were intended to be sepa-
rated into 3-12 groups by their degree of similarity. An experiment was done with 50 
female subjects, aged from 18 to 40. The collected data were further analyzed using 
hierarchical cluster analysis (HCA) methodology and the obtained stress results show 
that the 6-dimensional data with stress smaller than 0.05 (experience suggested) is 
suitable as the classification basis. Accordingly, a total number of 50 high heel sam-
ples are classified into 6 groups. Meanwhile, the representative of each group can be 
calculated via the K-means data mining scheme. 

3.2 Form Decomposition 

The form elements of high heels, extracted by morphological analysis on previously 
obtained 6 groups, are classified into 6 categories with 1~9 types for each category 
 

 

       Fig. 1. Morphological analysis            Fig. 2. Definition of construction components 
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and expressed as X1~X6, as shown in Fig 1. The details of parameters regarding each 
form element are shown in Fig. 2. 

4    Customer’s Preference 

4.1   Collection of Kansei Words 

Using high heels as the target product, a total of 120 low-level Kansei adjective words 
were collected from magazines, literature, manuals, experts, and experienced users. 
After deleting those too exaggerated, specific, or similar words, a total group of 63 
middle-level Kansei words were built up. 

4.2   Second Reduction in Kansei Words 

To further reducing the collected middle-level Kansei words, a questionnaire inter-
view was done with 50 female subjects, aged 18-40, and a finally 10 high-level Kan-
sei word pairs were obtained as follows: fashionable-traditional, elegant-crude, luxu-
rious-cheap, formal-informal, light-heavy, cool-warm, young-old, unique-general, 
wearable-not wearable, and simple-complex. 

4.3   Final Reduction in Kansei Words 

A questionnaire interview and then a factor analysis were applied to the obtained 10 
Kansei words against 6 previously obtained representative samples and the final 3 
group-representative image word pairs are obtained as fashionable-traditional (Y1, 
contribution: 56.75%), unique-general (Y2, contribution: 20.29%), and simple-
complex (Y3, contribution: 19.55% ), as shown in Table 1. 

Table 1. Factor analysis results 

Image                           |   Factor1   Factor2   Factor3  Eigenvalue  Contribution Accumulated 
Contributio 

2.Elegant-Crude                 -0.757   
4.Formal-Informal             -1.071   
1.Fashional-Traditional        1.019 5.557     56.75% 55.79% 
5.Light-Heavy                    0.937   
9.Wearable-NotWearable   0.731   
7.Young-Old                       0.854   
6.Cool-Warm                                     0.842   
8.Unique-General                              0.96 2.17       20.29% 76.67% 
10.Simple-Complex                                         0.945 1.962     19.55% 95.42% 
3.Luxurious-Cheap                                          0.872          

5   Relationship  

5.1   Evaluation Matrix 

To obtain the evaluation index for the three image word pairs of high heels, a 7-point 
scale (1-7) of the SD method is used, where as an example, 1 is the most simple and 7 
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is the most complex for the simple to complex image word pair. The resultant Kansei 
evaluation matrix, obtained from the questionnaire survey results of 16 female sub-
jects, is shown in Table 2. 

Table 2. Kansei evaluation matrix 

Sample     Fsahional--Traditional(Y1)  Unique-General(Y2) Simple-Complex(Y3) 
1                        2.15 5.51 4.15 
2                        2.85 4.84 4.6 
3                        3.07 4.37 4.77 
4                        2.5 5.1 4.51 
5                        3.11 4.96 3.97 
6                        2.37 5.88 4.52 
7                        2.98 5.82 4.26 
8                        3.31 4.08 4.5 
9                        2.41 3.98 3 
10                       2.79 4.55 4.15 
11                       2.22 4.3 3.9 
12                       3.18 4.81 4.43 
13                       2.27 4.07 4.1 
14                       2.54 4.25 4.23 
15                       2.61 4.36 4.67 
16                       3.07           4.12       4.15 

5.2   Influence of Form Elements on Kansei Adjective Words 

According to the GM(1,N) model of the grey system theory[7],the influence weight-
ing(b1~ b6) of the form elements(X1~X6) on Kansei words(Y1~Y3) can be obtained 
as following.  

(1)For  Y1 ( fashionable-traditional), b1=26.7, b 2=41.6, b 3=2.9, b 4=0.8, b 5=11.8, 
b 6=16.2.By taking the norm of each value, the resultant rank of the coefficient se-
quences can be obtained: X2＞X1＞X6＞X5＞X3＞X4,. According to the relative 
norm levels of b2~ b2 , only the form elements with high rank need to be considered to 
map the form elements to Kansei words in order to quickly as well as accurately es-
tablish the mapping relationship.   

(2) For Y2 (unique-general), b1=15.5,  b 2=38.7,  b 3=33.2,  b 4=0.8,  b 5=9.1,  
b 6=2.6.The coefficient sequence is: X2＞X3＞X1＞X6＞X5＞X4.   

(3)  For  Y3 (simple-complex), b1=31.2, b 2=24.7, b 3=26.3, b 4=1.9,  b 5=12.2,  
b 6=3.7,The coefficient sequences can be obtained: X1＞X3＞X2＞X5＞X6＞X4. 

5.3   Mathematic Modeling 

In modeling, we choose five high-ranking form elements：X1,X2,X3,X4,X5,X6 
(common to all three Kansei adjective words) and three Kansei adjective words as 
input and output variables of RBFN and vice versa. The spread constant is chosen as 
0.09 and the maximum number of neurons is set as 100. The sum of the squared error 
is assigned 0.01 as the convergence criterion. A total of 10 cases are used as training 
and 6 cases for checking. It takes 15 and 10 epochs to reach convergence in training 
and checking respectively.  
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6   Performance Evaluation 

To identify our developed hybrid Kansei system, a questionnaire survey of 50 fe-
males, aged from 20-30 and experienced in wearing high heels, was performed. In 
this survey, three 2D drawing cards (15cm*10cm) of high heels, which are proper 
combinations of different form elements, are shown to the test subjects. Using a 
seven-scale SD method as the evaluation basis, the gathered survey data from all test 
subjects was analyzed via SPSS. Eventually, the comparison between tested and pre-
dicted results (shown in Fig. 3) indicates that the predicted errors are all within 0.44. 
This confirms the reliability of our developed Kansei system. 

7    Design Expert System 

The VB editor of CATIA released by Dassault Co. Ltd. is used as a human-machine 
interface tool to construct a design expert system. Through this system, any designer 
can easily translate the customer’s needs into product form elements and vice versa. 
Further, one can obtain a basic outline of the product’s form according to certain 
kinds of customer’s preference, and then add creativity into this original outline to 
accomplish a final innovative product form. Following is the illustration of our devel-
oped design expert system. 

 

Fig. 3. Hybrid Kansei evaluation page                        Fig. 4. Advanced design page 

The home page of our developed expert system includes two major evaluation 
functions: (1) Kansei to Form Elements and (2) Form elements to Kansei. When we 
pick the ‘Rear’ form parameter (shown in the top right section of Fig. 3), then give 
proper points for each of the three Kansei words, as soon as we push the “Sure” but-
ton, the correspondent Kansei words and high heels drawing appear simultaneously. If 
one wants to further apply any modification or add creative thinking to this high heel 
prototype, just push the “Advanced Design” button, a 3D drawing of this prototype 
shows up (shown in Fig. 4), waiting for further manipulation. 
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8   Conclusions 

(1) A bi-directional Kansei evaluation system has been constructed in which predic-
tions from Kansei to product form and from product form to Kansei can be easily 
and accurately accomplished. 

(2) Based on this hybrid Kansei engineering system, designers can immediately catch 
the market’s trends as well as the customers’ voices so as to perform a good prod-
uct form design. 

(3) This hybrid Kansei engineering system uses the artificial intelligence and the grey 
system theory as its mapping schemes, and has verified good prediction ability. 

(4) A design expert system is also developed using the above hybrid Kansei engineer-
ing system as its kernel. 

(5) This design expert system provides a user-friendly interface. Any user can easily 
manipulate this system to develop a suitable product form meeting customers’ re-
quirement and meanwhile combine this with creative thinking. 
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Abstract. We address the problem of minimizing the spread of undesirable
things, such as computer viruses and malicious rumors, by blocking a limited
number of links in a network. This optimization problem called the contamina-
tion minimization problem is, not only yet another approach to the problem of
preventing the spread of contamination by removing nodes in a network, but also
a problem that is converse to the influence maximization problem of finding the
most influential nodes in a social network for information di�usion. We adapted
the method which we developed for the independent cascade model, known for
a model for the spread of epidemic disease, to the contamination minimization
problem under the linear threshold model, a model known for the propagation of
innovation which is considerably di�erent in nature. Using large real networks,
we demonstrate experimentally that the proposed method significantly outper-
forms conventional link-removal methods.

1 Introduction

Networks can mediate di�usion of various things such as innovation and topics. How-
ever, undesirable things can also spread through networks. For example, computer
viruses can spread through computer networks and email networks, and malicious ru-
mors can spread through social networks among individuals. Thus, developing e�ective
strategies for preventing the spread of undesirable things through a network is an im-
portant research issue. Previous work studied strategies for reducing the spread size by
removing nodes from a network. It has been shown in particular that the strategy of
removing nodes in decreasing order of out-degree can often be e�ective [1,2,3]. Here
notice that removal of nodes by necessity involves removal of links. Namely, the task of
removing links is more fundamental than that of removing nodes. Therefore, prevent-
ing the spread of contamination by blocking links from the underlying network is an
important problem.

In contrast, finding a limted number of influential nodes that are e�ective for the
spread of information through a social network is also an important research issue in
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terms of sociology and “viral marketing” [4,5,6]. Widely-used fundamental probabilis-
tic models of information di�usion through networks are the independent cascade (IC)
model and the linear threshold (LT) model [7,6]. Researchers have recently studied a
combinatorial optimization problem called the influence maximization problem on a
network under these models [7,8]. Here, the influence maximization problem is the
problem of extracting a set of k nodes to target for initial activation such that it yields
the largest expected spread of information, where k is a given positive integer. Note also
that the IC and LT models are fundamental models of contamination di�usion process
on networks [6].

The problem we address in this paper is a problem that is converse to the influence
maximization problem. The problem is to minimize the spread of contamination by
blocking a limited number of links in a network. More specifically, when some unde-
sirable thing starts with any node and di�uses through the network, we consider find-
ing a set of k links such that the resulting network by blocking those links minimizes
the expected contamination area of the undesirable thing, where k is a given positive
integer. This combinatorial optimization problem is referred to as the contamination
minimization problem [9]. For the contamination minimization problem under the IC
model, Kimura, Saito and Motoda [9] presented a method for eÆciently finding a good
approximate solution on the basis of a naturally greedy strategy.

In this paper, we propose a method for eÆciently finding a good approximate so-
lution to the contamination minimization problem under the LT model by adapting the
greedy method developed for the problem under the IC model. Note here that the IC and
LT models considerably di�er in quality. First, the LT model is originally a model for
the propagation of innovation through the network, while the IC model can be identified
with the SIR model [10] for the spread of epidemic disease in the network. Moreover,
the LT model is viewed as a probabilistic model defined on some continous space, while
the IC model is viewed as that on some finite set (i,e., a discrete space) [7,8]. There-
fore, the e�ectiveness of the greedy method for the problem under the LT model is not
self-evident. To compare methods of solving the problem for various networks in per-
formance, we newly introduce the contamination reduction rate as a performance mea-
sure. Using large real social networks, we experimentally demonstrate that the proposed
method significantly outperforms link-removal heuristics that rely on the well-studied
notions of betweenness and out-degree in the field of complex network theory.

2 Problem Formulation

In this paper, we address the problem of minimizing the spread of some undesirable
thing in a network represented by a directed graph G � (V� E). Here, V and E (� V �

V) are the sets of all the nodes and links in the network, respectively. We assume the
LT model to be a mathematical model for the di�usion process of this undesirable thing
in the network, and investigate the contamination minimization problem on G. We call
nodes active if they have been contaminated by the undesirable thing.

2.1 Linear Threshold Model

We define the linear threshold (LT) model on graph G according to [7].
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In this model, for any node v � V , we specify, in advance, a weight �u�v (� 0) from
its parent node u such that

�
u��(v) �u�v � 1, where �(v) is the set of all the parent nodes

of v, �(v) � �u � V; (u� v) � E�. The di�usion process from a given initial set of active
nodes proceeds according to the following randomized rule. First, for any node v � V ,
a threshold �v is chosen uniformly at random from the interval [0� 1]. At time-step t, an
inactive node v is influenced by each of its active parent nodes, u according to weight
�u�v. If the total weight from active parent nodes of v is at least threshold �v, that is,�

u��t(v) �u�v � �v, then v will become active at time-step t � 1. Here, �t(v) stands for the
set of all the parent nodes of v that are active at time-step t. The process terminates if
no more activations are possible.

Note that the threshold �v models the tendency of node v to adopt the information
when its parent nodes do. Note also that the LT model is a probabilistic model associated
with the uniform distribution on [0� 1]�V �. Thus, the LT model is viewed as a probabilistic
model on the continous space [0� 1]�V �. Here, �A� stands for the number of elements of a
set A.

For an initial active node v, let �(v; G) denote the expected number of active nodes
at the end of the random process of the LT model on G. We call �(v; G) the influence
degree of node v in graph G.

2.2 Contamination Minimization Problem

Now, we give a mathematical definition of the contamination minimization problem on
graph G � (V� E).

First, we define the contamination degree c(G) of graph G as the average of influence
degrees of all the nodes in G, that is,

c(G) �
1
�V �

�

v�V

�(v; G)� (1)

For any link e � E, let G(e) denote the graph (V , E � �e�). We refer to G(e) as the graph
constructed by blocking e in G. Similarly, for any D � E, let G(D) denote the graph (V ,
E � D). We refer to G(D) as the graph constructed by blocking D in G. We define the
contamination minimization problem on graph G as follows: Given a positive integer k
with k � �E�, find a subset D� of E with �D�� � k such that c(G(D�)) � c(G(D)) for any
D � E with �D� � k.

For a large network, any straightforward method for exactly solving the contamina-
tion minimization problem su�ers from combinatorial explosion. Therefore, we con-
sider approximately solving the problem.

3 Proposed Method

We propose a method for eÆciently finding a good approximate solution to the contam-
ination minimization problem on graph G � (V� E). We consider adapting the method
which we developed for the IC model to the contamination minimization problem under
the LT model which is considerably di�erent in nature. Let k be the number of links to
be blocked in this problem.
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3.1 Geedy Algorithm

We approximately solve the contamination minimization problem on G � (V� E) by the
following greedy algorithm:

1. Set D0 	 
.
2. Set E0 	 E.
3. Set G0 	 G.
4. for i � 0 to k � 1 do
5. Choose a link e� � Ei minimizing c(Gi(e)), (e � Ei).
6. Set Di�1 	 Di � �e��.
7. Set Ei�1 	 Ei � �e��.
8. Set Gi�1 	 (V� Ei�1).
9. end for

Here, Dk is the set of links blocked, and represents the approximate solution obtained
by this algorithm. Gk is the graph constructed by blocking Dk in graph G, that is, Gk �

G(Dk).
To implement this greedy algorithm, we need a method for calculating �c(Gi(e));

e � Ei� in Step 5 of the algorithm. However, the LT model is a stochastic process
model, and it is an open question to exactly calcluate influence degrees by an eÆcient
method [7]. Therefore, we develop a method for estimating �c(Gi(e)); e � Ei�.

Kimura, Saito, and Nakano [8] presented the bond percolation method that eÆciently
estimates the influence degrees ��(v; G̃); v � Ṽ� for any directed graph G̃ � (Ṽ� Ẽ).
Thus, we can estimate c(Gi(e)) for each e � Ei by straightforwardly applying the bond
percolation method. However, �Ei� becomes very large for a large network unless i is
very large. Therefore, we propose a method that can estimate �c(Gi(e)); e � Ei� in a
more eÆcient manner on the basis of the bond percolation method.

3.2 Estimation Based on Bond Percolation Method

It is known that the LT model is equivalent to the following bond percolation process
[7]: For any v � V , we pick at most one of the incoming links to v by selecting link
(u� v) with probability �u�v and selecting no link with probability 1�

�
u��(v) �u�v. Then,

we declare the picked links to be “occupied” and the other links to be “unoccupied”.
Note here that the equivalent bond percolation process for the LT model is considerably
di�erent from that of IC model.

In the bond percolation method [8], we eÆciently estimate the influence degrees
��(v; Gi); v � V� in the following way. Let M be a suÆciently large positive inte-
ger. We perform the bond percolation process M times, and sample a set of M graphs,
�Gi

m
� (V� Ei

m); m � 1,    , M�, constructed by the occupied links. Then, using the
strongly connected decomposition of each Gm

i , we eÆciently estimate the influence de-
grees ��(v; Gi); v � V� as

�(v; Gi) �
1
M

M�

m�1

�� (v; Gi
m)�� (v � V)� (2)
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(see [8] in detail). Here, � (v; Gi
m) denotes the set of all the nodes that are reachable

from node v in the graph Gi
m. We say that node u is reachable from node v if there is a

path from u to v along the links in the graph.
We are now in a position to give a method for eÆciently estimating �c(Gi(e)); e � Ei�

in Step 5 of the greedy algorithm. For the LT model, the weights ��u�v�must be specified
in advance. We uniformly set the weights as follows: For any node v � V , the weight
�u�v from a parent node u � �(v) is given by

�u�v �
1

��(v)� � 1
�

Here note that
�

u��(v) �u�v � 1 for any v � V , that is, there exists a chance such that
node v cannot become active even if all the parent nodes of v are active. Then, on the
basis of Equations (1) and (2), and the independence of the bond percolation process,
we estimate �c(Gi(e)); e � Ei� by

c (Gi(e)) �
1

��i(e)�

�

m��i(e)

1
�V �

�

v�V

� (v; Gi
m)� (e � Ei)

without applying the bond percolation method for every e � Ei, where �i(e) � �m �

�1�    � M�; e � Ei
m�. Namely, the proposed method can achieve a great deal of reduc-

tion in computational cost compared with the coventional bond percolation method.

4 Experimental Evaluation

4.1 Experimental Settings

In our experiments, we employed two sets of large real networks used in [9], the blog
and Wikipedia networks, which exhibit many of the key features of social networks.
These are bidirectional networks. The blog network had 12� 047 nodes and 79� 920 di-
rected links, and the Wikipedia network had 9� 481 nodes and 245� 044 directed links.

For the proposed method, we need to specify the number M of performing the bond
percolation process. In the experiments, we used M � 10� 000 according to [8].

4.2 Comparison Methods

We compared the proposed method with two heuristics based on the well-studied no-
tions of betweenness and out-degree in the field of complex network theory.

The betweenness score bG̃(e) of a link e in a directed graph G̃ � (Ṽ� Ẽ) is defined as
follows: bG̃(e) �

�
u�v�Ṽ nG̃(e; u� v)�NG̃(u� v), where NG̃(u� v) denotes the number of the

shortest paths from node u to node v in G̃, and nG̃(e; u� v) denotes the number of those
shortest paths that pass e. Here, we set nG̃(e; u� v)�NG̃(u� v) � 0 if NG̃(u� v) � 0. Newman
and Girvan [11] successfully extracted community structure in a network using the
following link-removal algorithm based on betweeness:

1. Calculate betweenness scores for all links in the network.
2. Find the link with the highest score and remove it from the network.
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3. Recalculate betweenness scores for all remaining links.
4. Repeat from Step 2.

In particular, the notion of betweenness can be interpreted in terms of signals traveling
through a network. If signals travel from source nodes to destination nodes along the
shortest paths in a network, and all nodes send signals at the same constant rate to all
others, then the betweenness score of a link is a measure of the rate at which signals
pass along the link. Thus, we naively expect that blocking the links with the highest
betweenness score can be e�ective for preventing the spread of contamination in the
network. Therefore, we apply the method of Newman and Girvan [11] to the contami-
nation minimization problem. We refer to this method as the betweenness method.

On the other hand, previous work has shown that simply removing nodes in order of
decreasing out-degrees works well for preventing the spread of contamination in most
real networks [1,2,3]. Here, the out-degree of a node v means the number of outgoing
links from the node v. Therefore, as a comparsion method, we consider the straigh-
forward application of this node removal method. Namely, we employ the method of
choosing nodes in decreasing order of out-degree and blocking simultaneously all the
links attached to the chosen nodes. We refer to this method as the out-degree method.
Note that the out-degree method can not be applied for all values of k to the contamina-
tion minimization problem of blocking k links.

4.3 Experimental Results

We evaluated the performance of the proposed method and compared it with that of the
betweenness and out-degree methods. Clearly, the performance of a method for solving
the contamination minimization problem can be evaluated in terms of the contamination
reduction rate CRR that is defined as follows:

CRR � 100
c(G) � c(G�)

c(G)
�

where G� stands for a solution graph constructed by blocking a specified number of
links from the original graph G. We estimated the value of c by the bond percolation
method with M � 10� 000 (see Equations (1) and (2)), and computed the value of CRR.

Figures 1 and 2 show the contamination reduction rate CRR of the resulting net-
work as a function of the fraction of links blocked, FLB, for the blog and Wikipedia
networks, respectively. Here, the circles, triangles and diamonds indicate the results
for the proposed, betweenness and out-degree methods, respectively. In the right fig-
ures of Figures 1 and 2, the dashed line indicates the contamination reduction rate of
the network obtained by the proposed method when the number of links blocked, k, is
500. Here note that k � 500 means FLB � 0�63% and FLB � 0�20% in the blog and
Wikipedia networks, respectively. We see that the proposed method outperformed the
betweenness and out-degree methods for both the blog and the Wikipedaia networks.

These results imply that the proposed method works e�ectively as expected, and sig-
nificantly outperforms the conventional link-removal heuristics, that is, the betweenness
and out-degree methods. This shows that a significantly better link-blocking strategy for
reducing the spread size of contamination can be obtained by explicitly incorporating
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Fig. 1. Performance comparison of the proposed method with the betweenness and out-degree
methods in the blog network

Fig. 2. Performance comparison of the proposed method with the betweenness and out-degree
methods in the Wikipedia network

the di�usion dynamics of contamination in a network, rather than relying solely on
structual properties of the graph.

In the task of removing nodes from a network, the out-degree heuristic has been
e�ective since many links can be blocked at the same time by removing nodes with
high out-degrees. However, we find that in the task of blocking a limited number of
links, the strategy of blocking all the links attached to nodes with high out-degrees is
not necessarily e�ective.

5 Conclusion

In an attempt to minimize the spread of undesirable things, such as computer viruses
and malicious rumors, by blocking a limited number of links in a network, we have
invesitigated the contamination minimization problem for the LT model that is a fun-
damental di�usion model on a network. This minimization problem is, not only yet
another approach to the problem of preventing the spread of contamination by remov-
ing nodes in a network, but also a problem that is converse to the influece maximization
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problem of finding the most influential nodes in a social network for information di�u-
sion. We have adapted the method which we developed for the IC model, known for a
model for the spread of epidemic disease, to the contamination minimization problem
under the LT model, a model known for the propagation of innovation which is con-
siderably di�erent in nature. Using large-scale blog and Wikipedia networks, we have
experimentally demonstrated that the proposed method e�ectively works, and also sig-
nificantly outperforms the conventional link-removal heuristics based on the between-
ness and out-degree.
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Abstract. A typical chemical alarm database is characterized by a large search 
space with skewed frequency distribution. Thus in practice, discovery of alarm 
patterns and interesting associations from such data can be exceptionally diffi-
cult and costly. To overcome this problem we propose a data-driven approach 
to optimally derive the pruning thresholds which are relevant to the temporal 
data context of the particular tag of interest.  

Keywords: Chemical plants, Data mining and Alarm database. 

1   Introduction and Related Work 

Poor alarm performance ultimately leads to plant shutdowns and accidents. An exam-
ple is the 2005 explosion and fire at the BP Texas City Refinery [1], which left 15 
people dead and hundreds more injured. BP North America paid a record fine of $50 
million and another $1 billion for the inspection and refurbishment of all main process 
units in the refinery [2]. The cause of the explosion was finally traced to a redundant 
high level alarm which the operators had not detected [3]. 

Chemical plants present a real challenge for applying association rule [4] mining to 
data, as hundreds of distinct alarm tags may generate a large number of patterns and 
rules.  Since possible associations tend to grow exponentially with the number of 
items, association rule mining algorithms usually generate too many rules. For this 
reason, Klemettinen et al. [5] proposed rule templates to filter out rules that may be 
considered uninteresting by the end user. Even though many interesting rules may be 
selected or rejected with the help of templates, still the number of association rules 
usually remains very high. The idea of Lent et al. [6] was to use clustering to reduce 
the large number of association rules. They merged the rules with ‘adjacent’ attribute 
values to form more general rules.  Kryszkiewicz [7] described an approach for dis-
covering representative association rules, in which redundancy reduction is achieved 
by using a concise set called closed itemsets.  
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In addition to support and confidence, many other objective statistical measures 
have been used in data mining applications. For example, Xiong et al. [8] described 
an approach for mining association patterns in datasets with skewed frequency distri-
butions. Since both maximal and closed itemsets are incapable of pruning itemsets 
with drastically different support levels they proposed an objective measure called h-
confidence to mine patterns with strong affinity. 

In this paper we describe a time and cost effective approach to discover primary 
and consequential alarms, which can be used to support alarm rationalization by iden-
tifying redundant alarms and system bad actors. The main contribution of this paper is 
a method which allows users to find the threshold value most relevant to the tags of 
interest, while also dramatically reducing the total number of discovered patterns. 

The rest of this paper is organized as follows: Section 2 introduces the problem 
with necessary notations and describes the proposed technique for finding groups of 
correlated alarm tags. The Vinyl Acetate process, experiments and relevant results are 
presented in Section 3 and lastly, the conclusion is found in Section 4.   

2   Proposed Approach 

2.1   Preliminaries 

Note that we follow the basic concepts and definitions introduced by Manilla et al. [9] 
in defining event sequences. Given a class of event types T, an alarm is a pair of 
terms (a, t) where a∈T and t is the occurrence time represented as an integer. An 
alarm sequence S is an ordered collection of alarms defined as S = {(a1,t1),(a2, 
t2),…,(an,tn), for all i=1,2,…n, ai∈T, and ti+1≥ti for all i=1,…n-1.  

Definition 2.1. An activation-return (A-R) window WA-R is a subsequence of an entire 
event sequence S with respect to an event interval WA-R=(S, tact, tret). It consists of the 
alarm pairs (a, t) from sequence S, where a∈T and tret>t≥tact.  

Definition 2.2. A verifying return-activation/width (R-A/w) window WR-A/w is a sub-
sequence of an entire event sequence S with respect to an event interval WR-A=(S, tret, 
tact) or WR-w=(s, tret, tw). It consists of the alarm pairs (a, t) from sequence S, where 
a∈T and tact>t≥tret or tw>t≥tret.  

Definition 2.3. An intersection event-set  Φ is a partially ordered set of alarm types 
a1≤a2≤,… containing the intersection between activation events in the activation-
return (A-R) window and return events in the verifying return-activation (R-A) or 
return-time (R-w) window.  

Definition 2.4. Let C be the collection of intersection event-sets with respect to the 
tag of interest a1. Let E be a set of the distinct alarm tags a1 a2,…,an such that E⊆T. 
An intersection event-set Φ is said to contain E if and only if E⊆ Φ, and Φ∈C. We 
define the frequency freq(E) as the number of intersection event-sets which contain 
all the members in E.  For a given frequent event set E = a1, a2… am, m≥2, the conse-
quent Y will be the event set E - a1. The confidence conf(a1=>Y) is calculated as freq 
(a1∪Y) / freq (a1).  
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2.2   Algorithm for Finding Thresholds 

Typical chemical process plant alarm data is skewed owing to the presence of nui-
sance (i.e. repeated false) alarms. If low support is specified then not only could the 
total number of frequent patterns increase dramatically but also there could be many 
spurious relationships between different support level alarms. Due to the very high 
dimensionality of the data and the exponential number of possible combinations, even 
with a relatively high support the resulting set of rules could be too numerous to be 
understood by the user. For these reasons, our approach is to set sufficient minimum 
thresholds for each alarm tag independently.  

We considered the following problem. Given a sequence S, an integer n represent-
ing the total number of activations, a return window width w, a threshold minFreq for 
the frequency, and a minimum slope value χ, find the optimum threshold value for tag 
a. The overall structure of the algorithm is outlined below.   

 
ALGORITHM SelectThreshold 
FOR n = 1 to n from S DO   
    A  activation segment (WA-R (n)) 
    R  return segment (WR-A/R-w (n), w) 
    C  intersection (A ∩ R) 
    L  singletons frequency (C) 
END FOR 
WHILE Li ≠ ∅ AND Li  ≥ minFreq 
    Listi = (Li / n) * 100  //compute frequency 
END WHILE 
WHILE Listk ≠ ∅ AND  NOT Found 
    slope  Listk-1- Listk 
    IF slope < χ THEN 
        Found   TRUE 
        ThresholdValue = Listk-1 
    ELSE 
        k  k + 1  
    END IF 
END WHILE 
Output ThresholdValue 

 
During the shift of each interval window a set of ordered unique events is auto-

matically recognized and extracted from the corresponding (A-R), (R-A) or (R-w) 
windows. Activation events in the (A-R) windows are filtered if their return events do 
not appear in the associated verifying (R-A) or (R-w) window. We calculated the 
threshold level for a particular tag with respect to minor interval changes in the 
curve’s slope. The number of times the consequential alarm occurred within the win-
dows of the primary tag and the rate of change in slope interval is shown to provide 
the user with guidance in selecting the threshold value. We obtain a rate of change by 
subtracting the scores of two adjacent alarm tags. The greater the divergence in fre-
quency, then the greater the curve’s slope value will be, and therefore, the less repre-
sentative the confidence threshold will be. A higher slope value indicates a steeper 
decline; zero a straight line. In general, an extreme skewness to the right indicates a 
nuisance alarm. Once the change between consecutive tags on the x-axis is less than 
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the user specified minimum slope value χ, we look for the corresponding confidence 
value on the y-axis.  

3   Experimentation, Results and Conclusions 

The proposed approach was evaluated initially using simulated data produced from a 
“Matlab model of the Vinyl Acetate chemical process”. Vinyl data consists of records 
of alarm logs which characterize the actual state of the plant at particular points in 
time, representing the status of 27 alarm monitors (see Figure 1).  

 

Fig. 1. Vinyl Acetate process flowsheet showing location of the simulated monitors (modified 
from [10]) 

It is assumed that a simulated alarm is activated if the following condition is satisfied: 
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m
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where Dm is the disturbed output magnitude, Nm is the normal output magnitude and 
Sam is the sensitivity of the simulated alarm monitor. Note that the simulated alarm 
will return to normal if the above condition is not satisfied. The signal detection sensi-
tivity for all alarm monitors is set to be equal to 0.0005.  

To evaluate the proposed method two simulated data sets were generated with 
varying complexity and fault durations. Simulation data 1 - disturbances of one type, 
loss of oxygen (%O2) in the Reactor Inlet (associated with alarm monitor AM01), 
were injected into the Vinyl Acetate process to induce a response in measurement 
outputs. Simulation data 2 – a different type of disturbance was introduced, namely 
the loss of the fresh acetic acid (HAc) feed stream (associated with alarm monitor 
AM03), with various durations.  
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Firstly, we want to demonstrate the effect of the χ slope value on alarm pattern dis-
covery, thus we set the minimum frequency very low at 1 occurrence. Figure 2 illus-
trates the effect of the χ slope value on simulated dataset 1. In these experiments we 
compare the quantities of discovered patterns without and then with the use of a veri-
fying group and filtering. Figure 2 shows that the return-point filtering accompanying 
the χ slope selection leads to a dramatic reduction in the number of patterns.  The 
number of patterns ranged from 4202659 for the simulated dataset 1 with no filtering 
and χ = 20, to 179 for the simulated dataset 1 with filtering and χ = 20. 

  

Fig. 2. The effect of the χ slope value on simulated dataset 1 without and with return-point 
filtering  

Finally, we examined the validity or “trustworthiness” of the discovered patterns. 
For simulated dataset 2, we set minimum frequency a bit higher - equal to 6 occur-
rences - to find more statistically significant (frequent) rules. Table 1 shows rules for 
the first 6 alarm tags. Note that we only present selected results, due to an obvious 
lack of space. 

Table 1. Selected comparative results for simulated dataset 2 with respect to minimum fre-
quency = 6 occurrences, return-point filtering and verifying window width w = 900 seconds, 
and χ level = 10% and 20%  

TAG Rules Dataset 2  freq χ conf 
1 %O2 1=>( ) below sup - - - 
2 Press 2=>() below sup - - - 
3 HAc-L (fault)   3=>16 10 20% 100% 
… … … … … 
6 Pre-T (repeating alarm)   6=>9 18 7 20% 39% 
… … … … … 

In terms of checking whether the group of associated alarms is correct, the results 
set associated with fault TAG 3 (AM03, HAc-L) can be checked against the Vinyl 
Acetate process flowsheet in Figure 1. A careful examination of the process reveals 
that as AM13 is fixed, thus the temperature change monitored by AM14 is not signifi-
cantly affected by the temperature change in AM16. Furthermore, since AM26 is 
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fixed the change to level monitor AM04 should be minimal and will require a longer 
period for any changes to be registered. Therefore, the real process will have the fol-
lowing significant alarm correlation when alarm TAG 3 is the cause alarm: TAG 3, 
TAG 16. 

4   Conclusions 

In this paper we have presented our strategy for analyzing large alarm databases, 
which is required in application domains such as for chemical plant data. A data-
driven approach for finding the threshold relevant to the temporal data context of an 
alarm of interest is used to analyse the relationships between alarm tags. Our prelimi-
nary experiments with simulated data showed the usefulness of the proposed  
approach.  
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Abstract. The Semiring Constraint Satisfaction Problem (SCSP) frame-
work is a popular approach for the representation of partial constraint sat-
isfaction problems. Considerable research has been done in solving SCSPs,
but limited work has been done in building general SCSP solvers. This pa-
per is part of a series in which incremental changes are made to a branch
and bound (BnB) algorithm for solving SCSPs. We present two variants of
a BnB algorithm: a backjumping algorithm and a forward checking algo-
rithm. These algorithms are based on the maximal constraints algorithms
of Freuder and Wallace [1], and we show they perform better than the BnB
algorithm on some problem instances.

1 Introduction and Background

Semiring Constraint Satisfaction is a general framework for constraint satisfac-
tion where classical CSPs, Fuzzy CSPs, Partial CSPs, and others (over finite
domains) can be cast [2]. Existing work on SCSP methods include [3,4,5,6,7].
Previously we presented a BnB algorithm to solve SCSPs [8] which is described
in Section 2. Section 3 contains the main contribution of this paper: two new
algorithms to solve SCSPs: a backjumping and a forward checking algorithm. In
Section 4 we test the algorithms. An overview of the SCSP framework follows.

Definition 1. A c-semiring is a tuple S = 〈A,+,×,0,1〉 such that

– A is a set with 0,1 ∈ A;
– + is defined over (possibly infinite) sets of elements of A as follows 1:
• for all a ∈ A,

∑
({a}) = a;

•
∑

(∅) = 0 and
∑

(A) = 1;
•

∑
(
⋃
Ai, i ∈ I) =

∑
({

∑
(Ai), i ∈ I}) for all sets of indices I;

– × is a commutative, associative, and binary operation such that 1 is its unit
element and 0 is its absorbing element;

– for any a ∈ A and B ⊆ A, a×
∑

(B) =
∑

({a× b, b ∈ B}).

1 When + is applied to sets of elements, we will use the symbol
∑

in prefix notation.
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The set A contains the preference values to be assigned to the constraint
tuples. We derive a partial ordering �S over the set A: α �S β iff α + β = β.2

The minimum element is 0, and 1 is the maximum element.

Definition 2. A constraint system is a 3-tuple CS = 〈Sp, D, V 〉, where Sp

=〈Ap,+p, ×p, 0, 1〉 is a c-semiring, V is an ordered finite set of variables, and
D is a finite set containing the allowed values for the variables in V.

Definition 3. Given a constraint system CS = 〈Sp, D, V 〉, where Sp=〈Ap,
+p,×p,0,1〉, a constraint over CS is a pair c = 〈defp

c , conc〉 where conc ⊆ V
(the type), and defp

c : Dk → Ap (k is the cardinality of conc). A Semiring Con-
straint Satisfaction Problem (SCSP) over CS is a pair P = 〈C, con〉 where C is
a finite set of constraints over CS and con =

⋃
c∈C conc.

Definition 4. Given a constraint system CS = 〈Sp,D,V 〉 with V totally ordered
via 5, consider any k-tuple t = 〈t1,t2,. . .,tk〉 of values of D and two sets W =
{w1,. . .,wk} and W ′ = {w′

1,. . .,w
′
m} such that W ′ ⊆ W ⊆ V and wi 5 wj if

i ≤ j and w′
i 5 w′

j if i ≤ j. The projection of t from W to W ′, written t ↓WW ′ , is
defined as the tuple t′ = 〈t′1,. . .,t′m〉 with t′i = tj if w′

i = wj .

Definition 5. Given a constraint system CS = 〈Sp,D,V 〉 where Sp = 〈Ap,+p,
×p,0,1〉 and two constraints c1 = 〈defp

c1
,conc1〉 and c2 = 〈defp

c2
,conc2〉 over CS,

their combination, written c1⊗ c2, is c = 〈defp
c ,conc〉 with conc = conc1 ∪ conc2

and defp
c (t) = defp

c1
(t ↓conc

conc1
)×pdef

p
c2

(t ↓conc
conc2

). Let (
⊗

C) denote c1⊗c2⊗...⊗cn
with C = {c1, ..., cn}. Given a constraint c = 〈defp

c , conc〉 over CS, and a set I
(I ⊆ V ), the projection of c over I, written c ⇓ I, is the constraint c′ = 〈defp

c′ ,
conc′〉 over CS with conc′ = I ∩ conc and defp

c′(t
′) =

∑
{t|t↓conc

I∩conc
=t′} def

p
c (t).

Definition 6. Given a SCSP P = 〈C,con〉 over CS, the solution of P is a
constraint is Sol(P ) = (

⊗
C) = 〈defp

c , con〉. The maximal solution of P is
MSol(P ) = {〈t,v〉|defp

c (t) = v and there is no t′ such that v <Sp def
p
c (t′)}.

2 A Branch and Bound Algorithm for SCSPs

In this section we describe Algorithm 1 which appeared in [8]. Assume a SCSP
P = 〈C, con〉 over CS = 〈Sp, D, V 〉, where Sp has best/worst semiring values
of 1/ 0. The upper bound, UB, contains the semiring value of the best solution
found so far and is initialised with 0. For each node in the search tree, its lower
bound, LB is a semiring value associated with a search path from the root node
up to a particular node, and is initialised with 1. If LB ≤Sp UB, the subtree
below the current node is pruned, and the algorithm backtracks to a node at a
higher level in the tree.

Note that the starred parameters are variable parameters, and Queue contains
the decision variables. In line 6 we calculate the semiring value NewLB associated
with the current node by considering all the constraints which have var as a
2 Singleton subsets of the set A are represented without braces.
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member of its type, and is such that all the variables in their types have been
instantiated (i.e. we do a back check). Simply combine the semiring values of
the tuples of all these constraints. In line 7 we combine NewLB with the lower
bound value of the search path up to current node’s ancestor, i.e. LB. In lines
8-11 we calculate an estimated associated (lower bound) semiring value for the
search path below the current node up to a leaf. This estimated lower bound is
a semiring value a such that NewLB ⊗ a is maximal. This value a is combined
with NewLB. Note that the variables can be partitioned in disjoint sets, and
each partition can be solved as a smaller instance of the original problem.

Algorithm 1. BnB(NoInstantiated*,Queue*,LB*,UB,BestSolution)
Require: V ; C; D; Sp; N (number of variables).
1: if (NoInstantiated < N) then
2: var = pop Queue; [current decision variable]
3: while ( var domain not empty) do
4: var value = select best value from var domain;
5: var domain = var domain - var value;
6: NewLB = lower bound value for current node;
7: NewLB = ×p(LB, NewLB); [lower bound value for search path including current node]
8: if NoInstantiated = N-1 then
9: FullLB = FindFullLB(NewLB); [estimated lower bound]
10: else
11: FullLB = NewLB ; [complete assignment]
12: if (UB <Sp FullLB) then
13: LB = FullLB;
14: if (NoInstantiated = N-1) then
15: UB = LB ;
16: BestSolution = current assignment of values for decision variables;
17: if (UB = 1) then
18: return 1;
19: if ( BBnB(Noinstantiated+1,Queue,LB,UB,BestSolution) = 1) then
20: return 1;
21: return 0;

Table 1. Constraint Definitions

t 〈0, 0〉 〈0, 1〉 〈0, 2〉 〈0, 3〉 〈0, 4〉 〈1, 0〉 〈1, 1〉 〈1, 2〉 〈1, 3〉 〈1, 4〉 〈2, 0〉 〈2, 1〉 〈2, 2〉
defp

c1
(t) 3 2 3 1 0 0 2 3 4 2 3 2 4

defp
c2

(t) 3 2 3 0 2 1 1 1 3 3 1 4 0
defp

c3
(t) 3 0 4 3 0 2 2 3 3 3 3 2 3

defp
c4

(t) 4 0 1 2 2 2 2 1 2 2 2 0 2
defp

c5
(t) 2 0 2 2 0 3 3 2 2 0 0 4 3

t 〈2, 3〉 〈2, 4〉 〈3, 0〉 〈3, 1〉 〈3, 2〉 〈3, 3〉 〈3, 4〉 〈4, 0〉 〈4, 1〉 〈4, 2〉 〈4, 3〉 〈4, 4〉 -
defp

c1
(t) 1 2 2 2 0 0 0 0 2 2 1 2 -

defp
c2

(t) 1 0 4 3 0 2 3 1 3 1 2 2 -
defp

c3
(t) 0 2 3 3 0 2 0 0 3 1 3 4 -

defp
c4

(t) 3 2 3 2 1 0 3 4 3 3 2 1 -
defp

c5
(t) 0 0 0 3 0 2 2 1 3 3 4 0 -

Example 1. Consider a SCSP where Sp = 〈 {0, . . . , 5}, max,min, 0, 5}〉, V =
con = {A,B,C,D,E, F,G,H}, D = {0, 1, 2, 3, 4}, and C = {c1, c2, c3, c4, c5}.
Table 1 contains the constraint definitions with c1 = 〈defp

c1
, {A,B}〉, c2 =

〈defp
c2
, {C,D}〉, c3 = 〈defp

c3
, {E,A}〉, c4 = 〈defp

c4
, {F,G}〉, and c5 = 〈defp

c5
,

{F,H}〉. The order of instantiation is: A, B, E, C, D, F, G, H.
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Phase 1: Select tuple 〈1, 3〉 in row 2 to assign A = 1 (LB= 4). Then B = 3
(LB= 4). In row 10 select tuple 〈3, 1〉 to set E = 3. LB= 3. Then C = 2, D = 1,
F = 0, G = 0, H = 0. LB= 2. UB = 2. Phase 2: Backtrack. H=2; H=3 ; back-
track; G=3; G=4; G=2 ; backtrack; F=4 (LB=3 ); G=0 ; H=3. UB= 3. Phase
3: H=1; H=2; H=0 ; backtrack; G=1; G=2; G =3; G=4 ; backtrack; F=2; F=3;
F=1 ; backtrack; D=0; D=3 ; backtrack; C=3; C=0; C=1; C=4 ; backtrack; E=4;
E=1; E=2 ; backtrack; B =2; B=1; B=4 ; backtrack; A=2 (LB=4 ); B = 2;
E = 0; C = 2; D = 1; F = 0. Note phase 4: G=0 ; H=0 (LB=2 ); backtrack;
H=2; H=3 ; backtrack; G=3; G=4; G=2 ; backtrack. F=4 (LB=4 ); G=0 ; H=3.
Maximal solution with associated semiring value of 4: A=2; B=2; C=2; D=1;
E=0; F=4; G=0; H=3.

3 Two New Algorithms for Solving SCSPs

Backjumping (BJ) [9] remembers the depth of failure, i.e. the deepest level, l at
which any of the values for a variable fails. When all values have been tried for
a variable, BJ can proceed directly to the level l. The BJ algorithm for maximal
constraint satisfaction (Max-CSP) [1] does not always jump back all the way to
the deepest level of failure. If any values below the level l were inconsistent when
chosen, it only jumps back to the deepest such level: other choices of values at
level l may result in fewer inconsistencies. In our new BJ algorithm, Algorithm
2, FailDepth1 contains the level where a variable’s value may fail first (i.e. closer
to the root.) I D (inconsistency depth) keeps track of the deepest level of failure
for any value. R D (return depth) is adjusted if a value fails: it is assigned the
maximum value at which a failure has been detected. R D is initialised with the
value 0, and it controls the level to which recursion is rolled back. If the current
node decreases LB (line 22), its level becomes the new I D value. FailDepth2
(line 26) controls the extent to which recursion is rolled back.
Example 2. BJ and BnB proceed in exactly the same way up to Phase 4. After
finding UB= 3, both algorithms backtrack until A = 2, and then extend the
search up to the leaf, try various values for H and then backtrack. Here BnB
tries various values for G, and backtracks before assigning F = 4. However, BJ
avoids backtracking from H to G: it backjumps from H to F .

Forward checking (FC) [10] combines backtracking with a check for local consis-
tency ahead in the search tree. In a partial CSP context, we require an initial
value for a bound on the allowed number of unsatisfied constraints. For each
value, the number of domains with no supporting values is counted and this arc
consistency count (ac) is a lower bound on the increment in the expected number
of unsatisfied constraints that will be incurred should this value be added to the
solution. In a particular search path, the ac for a proposed value assignment to
the current variable can be added to the number of unsatisfied constraints so
far, and compared to the current bound NB. If the sum is not less than NB,
then the current search path will not result in a better solution.

Our FC algorithm is similar to Algorithm 1 except for the addition just after
line 5, of a call toForwardCheck(var,var-value) to perform forward checking. This
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procedure ensures that the newly instantiated decision variable has a consistent
value in the domains of all (uninstantiated) variables that appear in the same
constraints. For each of these constraints it ensures that every one of the unin-
stantiated variables of the constraint has at least one domain value such that
the resulting value tuple’s associated semiring value does not fail. Note that we
have to restore domain values removed from domains during a forward check for
a decision variable var with the value var-value, if this value fails.

Algorithm 2. BJ(NoInstantiated*,Queue*,Dom*,LB*,UB,BestSol,R D*,I D*)
Require: V ; C; Sp; N .
1: if (NoInstantiated < N) then
2: var = pop Queue;
3: if (var domain not empty) then
4: var value = select best value from var domain;
5: var domain = var domain - var value;
6: NewLB = lower bound for current node;
7: NewLB = ×p(LB, NewLB);
8: FailDepth1 = first node form root where var value fails
9: if NoInstantiated = N-1 then
10: FullLB = FindFullLowerBound(NewLB); [estimated lower bound]
11: else
12: FullLB = NewLB ; [complete assignment]
13: else
14: return R D;
15: if (UB <Sp FullLB) then
16: FailDepth1 = NoInstantiated;
17: if (NoInstantiated = N-1) [complete assignment] then
18: UB = FullLB ;
19: BestSol = current assignment of values for decision variables;
20: if (UB = 1) then
21: return N; /* finished */
22: if (FullLB <SP

LB) then
23: I D = NoInstantiated;
24: FailDepth2 = BJ(NoInstantiated+1,Queue,Dom,FullLB,UB,BestSol,0,I D);
25: if (FailDepth2 < NoInstantiated) or (FailDepth2 = N ) then
26: return FailDepth2 ;
27: else
28: R D = max(FailDepth1,R D,I D);
29: return BJ(NoInstantiated,Queue,Dom,LB,UB,BestSol,R D,I D);
30: R D = max(FailDepth1,R D,I D);
31: return BJ(NoInstantiated,Queue,Dom,LB,UB,BestSol,R D,I D);
32: return NoInstantiated - 1;

Example 3. FC and BnB both find UB = 3, backtrack and try 1 and 2 for H .
BnB then sets H = 0, but FC eliminates this value from the domain of
H as part of its forward checking at the point were it set F = 4. It used
constraint c4 to find this value for F , but value 0 for H fails in c5 during forward
checking. Both algorithms then backtrack to G and try values 1 and 2. BnB also
tries 3 and 4 for G, while FC has eliminated both these values from the
domain of G because they fail in c4. Both algorithms proceed in the same way
until Phase 4. After A = 2, BnB extends the search down to the leaf node, where
H = 0. FC only extends the search up to G = 0. FC removed all values from
the domain of H when F was instantiated. FC then backtracks one level,
but all values for G have been removed, so it backtracks and set F = 4.
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4 Experiments and Conclusion

We compare the BJ and FC algorithms (without variable partitioning) to the
BnB algorithm with (BnBPart) and without variable partitioning. The exper-
iments were performed on an Intel Core 2 Duo processor at 2GHz with 2GB
RAM. We solved 3 sets of randomly generated binary SCSPs that are instances
of fuzzy CSPs. All the problems have Sp = 〈{0, 0.3, 0.5, 0.8, 1}〉,max, min, 0, 1〉,
and 10 domain values. The problems in sets 1/ 2/ 3 have 80/100/120 variables,
and 10/10/20 constraints. All sets have 50 problem instances with a tightness
of 70% and 50 instances with a tightness of 90%. Set 3 also has 50 instances
with a tightness of 85%. A tightness (T) of x% means that (100-x)% of all the
tuples have been assigned the best semiring value. Table 2 shows the average
runtimes. There is not a significant difference in the performance of the different
algorithms for smaller problems, but the results of FC and BJ on Set 3 with
90% tightness are much better than BnB’s results. Note that BPart’s runtimes
are at most 3 times faster than those of BnB, but on average at least 25 times
faster than CON’FLEX [4], a fuzzy CSP solver.

We presented two new algorithms for SCSPs that are extensions of the well-
known Max-CSP algorithms. Our new algorithms perform better than the BnB
algorithm on some problems. In the future, we plan to develop a backmarking
algorithm and to test our algorithms on non-trivial SCSPs.

Table 2. Average runtimes of the three algorithms (in seconds)

Set 1 1 2 2 3 3 3
T 70% 90% 70% 90% 70% 85% 90%

BnB 0.0124 0.0552 0.0206 0.0544 0.0688 0.1518 0.8078
BJ 0.0102 0.0774 0.0210 0.0772 0.0778 0.2142 0.6596
FC 0.0194 0.0696 0.0216 0.0698 0.0876 0.2056 0.4758

BPart 0.0164 0.0346 0.0204 0.0382 0.061 0.0916 0.3234
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Abstract. Opacity of the cornea is one of the important indices for estimating 
time of death. Now the work is done by forensic medical experts. An unbiased 
estimation method is needed. This paper proposed a method for finding the rela-
tionship between changes of cornea and postmortem intervals by processing 
and analyzing images. Firstly, a histogram based image segmentation method is 
proposed to extract corneal regions from pictures of rabbit’s eye. Secondly, tex-
ture and color features are used to describe the extracted corneal regions. Those 
features are carefully chosen to represent the changes of cornea in different 
postmortem intervals. A KNN classifier is used to reveal the association of im-
age features and postmortem intervals. The experimental results show that cor-
nea image features can be used to automatically estimate postmortem interval. 

Keywords: cornea, postmortem interval, death time, image analysis. 

1   Introduction 

In practical work, cornea opacity observing is one of the most important assistant 
means for estimating death time [1]. But this task is considered as a difficult one due 
to the lack of quantified method. The accuracy of the observation result largely de-
pends on personal experience. So some biological and chemical methods are proposed 
to quantify cornea opacity [1-3]. However, those methods need to take sample from 
cornea to get indices. Those operations may influence the natural change of cell’s 
chemical composition in some extent. This paper prefers to go back to the appearance 
observation method. But this time we use a quantified method. Image processing and 
analyzing are employed to find features which can represent the quantified relation-
ship between changes of cornea and postmortem intervals. Table 1 shows the relation-
ship given by forensic medical experts [1]. Figure 1 gives the selected rabbit’s eye 
                                                           
* This work was partially supported by HTRDP (Hi-Tech Research and Development Program 

of China) 2007AA01Z161. 
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pictures taken within the four postmortem intervals given in Table 1. Our method 
takes them as the guideline of corneal image feature extraction. 

Table 1. Corneal appearance within different postmortem intervals 

Postmortem interval Description of corneal appearance 
0~6(hour) Transparent. The surface is covered with a few 

white spot. 
6~12(hour) Transparent. The number of the white spot 

increases. (light opacity) 
12~24(hour) Semitransparent. The surface is covered with 

thin white cloud. (mild opacity) 
24~48(hour) Opaque. Cornea is shrunk. (high opacity) 

 

Fig. 1. Rabbit’s left eye picture taken at different time after death. (a) 6:00 h. (b) 12:00 h. (c) 
15:15 h. (d) 33:00 h. 

In the research of cornea opacity quantification, only [4] presents an image proc-
essing based method. However, the researchers study diseased cornea of the living. 
The diseased cornea is covered by scar. But cornea of the dead is cloudy covered in 
the whole as shown in Figure 1. So the method in [4] is not applicable for us. The 
flow of our method is described as follows. (1) Cornea region segmentation. A histo-
gram segmentation method is used in this step. (2) Feature selection. We test some 
features (including 1, 2, 3-order color moment based on HSV space; energy, inertia, 
entropy features based on co-occurrence Matrix), and two of them are carefully cho-
sen to represent the changes of cornea in different postmortem intervals. One is gray-
scale distance between corneal region and non-corneal region in one image. This 
feature can eliminate the influence of unsteady light source on images taken at differ-
ent time. The other one is a texture feature --- energy ratio of low frequency. The 
extraction of texture feature is performed on Fourier Spectrum of images. (3) A KNN 
classifier is used to reveal the association of image features and time interval. Our 
goal is to prove some image features can effectively estimate the postmortem interval. 
So finding some other better classifier is our future work. 

The rest of the paper is organized as follows. Section 2 gives the detail of cornea 
segmentation. Section 3 describes the feature extraction from corneal regions and the 
process of classify. Experimental results are showed in section 4. Conclusion remarks 
are given in last section. 
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2   Cornea Segmentation 

Iris is covered with cornea. In a healthy eye, the color of iris is dark while the cornea 
is transparent. So the color of corneal region in image is dark. According to the fact, 
histogram segmentation is used to segment cornea region. 

In this step, we need to extract corneal region from eye image by finding the uni-
modal corresponds to cornea. The observation of all the test images shows that the 
highest peak of the gray-scale histogram corresponds to the corneal region. The uni-
modal with the highest peak provides us the gray-scale scope of the corneal region. A 
simple and efficient histogram segmentation method is used in our method to find the 
begin point and end point of a uni-modal [5]. 

Two morphological operations (open and close) are successively performed on the 
candidate region. Then a closed contour of cornea is detected by using the method in 
[6]. Corneal region can be extracted by the closed contour and original image. Figure 
2 gives the whole process of cornea segmentation. 

 

Fig. 2. The process of cornea segmentation. (a) image with rabbit’s left eye, taken at 6 hours 
after death; (b) gray-scale histogram and its segmentation result of image shows in (a), the uni-
model containing highest peak refers to corneal region; (c) candidate corneal region extracted 
according to the result of histogram segmentation; (d) closed contour obtained by morphologi-
cal operations and contour extraction; (e) gray-scale corneal region. 

3   Feature Extraction 

3.1   Color Feature 

With the increasing of the postmortem time, the cornea becomes more and more 
opaque. The changing is also showed in gray-scale images of corneal region. The 
intensity of the corneal region is increasing slowly. Naturally gray-scale value of the 
corneal region is the best choice to reflect the corneal opacity. But unsteady light 
source influence the change of the gray-scale value. To avoid this, we will choose the 
difference of average gray-scale value between corneal region and non-corneal region 
as the feature. The gray-scale based feature GF is defined as Equation. (1). 

22
ncc uuGF −=  (1) 
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where cu  and ncu are the average gray-scale value of corneal region and non-corneal 

region respectively. Figure 3(a) shows the GF value of some samples which can re-
veal the change of GF value with time.  

In the early stage of the postmortem time, the gray-scale difference is large be-
tween corneal region and non-corneal region. In the middle period of the time, the 
difference becomes less. And on the later stage, the gray-scale difference becomes 
large again. The reason is that the eye ball shrinks and sinks deeply in the orbit in the 
later period of the postmortem time. The region of eye ball becomes dark due to the 
lack of light. So the GF becomes large again. 

 

Fig. 3. (a) The change of GF value with the time. (b) The change of EL value with the time. 

3.2   Texture Feature 

Fourier transform is one of the techniques to describe the spatial characteristics of an 
image. We try to find the change of texture feature of corneal region by analyzing the 
power spectrum of corneal square region with time. However, the various sizes and 
the erratic edge of corneal regions make it difficult to compare the power spectrum of 
different images. Corneal square region with same size is needed to be segmented 
from original eye image. First, the geometric center of cornea is pointed from image 
with segmented cornea. The center is denoted as (xc, yc). then taking (xc, yc) as cen-
ter, a 78*78 square is obtained from the corresponding original eye image. Texture 
feature will be extracted from the square. 

Images with smooth texture have large energy value on lower frequency intervals, 
while the images with coarse texture have large energy value on higher frequency 
intervals. To calculate energy on different frequency intervals, the power spectrum 
should be converted into polar coordinate system. In the system, origin of the coordi-
nates is shifted to the center of the spectrum for easily observing. As we move away 
from the origin the low frequencies correspond to the slowly varying components of 
an image. As we move further away from the origin, the higher frequencies begin to 
correspond to faster and faster gray level changes in the image. Equation 2 gives the 
definition of energy E(f1, f2) on frequency intervals [f1, f2]. 

∑
∈
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where cl(f1, f2) refers to the circled area which inside radius is f1 and the outside radius is 
f2, and P(u,v) is the power spectrum of the region. The proportion of the energy E of the 
low frequency is chosen as the texture feature to describe the change of corneal texture. 
The texture feature EL of Irc (image of corneal rectangle) is defined as equation 3. 
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where fl is the upper boundary of the low frequency. In this paper, fl is set as 
2/3*value of the highest frequency in power spectrum.  

Figure 3(b) shows the change of EL along with the increase of time. We can find 
that the curve has a rising trend, which means the energy of the Fourier spectrum is 
focusing on the low frequency more and more. It reflects the texture is becoming 
smooth with the time.  

4   Experimental Results 

The proposed method has been implemented in MATLAB script under Windows-XP 
on a PC with Celeron 2.5G Hz and 512M memory. The test dataset contain 188 im-
ages of Rabbit’s left eye. The eye images were taken every 15 minutes after death. 
The total number of the images is 188. 

First, each sample/image is labeled with a class ID according to the time after 
death. The class IDs are 1 (from 15 minutes to 12 hours and 30 minutes after death), 2 
(from 12 hours and 45 minutes to 28 hours after death) and 3 (from 28 hours and 15 
minutes to 47 hours after death). Then the 188 samples are divided into two parts. The 
size of training dataset is 127 samples. The rest 61 samples become test dataset. Table 
2 gives the detail description of data set. KNN is performed five times on the ran-
domly selected data sets. Figure 4 shows the best result of the 5 tests in NEL-NGF 
space. NEL is the normalization of EL, and NGF is the normalization of GF. Table 3 
gives the precision rates of total 5 tests. 

 

Fig. 4. Second Test. (a) The distribution of training dataset in NEL-NGF space. (b) The distri-
bution of test dataset in NEL-NGF space. (c) The classification result. 

Table 2. The description of data set 

Class 
ID 

Postmortem 
interval 

Number of 
training samples 

Number of 
test samples

1 00:15-12:30 32 15 
2 12:45-28:00 42 20 
3 28:15-47:00 53 26 
Total 00:15-47:00 127 61 
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Table 3. Correction rates of total 5 tests. (KNN, k=3, euclidean distance) 

Class ID 1 2 3 4 5 
1 100% 100% 87% 93% 93% 
2 85% 90% 95% 90% 80% 
3 88% 92% 92% 77% 92% 
Total 90% 93% 90% 85% 89% 

5   Conclusion 

The cornea becomes more and more opaque with the time after death. So the appear-
ance of cornea can be used to estimate time of death. This paper proposes a quantified 
method for solving the problem. Image analysis and classifier are used to automati-
cally find the relationship between changes of cornea and postmortem intervals. The 
encouraging experimental results shows features of cornea images can be used to 
estimate postmortem interval. Next, we want to find more effective features to im-
prove the correct rate and the precision of time interval. 
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Abstract. Automatic text classification (TC) is a fundamental component for 
information processing and management. To properly classify a document d, it 
is essential to identify semantics of each term t in d, while the semantics heavily 
depends on contexts (neighboring terms) of t in d. In this paper, we present a 
technique CTFA (Context-based Term Frequency Assessment) that improves 
text classifiers by considering term contexts in test documents. Results of the 
term context recognition are used to re-assess term frequencies, and hence 
CTFA may easily work with various kinds of text classifiers that base their TC 
decisions on term frequencies. Moreover, CTFA is efficient, and neither huge 
memory nor domain-specific knowledge is required. Experimental Results 
show that CTFA may successfully enhance performances of Rocchio and SVM 
(Support Vector Machine) classifiers on Reuters and Newsgroups data. 

Keyword: Text classification, Term Contexts, Term Frequency Assessment. 

1   Introduction 

Automatic text classification (TC) is a fundamental component for information proc-
essing. For each document d, the classifier estimates the degree of acceptance (DOA) 
of d with respect to a category c (e.g., similarity between d and c, or probability of d 
belonging to c). Unfortunately, perfect DOA estimation could not be expected [2], 
since no classifiers may be perfectly trained and tuned. 

In this paper, we explore how term context recognition (TCR) may improve DOA 
estimation so that performances of various kinds of text classifiers may be improved. 
We present a technique CTFA (Context based Term Frequency Assessment) to iden-
tify and encode term context information so that DOA estimation made by the text 
classifiers may be more proper. The idea is motivated by the fact that semantics of a 
term t in a document d often depends on context (neighboring) terms of t in d. By 
recognizing the term contexts, DOA estimation may be more proper.  

The main challenge of TCR lies on identification of term contexts, including the lo-
cality, amount, and ordering of context terms. This was also the main focus of previous 
research efforts. For example, in text retrieval, the considerations of two adjacent terms 
[10] [11] and two nearby terms (e.g. in a locality distance smaller than 5 words [1]) 
were shown to be helpful in finding relevant documents. In text classification, typical 
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forms of term contexts included multiple consecutive terms (i.e. n-gram [3]), nearby 
terms in a fixed order (e.g. the sleeping experts, [5]), co-occurring terms in whatever 
order and location (e.g. RIPPER, [5]), and semantic features of nearby terms (recog-
nized by information extraction and a dictionary [9]). 

Unfortunately, the previous proposals have difficulties in tackling the challenges of 
mining for the term contexts and encoding of the term contexts. When mining for 
term contexts, they needed to consider a huge number of combinations of multiple 
terms, incurring a heavy computational loading and requiring a huge amount of mem-
ory. Moreover, they often also need to face the problem of data sparseness in the 
mining process, since meaningful term contexts do not always have enough number 
of occurrences in the training corpus. This is also the reason why dictionaries were 
employed in some previous studies (e.g. [9]). However, usage of a dictionary also 
limits the scope and the domain of the application. 

Moreover, the previous proposals often did not encode term context information 
into a feature set, which is a set of selected terms or phrases on which text classifiers 
operate. An intelligent way to encode term context information into a feature set is 
essential, since various kinds of text classifiers may benefit from the encoding, with-
out needing any modification to the classifiers. 

2   Context-Based Term Frequency Assessment 

CTFA aims to improve performances of text classifiers by TCR. In training, CTFA 
uses training documents to identify the correlation between each term and category. In 
testing, CTFA assesses frequencies of terms in the input document, and hence helps 
the underlying classifier to make more proper TC decisions for the document. 

More specifically, in training, CTFA employs the χ2 (chi-square) method to iden-
tify term-category correlation. For a term t and a category c, χ2(t,c) = [N × (A×D - 
B×C)2] / [(A+B) × (A+C) × (B+D) × (C+D)], where N is the total number of classi-
fier-building documents, A is the number of classifier-building documents that are in 
c and contain t, B is the number of classifier-building documents that are not in c but 
contain t, C is the number of classifier-building documents that are in c but do not 
contain t, and D is the number of classifier-building documents that are not in c and 
do not contain t. Two types of correlation are identified: positively correlated and 
negatively correlated types. A term t is positively correlated to a category c, if A×D > 
B×C; otherwise it is negatively correlated to c. 

In testing, upon receiving a test document, CTFA is invoked to assess the term fre-
quency (TF) of each term, which is then passed to the underlying classifier to make 
TC decisions. Table 1 defines the algorithm for the TF assessment. For each category 
c, CTFA returns a TF vector for all distinct non-stop words in the test document (ref. 
Return). CTFA gives higher TF values to two kinds of terms in the test document d: 
(1) for positively-correlated terms, those that have many neighboring positively-
correlated terms (ref. Step 4), and (2) for negatively-correlated terms, those that have 
many neighboring terms that are positively-correlated to some category other than c 
(ref. Step 5). The former helps c to accept d, while the latter helps c to reject d. There-
fore, a term t would get a lower TF value if it just happens to appear in d with its 
neighboring terms not of the same correlation type. In that case, the occurrence of t 
should simply be a noise for text classification.  
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Table 1. Context-based term frequency assessment 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

More specifically, for a term t that is positively correlated to a category c, CTFA 
counts the number of left neighboring terms (ref. Step 4.1.1.1.2) and right neighboring 
terms (ref. Step 4.1.1.1.3) that are positively correlated to c. The higher the number is, 
the larger the TF value of t with respect to c will be, and if the number is 0, the TF 
value is 1.0 (ref. Step 4.1.1.4). For a term that occurs at multiple positions in the test 
document, its final TF value is the sum of its TF values at the positions (ref. Steps 4.1 
and 4.1.1.4). On the other hand, for a term t that is negatively correlated to a category 
c, its TF value with respect to c is simply the maximum TF value among its TF values 
with respect to those categories to which t are positively correlated (ref. Step 5). The 
maximum TF value actually indicates the extent to which t suggests other categories 
to accept the test document (and hence suggests c to reject the test document as well).  

3   Experiments 

Experimental data includes Reuter-215781 and 20 Newsgroups2, which were popular 
data collections. Reuter-21578 has 135 categories (topics). We follow [8] to set up the 
                                                           
1 http://www.daviddlewis.com/resources/testcollections/reuters21578 
2 http://people.csail.mit.edu/jrennie/20Newsgroups/  

Procedure CTFA(d), where d is a test document. 
Return: TFn×C is a matrix, where n is the number of distinct terms in d, C is the number of categories, 

and tfi,c is the assessed term frequency of term ti with respect to category c. 
Begin 

(1) S ← Sequence of terms in d with stop words removed; 
(2) n ← Number of distinct terms in S; 
(3) TFn×C ← 0; 
// Assess TF for each distinct positively-correlated term  
(4) For i = 1 to n, do            

(4.1) For each term ti,j that is the ith distinct term occurring at the jth position in S, do 
(4.1.1) For each category c, 

(4.1.1.1) If ti,j is positively correlated to c,  
(4.1.1.1.1) PositiveTypeNum ← 0; 
(4.1.1.1.2) For k = j -1 to 1, do 

(4.1.1.1.2.1) If the kth term in S is positively correlated to c, PositiveTypeNum ← 
PositiveTypeNum + 1; 

(4.1.1.1.2.2) Else exit for; 
(4.1.1.1.3) For k = j +1 to |S|, do 

(4.1.1.1.3.1) If the kth term in S is positively correlated to c, PositiveTypeNum ← 
PositiveTypeNum + 1; 

(4.1.1.1.3.2) Else exit for; 
(4.1.1.1.4) tfi,c ← tfi,c + Log2(PositiveTypeNum + 2); 

// Assess TF for each distinct negatively-correlated term 
(5) For i = 1 to n, do  

(5.1) For each category c, do                
(5.1.1) If tfi,c = 0, tfi,c ← Max{tfi,c, for all categories}; 

(6) Return TFn×C; 
End. 
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training and testing data, leading to a training set with 7780 documents and a test set 
with 3022 documents. On the other hand, the 20 Newsgroups data contains 19997 
documents of 20 topics (categories). As in [4], we employ 75% of the documents for 
training (14997), and the remaining 25% for testing (5000). 

Precision (P), recall (R), and F1 are employed as the criteria to evaluate the classi-
fiers. P is [total number of correct classifications / total number of classifications  
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Fig. 1. Contributions of CTFA to RO 
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Fig. 2. Contributions of CTFA to SVM 
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made], R is [total number of correct classifications / total number of correct classifica-
tions that should be made], and F1 is 2×P×R/(P+R). As in many previous studies, we 
try two ways to compute average performances on P, R, and F1: micro-averaged and 
macro-averaged ways. Also noted that, in the experiment, P and R are set to 1.0 when 
their denominators are zero (and hence when P and R are incomputable, F1 is 1.0 [7]). 
When both P and R are zero, F1 is zero as well. 

Each category c is associated with a classifier, which is based on the Rocchio 
method (RO) and the Support Vector Machine (SVM). We follow [8] to set RO, and 
employ SVMLight to implement SVM3 [6]. We report results from two versions of 
SVM: (1) SVM1 that employs the default setting of SVMLight, and (2) SVM2 that sets 
the “cost-factor” parameter to 10 (i.e. relative weights of errors on positive examples 
to errors on negative examples). Both RO and SVM required a fixed (predefined) 
feature set, which was built using the χ2 (chi-square) weighting technique. CTFA is 
applied to enhancing RO, SVM1 and SVM2, and the resulting systems are named 
RO+CTFA, SVM1+CTFA, and SVM2+CTFA, respectively. 

Fig. 1 shows the performances of RO and RO+CTFA. On Reuters-21578, CTFA 
helps RO to achieve better micro-averaged F1 under all feature set sizes, especially 
when the feature set size becomes larger. Therefore, by considering term contexts, 
CTFA helps to reduce the effect of noises in test documents. Moreover, on 20 News-
groups, CTFA helps RO to achieve better performances in both micro-averaged F1 
and macro-averaged F1. 

Fig. 2 shows the results of applying CTFA to SVM. On 20 Newsgroups, SVM1 
performs much worse than SVM2, while after introducing CTFA, SVM1 may achieve 
similar performance as SVM2, which is quite similar to the performance of well-
tuned SVM reported in previous studies (e.g. [4]). Therefore, with the help of CTFA, 
even the default setting of SVM may achieve similar performances of best-tuned 
SVM. Moreover, on Reuters-21578, CTFA greatly improves macro-averaged F1 of 
SVM1 when SVM1 achieves its best micro-averaged F1 (i.e. when feature set size is 
5000). Similarly, when SVM2 achieves its best micro-averaged F1 (i.e. when feature 
set size is 30000), CTFA greatly improves its macro-averaged F1 as well (improving 
from 0.5525 to 0.5973). 

4   Conclusion 

We propose a novel technique CTFA that identifies and encodes term contexts for 
text classification. The basic idea is: existence of a term t in a document d should not 
be a good evidence to classify d into a category c, if t happens to appear in d with its 
context term not suggesting the same correlation type to c. The idea relieves term 
context recognition from the problems of data sparseness and over-fitting, and there is 
no need for huge memory, expensive computation, and domain-specific knowledge. 
Moreover, CTFA encodes the term context information into term frequencies, which 
are common input for text classifiers, making CTFA able to improve various kinds of 
text classifiers without requiring any revisions to the classifiers. Empirical evaluation 
justifies the contributions of CTFA. 

                                                           
3 http://www.cs.cornell.edu/People/tj/svm%5Flight/old/svm_light_v5.00.html 
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Abstract. With the dramatic increase of stock market data, traditional
outlier mining technologies have shown their limitations in efficiency and
precision. In this paper, an outlier mining model on stock market data
is proposed, which aims to detect the anomalies from multiple complex
stock market data. This model is able to improve the precision of outlier
mining on individual time series. The experiments on real-world stock
market data show that the proposed outlier mining model is effective
and outperforms traditional technologies.

Keywords: Outlier mining, time series, stock market.

1 Introduction

In stock market, the key surveillance function is identifying market anomalies,
such as insider trading and market manipulation, to provide a fair and efficient
trading platform [2,6]. Insider trading refers to the trades on privileged infor-
mation unavailable to the public [8]. Market manipulation refers to the trade or
action which aims to interfere with the demand or supply of a given stock to
make the price increase or decrease in a particular way [3].

Recently, new intelligent technologies are required to deal with the challenges
of the rapid increase of stock data. Outlier mining technologies have been used to
detect market manipulation and insider trading . The objective of outlier mining
is to find the data objects which are grossly different from or inconsistent with the
majority of data. However, in stock market data, outliers are highly intermixed
with normal data [4] and it is difficult to judge whether an object is an outlier
or not. Therefore, a more effective and more efficient approach is in demand.

This paper presents a new technique for outlier detection on multiple time
series data in stock market. At first, principal curve algorithm is used to detect
the outliers from individual measurements of stock market. Then, the generated
outliers are measured with the probability of being real alerts. To improve the
accuracy and precision, these outliers are combined by some rules associated with
the domain knowledge. The experimental results on real stock market data show
that the proposed model is feasible in practice and achieves a higher accuracy
and precision than traditional methods.
� This work was partly supported by the Australian Research Council (ARC) Linkage

Project LP0775041 and Discovery Projects DP0667060 & DP0773412.
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2 Related Work

A qualified surveillance function is expected to capture all the anomalies from
a large amount of complex market records, while avoiding false alerts so as to
reduce the waste of time and human resources [1]. The methods of generating
alerts are typically rule-based approaches. Whenever an actual value is above a
predetermined threshold, a specific alert will be triggered. In addition, statistical
methods are also used to improve the effectiveness of surveillance by analysing
the mean and standard deviation of values.

Recently, several researches made a valuable progress in theory to improve the
effect of surveillance with information technologies. Palshikar et al. [9] studied
collusion set detection using graph clustering. A set of traders is a candidate
collusion set when they have heavy trading among themselves, as compared to
their trading with others. They proposed a new graph clustering algorithms for
the above problem. Lee and Yang [5] provided a prototype artificial immune
abnormal trading detecting System (AIAS), which aims to detect the abnor-
mal trading in stock markets. An effective method to evaluate the outlier is a
variance-based outlier mining model (VOMM) proposed by Qi and Wang [10].
In their model, outliers are viewed as the top k samples holding maximal abnor-
mal information in a dataset. The VOMM is executed by using principle curve
algorithm. Their experiments on real-world dataset show that the it performs
better than the Gaussian model and GARCH model. VOMM detects outliers
based on stock price only, which has limited information about stock market.
We will present a new technique to improve VOMM for more effective outlier
detection on multiple time series data in stock market.

3 Outlier Mining on Multiple Time Series (OMM)

There are multiple measures in stock market, which are price, volume, volatility,
and so on, and each measure makes a time series. In order to combine multiple
time series in stock market efficiently, it is necessary to first choose appropriate
data based on financial knowledge in stock market and then define a quantita-
tive measurement of outliers in stock market. The price movement and trading
amount are regarded as good measurements for anomalies [7]. The price move-
ment can be measured by price return and price fluctuation range during one
day. Price fluctuation range is presented by the difference between the highest
price and the lowest price in one day.

Voting-based OMM. Our first model is Voting-based OMM (Voting-based
Outlier Mining on Multiple time series). Let D ⊆ Rn be the sample space of
stock market. Let T ⊆ D(Card(T ) = n) be a set of samples drawn from D. A
simple way to find the optimal function is majority voting. That is, every time se-
ries will be used to detect outliers individually, and then a day will be outputted
as an outlier if an outlier was found in the day in the majority of all time series.
In the voting-based OMM, the top k outliers are detected from individual time
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series with the principal curve algorithm. It produces n candicate outlier sets
Vi, i = 1, 2, . . . , n. Let the function Counter(X) count the times X appear in
Vi, i = 1, 2, . . . , n. Hence, Counter(X) ∈ 1, 2, . . . , n, X ∈ (V1 ∪V2∪ . . .∪Vn). Let
the function f(X) to evaluate whether X is an outlier. If Counter(X) indicate
that X is the majority voting, f(X) = 1; otherwise, f(X) = 0.

Probability-based OMM. Our second model is Probability-based OMM (
Probability-based Outlier Mining on Multiple time series). In probability-based
OMM, we define a quantitative measurement of outliers. It is similar with the
Dixon Ratio Test. Let HV be the test samples, AV be the average value of all
samples which are less than the test samples and LV be the lowest value. Our
test ratio R is calculated as

R = (HV −AV )/(HV − LV ). (1)

In probability-based OMM method, the top k outliers are chosen from individual
time series with the principal curve algorithm. This produces n candicate outlier
sets Vi, i = 1, 2, . . . , n. Then we calculate the outlier ratio R based on Formula
(1). Let Dis(Xi) be the distance between Xi and the generated principal curve,
where Xi ∈ T, i = 1, 2, . . . , k. Let LD = min(Dis(Xi)) be the lowest distance
for all the X in Vi. Let P (Xi) ∈ (0, 1) be the probability of Xi being an outlier,
and we can get

P (Xi) =
Dis(Xi)− 1

n−i

∑n
j=i+1 Dis(Xj)

Dis(Xi)− LD
, (2)

where i = 1, 2, . . . , k.
For each X ∈ (V1 ∪ V2 ∪ . . . ∪ Vn), the outlier test ratios P1(X), P2(X), . . . ,

Pn(X) are calculated corresponding to the n individual dimensions. Let the final
P (X) be the maximum value.

P (X) = max(P1(X), P2(X), . . . , Pn(X)), X ∈ (V1 ∪ V2 ∪ . . . ∪ Vn) (3)

The final step is to sort descendingly the candicate outlier sets T according to
P (X), and then choose the top k samples as the outliers.

4 Experiments
Experimental Method. The experimental data are daily transaction records
from Shanghai Stock Exchange in 425 trading days from 1 June 2004 to 3 Mar
2006. The attributes of the data sets include the daily highest price, the daily
lowest price, the daily closing price and daily trade amounts. Daily price return
and daily price fluctuation range are calculated based on the financial domain
knowledge. We choose the real alerts generated by China stock exchange during
the above timeframe as a benchmark for our experiments. By taking a day as
abnormal if there are one or more alters during the day, the alerts are converted
into 21 abnormal trading days. Hence, the trading days when alerts were found
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Table 1. Comparison on the Number of Correctly Detected Outliers

Method k=60 k=50 k=40 k=30 k=20 k=10

VOMM on Price Return 18 17 16 15 13 9
VOMM on Price Range 17 17 16 16 15 9
VOMM on Trade Amount 15 15 13 13 13 9
Voting-based OMM 20/52 20/45 17/32 17/27 16/19 9/9
Probability-based OMM 21 20 20 20 16 10

are regarded as exceptional days. Time Constraint Principal Component Anal-
ysis (TCPCA) approach is used to preserve the temporal sequence information
under the condition of the principal curve algorithm [11]. In our experiments,
we set the scale factor λ = 2 according to the observations in experiments.

Experimental Results. The experimental results are shown in Table 1. The
columns stand for the factor k in the above experiment, which indicates the
expected number of outliers. For example, k = 20 means that the top 20 samples
are regarded as outliers, while the rest of the samples are regarded as normal
samples. The observation in each row stands for the number of alerts which
are correctly identified by corresponding methods. For example, the value 16
on row 1 and column 4 means that 16 alerts are identified by VOMM methods
on price return measures. One special case is the observation of Voting-based
OMM, where the left value stands for the number of real alerts detected, while
the right value stands for the calculated number of outliers.

Fig. 1(a), Fig. 1(b) and Fig. 1(c) show the results of VOMM on daily price
return, daily price range and daily trade amount. The smooth curve passing
through the middle of data sets is the generated principal curve. The X axis is
the temporal sequence, which is tuned by the scale factor λ = 2. The Y axis is
the value of individual measure. The samples marked only by “o” are expected
outliers but not alerts, and the samples marked only by “*” are real alerts but
not identified. The samples market by both of “o” and “*” are identified real
alerts. Fig. 1(d) shows the experimental results of Probability-based OMM. The
X axis indicates the trading day, while the Y axis shows the probabilities of being
an outlier. The samples marked by “o” are detected with k = 60. The samples
marked by “*” show real alerts.

Experimental Result Analysis. The experimental results are analyzed based
on four variables: True Positive (TP) stands for the number of detected outliers
those are real alerts; False Positive (FP) stands for the number of detected which
are not actual alerts; False Negative (FN) represents the number of the identified
normal days which are real alerts and True Negative (TN) stands for the number
of identified normal days which are not alerts. In order to compare the results
in an intuitive way, we calculate the accuracy, specificity, precision and recall
based on the following formulae:

Accuracy = (TP + TN)/(TP + FN + FP + TN) (4)
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(b) VOMM on Daily Price Range
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(c) VOMM on Daily Trade Amount
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Fig. 1. Outliers Detected

Specificity = TN/(FP + TN) (5)
Precision = TP/(TP + FP ) (6)

Recall = TP/(TP + FN) (7)

Fig. 2 shows the accuracy, specificity, precision and recall of the models, where
the X axis stands for k and the Y axis indicates the values of four measures. We
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can see that the Voting-based OMM (V-BOMM) and Probability-based OMM
(P-BOMM) have better performance than VOMM on all the four measures, no
matter what value k is. Another finding is that the accuracy have the optimal
results when k=20. With the increase of k, the precision and specificity decrease
and the recall increases.

5 Conclusion

In this paper, we have studied outlier mining on multiple time series in stock
market, and proposed two models for outlier mining on multiple time series
(OMM). The experimental results show that our proposed models perform better
in all the four measures than the previous outlier mining model VOMM on
single time series. In future work, we will research on improving OMM to detect
exceptional patterns on multiple time series, especially in stock market. Another
potential future research is using microstructure knowledge to assist stock market
surveillance.
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Abstract. To improve face-to-face interaction with robots, we devel-
oped a model for generating interactive facial expressions by using a
simple recurrent network (SRN). Conventional models for robot facial
expression use predefined expressions, so only a limited number of expres-
sions can be presented. This means that the expression may not match
the interaction and that the person may find the expressions monotonous.
Both problems can be overcome by generating expressions dynamically.
We tested this model by incorporating it into a robot and comparing the
expressions generated with those of a conventional model. The results
demonstrated that using our model increases the diversity of face-to-face
interaction with robots.

1 Introduction

For robots to communicate smoothly with people, they need not only the ability
to handle ordinary physical interactions but also to use kansei (sensibility). We
have been working on various ways for robots to generate facial expressions as a
component of their communication [1,2]. In general, robot facial expressions are
generated by the intricate, coordinated movement of motors located in the robot’s
eyes, neck, and other areas. Since this requires much time and effort, the variety
of facial expressions is limited. Moreover, the expressions lack the variety found in
human expressions. When a person expresses an emotion, he or she makes a facial
expression with a certain pattern and features. However, the expression is always
slightly different. If a robot’s facial expression is always the same for a particular
emotion and lacks variety, the person interacting with the robot will find it unnat-
ural. For robots to express a variety of natural facial expressions, they need a way
to dynamically generate expressions corresponding to emotions by synthesizing
facial expressions using predefined expressions.

When people express an emotion, the emotion is based on a past state. A
person has the flexibility to be stimulated by external agents, and emotions are

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 1016–1021, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Generating Interactive Facial Expression of Communication Robots 1017

generated by the transitions of the internal state. This leads to dynamic facial
expression generation. To enable robots to exhibit dynamic facial expressions, we
developed a model based on a simple recurrent network (SRN) [3] for generating
facial expressions. An SRN generates output in accordance with previous state
transitions. We implemented this model in the Ifbot [4] robot and experimentally
investigated its ability to improve human-robot communication.

2 Interactive Facial Expression Model Using SRN

In general, a robot’s facial expression is controlled by a motion file corresponding
to the desired emotion. This conventional facial expression is static. Our inter-
active model, which enables a robot to generate a unique facial expression in
response to each stimulus, is based on a neural network. We used a simple recur-
rent network [3] as the basis of our expression-generation model because it can
generate expressions on the basis of past state transitions. Our proposed model
is illustrated in Figure 1. The input is a stimulation event, and the output is a
facial expression. A context layer and hidden layer pair is an emotion for which
the robot outputs a facial expression considering changes in past stimulations.
The hidden layer contains an internal representation for mapping a facial ex-
pression to the stimulation event. The relationship between a stimulation event
and the facial expression is mapped by learning the network. The robot can thus
express a facial expression corresponding to the stimulation event.

This model of learned time-oriented relationships between basic stimulation
events and facial expressions can generate various facial expressions using the
generalization capability of the neural network. When a stimulation event is
input, the resulting facial expression is automatically generated because the
network can learn and generate temporal patterns. Moreover, various mixed
expressions can be synthesized corresponding to the timing of the stimula-
tion event because the network has internal feedback. Without considering a
specific interpolation method, the network can dynamically generate the facial
expression.

α

Sensor
[0, 1]

Control parameter

Perception of stimulation

Emotion generation

Expression of face

0.1=w

Motor (θ), LED (L)

α

Sensor
[0, 1]

Control parameter

Perception of stimulation

Emotion generation

Expression of face

0.1=w

Motor (θ), LED (L)

Fig. 1. Proposed interactive facial expression model
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Fig. 3. Facial expression mechanisms

3 Evaluation System

The system used for the evaluation is illustrated in Figure 2. It is based on
the assumption that a stimulation event can occur at any time. An emotion is
identified for the event, and the robot, Ifbot, generates an appropriate facial
expression. A person controls the interactions with the robot by using a display
screen. As shown in Figure 2, red, blue, cyan, and green buttons are displayed.
They represent four emotions (anger, sadness, surprise, and happiness) adopted
from six basic emotions [5]. The system inputs a 1 to the unit in the input layer
corresponding to the button pressed inputs a 0 when there is no stimulation
event. The values of the facial expression control parameters in the model are
used to control the robot. The 15 control parameters are expressed as

S = (θN1, θN2, θ
(L)
E1 , θ

(L)
E2 , θ

(R)
E1 , θ

(R)
E2 , θ

(L)
L1 , θ

(L)
L2 , θ

(R)
L1 , θ

(R)
L2 , LH , LM , LE , LC , LT )T ,

where θ(·)
· are motor outputs corresponding to θ

(·)
· , and L· are patterns output

from the LEDs of each part in Figure 3.
We used 4, 25, and 15 units in the input, hidden, and output layer, respectively

(with 25 context units). The input units correspond to the four emotions. To
train the network, we used four of Ifbot’s facial expressions as teaching data.

3.1 Characterization by Learning

We created four robots (two proposed and two conventional) that can generate
expressions corresponding to the four emotions.

Proposed A: Proposed A generated a facial expression for the appropriate
emotion at the instant a stimulation event was input. The method used for
training this robot (e.g. learning anger) is shown in Figure 4. For each input
sequence, in which four bits were presented at a time, the correct output at
the corresponding point in time is shown. When a stimulation event was input,
the leftmost facial expression was generated. At time t = 1, the input unit
corresponding to the stimulation event was input as 1.0, and the network trained
the robot to generate the appropriate facial expression. For t = 2 − 10, the
network gradually trained the robot to generate the default facial expression for
when there was no stimulation event.
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Fig. 6. Facial expressions using Proposed A

Sadness t

Fig. 7. Facial expressions using Proposed B

Proposed B: Proposed B gradually generated a facial expression for the ap-
propriate emotion as the stimulation event proceeded. The method used for
training this robot is shown in Figure 5. At time t = 1, the input unit corre-
sponding to the stimulation event as continuously input as 1.0, and the network
gradually trained the robot to generate the appropriate facial expression.

Default A and B operated the same as the proposed robot, except that it
only generated facial expressions taken from the training data.

Figure 6 and Figure 7 show examples of face changes using our proposed
model. You can see that face changes become more natural because each facial
expression corresponds with stimulation.

4 Evaluation

We subjectively evaluated the impression that each robot made on a person
interacting with them in comparison with that made by the conventional system.
The participants were 28 college students.They interacted freely with the four
robots one robot at a time for as long as they wanted. The evaluation was based
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on a semantic differencial (SD) tequnique in which values on a 7-point scale were
assigned for six pairs of opposing evaluative adjectives.

4.1 Results

We tested the questionnaire using the Kruskal-Wallis test, a nonparametric one-
way analysis of variance, and a Scheffe test, a test of statistical significance. The
mean values for the evaluated pairs are shown in Figure 8.

natural - artificial: The difference in evaluations between the two proposed
robots and Default A was significant. Both proposed robots received a neutral
evaluation, while the two conventional robots tended to receive an artificial eval-
uation. This is attributed to the proposed method always changing the facial
expression in accordance with the stimulation events and to the timing of the
stimulation events. The proposed method can reduce the amount of artificial
feeling in the interactions compared with the conventional method.

humanlike - mechanical: Both proposed robots were evaluated as human-
like, and both conventional ones were evaluated as mechanical; the difference was
significant. We attribute this to the differences in the generated facial expressions
between the proposed and conventional robots. The proposed robots displayed a
variety of facial expressions because the expressions changed in accordance with
the timing of the stimulation events. The proposed robots thus tended to create
a less mechanical feeling. This was reflected in the descriptive impressions.

complicated - simple: The significant difference was the highest for this
evaluation pair. Both proposed robots were evaluated as complicated, while both
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conventional ones tended to be evaluated as simple. Several opinions were ex-
pressed in the descriptive impressions: “The actions of the conventional robots
felt monotonous”; “Since a mixture of expressions was expressed, the actions of
the proposed robots felt complex”. In short, the proposed robots were better
able to generate expressions conveying mixed emotions.

interesting - boring: Although the Scheffe test did not reveal a significant
difference between Proposed B and Default A (p = 0.0507), the differences were
significant for the other combinations of proposed and conventional robots. Both
proposed robots were evaluated as interesting, while both conventional robots
were evaluated as neutral. These results suggest that the proposed model can
increase the diversity of human-robot interaction.

5 Conclusion

We have developed an interactive facial expression model that uses the feedback
and generalization capabilities of a simple recurrent network. Only basic expres-
sions are made and trained; the network uses them to automatically generate
similar facial expressions. We implement the proposed model in a robot and
evaluated the effectiveness of the dynamic facial expression during interaction
between a person and the robot. The results suggest that dynamically gener-
ating facial expression using the proposed method gives the person interacting
with the robot a better impression than that using a conventional method. We
showed that using the proposed model

1. reduces the artificial and mechanical feeling created by the facial expressions
of a robot,

2. a robot can express interest and complicated (mixed) feelings, and
3. a robot can be characterized by using facial expressions.
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Abstract. Translation repair plays an important role in intercultural
communication using machine translation. It can be used to create mes-
sages that have very few translation mistakes. However, translation re-
pair is a laborious task. It is important to carry out translation repair
efficiently. Therefore, we propose a repair support agent that provides the
segments that have not been translated accurately. We perform experi-
ments on the translation repair efficiency to evaluate the effectiveness of
the repair support agent. The results of these experiments are as follows.
(1) Providing inaccurately translated segments improves the ability to
detect inaccurate segments. (2) The inaccurate-judgment rate can affect
the improvement of the efficiency of translation repair.

Keywords: Multilingual communication, machine translation, back
translation, translation repair.

1 Introduction

Opportunities for multilingual communication have increased due to the devel-
opment of the Internet. However, communication using nonnative language is
difficult. When people communicate in their nonnative language, the language
barrier prevents mutual understanding among communicating individuals[1]. To
overcome the language barrier in communication, machine translation is used
for communication using native language[2].

Despite recent advances in machine translation technology, it is still very dif-
ficult to obtain highly accurate translations. In machine translation, the prob-
ability of a translation mistake increases as the translation sentence lengthens.
Translation mistakes prevent mutual understanding among communicating in-
dividuals. Therefore, for smooth communication, users have to create messages

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 1022–1027, 2008.
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that have very few translation mistakes. Translation repair plays an important
role in multilingual communication using machine translation. It can be used to
create messages that have very few translation mistakes.

Translation repair work is difficult when a user is presented with the trans-
lation of text in a nonnative language. Therefore, the use of back translation
for translation repair is considered. However, translation repair is a laborious
task. The support of efficient translation repair is required. Therefore, we pro-
pose a repair support agent that can reduce repair cost and provide inaccurately
translated segments.

In this study, we evaluate the cost of translation repair by using the repair
support agent. We verify the following from experiments.

1. Improvement in the efficiency of translation repair by using the repair sup-
port agent.

2. Factors that influence translation repair.

From the verification of the above points, we present the effectiveness of the
repair support agent and the necessary support of adequate translation repair.

2 Structure of Repair Support Agent

Users find it difficult to carry out adequate translation repair if they cannot
accurately detect inaccurately translated segments. If users repair the irrelevant
parts, translation repair efficiency is down. Specifically, inadequate translation
repair increases the time required for translation repair and delays the start of
translation repair.

We propose a repair support agent that provides segments that have not
been translated accurately. The repair support agent carries out morphological
analysis.

In translation repair, the main technique for repairing sentences is the para-
phrasing of words or expressions. Inaccurate back-translated sentences do not
contain words that exist in the input sentence. We consider that providing the
inaccurately translated segments improves the translation repair efficiency. The
proposed repair support agent provides inaccurately translated segments by car-
rying out morphological analysis. This agent estimates inaccurately translated
segments by comparing the words contained in an input sentence with the words
contained in its back-translated sentence. We compare only nouns and verbs for
estimation purposes.

Figure 1 shows the procedure of providing inaccurately translated segments.
The procedure can be summarized as follows:

1. Obtain the back-translated sentence of an input sentence.
2. Carry out the morphological analysis of the input sentence and its back-

translated sentence using the morphological analyzer MeCab[3].
3. Extract nouns and verbs that exist in the input sentence and do not exist in

the back-translated sentence.
4. Consider the extracted words as inaccurately translated segments and high-

light them in red.



1024 M. Miyabe, T. Yoshino, and T. Shigenobu

Fig. 1. Procedure of providing inaccurately translated segments

3 Experiment for Verification of Translation Repair
Efficiency

3.1 Experimental Outline

We performed a translation repair experiment using the repair support agent in
order to examine the translation repair efficiency. The subjects were 30 students
from Wakayama University. The experimental tool used the J-Server developed
by Kodensha[4], with Language Grid[5] as the machine translation system.

In the experiment, the subjects performed the following tasks.

Task A: Translation repair work with repair support agent.
Task B: Translation repair work without repair support agent.

In each task, subjects repaired 100 sentences. Fifteen subjects performed two
tasks – Task A and Task B – in that order. The remaining subjects performed
tasks in the reverse order. Hereafter, the first batch of 15 subjects is referred to
as Group 1, and the second batch is referred to as Group 2.
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Table 1. Repair time and delay in the start of the translation repair in repair work

First task Second task
Group1 Group2 Group1 Group2

Without re-
pair support
agent

With repair
support
agent

With repair
support
agent

Without re-
pair support
agent

(s) (s) (s) (s)
Repair time Average 108 103 87 83

Standard
deviation

96 82 74 68

Significance
probability

0.988 0.462

Delay in the start Average 23 20 20 21
of the translation
repair

Standard
deviation

20 29 19 24

Significance
probability

0.000∗ 0.584

In the experiment, we considered only those sentences that contained 20-30
letters. We selected 200 sentences that required translation repair from material
provided by NTT[6].

We allowed the subjects to terminate the translation repair of a sentence with-
out translation repair when they concluded that the meaning of an unrepaired
back-translated sentence was the same as that of the original sentence. When
the subjects were unable to repair a sentence for ensuring that the meaning of
the back-translated sentence conformed to that of the original sentence after 5
min, we allowed them to abandon the translation repair halfway.

3.2 Results

We discuss the results on the basis of the data of 26 subjects because the data
of 4 subjects was incorrect. The number of subjects in groups 1 and 2 was 12
and 14, respectively.

Repair Time and The Delay in the Start of the Translation Repair.
Table 1 shows the averages, standard deviations, and significance probabilities
of each measure of efficiency in each task.

1. Repair time
As shown in table 1, there is no significant difference between the repair time
for Group 1 and the repair time for Group 2 in both tasks. Therefore, the
repair support agent may not affect the reduction in the repair time.

2. Delay in the start of the translation repair
As shown in table 1, there is a significant difference between the delay in
the start of the translation repair for groups 1 and 2 in the first task. In
the second task, subjects started translation repair at almost the same time,
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Table 2. Correlation between the inaccurate-judgment rate and each measure of repair
efficiency

Correlation coefficient Significance probability
Repair time(first task) −0.580 0.002∗

Repair time(second task) −0.656 0.000∗

Delay in the start of the translation
repair(first task)

−0.271 0.181

Delay in the start of the translation
repair(second task)

−0.072 0.725

irrespective of the presence or absence of the repair support agent. The
repair support agent reduces the delay in the start of the translation repair
when inexperienced users start carrying out translation repair. Therefore,
we consider that the repair support agent improves the ability to detect
inaccurate segments.

Inaccurate-Judgment Rate of Subjects. In the experiment, the subjects
do not have to carry out repair if the back translations are highly accurate.
The number of accurate back-translated sentences is ten. If the subjects did not
repair sentences other than the above-mentioned ten back-translated sentences,
they were considered to have inaccurately detected the inaccurate parts.

The number of times subjects judge an inaccurate sentence to be an accurate
sentence, is termed the “inaccurate-judgment rate.” It is calculated using the
following equation:

R =
Nu −Nhigh′

Ntotal −Nhigh −Ng

Here,

Ntotal is the total number of experimental sentences.
Nhigh is the number of accurate sentences.
Ng is the number of sentences that the subjects were unable to repair.
Nu is the number of unrepaired sentences.
Nhigh′ is the number of unrepaired and accurate sentences.

Table 2 shows the correlation coefficient between the inaccurate-judgment rate
and each measure of repair efficiency. As shown in this table, the repair time is
negatively correlated with the inaccurate-judgment rate.

Moreover, we have evaluated repaired translations by the subjective eval-
uation [7]. The correlation coefficients between the evaluated value and the
inaccurate-judgment rate are −0.510 and −0.595 in first task and second task.
The significance probabilities of the correlation coefficient are 0.008 and 0.001
in each task. Therefore, it can be observed that there is a negative correlation
between the evaluated value and the inaccurate-judgment rate.

These results show that a high inaccurate-judgment rate may reduce the repair
time and cause the debasement of the translation accuracy.
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4 Conclusion

Translation repair plays an important role in intercultural communication using
machine translation.

In this study, we have proposed a repair support agent that provides inaccu-
rately translated segments by carrying out morphological analysis, as a tool that
assists translation repair. We have performed experiments on the translation re-
pair efficiency in order to evaluate the effectiveness of the repair support agent.
In the experiment, we have discussed the experimental results on the basis of
the following two measures of repair efficiency: repair time and delay in the start
of the translation repair.

The results of these experiments are as follows.

1. Providing inaccurately translated segments improves the ability to detect
inaccurate segments.

2. The inaccurate-judgment rate can affect the improvement of the efficiency
of translation repair.
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Abstract. The class imbalance problem has been recognized as a crucial prob-
lem in machine learning and data mining. Learning systems tend to be biased 
towards the majority class and thus have poor performance in classifying the 
minority class instances. This paper analyzes the imbalance problem in accu-
racy-based learning classifier system XCS. XCS has shown excellent perform-
ance on some data mining tasks, but as other classifiers, it also performs poorly 
on imbalance data problems. We analyze XCS’s behavior on various imbalance 
levels and propose an appropriate parameter tuning to improve performance of 
the system. Particularly, XCS is adapted to eliminate over-general classifiers1 
and protect accurate classifiers of minority class. Experimental results in Boo-
lean function problems show that, with proposal adaptations, XCS is robust to 
class imbalance.  

Keywords: Classification, Learning Classifier System, XCS, Genetic Algo-
rithm, Imbalance problem. 

1   Introduction 

Introduced in 1995 by Wilson, accuracy-based learning XCS is one of the most suc-
cessful learning classifier systems [1]. XCS classifier system has recently shown a 
high degree of competence on a variety of data mining problems. There are some 
performance comparisons of strength-based fitness systems and accuracy-based fit-
ness systems showing that accuracy-based fitness systems, including XCS, have a 
significant impact on data mining field. In [3], Mansilla and Garrel-Guiu studied 
performances of a set of well-known machine learning algorithms demonstrating that 
XCS exceeds the performance of most current Machine Learning techniques. In this 
paper, we study XCS in imbalance data problem. 

In classification, data imbalance occurs when the number of patterns of a class is 
much larger than that of the other class [8]. Many real world data mining applications 
encounter how to deal with the imbalance problem, such as fraudulent credit card 
transactions identification, fault detection, target detection oil spill detection or medical 
diagnosis [8]. In classical machine learning or data mining setting, the classifiers that 
are designed to optimize overall predictive accuracy tend to produce high predictive 
                                                           
1 Over-general classifier is a classifier or a rule covering more than one class. 
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accuracy the majority class but ignore the minority class. This comes from two major 
causes. The first cause comes from the distribution of the classes. Since the number of 
majority class patterns exceeds that of the minority class, the majority class is likely to 
invade the territory the minority class so that the class boundary becomes vulnerable to 
be distorted. Second, the simple accuracy as an objective function used in most classi-
fication tasks is inadequate for the task having data imbalance. From that, there are two 
classes of methods proposed to solve imbalance problems: at the sampling level and at 
the classifier level. Methods at the sampling level aim at balancing the a priori prob-
abilities of classes, while methods at the classifier level try to adapt the classifier to 
class imbalances, e.g. parameter adapting and cost sensitive learning. 

This paper studies in the former approach by extending XCS to able to handle im-
balance problems. Our study analysis effects of parameters to performance of XCS 
and provides guidelines to set them appropriately to solve imbalance problems. We 
restrict our analysis to Boolean classification problems because its characteristics 
could be controlled carefully rather than on real-world domains whose results would 
be difficult to decipher. The aim of this study is twofold: first, to make the XCS clas-
sifier system more robust on imbalance problems and second, to contribute to the 
understanding of the functioning of XCS in general to enable further improvement of 
XCS as well as to understand its limitations. 

The rest of paper is organized as follows: XCS classifier system is described 
briefly in Section 2. In section 3, the proposed parameter adaptation, experimental 
results and comparison with original XCS will be presented to verify the feasibility of 
our research. Section 4 provides conclusions and future works.  

2   Brief Description of XCS 

As other reinforcement learning systems, after XCS sends an action to environment, a 
reward r is returned, which is then used to update the parameters of classifiers follow-
ing order [2]: prediction p - an estimate of the payoff for that classifier if its condition 
matches to the input and its action is selected, prediction error ε - estimates the aver-
age error made in the predictions, and finally fitness F - an estimate of the accuracy of 
the payoff prediction given by p. Prediction p is updated with learning rate as follows: 

( )prpp −+← β                                                 (1) 

where ( )10 ≤≤ ββ  is the learning rate. Next, the prediction error is updated as: 

( )εβεε −−+← || pr                                           (2) 

Then, the classifier’s accuracy is computed as an inverse function of the classifier’s 
prediction error.  

In equation (3) and Fig. 1, ε0 determines the threshold error under which a classi-
fier is considered to be accurate, i.e., it has an accuracy of 1; otherwise, the classifier 
accuracy κ drops off. α (0<α<1) and ν (ν>0) control the degree of decline in accuracy 
if the classifier is inaccurate [1]. Then, the relative accuracy over the action set is 
computed: 
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Fig. 1. The scaling of accuracy κ is crucial for successful selection of genetic algorithm 
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where [A] is action set that consists of all the classifiers advocating the action sent to 
environment. And finally, classifier fitness is updated according to the classifier’s 
relative accuracy: 

( )FFF −+← 'κβ                                                      (5) 

3   Adaptations of XCS for Imbalance Problems 

In this section, we analysis effects of imbalance problems and our proposed parameter 
adaptation to performance of XCS. For this purpose, XCS was applied to version of 
the well-known multiplexer tasks.  

3.1   The Imbalance Multiplexer Dataset Generation 

The idea of multiplexer problem is from digital circuit. It is introduced to apply in 
classifier system by Wilson [1]. There are many versions of the multiplexer problem, 
each with a different size of the form k + 2k, for k ≥ 1. For example, in 11-Multiplexer 
problem, there are 11 inputs and one output (11 is of the form 3 + 23). The first three 
inputs, a0, a1, and a2, can be considered as address lines. They describe the binary 
representation of an integer between 0 and 7. This integer chooses one of the 7 re-
maining inputs, which are labeled d0, d1, d2, d3, d4, d5, d6, d7. The correct output for 
the multiplexer is the input on the line specified by the address lines. For instance, the 
value for the input string 01111110000 is 1. 

The imbalance complexity is controlled by means of the probability of sampling an 
instance of the minority class Psmin. At each learning interaction, the environment 
chooses an instance randomly. If it is a minority class instance, it is passed to XCS 
with probability Psmin. If it is not accepted, a new instance is randomly sampled which 
undergoes the same decision process. In the remainder of this paper, we use the imbal-
ance ratio ir to denote the ratio between the number of the majority and minority class 
instances that are given to XCS. Specially, the minority class is sampled with probabil-
ity Pmin=1/(1+ir) and the majority class is sampled with probability Pmaj=ir/(1+ir). 
Another definition is also used that is imbalance level i where i=log2(ir). 
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3.2   Parameter ε0, ν and α Dependence in Imbalance Problems 

From Fig. 1, we can see that parameters ε0, ν and α are very important to decide 
whether a classifies is accurate or not. In imbalance problem, these parameters should 
be adapted approximately then over-general classifiers are considered inaccurate and 
accurate classifiers are protected. The idea behind adapting these parameters is that in 
highly imbalanced datasets, an over-general classifier will often be correct more often 
than wrong. Any change in the classifier’s condition will be reflected in a change in 
its statistical correctness – thus its error ε – and this will tend to guide the system 
toward accurate classifiers.  

Parameter adaptation can be approached mathematically. Let us assume a two-level 
Rmax/0 payoff landscape, where Rmax is provided if the prediction is correct, 0, other-
wise. According to [4] and [7], an over-general classifier would be considered inaccu-
rate or its accuracy will fall down on the inaccurate part in Fig.1 as long as: 
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Set t = ε0/Rmax, where ε0 is quite small when compared with Rmax, so we only need 
consider 0 ≤ t ≤ 1/2. 

From (6), we obtain the boundary of ir respected to changing in ε0/Rmax: 
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So, if we decrease the value of t = ε0/Rmax, the boundary of parameter ir increases 
or XCS can solve problems with higher imbalance levels. Our proposal is to set 
ε0/Rmax based on imbalance ratio ir, ε0=1/ir, other parameters are set as with standard 
XCS. 

Additionally, in Fig.1, α causes a strong distinction between accurate and not quite 
accurate classifiers. The steepness of the succeeding slope is influenced by ν, so we 
should set α low enough and ν high enough. Moreover, population size should assure 
that no niche will be lost as suggested elsewhere [6], it should be increased propor-
tionally with the imbalance rate ir, β and θGA should set with an appropriate window 
size as suggested in [7]. First, we run XCS on imbalanced multiplexer problems with 
imbalance level from i=0 to i=10 with the standard parameters setting (as introduced 
in [2]): N=1000, β=0.2, α=0.1, ε0=1, ν=5, θGA=25, χ=0.8, µ=0.04, θdel=20, δ=0.1, 
θsub=200, P#=0.6. Second, the result of our proposed method is gotten by setting: 
ε0=1/ir. 
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Table 1 shows that the performance is improved significantly if appropriate ε0, ν 
and α values are chosen. With standard parameters setting, XCS performs well up to 
imbalance level i = 4, it begins to encounter problem with i = 5 and i =6. For higher 
imbalance levels, from i = 7 to i= 10, the systems classifies all the input instances as if 
they belonged to the majority class. In while, adaptive XCS can reach to 100% per-
formance with i≤7; 95% with i=8; 80% with i=9 which is a notable improvement with 
respect to the performance of standard XCS. For the highest imbalance level, i=10 or 
ir = 210=1024, XCS can only classify correctly about 5% minority instances. Variant 
values of ε0, ν and α were tested as ν=10 and α=0.05 show a better performance speed 
and stability in the imbalance problems. If we set ν≥10 and α≤0.05, we can get the 
results as same as Table 1 (not shown for brevity), but XCS needs a longer time in the 
beginning steps to evolve a population with accurate classifiers.  

Table 1. Performance of Standard XCS and our proposal system in imbalance 11-MUX problem 

Imbalance level Standard XCS Our proposal 
i = 0 100% 100% 
i = 1 100% 100% 
i = 2 100% 100% 
i = 3 100% 100% 
i = 4 100% 100% 
i = 5 70% 100% 
i = 6 20% 100% 
i = 7 0% 100% 
i = 8 0% 95% 
i = 9 0% 80% 

i = 10 0% 5% 

4   Conclusions 

We have introduced an XCS with adapting parameters to solve imbalance problems. 
We first analyzed effects of imbalance multiplexer problems to performances of XCS. 
The results show that with standard parameter settings, XCS is quite robust to imbal-
ance problems up to imbalance ratio ir=16 (i=4) of multiplexer problem. For higher 
imbalance levels, XCS’s parameters are needed to adapt to improve its performance. 
The parameter setting that we proposed makes it possible for XCS to address imbal-
ance problems. It attempts to eliminate over-general classifiers and protect accuracy 
classifiers of minority class, so the performance of XCS is improved. The value of ε0 
guides the selection pressure within genetic algorithm since it represents the steepness 
of the fitness curve. Therefore, choosing the correct value of ε0 gives the system the 
ability to create the required amount of pressure that can solve the problems used by 
[4] including the imbalanced ones. It also controls the GA’s ability to cope with the 
low values for other parameters. 

As future works, we would like to study effects of injecting various degrees and 
types of noises to XCS’s performance. Another important consideration has to do that 
is studying sampling techniques [9] in conjunction with XCS to enhance quality  
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performance. A real world problem that we are investigating is intrusion detection 
where the problem is to realize decision boundaries between attacks and normal ac-
tivities and highly imbalanced attack class distribution [10]. With the on-line learning 
probability, XCS is shown as a potential tool to solve intrusion detection. 
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Abstract. This paper proposes personalized summarization agent using non-
negative matrix factorization (NMF) to extract sentences relevant to a user in-
teresting for a generic and query based summary. The proposed agent uses 
NMF to summarize generic summary so that it can extract sentences covering 
the major topics of the search results with respect to user interesting. Besides, it 
can improve the quality of query based summaries because the inherent seman-
tics of the search results are well reflected by using NMF and the sentences 
most relevant to the given query. The experimental results demonstrate that the 
proposed method achieves better performance the other methods. 

1   Introduction 

The automatic summarization is the process of reducing the sizes of documents while 
maintaining their basic outlines. That is, it should distill the most important informa-
tion from the document. It can be either generic summaries or query based (or topic 
based) summaries [6]. A generic summary [2, 9] distills an overall sense of the docu-
ments’ contents whereas a query based [6, 7, 8] summary only distills the contents of 
the document relevant to the user’s query.  

With the fast growth of the Internet access by personal user, it has increased the 
necessity of the personalized information seeking and personalized summaries. If the 
summary is personalized according to user interests, the user can save time not only in 
deciding whether it is interesting or not, but also in finding the information without 
having to read the full text. The personalized summarization is the process of summa-
rization that preserves the specific information that is relevant for a given user profile 
rather than information that truly summarizes the content of the search results [1]. To 
build a personalized or user-adapted summary a representation of the interests of the 
corresponding user is studied [1, 10, 12]. 

In this paper, we propose a personalized summarization agent using a generic and 
query based summary by NMF to summarize a personalized summarization with 
regard to a given query. The NMF can find a parts representaion of the data because 
non-negative constraints of the NMF are compatible with the intuitive notions of 
combining parts to form a whole, which is how the NMF learns a parts-based repre-
sentation [4, 5]. The non-negative semantic feature matrix (NSFM) and the non-
negative semantic variable matrix (NSVM) are calculated from NMF.  
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The propose method has the following advantages: First, it can select sentences 
covering the major topics of the search results with respect to user interesting by us-
ing NMF and relevance score with respect to user query. Second, it can improve the 
quality of summarization since extracting sentences to reflect the inherent semantics 
of the search results by using NMF.  

2   Non-negative Matrix Factorization 

In this paper, we define the matrix notation as follows: Let X*j be j′th column vector of 

matrix X, Xi* be i′th row vector, and ijX  be the element of i′th row and j′th column. 

Non-negative matrix factorization (NMF) is to decompose a given m×n matrix A 
into a non-negative semantic feature matrix W and a non-negative semantic variable 
matrix H as shown in Equation (1). 

WHA ≈  (1) 

Where W is m × r non-negative matrix, H is r × n non-negative matrix, r is the num-
ber of semantic feature vectors. Usually r is chosen to be smaller than m or n, so that 
the total sizes of W and H are smaller than that of the original matrix. 

The update rules for NMF are as follows [4, 5]: 
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3   Personalized Summarization Agent 

In this paper, we propose a personalized summarization agent using NMF. The pro-
posed agent consists of the preprocessing phase, the sentence ranking phase, the 
summary generation phase.  

3.1   Preprocessing 

In the preprocessing phase, after given search results are decomposed into individual 
sentences, we remove stop-words and perform words stemming [3]. Then we con-
struct the weighted term-frequency vector for each sentence in search results using 
Equation (3) [11]. Let A be m × n matrix, where m is the number of terms and n is the 
number of sentences in the whole search results. Let element Aji be the weighted term-
frequency of term j in sentences i. 

Aji = Lji· log(N/N(j)) (3) 

Where Lji is the local weight (term frequency) for term j in the sentence i, N is the 
total number of sentences in the whole search results, and N(j) is the number of sen-
tences that contain term j [11]. 
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3.2   Sentence Ranking 

The sentence ranking procedure consists of the generic phase, the query based phase. 
In the generic phase, we construct the candidate sentence set and calculate the rele-

vance score for summary generation. We modify our previous generic summarization 
method using non-negative semantic variable by NMF for constructing the candidate 
sentence set [9].  

We define the generic weight of a sentence gweight() as follows: 

∑
=

=
n

q
jqj HHgweight

1
*)(  (4) 

The gweight (Hj*) means the relative relevance of l’th semantic feature (W*l) 
among all semantic features. It also means how much the sentence reflects major 
topic which is represented as semantic features.  

We compute the relevance score of each selected sentence with a user query by 
Equation (5). The relevance score means how much the selected sentence reflects user 
query which are represented as the semantic weight of a sentence. 

),()( ** iji AqsimHgweightr
→

×=  (5) 

Where ri is a relevance score of i’th sentence, sim() is a cosine similarity function, 
→
q is a query for user interesting, A*i is a i’th sentence. 

The cosine similarity function between the vector of a’th sentence A*a and the vec-
tor of b’th sentence A*b is computed as follows [11].  
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In the query based phase, we construct the candidate sentence set and calculate the 
query score for summary generation. We modify our previous query based document 
summarization method [7, 8] using NMF for constructing the candidate sentence set. 
The query based phase is described as follows. To evaluate the degree of similarity of 
the semantic feature vector W*l with regard to the query q

r
 as the correlation between 

the vector W*l and q
r

 used Equation (6). To select those sentences of the search results 

that is most relevant to a given query and reflecting major topic in search results, 
query score t, is defined as follows.  

)(),( ** lli HgweightqWsimt ×=
→

 (7) 

Where ti is a query score of i’th sentence, k is the number of extract sentences, and 
gweight() is a generic relevance weight.  
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3.3   Summary Generation 

Summary generation phase extracts top k ranked sentences with respect to user interest-
ing from the candidate sentences set for generic or query based summaries. This phase 
is described as follows: We normalize the relevance scores r and the query scores t. We 
then calculate the ranking score of the candidate sentences by using Equation (8). 

iii trrs ⋅+⋅= βα  (8) 

Where rsi is a ranking score of i’th sentence, parameters α and β is adjustment be-

tween the generic summary and the query based summary. 

4   Experimental Results 

As an experimental data, we used Yahoo-Korea News1. We gave a query to retrieve 
news from Yahoo-Korea News. Three independent evaluators were employed to 
manually create summarization on the 200 news from the retrieved Yahoo Korea 
news with respect to 10 queries.  

In this paper, we used the recall (R), precision (P), and F-measure to evaluate the 
performance of the proposed method. Let Sman, Ssum be the set of sentences selected by 
the human evaluators, and the summarizer, respectively. The standard definitions of 
recall (R), precision (P), and F-measure is defined as follows [11]: 
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Experiment 1. We evaluate 3 different generic summarization methods such as the 
RM, the LSA, and the GNMF. The RM denotes Gong’s method using Relevance 
Measure [2]. The LSA denotes Gong’s method using Latent Semantic Analysis [2]. 
The GNMF denotes the proposed generic method. Let β  be zero. The average recall 
of GNMF is approximately 26.3% higher than that of RM, 10.5% higher than that of 
LSA. The average precision of GNMF is approximately 22.9% higher than that of 
RM, 20.0% higher than that of LSA. The average F-measure of GNMF is approxi-
mately 10.5% higher than that of RM, 5.3% higher than that of LSA. Experimental 
results show that the proposed method surpasses RM and LSA. Our generic method 
uses NMF and relevance score with respect to user interesting to find the semantic 
feature with non-negative values for meaningful summarization [8, 9]. 

Experiment 2. We evaluated 3 different summarization methods such as the UPS, 
the, the PSFV, and the TNMF. The UPS denotes Diaz’s method [1] using user-model 
based personalized summarization. The PSFV also denotes our previous method using 
NMF for personalized summary [10]. The TNMF denotes the proposed query based 
method. Let α  be zero. The average recall of TNMF is approximately 15.8% higher 
than that of UPS, 4.4% higher than that of PSFV. The average precision of TNMF is 
approximately 18.0% higher than that of UPS, 7.6% higher than that of PSFV. The 
average F-measure of TNMF is approximately 20.0% higher than that of UPS, 7.9% 
higher than that of PSFV. The result shows that recall, precision, and F-measure of 
                                                           
1 http://kr.news.yahoo.com (2008) 
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PSFV are better than those of the UPS because the PSFV generates more meaningful 
summary by reflecting the inherent semantics of the search results with respect to 
generic summary. The TNMF shows best performance. The proposed method gener-
ates meaningful personalized summary by means of the semantic feature and semantic 
variable reflecting the inherent structure in the search results for user interesting. 

5   Conclusion 

In this paper, we propose the automatic personalized text summarization agent based 
on generic and query based summarization method using NMF. The proposed method 
can select sentences covering the major topics of the search results with respect to 
user interesting. Besides, it can improve the quality of summarization since extracting 
sentences to reflect the inherent semantics of the search results with respect to a given 
query. It can select sentences that are highly relevant to a user interesting because it 
can choose the sentences related to the user’s query relevant semantic features that 
well represent the structure of the search results. Experimental results show that the 
proposed method outperforms other generic and query based summarization methods.  
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Abstract. Encoding knowledge and authoring content in virtual reality systems 
typically requires trained specialists. This project, concerned with training people 
to identify risky situations, aims to reduce the knowledge acquisition bottleneck 
by allowing trainers to enter their knowledge and generate alternative scenarios 
whilst interacting with existing training sessions. The goal is not only to speed 
up the capture of knowledge and content but also to tap into (tacit) knowledge 
through this knowledge-in-action approach and to allow the trainee to experience 
and query the underlying domain knowledge. Ripple Down Rules is proposed as 
the knowledge representation and method as it supports incremental acquisition 
of rules performed by the domain expert as new situations arise. In this project 
we seek to capture concurrently new knowledge and cases. 

Keywords: knowledge based systems, ripple down rules, virtual reality, train-
ing simulation, narrative intelligence, adaptive/intelligent user interfaces. 

1   Introduction 

Acquiring knowledge has been a bottleneck in the development of knowledge based 
systems (KBS) [11]. Similar issues are faced in the authoring of drama or narrative-
based systems (NBS) [1]. These issues include the need for intensive effort and  
specialist involvement and the need to find a representation that is sufficiently expres-
sive. On the KBS side, further major issues concern validation and maintenance. On 
the NBS side, control and flow are key challenges. In our current project involving 
the development of an immersive training system we need to manage the relevant 
knowledge and the storyline. Thus we seek a solution which allows us to acquire, 
maintain and validate knowledge in the context of different training scenarios that 
supports flexible and varied interactions between the user and system. The focus is on 
experiential learning to potentially achieve deep learning that will assist the trainee to 
handle potential threats in real situations. The particular domain in which our studies 
are being conducted is the training of customs/ immigrations officers at airports. 

To allow the domain expert to directly enter their knowledge into the system and to 
motivate and contextualize the knowledge capture event, we use a technique known 
as Ripple Down Rules (RDR) [3] which captures knowledge (in the form of produc-
tion rules) associated with cases which naturally occur in the domain. The cases pro-
vide the context in which the rule/s apply and the rules provide the indexes to the 
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cases. The type of knowledge captured is knowledge-in-action, which is a combina-
tion of codified/explicit knowledge and tacit/practical knowledge. 

In the following sections, we describe ripple down rules (section 2) and our use of 
RDR to acquire knowledge while interacting with a scenario (section 3). Finally, we 
present related work and conclusions. 

2   MCRDR (Multiple Classification Ripple Down Rules) 

Kang [7] developed the MCRDR algorithm. MCRDR overcomes a major limitation in 
Ripple Down Rules (RDR), which only permitted single classification of a set of data. 
That is MCRDR allows multiple independent classifications. An MCRDR knowledge 
base is represented by an n-ary tree [7]. The tree consists of a set of exception produc-
tion rules in the form “If Condition Then Conclusion”.  

Rule 0 
If true then class C 
Corners (1, 2…, n) 

Rule 1 
If a & b then class 1 
Corners (1, 2, 4, 5) 

Rule 2 
If a & c then class 2 
Corners (3, 4, 5, 12) 

Rule 3 
If d & c then class 3 
Corners (3 4)

Rule 5 
If d then class 5 
Corners (3)

Rule 4 
If c then class 4 
Corners (3, 4) 

Rule 6 
If e & f then class 6 
Corners (3)

Rule 7 
If i then class 4 
Corners (1, 2, 3)

Rule 9 
If i then class 9 
Corners (9) 

Rule 8 
If i then class 8 
Corners (1, 2, 3, 4, 5) 

Rule 10 
If g & h then class 5 
Corners (3, 4)

 

Fig. 1. MCRDR Knowledge Base and inference results for the case {a, c, d, e, f, h, k} 

The inference process of MCRDR allows for multiple independent conclusions 
with the validation and verification of multiple paths [7]. This can be achieved by 
validating the children of all rules which evaluate to true. An example of the MCRDR 
inference process is illustrated in Figure 1. In this example, a case has attributes {a, c, 
d, e, f, h, k} and three classifications (conclusion 3, 5 and 6) are produced by the in-
ference. Rule 1 does not fire. Rule 2 is validated as true as both ‘a’ and ‘c’ are found 
in our case. Now we should consider the children (rules 6, 7, and 10) of rule 2. From 
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comparison of the conditions in children rules with our case attributes, only rule 6 is 
evaluated as true. Hence, rule 6 would fire to get a conclusion 6 which is our case 
classification. This process is applied to the complete MCRDR rule structure in  
Figure 3. As a result, rule 3 and 5 can also fire, so that conclusion 3 and conclusion 5 
are also our case classifications. 

c

f
e

g

b

a

d

Present Case (A) 

Cornerstone Case (B) 

Cornerstone Case (C) 

Positive 
Conditions Negative 

Conditions 

 

Fig. 2. Difference list {a, not d} distinguishes the Present Case (A) from two Cornerstones 
Cases (B) and (C) 

This technique is based on a situated view of knowledge where knowledge is 
“made-up” to fit the particular context. In RDR knowledge is patched by adding new 
knowledge which non-monotonically overrides previous knowledge. Knowledge is 
patched in the local context of a rule that misfires producing decision lists of excep-
tions. Context is provided by cases. In our training simulation the current state of the 
world will be treated as the current case. 

When a new situation/case arises there is an opportunity for new knowledge to be 
acquired. We consider a new case (present case) A and two cornerstone cases B and 
cornerstone cases C, see Figure 2. The cornerstone case is the case that prompted the 
rule being modified to be originally added. That is, the present case has been run and 
a rule has fired but the domain expert does not agree with the conclusion given. There 
must be some features in the present case which are different to the cornerstone case 
which merit a different conclusion. The present case will become the cornerstone case 
for the new (exception) rule. To generate conditions for the new rule, the system has 
to look up the cornerstone cases in the parent rule. When a case is misclassified, the 
rule giving the wrong conclusion must be modified. The system will add an exception 
rule at this location and use the cornerstone cases in the parent rule to determine what 
is different between the previously seen cases and the present case. These differences 
will form the rule condition and may include positive and negative conditions (see 
Formula (1)). 

Positive Condition:

        Present Case (A) - (Cornerstone Case (B)  Cornerstone Case (C))

Negative Condition:

        (Cornerstone Case (B)  Cornerstone Case (C)) - Present Case (A) 

U

I

 (1) 
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Fig. 3. Vizard Screen Shot of Airport World showing case popup 
overlaying the scenario 

3   MCRDR and Interactive Authoring 

In accordance with the RDR approach, knowledge acquisition and maintenance will 
occur in response to a domain expert executing the knowledge, that is, performing an 
inference over the rule base for a given a case. In our project the context is running a 
training scenario. The type of knowledge to be captured during training will be excep-
tion knowledge, knowledge of the user (their actions and preferences) and the kinds of 
risks being encountered. To enter knowledge or make changes to the environment (e.g. 
existence of a piece of furniture, level of lighting, tone of voice) the domain expert will 
be able to interrupt the game and add a rule which captures the current situation, and 
allows a rule to be added which then changes something in the current situation. When 
a session is paused the current state of the world will be displayed. In figure 3 we see a 
“case” popup over the Vizard window which contains the salient features pertaining to 
the current state/case. At this point, the trainer who is playing the dual roles of domain 
expert and scenario author, is able to change the world and thereby create a new varia-
tion to the existing scenario. For example, the trainer may select a different character, 
this will result in a change to the personal details (as they are attached to each avatar). 
While age, gender and race can not be individually changed as they are key elements 
of the character, it will be possible to change the clothing they are wearing by applying 
a different skin. Other features that can change include: luggage; the purpose of the 
visit; nationality; employment status; and criminal history. Additional features could be 
added as deemed necessary for the domain. The trainer may the save the changes and 
the scenario can continue with the new changes integrated into the scenarios. This 
poses some challenges that we are still working on. 

Beyond simply creating alternative scenarios we want to use these interruptions/ 
episodes to capture knowledge under the assumption that at least in some cases the 

trainer wants to 
change the sce-
nario so that some-
thing different can 
be experienced 
and some new 
knowledge be 
learnt by the 
trainee. Thus when 
a new case is  
created, the trainer 
is asked “why” 
they made the 
change. The an-
swer to this ques-
tion becomes the 
new knowledge. 
For example, if  
the character is 
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changed from a middle-aged man to a 25 year old male it may be because the latter is 
more likely to be guilty of some illegal behaviour. This could be represented, for 
example, in an exception rule {if age=25-35 then risk=risk*2} which overrides the 
rule {if gender=male then risk=3}.  

The use of RDR for risk detection and manage a story line is novel. Further, the 
need to integrate and update the new knowledge with the scenarios is also novel and 
further research is needed to determine what modifications are needed to the standard 
RDR algorithm and method of knowledge acquisition. However, from our experience 
with RDR for other purposes (e.g. pathology report interpretation [4], help desk [8]), 
domain experts find the acquisition of knowledge through the incremental comparison 
of a current situation (case) with a previous situation as it arises more manageable 
than having to specify upfront global rules and anticipate the range of situations the 
system will need to deal with. Particularly when we are dealing with experiential and 
tacit knowledge, we think that it is only via interaction and a sense of immersion that 
this knowledge can come to the surface. 

While at this stage from the trainee’s point of view the system will primarily com-
prise scenarios to experience, the trainee will also be able to interrupt the scenario to 
test their own knowledge and also to access the underlying knowledge. Using the 
knowledge in the RDR KBS, the trainee will be able at any point in the scenario to 
query the system regarding the knowledge related to the scenario on hand. Similar to 
the trainer’s interface, the trainee can interrupt the system and run the current state of 
the scenario to see what conclusions are given. As an alternative to consultation 
mode, the trainee can select critiquing mode and enter what they believe are the ap-
propriate actions and conclusions, such as the degree of risk. Also, as a rule based 
system, the trainee will be able to ask for an explanation of why a certain recommen-
dation (e.g check the passenger’s bag, frisk the passenger, ask where they are staying) 
was made or conclusion reached (e.g. risk level is low, passenger is highly suspicious, 
passport is valid). The system will be able to return a rule trace to allow the trainee to 
follow the expert’s line of reasoning.  

4   Related Work and Conclusions 

This work is multidisciplinary and multi-faceted. On the one hand we are concerned 
with a particular application domain and problem, which could in general be seen as 
the identification of risk or more specifically the detection of suspicious or deceptive 
behaviour. Much of the research in this area is conducted by psychologists, such as 
the work of well-known psychologist Paul Ekmann [6]. Ekmann currently plays a 
leading role in training customs/immigrations officers in the US to detect when  
passengers are lying. Also relevant are the finding of DePaulo et al. [5] who have 
gathered together the results of more than 1,300 estimates of 158 cues to deception 
from 120 independent samples. We are encoding many of the identified behaviours 
into our knowledge base, dialogues and behaviours. Work concerning deception and 
also using virtual environments has been done by Rehm and André [12]. Similar to 
the work of Pelachaud et al. [9] and Prendinger et al. [10], the work by [12] concerns 
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displaying and detecting deception via facial expression. Our focus currently is lim-
ited to language, dialogues and gross actions rather than fine actions such as body 
gestures and facial expressions. Trust related to agent based systems has been ex-
plored by many. Specifically related to deception and lying is the work of Castelfran-
chi and Poggi [2]. This body of work is valuable to us particularly in building up a 
body of knowledge to be encoded in our RDR KBS. None of these approaches focus 
on how to acquire knowledge or author scenarios interactively, which are the major 
goals of the work described in this paper. 

The closest application to our problem domain using RDR is the work conducted 
by Wang et al. [13] for the Australian Health Insurance Commission to identify gen-
eral practitioners who are involved in fraudulent practice. Single classification RDR 
was used to classify 1,500 practice profiles as fraudulent or not fraudulent. Through 
this incremental classification process the rules were simultaneously acquired and the 
results compared against manual assignment of classifications by humans. Our work 
differs not only by using MCRDR but the interactive acquisition of knowledge as a 
narrative unfolds makes the challenges and issues quite different. We are currently 
working on implementation of the concepts. It is not yet clear if any modifications 
may be needed to standard RDR.  
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Abstract. This paper shows how a controlled natural language can help
to reconstruct a logic puzzle in a well-defined subset of natural language
and discusses how this puzzle can then be processed and solved using a
state of the art model generator. Our approach relies on a collaboration
between humans and machines and bridges the gap between a (seemingly
informal) problem description and an executable formal specification.

1 Introduction

Recent work in Language Technology has mainly focused on broad-coverage lan-
guage processing techniques using statistical methods [2]. Hard questions about
the role of structural semantics in combination with conceptual knowledge and
inference for high-quality natural language understanding have been largely ig-
nored. For example, most methods that are used in the Pascal Recognizing Text
Entailment (RTE) challenge are rather shallow than deep, apart from a few ex-
ceptions that are doing quite well [3]. Without doubt many NLP applications
could benefit from more complete and precise understanding of texts. Solving
logic puzzles is an interesting target domain for research in structural semantics
and automated reasoning since the solutions must be logically inferred and this
requires a formal representation of the problem descriptions. In contrast to the
RTE challenge, logic puzzles consist of more than two or three sentences, are
clearly situated in a specific context, and have a clear evaluation metric since
there is no disagreement about their correct solution [4]. The transition of a puz-
zle’s informal problem description into its formal specification is rarely straight-
forward and requires very often major reconstructions of the original text on a
case by case basis and the addition of inference-supporting background knowl-
edge. For many people, authoring knowledge in formal logic is difficult, and I
believe that providing a high-level interface language is of benefit for this user
group. The interface language that I promote is a machine-oriented controlled
natural language1 that offers a number of attractive features: the language looks
like English and is easy to understand by humans and easy to process by a ma-
chine; furthermore, the language is precisely defined so that it can be translated
unambiguously into first-order logic and thus is in fact a formal language.
1 See http://www.ics.mq.edu.au/∼rolfs/controlled-natural-languages

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 1046–1052, 2008.
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2 Einstein’s Riddle

Einstein’s Riddle is a logic puzzle which is said to have been invented by Albert
Einstein when he was a boy in the late 1800s. Some sources claim that Einstein
said that only 2 percent of the world’s population can solve this puzzle. There
exist several versions of the puzzle which is also known as the Zebra Puzzle but
there is no hard evidence for Einstein’s authorship – nevertheless the puzzle is
a nice one. The version below is quoted from the first known publication [5]:

1. There are five houses.
2. The Englishman lives in the red house.
3. The Spaniard owns the dog.
4. Coffee is drunk in the green house.
5. The Ukrainian drinks tea.
6. The green house is immediately to the right of the ivory house.
7. The Old Gold smoker owns snails.
8. Kools are smoked in the yellow house.
9. Milk is drunk in the middle house.

10. The Norwegian lives in the first house.
11. The man who smokes Chesterfields lives in the house next to the

man with the fox.
12. Kools are smoked in the house next to the house where the horse is

kept.
13. The Lucky Strike smoker drinks orange juice.
14. The Japanese smokes Parliaments.
15. The Norwegian lives next to the blue house.

Now, who drinks water? Who owns the zebra?
In the interest of clarity, it must be added that each of the five houses is painted
a different color, and their inhabitants are of different national extractions, own
different pets, drink different beverages and smoke different brands of American
cigarettes. One other thing: In Statement 6, right means your right.

There are many formal solutions to this puzzle available in popular program-
ming languages (Prolog, Lisp, C/C++) and the puzzle has also been used as a
benchmark for testing automated theorem provers [7]. It is usually straightfor-
ward for a computer to solve a formalised problem description of a puzzle but
it is usually hard for a human to correctly formalise a puzzle, and it is even
harder for a machine to take the original natural language description as input
and generate the formal representation automatically. To the best of my knowl-
edge there exists no language processing and reasoning tool that takes
Einstein’s original text as input and produces the correct solution.

3 Logical Reconstruction of the Puzzle

Let us try to reconstruct the puzzle using a controlled natural language that sup-
ports the writing of production rules, and let us further assume that the writing
process is backed up by a predictive authoring tool [6] that enforces the con-
straints of the controlled natural language. For this reconstruction process, we
use the following simple grammar rules as guidelines:
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S2 -> [if], S1, [then], S1. N1 -> Adj, Noun | Noun.

S2 -> [it,is,false,that], S1. VP -> V1, Conj, V1.

S1 -> S, Conj, S. VP -> V1.

S1 -> S. V1 -> TV, NP.

S -> NP, VP. V1 -> Cop, RAdj, NP.

S -> [there,is], NP. V1 -> Cop, [not], RAdj, NP.

NP -> Spec, N1, {NVar}. V1 -> Cop, Adj.

NP -> MNoun | PN | NVar | Adj. Conj -> [and] | [or].

This gives us just the necessary power to reconstruct the puzzle in a way that
makes the logical content of the puzzle explicit and machine-processable. Of
course, current controlled natural languages have many more grammar rules but
this set of rules is sufficient for our purpose.

3.1 Specifying the Background Information

People who solve this puzzle by hand apply automatically and unconsciously a
surprisingly large amount of background knowledge. We explicitly specify this
background knowledge by rules that convey the intended meaning. We struc-
ture this information around the two classes person and house and describe the
relevant activities and properties with the help of five conditional sentences:

1b. If there is a person then the person lives in the first house or lives
in the second house or lives in the third house or lives in the fourth
house or lives in the fifth house.

2b. If there is a person then the person owns the dog or owns the snail
or owns the horse or owns the fox or owns the zebra.

3b. If there is a person then the person drinks orange juice or drinks
coffee or drinks tea or drinks milk or drinks water.

4b. If there is a person then the person smokes Kools or smokes Chester-
fields or smokes Old Gold or smokes Lucky Strike or smokes Parlia-
ments.

5b. If there is a house then the house is red or is yellow or is blue or is
green or is ivory.

In the next step, we make sure that all elements are distinct since it is, for
example, not possible that the Englishman and the Spaniard live in the same
house or that the first house and the third house have the same colour. We can
express these uniqueness conditions as follows in controlled natural language:

6b. It is false that a person X1 lives in a house and a person X2 lives in
that house and X1 is not equal to X2.

This can be done in a similar way for [7b.-10b.] with person/owns/animal, per-
son/drinks/beverage, person/smokes/brand, and house/has/colour.

So far, we did not specify any class axioms or declare any class membership.
That means the theorem prover would, for example, not recognise those classes
that are subsumed by the superclass person or those individuals that belong to
the class brand. Subclass relationships such as 11b, 12b and 13b provide the nec-
essary class axioms and statements such as 14b and 15b express class membership
of specific individuals:
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11b. Every Englishman is a person.
12b. Every dog is an animal.
13b. Tea is a beverage.
14b. Kools is a brand.
15b. Red is a colour.

This kind of ontological information is sometimes available in a linguistic resource
but there is no guarantee that this resource is complete for any application,
therefore the user needs to be able to add this background information – if
necessary. The original problem description uses the relations next to (see 11,
12 and 15) and right of (see 6) but does not specify that the houses are in a
row. This information is missing and needs to be added: the relation next to is
symmetric and can be defined with the help of the right of relation:

16b. If X is right of Y then X is next to Y.
17b. If Y is right of X then X is next to Y.
18b. If X is next to Y then X is right of Y or Y is right of X.

In principle, it does not matter whether the houses are counted from left to
right or from right to left, what is important is the order but not the direction.
Therefore, we assume that the fifth house is the rightmost one and specify:

19b. The fifth house is right of the fourth house.
20b. The fourth house is right of the third house.
21b. The third house is right of the second house.
22b. The second house is right of the first house.

As we can see, an automatic solution of the puzzle needs a substantial amount of
nontrivial background information (1b-22b) that is not available in textual form
from the original problem description.

3.2 Specifying the Premises

Once we have specified the required background information, we can consider
the premises of the original puzzle in more detail and start with those sentences
which provide factual information (see 3, 5, 10 and 14). These sentences do not
require any reconstruction and are simply repeated here:

3. The Spaniard owns the dog.
5. The Ukrainian drinks tea.
10. The Norwegian lives in the first house.
14. The Japanese smokes Parliaments.

Now, we take all pair wise clues of the original puzzle into consideration (see 2,
4, 7, 8, 9 and 13) and reconstruct them as conditional sentences since they are
in essence rules:

2r. If the Englishman lives in a house then the house is red.
4r. If a person drinks coffee and lives in a house then the house is green.
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7r. If a person smokes Old Gold then the person owns a snail.
8r. If a person smokes Kools and the person lives in a house then the

house is yellow.
9r. If a person drinks milk then the person lives in the third house.
13r. If a person smokes Lucky Strike then the person drinks orange juice.

In the next step, we consider the neighborhood clues (see 6, 11, 12, and 15) and
express them with the help of the following conditional sentences:

6r. If a house X1 is green and a house X2 is ivory then X1 is right of
X2.

11r. If a person X1 owns the fox and lives in a house Y1 and a person X2
smokes Chesterfields and lives in a house Y2 then Y1 is next to Y2.

12r. If a person X1 smokes Kools and lives in a house Y1 and a person
X2 owns the horse and lives in a house Y2 then Y1 is next to Y2.

15r. If the Norwegian lives in a house Y1 and Y1 is next to a house Y2
then Y2 is blue.

As these examples show, variables are used instead of pronouns and provide
a precise and ambiguity-free replacement for them. These variables are always
introduced together with a noun and can be used afterwards like personal pro-
nouns. Finally, we specify the two questions: Who drinks water? and Who owns

the zebra?. These are simple questions but we can query all aspects of the puzzle.

4 Solving the Puzzle

The puzzle is translated with the help of a logic grammar into TPTP notation
[7] and then into the input format of E-KRHyper [1]. E-KRHyper is a model
generator for first-order logic with equality and uses clauses of the form:

HEAD :- BODY.

The head is either false or consists of a conjunction or a disjunction of positive
literals. The body is either true (in the case of facts) or consists of a conjunction
of body literals. Body literals are composed of negative literals and a number
of special logical operators, among them stratified negation as failure (\+). Here
are a few clauses which illustrate the input format to E-KRHyper. For example,
the translation of sentence 1b results in a disjunctive clause of the form:

live_in(P,1) ; live_in(P,2) ; live_in(P,3) ; live_in(P,4) ;

live_in(P,5) :- person(P).

and five facts for the definite noun phrases:

house(1). house(2). house(3). house(4). house(5).

The translation of sentence 6b leads to an integrity constraint where the head is
false and the body consists of a number of negative literals with a negation as
failure operator for testing the inequality of the two variables P1 and P2:
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false :- person(P1), house(H), live_in(P1,H), person(P2),

live_in(P2,H), \+(P1=P2).

The translation of sentence 2r which represents a pair wise clue results in the
following definite clause with one positive literal in the head:

prop(H,red) :- house(H), live_in(E,H), englishman(E).

Finally, the translation of the two questions results in two conjunctive queries
that can be added directly to the theory:

answer(Who) :- drink(Who,W), water(W).

answer(Who) :- own(Who,Z), zebra(Z).

E-KRHyper takes the entire theory in clausal form as input and generates a finite
model consisting of a set of ground atoms that satisfy the clauses, for example:

own(j,z). own(n,f). zebra(z). water(w). coffee(c).

drink(j,c). drink(n,w). japanese(j). norwegian(n).

During the model generation process the variables of the answer literals are
instantiated and form answers to the questions. Thus we find out that the
Norwegian drinks water and that the Japanese owns the zebra.

5 Conclusions

There exists no natural language processing system that can take the original
version of Einstein’s Riddle as input and find the correct solution automati-
cally. Without doubt most natural language processing applications which aim
at high-quality understanding of texts would benefit from more precise struc-
tural semantic knowledge, conceptual knowledge and inference. But as long as
it is not possible to solve these kinds of puzzles fully automatically, we will not
see significant progress in axiom-based natural language understanding. It might
be wiser to shift the focus and bring the user back into the loop and to use a
controlled natural language together with an authoring tool that allows the user
to work in cooperation with a machine in order to solve hard problems.
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Abstract. Intrusion detection on mobile Ad Hoc Networks (MANETs)
is in its early stages. In this paper, we show how grammatical evolution
can be used to evolve detection programs for dropping attacks, a partic-
ularly important attack type for such networks.
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1 Introduction

A mobile ad hoc network (MANET) is a self-configuring network of mobile
nodes connected by wireless links. MANETs do not have any fixed and pre-
established infrastructure such as centralised management or base stations in
wireless networks. The union of nodes forms an arbitrary network topology that
changes frequently due to the mobility of the nodes. In addition, the nodes must
cooperate with each other to provide essential networking. Mobile nodes that
are within each other’s radio range can communicate directly via wireless links,
while those that are far apart must rely on other nodes to forward their messages.
Since they provide communication even in the absence of a fixed infrastructure,
they are very attractive for many applications such as rescue operations, tactical
operations, environmental monitoring, conferences, and the like.

Attempts to design intrusion detection systems for MANETs to date are typ-
ically carried out entirely by the designer. However, humans are not particularly
adept at selecting good choices when complex tradeoffs have to be made. Accord-
ingly we propose to investigate the use of an artificial intelligence based learning
technique to explore this difficult design space. In this paper, grammatical evolu-
tion (GE) is explored as a technique to detect known attacks on MANETs. De-
tection rules are evolved to detect a known type of attack on MANETs (dropping
attack) and evaluated on networks with varying mobility and traffic patterns.

2 Grammatical Evolution in Intrusion Detection on
MANETs

2.1 The Problem

In this paper, we use grammatical evolution [1] to evolve detection rules for
dropping attacks on MANETs. In the dropping attack scenario malicious node(s)
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drop data packets not destined for themselves to disrupt the network connection.
Since malicious nodes need to be on a routing path to drop data packets, they
have little reason to drop routing protocol control packets such as RREQ, RREP,
and RERR messages used in route discovery and maintenance mechanisms of
AODV. So, it is assumed that malicious nodes do not drop routing protocol
control packets.

While packet losses usually occur due to congestion in wired networks, there
can be other causes on MANETs. Major causes of packet losses on MANETs
are given as wireless link transmission errors, mobility and congestion in [2].

Transmission errors depend on the physical characteristics of the channel and
the terrain, and they can not be eliminated or reduced by improving routing
protocols [2]. Packet losses due to mobility are the result of one of the main
characteristics of MANETs. Mobility of the nodes changes network topology
and frequently makes existing routes inactive. Situations like buffer overflows,
broken links, and no route to the destination can occur due to mobility and
cause packets to be dropped. Lastly, packet losses due to congestion occur when
the demands exceeds the capacity of a communication link [2].

Mobility is given as the major cause of packet losses on AODV [2]. It is shown
that more than 60% of total packet loss on AODV is due to mobility. We mainly
aim to differentiate packet dropping due to malicious behaviour from packet
dropping due to mobility in this paper.

2.2 The Method

We evolve a program to detect dropping attacks on MANETs. The evolved
program is distributed to each node on the network. We assume that drop-
ping attacks can be detected by the neighbours of the malicious node who
sent/forwarded packets to the malicious node, but has not received any acknowl-
edgement from it for a while. Moreover, an attack is assumed to be detected in
a time interval ∆ after it has occurred. Since features are gathered every time
interval by each node locally, a sliding window mechanism, which includes all
features in ∆, is applied for training and testing the evolved program.

The detect window shown in Figure 1 below is defined as the window that
consists of the network features available during the period of length ∆ after
a dropping attack has occurred. For training purposes we assume that an ideal
evolved IDS program should flag the occurrence of an attack precisely ∆ seconds
after the attack has finished (i.e. using the feature data available during the
detect window), at the detect point tD. It should flag ”no attack” at or before
the attack begins and also after more than ∆ seconds after it has finished (i.e
after the detect point). At all other times we do not care whether the evolved
program flags ”attack” or ”no attack”. This means that in the training process
programs that can detect some attacks earlier than ∆ units after they have
finished are not punished for doing so. Additionally our training assumes that
a network ”returns to normality” at ∆+1 seconds after an attack has finished.
This is a very straightforward evaluation approach for experimental purposes.
Other choices for desired flagging profiles are clearly possible.
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Fig. 1. Detect Window

Grammar. The grammar used to evolve a program to detect dropping attacks
on MANETs and raise an alarm is defined in Table 1:

Table 1. BNF grammar used for the problem

S = <code>
<code> ::= if(<cond>) raise alarm()
<cond> ::= <cond> <set-op> <cond> | <expr> <rel-op> <expr>
<expr> ::= <expr> <op> <expr> | (<expr> <op> <expr>) |

<pre-op> (<expr>) | <pre-op2> (<expr>, <expr>) | <var>
<op> ::= + | - | / | *
<pre-op> ::= sin | cos | log | ln | sqrt | abs | exp | ceil | floor
<pre-op2> ::= max | min | pow | percent
<rel-op> ::= < | ≤ | > | ≥ | == | !=
<set-op> ::= and | or
<var> ::= feature set in Appendix A

Features used in the grammar are given in Appendix A. We use both mobility-
related features as well as packet-related features as input to the evolution sys-
tem. While some of these features give information about mobility directly (such
as changes in the number of neighbours), some of them can be the result of mo-
bility (such as added routes in the last period). Packet-related features include
routing protocol control packets and transport protocol packets. AODV[5], which
is one of the most commonly used on-demand routing protocols on MANETs,
is used in this paper. Because TCP expects acknowledgement packets from the
destination and lack of acknowledgements may indicate dropping attacks, it is
chosen as a transport layer protocol. All features are gathered periodically at
every second by each node.

Fitness Function. As evaluation measures we use detection rate (the ratio of
correctly detected intrusions to the total intrusions on the network) and false
positives rate (the ratio of normal activities which are incorrectly marked as
intrusions to the total normal activities on the network). Low false positive rate
is as important as high detection rate for a good intrusion detection system.
That’s why the constant k (=4) in the fitness function is used for decreasing the
false positive rate.

Fitness = detection rate− k ∗ false positive rate (1)
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GE Parameters. The parameters used in GE are given in Table 2.

Table 2. GE Tableau for detecting dropping attacks on MANETs

Objective: Find a program to detect dropping attacks on MANETs
Non-Terminal Operators: The binary operators +,-,*, /, pow, min, max, percent

The unary operators sin, cos, log, ln, sqrt, abs, exp, ceil
Terminal Operators: The feature set in Appendix A
A Fitness cases: The given sample of network data marked malicious or

non-malicious
Raw Fitness: The detection rate over the fitness cases subtract the false

positive rate over the fitness cases
Standardised Fitness: Same as raw fitness
Parameters Populations Size = 100

Termination when Generations= 1000
Prob. Mutation = 0.02, Prob. Crossover = 0.9
Steady State

2.3 Experiment and Results

The evolved program is evaluated on the networks simulated by ns-2 [3]. Mobility
of the nodes is simulated by the Random Waypoint model which is created using
BonnMotion [4]. In the Random Waypoint model, each node moves from its
current location to a random new location with random speed and pause time in
determined speed/pause time limits [6]. Different network scenarios are created
with different mobility levels and traffic loads. The parameters of the network
simulation are given in Table 3.

The algorithm is evolved using the training data collected from a network
under medium mobility with 30 TCP connections. The same network with drop-
ping attacks and without attacks are used for training to reduce false positives.
Evolved programs are evaluated on different network scenarios and the results
are presented in Table 4. There are two different networks under medium mo-
bility in Table, which are simulated with different mobility and traffic patterns,
since one of them is used for evolution. In the results, false positives increase
in proportion to the mobility (as expected). False positives also increase under
high traffic loads (which can be a source of non-malicious packet loss).

Table 3. The parameters of the network simulation

network dimensions 1000x500
number of nodes 50
packet traffic TCP with 20 and 30 connections
speed 0-20 m/sec
pause time 40,20,5 sec (low, medium and high mobility)
routing protocol AODV
radio propagation two-way ground model with 250m transmission range
local link connectivity AODV periodic hello messages
simulation time 1000 sec (testing), 2000 sec (training)
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Table 4. The experiment results

Scenarios Detection
Rate

False Positive
Rate

Low mobility, 20 TCP connections 79.59% 3.81%
Low mobility, 30 TCP connections 93.85% 5.25%
Medium mobility, 20 TCP connections 92.45% 3.95%
Medium mobility, 30 TCP connections 87.04% 6.30%
Medium mobility, 20 TCP connections 90.48% 4.07%
Medium mobility, 30 TCP connections (training) 82.64% 5.53%
High mobility, 20 TCP connections 83.33% 5.05%
High mobility, 30 TCP connections 84.38% 6.22%

3 Conclusion

Grammatical evolution essentially ”grows” intrusion detection programs by eval-
uating populations of potential programs and subjecting them to a variety of
genetically inspired operators. The results show that our grammatical evolu-
tion technique has significant potential for evolving efficient detectors from such
discrimination attacks. The approach has good chances of generalizing: we aim
now to simulate a variety of attacks and employ the same grammatical evolution
technique to evolve detectors for those attacks.

One interesting feature of the approach is that we can evolve detectors that
can be evaluated with respect to how well they detect a range of attacks rather
than a single specific attack. Though we have not done so here, it should also
be possible to employ multi-objective evaluation mechanisms to explore optimal
tradeoffs between resources consumed by programs (e.g. memory and power)
and detection efficacy. This is very difficult for a human designer to address.
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Appendix A. The Features

neighbours number of neighbours
added neighbours number of added neighbours
removed neighbours number of removed neighbours
active routes number of active routes
repaired routes number of routes under repair
invalidated routes number of invalidated routes
addedroutes disc number of added routes by route discovery mechanism
addedroutes notice number of added routes by overhearing
updated routes number of updated routes (modifying hop count, sequence number)
addedroutes repaired number of added routes under repair
invroutes timeout number of invalidated routes due to expiry
invroutes other number of invalidated routes due to other reasons
recv rreqPs number of received route request packets destined to this node
recvF rreqPs number of received route request packets to be forwarded by this node
send rreqPs number of broadcasted route request packets from this node
frw rreqPs number of forwarded route request packets from this node
recv rrepPs number of received route reply packets destined to this node
recvF rrepPs number of received route reply packets to be forwarded by this node
send rrepPs number of initiated route reply packets from this node
frw rrepPs number of forwarded route reply packets from this node
recvB rerrPs number of received broadcast route error packets (to be forwarded or not)
send rerrPs number of broadcasted route error packets from this node
recv aodvPs number of received total routing protocol packets
recvF aodvPs number of received total routing protocol packets to be forwarded
send aodvPs number of initiated total routing protocol packets from this node
frw aodvPs number of forwarded total routing protocol packets by this node
recvF dataPs number of TCP data packets forwarded by this node (not acknowledged)
send dataPs number of TCP data packets initiated by this node (not acknowledged)
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Abstract. Interactive computer game logs show the potential for use
as replacement for time-consuming supervisory learning processes for
embodied, situated agents. However, due to the inherent nature of the
data in the logs themselves, for the time being this promise cannot be
fulfilled. An unsuccessful attempt to use largely rule-based data mining
processes to learn behaviours from game logs led to finding the inherently
top-down nature of such processes was fundamentally at odds with the
unsupervised bottom-up learning requirement of the problem. Innate
issues with game logs toward the goal of unsupervised agent learning
are discussed. Possible approaches to the problem subsuming successful
applications of various methods in narrower fields are presented for both
symbolic and sub-symbolic advocates.

1 Introduction

This paper primarily addresses the use of interactive computer game logs for
embodied, task-generalised, goal oriented agent learning. In particular, in our
view, is the potential of game logs to supplement or even replace time-consuming
supervisory learning methods. While our own research was largely unsuccessful
in achieving this goal, what was learnt is considered useful for future researchers
and is presented here.

A computer game log can be recognised as a file that is used to store cap-
tured (usually live) game data, often in a sequential or time-stamped manner. A
game log file can be human text readable, or require a parsing application (for
an example see [1]). Whether it is the sequential moves taken in a turn based
game or a FPS ‘demo’ file that captures all server-client network traffic down
to timeframes of a tenth of a second, the defining and encompassing attribute
of the term’s use in this paper is the storage of game activity in an abridged
manner.

2 Motivation and Related Work

The inherent opportunities and motivation for artificial intelligence research in
computer game genres where the player (and or opponents) are situated within
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the game environment is well documented by Laird and van Lent [2]. The First
Person Shooter (FPS) genre in particular has been popular with researchers for
its complexities and availability of software. A number of internet sites house
large, freely accessible game log repositories built using game logs uploaded by
game enthusiasts.

Some of the best known uses of game logs to model the behaviour of simulated
agents is the Robocup Coach and Simulated League Competitions (e.g. [3], [4]).
Robocup examples can be differentiated to the current research by the general
level of complexity of data within the game logs themselves, due to the relatively
simple nature of the agents, game rules and two-dimensional environment the
Robocup games are situated in.

More pertinently, Gorman et al [5] have used a three dimensional, FPS envi-
ronment to implement a two tier (reactive/strategic) situated agent using Quake
II game demo files. Tactical tier implementations were investigated by the two
research groups separately but were never integrated.

The majority of other implementations of situated/embodied agents in FPS
environments use a largely symbolic, top-down approach [6,7]. However, none of
the symbolic examples listed above use game logs as a means of learning new
rules. The closest examples are perhaps the annotated expert decisions that have
been used by Könik and Laird [8] in an adventure game setting and the expert
traces used by Nejati et al [9] to learn hierarchical tasks, currently a feature of
Choi et al’s FPS agent implementation [7].

3 Approach

Quake II demos, though not able to be directly read using a text-editor, given
the correct map the in-game console are able to be used to playback the entire
game. With the API, it is possible to extract game information/attributes from
the world state at each tenth of a second frame. Because of the inherent rule-
based nature of games and previous successful rule-based agent implementations,
a largely rule-based data mining approach was taken, forming flat files from
extracted information and running them on data mining software, using both
algorithmic and brute force techniques. However, it was found that this approach
was not only largely unsuccessful, but more interestingly, perhaps deeply flawed,
discussed in the next section.

4 The Usefulness of Interactive Game Logs in Agent
Modeling

The symbol grounding problem is a key issue for symbolic approaches to agent
modelling with FPS demo game logs in particular due to the sub-symbolic (i.e.
quantitative) nature of the data. Using an example from our own research in
attempting to find aiming rules, one time-frame’s captured world state might
contain the positional coordinates and angles of player and opponent but no
labelled links to what these positions and angles represent. Unlike [8] it is infea-
sible to elucidate every action in a FPS setting.
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In attempting to model item-collection behaviour from the game logs it was
found that some actions are hierarchical and interruptible. For example, should
an agent be walking towards an ammunition pack when an opponent appears, an
action to protect itself against attack should (generally) override the collection
of items.

Though the quality of behavioural data seems evident when watched as a
video, as current interactive game log attributes are recorded in a global posi-
tioning system, these behaviours cannot be explicitly extracted. For instance,
aiming information that is agent-relative for learning general rather than situa-
tion specific behaviours can be calculated from these attributes, but it requires
the use of complex trigonometric processes to be applied to the data (perspective
projection).

Deriving basic lessons by watching experts means the ability to break down
and slow down complex maneuvers into their constituent smaller manoeuvres,
an exercise that effectively requires expert knowledge to begin with. An expert
manoeuvre has implicit within it tactical weapon control (which weapon to use,
when), modified circle/strafing behaviour, map knowledge and ambushing be-
haviour, with each constituent part seamlessly blended into the others parts,
unlikely to be repeated exactly again, even in the same part of the map.

The game environment is three dimensional, but environment items and agent
movements and decisions make the problem space of a much higher dimensional-
ity. A means of filtering and lowering the dimensionality of this data (addressed
in the next section) could help mitigate this issue.

5 Possible Approaches

This section shows possible approaches to implementing a means of using in-
teractive game logs for embodied agent learning by suggesting general means
of approach coupled with techniques that have overcome some of the inherent
difficulties outlined above in more specific domains.

5.1 Symbolic/Rule-Based Approach

The largest difficulty in learning declarative rules automatically from interac-
tive game logs is in the sub-symbolic and procedural nature of the game log
data. One answer (not without its own difficulties, admittedly) to the problem
of the symbol grounding problem would be to make the contents of the game
logs declarative, rather than procedural. For this to occur, it would be necessary
that the game itself to work in declarative terms or at least have a declarative
layer built into the game engine (something akin to the ‘Symbolic Environmen-
tal Representation’ in [8]). From this game layer symbolic states and transitions
could be collected for logs, to be used by symbolic cognitive architectures or in-
tegrated for implementation with artificial agent game interfaces such as Berndt
and Watson’s [10] Open AI Standard Interface Specification (OASIS).

This layer might be built using a standardized game ontology perhaps using
qualitative reasoning techniques, with particular regard to qualitative spatial
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reasoning [11,12,13] (using abstractions to model physical space) and qualitative
physics [12] (modelling the physics of a world using rules rather than exact
quantitative methods). Zagal et al [14] have already begun to outline a game
ontological language for game analysis that could possibly be extended to the
standardised qualitative programming of some types of game, while Zhou and
Ting [15] have used qualitative methods in a three-dimensional FPS environment
to model moveable objects. While these two examples, in themselves, do not
come close to a complete solution to modelling a physical three dimensional
simulation symbolically, they are indicative of approaches that may be successful
in the future.

Nejati et al’s [9] hierarchical learning approach is a beginning to confronting
hierarchical learning processes. However, like the annotated expert decisions in
[8], their top down approach means that it requires positive (i.e. successful)
examples with a set goal and start point are required for each behaviour to
be learnt, not possible from recorded game demos without large scale trainer
intervention.

It would seem that using data mining techniques would be useful, especially
in regard to the large amounts of data that are present, plus current techniques
providing means to bring quantitative, inherently time-based data to a sym-
bolic level using knowledge based temporal abstraction [16]. Unfortunately, rule
learning from even qualitative data time series seems to still require top-down
methods of knowing the patterns and relationships you are looking for, before
being able to find the sort of relationships between each sort of pattern [17]. Our
own discouraging results in using data mining techniques to find rules in demo
log data emphasise the inherent fundamental discord between the necessity of a
bottom-up learning approach and one of the golden rules of data mining being
already knowing what you are looking for [18]. Even when using brute force
techniques, rules found must be recognised as being valid.

It is believed a bottom up approach could work better, bottom up approaches
also useful in not requiring agent sophistication before learning begins.

5.2 Sub-Symbolic Approaches

A sub-symbolic approach to modelling an agent would seem to be the best way
to approach the problem given the nature of the data in the current game logs.
Perhaps more efforts have not been made in this area by sub-symbolic and
nouvelle AI advocates due to a generally held belief championed by Brooks [19]
condemning simulated environments.

It is interesting to note that after beginning with completely reactive, strictly
bottom up approaches using neural nets and self organising maps to model
agents’ movement [20], later strategic layered approaches took on more top-
down attributes including setting nodal positional points (formed by clustering
the entire set of player positions) which the agent would travel between and the
making of goals in the form of item pickup points [5].

To be forced to create a sub-cognitive means to deal with data that is much
closer to the kind of data a real-world agent would face could be seen as a effort
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to model not only a real world environment, but the kind of sensory inputs that
would be received also. However, a large amount of preprocessing of the data is
still required, even if specific logs are created (instead of using expert logs from
the online repositories) before it can be used for learning. While it could be noted
that the important part of the logs is the behavioural data they contain, not the
form they are in, the ability to ‘cheat’ (whether conciously or unconciously) to
produce circumstances favourable to the agent’s learning circumstances is possi-
ble. Means to extract important features or bring levels of dimensionality down
with large amounts of data include self-organised maps, principle component
analysis (both used in methods by Thurau et al [21]) and independent compo-
nent analysis. The success of Floyd et al [4] in largely automating the learning
process, even in a less complex environment and producing effectively reactive
agents, shows CBR methods could provide a means to sidestep this process.

6 Conclusions

Interactive game logs show promise as a source for expert behaviour to supple-
ment or even replace time-consuming supervised expert tracing schemes. How-
ever, there are still a number of issues that need to be addressed before their full
potential can be utilised. Both the content and means to extract that content
automatically has a large bearing on their usefulness: the larger the supervisory
aspect required by the method of agent training, the less useful they become, as
it is easier to produce single logs and elucidate every action separately in (basic)
movements for agents to learn than to extract behaviours from the thousands of
game logs created by expert players by hand. Recommendations to increase this
usefulness can be generalised into two parts: firstly, the improvement of means
of information representation in the logs themselves; and secondly, the choice of
methods by the researcher that lead to largely automatic information extraction.
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Abstract. Computation of similarity between user profiles (user rat-
ing vectors) is one of the core components of user-based (k-nearest-
neighborhood based) collaborative filtering algorithms. Present
techniques work by identifying or selecting a similarity function by the
designer of the recommendation engine and keeping it fixed throughout
the collaborative filtering process and using the same function to com-
pute the neighborhood of every user. However, we found that there is
no single similarity measure that gives best predictive accuracy for all
users. We see this as a limitation of current systems. For the same user,
applying different similarity functions results in different predictive accu-
racy. We propose that the accuracy of user-based collaborative filtering
recommendation engines can be further increased by learning an optimal
similarity function for a particular user and by applying different simi-
larity measure for different users. We present an empirical study on the
effect of eleven different similarity measures on the predictive accuracy
of user-based collaborative filtering algorithms.

Keywords: Collaborative Filtering, Similarity Measures, Recommenda-
tion Systems, Data Mining.

1 Introduction

Collaborative filtering based recommendation systems aims at predicting a users’
interest or rating for an item based on other users’ interest and ratings. The main
idea behind collaborative filtering algorithms is based on the intuition that the
interest of an item to an individual can be predicted based on the interests and
likings of other like-minded individuals. An overview of the field of recommender
system and a survey of the state-of-the-art methods covering content-based,
collaborative and hybrid approaches can be found in [1].

User-based collaborative filtering using k-nearest neighbor (k − NN) algo-
rithm is amongst the initial and one of the most widely accepted technique. The
first step of user-based collaborative filtering algorithm is to compute similarity
between user profiles (user rating vectors). In its simplest form, the similarity
between two users is computed by taking into account only those items that
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have been rated by both the users. Once the top-N similar users are identified,
the prediction for an item for the target user (also called as the active user) is
determined as the weighted average of the ratings of similar users for the par-
ticular item. The weights quantify how similar the two rating vectors are. Thus
k − NN based collaborative filtering can be divided into two steps or phases:
the first of neighborhood determination and the second phase of prediction or
recommendations.

The manner in which similarity between two users is computed can have
a significant impact on the overall performance of the system and the output
it generates. Present techniques work by identifying or selecting a similarity
function by the designer of the recommendation engine and keeping it fixed
throughout the collaborating filtering process and using the same function to
compute the neighborhood of every user. However, we found that there is no
single similarity measure that gives best predictive accuracy for all users. We
see this as a limitation of current systems. For the same user, applying different
similarity functions results in different predictive accuracy. We propose that the
accuracy of user-based collaborative filtering recommendation engines can be
further increased by learning an optimal similarity function for a particular user
and by applying different similarity measure for different users. Few references
[3], [6] and [8] to the literature argues that there is no common consensus on the
appropriateness of collaborative filtering design parameters such as similarity
metrics, identify fallacies in the calculation of commonly used similarity metrics
and the effectiveness of such measures in the recommendation problem have
been seldom questioned. Few references [2] and [4] to the literature proves the
point that there is no single similarity measure that performs superior to other
measures in all scenarios. Few references [5] and [7] point to empirical studies
done on examining the effectiveness of different similarity measures on domains
other than the one addressed in this paper. The eleven similarity measures that
we used for our study are Euclidean Distance, Manhattan Distance, Chebyshev
Distance, Canberra Distance, Simple Matching, Jaccard, Russell, Hamann, Dice,
Cosine measure, Pearson correlation.

The purpose of this work is to get a sense of the degree of variability in
the result (in terms of the set of neighboring users for a particular user and
the magnitude of similarity) across different similarity measures. An empirical
study on 11 different similarity measures on a publicly available dataset can shed
more light on this.We wanted to test the possibility of certain similarity measure
consistently performing well for certain types of users. Our motivation behind
testing this hypothesis is that if there is a case where a particular similarity
measure performs well for a certain set of user types where another similarity
measure performs well for another set of user types then instead of keeping a
single similarity measure fixed for the entire user population. Determination of
the most appropriate similarity measure for each user will be an offline activity,
the result of which will be fed into the production system. Output of the offline
activity is a mapping between users and similarity measure. The mapping will
be hard coded in production system. Process of computing the mapping will
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Fig. 1. Application of different similarity measures for two users

be triggered after a specific time interval (or event based) and the production
system will be updated accordingly. The idea is to make the system dynamic and
flexible in the sense that different users can be associated to different similarity
measures and this mapping is also performed periodically so that the system is
continuously adapting to the changed environment.

2 Experimental Data, Procedure and Result

For our experiments, we used the publicly available MovieLens dataset which
can be downloaded from the GroupLens Research Lab Website.We used the
MovieLens Data Sets having 100,000 ratings.The first experiment we performed
was to see the impact of different similarity measures on the first phase of user-
based collaborative filtering i.e. neighborhood determination. The experiment
was performed using the entire 100,000 ratings. We computed the similarity score
between all the users using 11 similarity measures. For example, the similarity
between user 1 and a total of 943 users (including self) were computed for all
the 11 similarity measures. We then computed the top 20 and 50 neighbors for
each user and for each similarity measure.

Figure 2 shows some of the graphs that indicate the variability in the output
of neighborhood determination across different similarity measures.

Graph A in Figure 1 shows the frequency of the top 20 neighbors across 11
similarity measures for User ID 88. For each similarity measure, top 20 neighbors
with respect to User ID 88 are selected. After that frequency of each User ID
appearing in top 20 is computed across all 11 similarity measures. The X-Axis
of Graph A represents all the User IDs occurring in top 20 neighborhood list
for all similarity measures. The Y-Axis represents their respective frequencies.
Similarly, Graph B of Figure 2 shows the frequency distribution of top 20 neigh-
boring users for User ID 935.User IDs 88 and 935 are randomly selected from
set of 943 users. Similar graphs can be plotted for rest of the users also and we
selected two users randomly for validation of our hypothesis. We observed that
there are 59 and 53 users appearing on X axis of Graph A and B respectively
(for top 20 neighbors). This shows the variability in the Set consisting of top
20 User IDs nearest to User ID 88 and 935 for different similarity measures. In
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Fig. 2. Mean absolute Error for different similarity measure for two selected users

Graph A, we found that there is not even a single user which appeared in the
top-20 neighborhood list of all the similarity measures. Referring to Graph A,
there are less than 10 users amongst 59 users who appeared in at-least 9 of the
top-20 neighborhood list.

To compute Mean Absolute Error (MAE), we used test data provided by
MovieLens dataset. The dataset contains rating for selected (80%) set of items
from original dataset. The remaining 20% are used as test cases. There are
five such different test datasets. The training dataset and its corresponding test
dataset are disjoint.The rating by a user for an item for a given similarity is
predicted based on the user’s top 20 neighbors for that similarity measure. In
these top 20 neighbors we consider only those users which have rated the item
under consideration.

Table 1 shows predicted and actual ratings for user 257 for various items in
the test dataset and for various similarity measures.

Figure 2 shows MAE for 2 randomly selected users from set of 943 users. In
each of the graph (A, B), X-Axis represents 11 similarity measures, while Y -
Axis represents corresponding MAE. We observe that for a user each similarity
measure has different MAE values. Also there is no specific trend between the
MAE values of all the similarity measure of each user. As shown in Graph A,
for User 57 we can see that Euclidean and Manhattan measures have the high-
est MAE. The data plotted in Figure 2 support the hypothesis that different
similarity measure can result in different predictive accuracies and so far we did
not observe any specific trend in these results. We also observe that there is no
single similarity measure (amongst the ones we chose for our experiments) that
outperforms all other similarity measures consistently. In our future work, we
want to see if there is a correlation between a similarity measure and user type.

In the next phase, we computed best similarity measure (i.e. similarity mea-
sure which has minimum MAE) and worst similarity measure (i.e. similarity
measure which has maximum MAE) for a set of 100 users. In Figure 3, for
Graphs A and B, X-Axis represents the similarity measures while Y Axis rep-
resents the number of times that particular similarity measure occurred as best
and worst similarity measure respectively. For a given user there can more than
one similarity measure which occurs as a best similarity measure or worst sim-
ilarity measure. In such a case, the best or worst count is attributed to all the
similarity measures which occurred as best or worst. Hence, due to the repetition
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Fig. 3. Count of each similarity measure as a best and worst for set of 100 Users

Fig. 4. Mean Absolute Error for Different datasets

the sum of the count of best or similarity measure is more than 100. In Graph A
we can see that, Pearson similarity measure occurred as best similarity measure
for more than 20 times. But at the same time it can seen from Graph B that it
also occurred as worst similarity measure for 25 times, which is the highest. Also
in both the graphs, we can observe that there is no single similarity measure
which clearly stands out at as the best or the worst.

We performed some more experiments where we considered set of 100 users
but used different test datasets. We computed similarity distance between all
the 100 users for all the similarity measure. Then we calculated top 20 neighbors
for each of the 100 users for all the similarity measures. The next step was to
compute predicted ratings for all the users for all possible items. After calculation
of predicted rating we calculated absolute error for each user for each item for
all the similarity measure. Then we found out MAE for each user. Next, we
calculated mean of MAE for each similarity measure across all the users. The
same steps of procedure were followed for the other dataset.

Figure 4 shows the plot of different similarity measures and their correspond-
ing MAE values for two different datasets. In Graph A and B of Figure 4, X
- Axis represents all the similarity measures, while Y - Axis represents corre-
sponding MAE. The Graphs have been plotted for the same set of 100 users
from two different datasets. The users in two datasets have rated different items
i.e. there might be some items for which some users in one dataset have rated
while some of those in other dataset have not and vice versa. As seen in Graph A
of Figure 4, Russell similarity measure provides the least MAE, while in Graph
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B it has second highest MAE. From the two graphs we can see that the similarity
measures which have lesser MAE might or might not have lesser MAE in Graph
B. The same holds true for higher similarity measures with higher MAE. This
indicates that similarity measure results are dependent on set of users. In our
future work, we want to extend our study by finding any possibility of corre-
lation between similarity measures and properties of the dataset. For example,
a study on the performance of a similarity measure on the type of dataset like
sparse dataset or dense dataset or studying the correlation between similarity
measures and rating scale, ratio of total number of users to the total number of
items in the rating matrix etc.

3 Conclusion

In this paper, we explored the possibility of building a user-based collaborative-
filtering system wherein multiple similarity measures are used at the back-end
depending on their suitability for each user. We found that there is no single
similarity measure that gives best predictive accuracy for all users. We performed
an empirical study on a publicly available dataset and presented results and our
observations on the variability in the predictive accuracies obtained as a result
of applying different similarity measures on different users and test datasets.
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Abstract. Learning Classifier Systems (LCS) have previously been shown to 
have application in Intrusion Detection.  This paper extends work in the area by 
applying the Self-Organizing Map (SOM) for creating the new input string by 
2-bit encoding rely on degree of deviation of normal behaviour. The perform-
ance of systems is investigated under an FTP-only dataset. It is shown that the 
proposed system is able to perform significantly better than the conventional 
XCS, modified XCS and twelve ML algorithms. 

Keywords: Intrusion Detection, LCS, Self-Organizing Map. 

1   Introduction 

As interconnections among computer systems grow rapidly, Intrusion Detection Sys-
tems (IDSs) is an important part of network security. A detailed survey and taxonomy 
of practical IDSs may be found in the literature [1]. Some are anomaly based and 
others are signature based. However, no detection system can catch all types of intru-
sions. Each model has its strengths and weaknesses in detecting different violations in 
networked computer systems. At the moment most of the researchers are interested in 
improving intrusion detection which includes artificial intelligencer [2]. 

Intrusion detection can be considered as a classification problem, where a bad or 
illegitimate activity in a computer system must be distinguished from normal activity. 
One of the classification methods by using both reinforcement learning and genetic 
algorithms to model a dataset is through the use of production system rules. In these 
system, known as Learning Classifier System (LCS). XCS was introduced by Wilson 
[3] as an enhanced version of the traditional LCS proposed by Holland [4] has dem-
onstrated excellent performance on a number of data mining tasks [5]. Applying XCS 
and develop some modification on the XCS [6] to intrusion detection have proposed 
by using KDD Cup 99 data set [7]. Their studies showed that XCS outperform other 
classification algorithms, especially the modified XCS.    
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The main contribution of this paper is to improve XCS’s application in the intru-
sion detection. We investigate a Self-Organizing Map (SOM) for clustering each 
feature separately to obtain relatively of normal behaviour patterns. Each feature of 
incoming data is quantized into four levels with 2-bit encoding rely on degree of de-
viation of normal behaviour. After that, create the input string for XCS by bit combi-
nation of each feature, let’s the XCS learn and classify the data. Our findings suggest 
that the accuracy as well or better that other methods. 

The paper is structured as follows. Section 2 will provide the system architecture 
and brief description of XCS. Section 3 describes the 1999 KDD data set. The ex-
perimental is explained in section 4. Section 5 provides the conclusion and future 
works. 

2   System Architecture 

The proposed system architecture consists of three main parts: abnormal quantization, 
combination parameters and XCS as shown in figure 1. The idea is, firstly, we calcu-
late the level of abnormal behavior in each feature from SOM which is trained by 
normal behavior. Secondly, create the input string for XCS by bit combination of each 
feature. Lastly, let’s the XCS learn and classify the data. The detail of each part is 
explained in the following sections. 

 

Fig. 1. The proposed IDS architecture 

 

Fig. 2. Flow of data in SOM encoding phase 
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2.1   Quantization Process 

Each module based on building model of normal data. The quantization error is calcu-
lated from the normal model in observed data. If the quantization error is grater than 
the threshold then the observed data is reported as an attack. In our approach, we 
hypothesize that each feature of data is independent and has one more group of nor-
mal behavior on each feature. Therefore, in training phase we create SOM model for 
clustering each feature separately. After that, in testing phase, we use these models 
quantize each feature of incoming data into four levels with 2-bit encoding. The over-
all quantization process can show you as figure 2. 

2.1.1   Abnormal Quantization Calculation 
In our architecture, we use 29 SOM models for cluster feature of data. Each SOM has 
size 5×1and trains only normal behavior data.  

The learning process of an SOM [8] can be thought in terms of continuous adapta-
tion of nodes for input vectors. We summarize the learning process as a repetition of 
following basic tasks: 

1. The input vector x(t) is fed into every node in the map to identify the output 
vector’s winning node. It is common to use Euclidean distance as the basis to 
measure similarities. 

2. The weight of the winning node c is tuned by the difference between the input 
vector and the weight vector. Not only the winning node is learning but also its 
neighborhood nodes are learning as well. After finish the learning process of 
SOM, we calculate the mean and the standard deviation of each node based on 
the clustered data. The map of SOM can be represented several normal distribu-
tion curves as in figure 3. 

0

1

 

Fig. 3. The normal distribution curve of the SOM 

We quantize each cluster (normal distribution curve) into four levels by using 2-bit 
encoding. Figure 4 shows how to break up the total area under the curve for encoding 
the input data. Table 1 shows the summarization of 2-bit encoding data. ‘00’ means the 
data is absolutely normal, ‘01’ means the data is almost normal, ‘10’ means the data is 
significantly abnormal and ‘11’ means the data is absolutely dangerous to the system. 

2.1.2   Abnormal Quantization 
Once the SOM is trained and abnormal quantization calculation is obtained, the in-
coming data can be quantized as follow: 

1. For every incoming input, find the winning node of the SOM. 
2. Encoding to 2-bit by using mean and standard deviation of winning node. 
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Fig. 4. The total area under the normal distribution curve 

Table 1. The 2-bit encoding data 

The level of Abnormal 2 bit - encoding The range of data 
0 - Normal 00 (µ-1σ≤x ≤ µ+1σ) 
1- Minimal 01      (µ-2σ ≤ x < µ-1σ or µ+1σ < x ≤ µ+2σ) 
2 - Significant 10      (µ-3σ≤ x < µ-2σ or µ+2σ < x ≤ µ+3σ) 
3 - Dangerous 11 (x < µ-3σ or x > µ+3σ  ) 

2.2   Combination Parameters 

After the data is encoded every features, we can create the input for XCS by combin-
ing every feature into an input string as shown in table 2. 

Table 2. Combination of parameters as input for XCS 

Parameters P1 P2 P3 P4 P5 P6 … P29 
Input string 00 01 00 10 00 11 … 00 

2.3   XCS  

XCS is a Learning Classifier System without internal memory, where the rule-based 
consists of a number (N) of condition/action rules. The condition is the ternary alphabet: 
{0, 1, #} and the action is coded as an integer. Associated with each rule are prediction 
payoff (p), prediction error (ε), fitness parameters (F) and niche size estimate (σ). 

On receipt of an input data, the rule-based is scanned, and any rule whose condi-
tion matches the message at each position is tagged as a member of the current match 
set [M]. An action is then chosen from those proposed by the members of the match 
set and all rules proposing the selected action form an action set [A]. A version of 
XCS’s explore/exploit action selection scheme will be used here. That is, on one cycle 
an action is chosen at random and on the following the action with highest total pay-
off is chosen deterministically. 

Once the action is selected, the environment returns a reward (R), which is used to 
update the prediction payoff (p), the prediction error (ε), the niche size estimate and 
fitness parameters (F) of each member of the current [A] using the Widrow-Hoff delta 
rule with learning rate β. 
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XCS employs two discovery mechanisms, a niche genetic algorithm (GA) and a 
covering operator. XCS uses a time-based mechanism under which each rule main-
tains a time-stamp of the last system cycle upon which it was consider by the GA. The 
GA is applied within the [A] when the average number of system cycles since the last 
GA in the set is over a threshold θGA. The reader is referred to [9] for a full algo-
rithmic description of XCS. 

3   FTP-Only Dataset 

We use the 1999 KDD cup intrusion detection dataset [7] has been extensively used 
in ID research. Four categories of simulated attacks were injected among the normal 
traffic. In [6] extracted a small subset consisting of FTP control records (port 21 only) 
from these training and test datasets, which amounted to 798 training instances and 
837 test instances. They call it the FTP-only dataset. The datasets are available from 
the ALAR LAB website (http://www.itee.adfa.edu.au/~alar/). 

4   Experiments and Discussion 

In our experiment, we test our system compare with the XCSR (XCS with real-
number) and XCS(FC)0.3 [6] which is the extension of XCSR for IDS. We experi-
ment with 5×1 SOM. The parameter setting of XCS similar to use in Wilson [3] as 
follows: β=0.2; α=0.1; ε0=10; v=5; χ=0.8, µ=0.04, θdel=25; θGA=25; δ=0.1 and the 
maximum population size is N=2000. 

Table 5. The mean and standard deviation of the accuracy of various ML algorithm with XCS, 
XCS(FC)0.3 and The proposed system 

ML Normal Probe DOS U2R R2L Overall 
C4.5 98.36 100.0 89.47 33.33 0.3121 21.51 
RF  99.10(0.01)  100.0(0.00)  99.59(0.01)  31.78(0.25)  15.54(0.13)  33.94(0.10) 
RT  94.51(0.03)  98.33(0.09)  97.95(0.02)  37.56(0.32)  24.92(0.20)  40.44(0.15) 
LMT  97.54  100.0  100.0 86.67 14.04  33.57 
NB  92.62  100.0  98.25  60.0 8.89 28.32 
BN  94.26  100.0  100.0 93.33  29.02  44.68 
Logit  95.90  100.0  100.0  66.67  17.94  35.96 
MLP  97.81(0.01)  83.33(0.37)  100.0(0.00)  44.00(0.38)  35.34(0.48)  49.12(0.01) 
RBF  94.81(0.03)  100.0(0.00)  96.61(0.01)  86.67(0.00)  10.48(0.04)  30.22(0.03) 
SMO  98.36  100.0  100.0  100.0 3.28  25.69 
IB1  99.18 100.0  100.0 100.0  11.23 31.90 
KSTAR  100.0 100.0  100.0 40.0  18.25 36.32 
XCS  95.17(0.01)  35.00(0.26)  99.67(0.01) 91.77(0.11)  35.33(0.15)  49.27(0.11) 
XCS 
(FC)0.3 

94.37(0.01) 38.33(0.31)  94.53(0.03) 74.87(0.15)  59.13(0.14)  67.03(0.11) 

The Pro-
posed 
system 

94.09(0.02) 80.00(0.40) 98.05(0.40) 48.00(0.09) 83.15(0.15) 85.16(0.11) 
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We then challenge the proposed system with other twelve ML algorithms. The av-
erage accuracy of twelve ML algorithms reported in [6] for FTP-only data set. Table 5 
illustrates the result of twelve ML algorithm, two versions of XCS and the proposed 
system. All twelve algorithms perform better on Probe. Consistent with the previous 
research [6], the result showed XCS perform poor when dealing with the imbalanced 
problem. In other influence class R2L, however, the proposed system performs well 
compared to twelve algorithms and the two versions of XCS. 

5   Conclusion and Future Works 

In this paper, we introduced the use of SOM improve the performance of XCS for 
intrusion detection. The proposed system uses SOM as input quantizer by training 
SOM separately for each feature on normal behavior data and uses their mean and 
standard deviation quantizes the input.  

The proposed system was tested on FTP-only dataset which is a sub-set of 1999 
KDD cup intrusion detection dataset. It is shown that the proposed system can im-
prove the accuracy of XCS and also use less than memory in term of macro classifi-
ers. We also compare with twelve ML algorithms and found that the proposed system 
outperform the accuracy obtained by twelve ML algorithms. We are currently our 
proposed system to the other intrusion detection domain.  
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Abstract. Given a connected, weighted, undirected graph G=(V, E) and a 
bound d. The Degree-Constrained Minimum Spanning Tree problem (DCMST 
or d-MST) seeks the spanning tree with smallest weight in which no vertex 
have degree more than d. This problem is NP-hard with d≥2. This paper pro-
poses a new Particle Swarm Optimization algorithm for solving the d-MST 
problem. The proposed algorithm uses some new methods for selecting vector 
of particles. Results of computational experiments are reported to show the effi-
ciency of the algorithm. 

Keywords: degree constrained minimum spanning tree, particle swarm optimi-
zation, swarm intelligent, genetic algorithm. 

1   Introduction 

The Degree-Constrained Minimum Spanning Tree (DCMST or d-MST) or Bounded 
Degree Minimum Spanning Tree problem is combinatorial optimization problem that 
appear in many application such as in the design of telecommunication networks and 
integrated circuits, switch in an actual communication network .i.e. 

Let G = (V, E) be a connected undirected graph with positive edge weight w (e). d-
MST can be formulated as follows:  

Minimize 

            
( ) ( )

e T

W T w e
∈

=∑
 

subject to 

T is spanning tree of G, 

degree(T) ≤ d. 

This problem is known to be NP-hard with d≥2 [6]. 

2-MST is the Hamilton path problem which is NP-complete. There are several tech-
niques for solving d-MST problem, such as heuristic algorithms and genetic algorithm. 
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2   Previous Works for Solving the d-MST Problem 

There are several techniques for solving d-MST problem, such as heuristic algorithms, 
genetic algorithm. In 1980, Narula and Ho use branch and bound based on Lagrange 
relaxtion [18] and edge exchange for solving problem. In 1996, Krishnamoorthy, 
Craig proposed heuristic algorithm based neural network, simulated annealing, greedy 
algorithms and greedy random algorithms for solving d-MST problem. 

In the mid of the year 90, genetic algorithm is the main approach method for solv-
ing d-MST  problem. In [2], Zhou and Gen proposed genetic algorithm used Prüfer 
number encoding. In [4], Knowles and Corne used another encoding by using array 
with size n×(d-1) (n: number of vertices, d: degree constrained). In 2000, Raild and 
Julstrom proposed weighted encoding and edge-set encoding. Experiment showed 
that edge-set encoding has better result than the other until this year. In 2001, Krish-
namoorthy, Earnst and Sharaiha [7] proposed some new heuristics algorithm for solv-
ing d-MST, genetic algorithm use Prüfer encoding and some simulated annealing. 
They also proposed exact algorithm for solving d-MST with small data set. They use 
this algorithm for initializing population in large data set. In 2006, Thang and Cath-
erine [9] proposed ant-based algorithm for solving d-MST problem. 

Until now, particle swarm optimization algorithm for solving d-MST problem have 
not used yet. This paper will propose new particle swarm optimization algorithm for 
solving d-MST. 

3   A New Particles Swarm Optimization Algorithm  

We propose a new PSO algorithm for solving d-MST problem called PSO-mst. In this 
section, we focus on the design of PSO for solving the d-MST problem. 

3.1   Initialization 

Each particle of the swarm is a degree constrained spanning tree (d-ST). In order to 
create only feasible solutions for the initial swarm of the PSO, we altered some algo-
rithms which solve the MST problem such as Kruskal’s or Prim’s called 
Kruskal’MST and Prim’s MST. When creating a d-ST, an edge after the other is then 
checked in the predetermined order for an eventual inclusion in the spanning tree. An 
edge is included in the d-ST if it does not violate the degree constraint in its vertices 
and these vertices are not yet connected via other edges in d-ST (to ensure no cycles 
is contained).  

Another method for initializing the swarm is using the depth first search algo-
rithm. This method is called InitSearch. This algorithm also creates a d-ST. The can-
didate edge is based on two criterions: weight and randomize. S is the set of the  
vertexes which is included in the under-constructed d-ST. The algorithm will select a 
random vertex and find the minimum weighted edge which has one vertex is the se-
lected vertex, the other one is in the rest of S. This edge is included in the d-ST if it 
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does not violate the degree constraint in its vertices (no cycles is introduced). The 
procedure terminates when all the vertexes have been selected (all vertexes of the 
graph have been in under-constructed d-ST). InitSearch algorithm will be hoped mak-
ing a small weight tree and divert swarm. 

3.2   Velocity 

This paper proposes a new method for the movement of the particles. In the PSO 
model, each particle bases on three positions to select velocity to move from its cur-
rent position to a new position. They are: its current position, its best position and best 
position of its swarm. 

In the d-MST problem, each particle is a d-ST. The current position of a particle is 
its d-ST. The best position is the smallest weighted d-ST which the particle has been, 
and the best position of the swarm is the smallest weighted d-ST (the smallest 
weighted particle) of the swarm. 

Each particle has three new positions: 
 

 Move to new position by itself :  p1 

We’ll alter the current position (d-ST) of the particle to a new d-ST by using Local-

Search or GreedyExchange procedures. 
 
T is a d-ST of G. L = E\T is the set of edges which is of G but not in T and sorted 

increasingly by weight. The LocalSearch procedure will insert an edge of L in T and 
delete the highest appropriate edge in the cycle which has just introduced.  

The GreedyExchange procedure will exchange the greatest weighted edge in T by 
a random edge or smallest edge in L which not violates the constrained to get a new 
d-ST. 
 Move to new position by learning its current position and its best position: p2 

 
We proposed a procedure (called Recombine) to recombine two d-ST. First d-ST is 
the current position of the particle; second d-ST is the best position which it explored. 
The result of recombining these positions is the new position of the particle. The out-
put d-ST of the procedure has edges which both are in two d-ST above. We hope that 
may be these edges will be included in the minimum d-MST we’ve been finding. 

 Move to new position by learning its current position, its best position and the best 
position of the swarm : p3 

 
We also use a recombine procedure to recombine three d-ST. First d-ST is the current 
position of the particle; second d-ST is the best position of this particle; and third is 
the best position of the swarm. The result of recombining these positions is the new 
position of the particle.  

According to examine the candidate edges to exchange or rebuild the d-ST in the 
procedures above (LocalSeach, GreedyExchange and Recombine), two criterions 
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are proposed: examining edges by random or by their weight, we have more proce-
dures to make the swarm more varied and not easy to fall into a local minimum’s 
position. 

3.3   PSO-mst Algorithm 

PSO-mst algorithm for solving d-MST problem is proposed can be explained as 
below: 
Procedure PSO_MST 
{ 
  <Initialize parameter> 
 
  //Initialize swarm 
  For i=1 to #particles do 
     Root ← rand()%(n-1) 
     Pi ← InitSearch(root) 
  End For 
 
  //Initialize for each best particle 
  For each particle 
     pi_best ← pi  
  End For 
 
  <Initialize best swarm gbest> 
 
  While 

     do <For each ip >      

    //set random parameters for selecting new position  
choice = rand()  

      
  Case(choice) 

 
/* Move to new position by itself*/ 

     choice 1 :  
          pi -> LocalSearch() or pi -> GreedyExchange() 
 

/* Move by learning its current position and its 
best position*/ 

     choice 2 : 
          CommonEdges(pibest,pi) 
          pi -> Recombine() 
 

/* Move by learning its current position, its best 
position and the best position of the swarm*/ 

     choice 3 : 
          CommonEdges(gbest,pibest,pi) 
          pi -> Recombine() 
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  End case 
  End do 
 
  <Update pibest> 
  ... 
  <Update gbest> 
  ... 
  End While 
 
End Procedure 

4   Experimental Result 

4.1   Experiment Description 

The data set is used in this paper has been used in previous papers for solving d-MST 
problem. Two set of instances are Euclidean and Non-Euclidean graph are used in this 
paper. Data set can be downloaded from webpage: http://cs.hbg.psu.edu/~bui/ 
data/SHRD-Graphs.zip 

Parameters used in algorithms: 

• Swarm size (10 – 50) 

• Number of loop (10) 

• Randomize parameters (choice …) 

We have experimented with more value of parameters choice to get better. In this 
paper, we choose parameter choice is random in [0...9]. The movement of the particle 
is chosen based on parameter choice. If choice < 7, the particle will move to p1; if 
6 < choice < 8, the particle will move to p2, else (7 < choice < 9), the particle will 
move to p3. 

4.2   Results of Computational Experiments 

Tables 1–5 show some result of PSO-mst algorithm on CRD, SHRD, SYM, STR and 

RANDOM instances. 

N: number of vertices; d: Degree-constraint; Np: number of particles; Prev. Best: 

the best weight of tree obtained by all the previous algorithms; Best. the best weight 

of tree obtained by the algorithm proposed in this paper; Avg. the average weight of 

tree obtained after 50 runs; Std. Dev. standard deviation. 

(*) Note means the best result found by PSO-mst algorithm is better than the pre-

vious algorithms for solving d-MST problem. 

(-) Note means that the test in this paper is the first time for solving these instances. 
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Table 1. Result of PSO-mst on CRD instances 

PSO n d Prev 
Best 

Best Gain(%) Avg Std Dev 

100 2 7524* 7204.34 4.25 7375.43 54.90 

100 3 6199 6199.05 0 6199.05 0.00 

100 4 6197 6197.57 0 6197.57 0.00 

C
R

D
 100 100 5 6197 6197.57 0 6197.57 0.00 

50 2 5625* 5605.6 0.34 5732 27.93 

50 3 5130 5130.3 0 5130.3 0.00 

50 4 5130 5130.3 0 5130.3 0.00 

C
R

D
 501 50 5 5130 5130.3 0 5130.3 0.00 

70 2 6544* 6448.72 1.46 6628 73.46 

70 3 5789 5789.55 0 5789.55 0.00 

70 4 5789 5789.55 0 5789.55 0.00 

C
R

D
 700 70 5 5789 5789.55 0 5789.55 0.00 

Table 2. Result of PSO-mst on SHRD instances 

PSO 
n d 

Prev 
Best 

Best Gain(%) Avg Std Dev 

15 2 906 904 0.22 906.68 1.98 
15 3 597 597 0 597 0.00 

15 4 430 430 0 430 0.00 

S
H

R
D

 159 

15 5 332 332 0 332.02 0.15 

20 2 1873 1679 10.36 1681.55 2.08 

20 3 1100 1088 1.09 1088 0.00 

20 4 829 802 3.26 802.33 0.15 

S
H

R
D

200 

20 5 638 627 1.72 627.19 0.61 
25 2 2984 2714 9.05 2720.64 4.75 

25 3 1870 1756 6.1 1756.68 2.50 

25 4 1312 1292 1.52 1292.34 0.71 

S
H

R
D

 259 

25 5 1019 1016 0.29 1016 0.00 
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Table 2. (continued) 

PSO 
n d 

Prev 
Best 

Best Gain(%) Avg Std Dev 

30 2 4560 3992 12.46 4005.43 16.97 

30 3 2738 2592 5.33 2595.56 12.42 

30 4 1965 1905 3.05 1905.80 2.60 

S
H

R
D

 300 

30 5 1526 1504 1.44 1504 0.00 

Table 3. Result of PSO-mst on SYM instances 

PSO 
n d Prev Best

Best Gain(%) Avg Std Dev 

50 2 2522* 1802 28.55 1903.86 68.79 
50 3 1156 1156 0 1157.75 3.35 

50 4 1105 1105 0 1105 0.00 

S
Y

M
 500 

50 5 1098 1098 0 1098 0.00 

70 2 2908* 2008 30.95 2198.24 84.08 
70 3 1270 1270 0 1270 0.00 

70 4 1198 1198 0 1198 0.00 
S

Y
M

 701 

70 5 1186 1186 0 1186 0.00 

Table 4. Result of PSO-mst on STR instances 

PSO 
n d Prev Best

Best Gain(%) Avg Std Dev 

100 2 5211* 5021 3.65 5059.13 19.71 
100 3 4702 4702 0 4702.1 0.30 

100 4 4546 4546 0 4546 0.00 

S
T

R
 100 100 5 4403 4403 0 4403 0.00 

50 2 4471* 4420 1.14 4439.09 9.88 
50 3 4128 4118 0.24 4118 0.00 
50 4 3962 3956 0.15 3956 0.00 

S
T

R
 500 50 5 3807 3807 0 3807 0.00 
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Table 4. (continued) 

PSO 
n d Prev Best 

Best Gain(%) Avg Std Dev 

70 2 4727* 4734 -0.17 4766.85 6.53 

70 3 4397 4397  0 4397 0.00 

70 4 4249 4249  0 4249 0.00 

S
T

R
 700 70 5 4100 4100  0 4100 0.00 

Table 5. Result of PSO-mst on RANDOM instances 

PSO 
n d Prev Best

Best Gain(%) Avg Std Dev 

200 2 - 2180.74 - 2218.74 17.17 
200 3 - 1909.66 - 1909.66 0 

200 4 - 1908.89 - 1908.89 0 

R
A

N
D

 200 

200 5 - 1908.89 - 1908.89 0 

Experiment results show that: 

• With a Euclidean graph (CRD,SYM,STR and RANDOM), with the bound d = 
3,4,5, the PSO-mst’s result always are the best solutions. With d=2, the result 
of PSO-mst are better than the best result obtained by previous algorithms.  

• With non-Euclide graph (SHRD), with d=2,3,4,5, the result of PSO-mst are 
also better than the best result obtained by previous algorithms. 

5   Conclusion 

This paper proposes new particle swarm optimization for solving d-MST problem. 
The experimental result shows the efficiency of the algorithm on the instances which 
are used in previous algorithms for solving this problem.  

Acknowledgment. We would like to thank Prof. Thang N.Bui, Pennsylvan State Uni-
versity and Prof. Gumther Raild – Vienna University of Technology for providing us 
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Abstract. In this paper we present a method for smoothing the pitch sequence 
to remove the outliers caused by pitch tracking method and errors in 
sung/hummed voice. This approach is used for constructing a query by sing-
ing/humming system. After the pitch sequence is smoothed, the continuous 
pitch contour is calculated. Then, this feature can be used with Dynamic Time 
Warping (DTW) matching to compute the difference score between the each 
query and song. Experimental result of this method on TCS Corpus for query 
by Singing/Humming will be reported and discussed in detail in this paper. 

Keywords: music information retrieval (MIR), music query, melodic matching, 
query by sample, query by humming/singing. 

1   Introduction 

Currently, query by singing/humming is becoming a very common and popular research. 
There have been may techniques proposed for constructing a query by singing/humming 
system. There are two types of QBSH methods: 

• The note-based methods, which use note segmentation and string alignment algo-
rithm [1, 2]. 

• The continuous-pitch-sequence-based approaches, which do not need to segment 
the pitch sequence in to the notes and Dynamic Time Warping, or Linear Scaling 
[3] methods for matching. 

In this paper we present a method for smoothing the pitch sequence. After applying 
the smoothing method, the feature continuous pitch contour can be extracted. This fea-
ture then is used with DTW matching to caculate the difference score between 2 features. 

Section 2 deals with the continuous pitch contour as melody feature, which is an 
improvement for the system performance. The experiment and results on this system 
are reported and discussed in details in section 3. 

2   Continuous Pitch Contour 

The user’s query is recorded and the samples are divided into frames. The pitch se-
quence is extracted by using Autocorrelation method [1]. The raw pitch sequence is 
not very effectively used with DTW algorithm because there are a lot of outliers in the 
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data due to inevitable errors from users and the pitch tracking methods. Moreover, the 
pitch sequence cannot deal with key transposition issue which happens very usually 
when the user sing the melody in the key different from one in the database. Thus, we 
proposed smoothing the pitch sequence and using continuous pitch contour (CPC) as 
the melodic feature. The method to compute this feature is presented in this section. 

2.1   Outlier Removing 

After using the pitch tracking method, we have the pitch sequence of an audio query. This 
sequence always has some outliers due to the errors in the method and the user’s query. 
The four-step approach described below can be used to remove these unavoidable outliers. 

i. The silent segment at the beginning (pitch = 0) is removed. 
ii. A new pitch change is established whenever the difference between current av-

erage pitch segment and the next pitch is greater than a threshold T (semitones). 
Then, all the pitch values in the segment are replaced by the average value inside 
that segment. (In the following experiment, we use T = 0.7 semitone) 

iii. If a music segment has duration less than 0.1s, it is merged to its neighboring 
segment which is closer in value. 

iv. If a silence segment is less than 0.3s, it will be replaced by the previous segment 
average value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Program SmoothPitchSequence() 
PitSeg = ∅; 
For i = 1..PitArr.Length 
  if (|Average(PitSeg, PitArr[i]) – PitArr[i]| > T) 
   Note ← (Average(PitSeg), PitSeg.Length) 
   PitSeg = ∅; 
  endif; 
  PitSeg ← PitArr[i]; 
EndFor; 
 
{Combine notes if the contiguous difference < 0.5} 
For i = 1…Note.Length - 1 
 if (|Note[i] – Note[i + 1] < 0.5) 
  Combine(Note[i], Note[i + 1]); 
EndFor 
 
For i = 1…Note.Length – 1 
 if (Note[i].Length < 0.1s) 
  Combine Note[i] with the closest contiguous note 
EndFor 
 
For i = 1…Note.Length 
 if (Note[i].Pitch = 0 & Note[i].Length < 0.3s) 
  Combine Note[i] with Note[i-1] 
EndFor 
End. 
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Fig. 1. The pitch sequence before (raw pitch) and after (smooth pitch) removing the outliers 

Fig. 1 shows the raw pitch sequence of a sung query as the x-mark. We can see that 
there are many outliers in the sequence, which can affect the recognition rate dramati-
cally. The pitch sequence is segmented and all the values in a segment will be re-
placed by the average value of that segment. The result is also shown in Fig. 1 with 
the pitch lines, each line represents a pitch segment and its average value. 

2.2   Continuous Pitch Contour Feature 

As presented in the previous section, the audio query is extracted in to a sequence of 
pitches, called continuous pitch. The silent points are removed from the continuous 
pitch array. Then, the continuous pitch contour is defined as the array of differences 
between a pitch and its previous pitch (see the following formula): 

1..1],1[][][ −=−−= niipitchipitchiCPC  (1) 

In the previous formula, we assumed that the length of pitch sequence (numbered 
from 0) is n. Therefore, the CPC length is n-1. 

The pitch contour is useful when dealing with key transposition in hummed/sung 
queries. User may not sing or hum the melody in its original key due to the different 
pitch range in each person’s voice. Plus, according to [4], melodic contour, the differ-
ence between contiguous notes, is more easily remembered than an exact melody. 

3   Experimental Results 

We have conducted an experiment using this system. This section presents the data 
corpuses which are used in the experiment and discusses the result. 
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3.1   Corpus Data 

We conducted an experiment on this system with the TCS Corpus for Query by Sing-
ing/Humming [5]. This corpus data include 200 midi files represents the melodies 
from 158 songs of Trinh Cong Son, Vietnamese composer. One song may be divided 
into many themes to deal with the fact that users may not sing from the beginning of 
the song, but from the beginning of a theme. These melodies here are a little more 
complicated than that in QBSH. These melodies, however, are still popular with many 
Vietnamese people. There are also 292 recorded queries (59 humming files and 233 
singing files) which were collected from 5 people (3 males and 2 females), none of 
who have had prior official music training. 

3.2   Evaluation 

The evaluation method for the performance of a music retrieval system, in general, or 
a matching method, particularly is MRRR [2] (Mean Reciprocal Right Rank), which 
is calculated as in the following equation. 

eriesNumberOfQu

RightRank
MRRR

eriesNumberOfQu

n
n

∑ =

=
1

1

 

(2) 

3.3    Experimental Set-Up 

The songs database was all MIDI-format files. Thus, the continuous pitch contours 
can be extracted easily and automatically by reading the MIDI file information. 

All the queries were automatically converted to 12,000-samples-per-second and 8-
bit-per-sample files. Then, the CPC features were extracted from the queries by using 
the method described above. The window size used for pitch extraction in midi files 
and audio queries was 32 milliseconds. 

The extracted feature of each query, then, was used in DTW method to calculate 
the matching score between it and all songs in the database. 

3.4   Results 

First, we conducted the experiment without removing the outliers in the pitch se-
quence. The CFC is still calculated as in Equation 1. With this approach, we attained 
the MRRR result equal to 0.068. When the removing outlier method is used, the 
MRRR result on TCS Corpus increased to 0.408 

We invested the result in more details. The humming MRRR was 0.794, while the 
singing MRRR was 0.310. Fig. 2 shows the percentage of right rank songs returned in 
the top-5, top-3, and the exact match in the ranked list. Accordingly, it can be as-
sumed that this method works better on humming voice. That is understandable be-
cause frequency of humming voice is more stable than the singing voice. 

The average responding time values of pitch tracking module and matching mod-
ule are shown in Fig. 3. According to the chart, the complexity of the method is lin-
ear. The average elapsed time to retrieve 10-second query is 8.7s. 
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Fig. 2. Ranking result overview for TCS Corpus 

 

Fig. 3. Processing time of pitch tracking and matching module 

4   Conclusion 

Errors in singing/humming query from users and the pitch tracking methods are un-
avoidable and must be handled by the query system. In this paper, we presented a 
smoothing method which is used to remove the outliers in the query pitch sequence. 
This approach can reduce the errors made by users and the extracting feature module. 
The continuous pitch contour feature can deal well with the key transposition prob-
lem. The experimental result on this data set showed that the smoothing method 
works well with continuous pitch contour feature and DTW matching method. 
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Abstract. In this study, we propose a novel neural net-based classifier called 
improved Hybrid Wavelet Neural Networks (iHWNN). iHWNN makes good 
use of the characteristics of Wavelet Neural Networks (WNN) and Back Propa-
gation Neural Networks (BPN), so that it inherits WNN’s capability in learning 
efficiency and BPN’s applicability in handling problems of large dimensions. 
To show the advantages of the developed algorithm, we compare its performance 
with those from existing classifier systems on several applications. Comparable 
results are achieved over several datasets from the UCI Machine Learning, with 
an average increase in accuracy from 91.69% for classification-based objective 
functions training to 94.17% using optimized iHWNN networks.  

Keywords: Wavelet Neural Networks, Back Propagation Neural Networks. 

1   Introduction 

Classification problems have a long history in the machine learning literature. Neural 
networks have great advantages of nonlinear input-output mapping capability; there-
fore, neural networks learning is a potential and promising technique to deal with 
classification problems. Several researches also showed that Wavelet Neural Net-
works possesses high forecasting accuracy than traditional predicting methods; how-
ever, it suffers from the “curse of dimensionality” and therefore its applications are 
limited to the case of small dimensions [1-3].  In spite of some deficiencies such as 
slow convergence speed and getting local minimum value, Back Propagation Neural 
Networks can be used for handling problems of large dimensions [4]. Therefore, 
combining WNN with BPN can hopefully remedy the weakness of each other, result-
ing in an efficient artificial neural networks algorithm having the capabilities of han-
dling problems of moderate or even large dimension. Technically speaking, the idea 
of combining both WNN and BPN is feasible because of the similarity between WNN 
decomposition and one-hidden-layer BPN [4]. Inspired by that investigation, we pro-
pose a novel single neural net-based algorithm called improved Hybrid Wavelet Neu-
ral Networks. iHWNN makes good use of the highly efficient characteristics of WNN 
and the scalar properties of BPN; hence, it is quite capable of mapping non-linear in-
put-output, and has a great potential and promise in dealing with classification as well 
as prediction problems. For details about WNN and BPN, please refer to [1-4]. 
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2   Improved Hybrid Wavelet Neural Networks 

2.1   Characteristics of Improved Hybrid Wavelet Neural Networks 

An improved hybrid wavelet neural network is a sort of WNN with relatively simple 
modifications based on the Back-propagation algorithm. The first modification is the 
addition of biases in the input and hidden layers. And the second one is the usage of 
sigmoid function as the activation function at output neurons. The explanation for the 
two modifications was represented in below.  

Firstly, it is common knowledge that adding the bias in BPN is to prevent the net 
from stopping learning in case all values of an input pattern are zero. If all values of 
an input pattern are zero, the weights in weight matrix would never change and the 
net could not continue to learn. Hence, a "pseudo input" or bias with a constant output 
value of one is created. By sending a constant output of one from input neurons to 
hidden neurons and from hidden neurons to output neurons, it is guaranteed that the 
input values of the hidden and output neurons are always different from zero.  

Secondly, WNN uses linear activation function ( ( ) )f x x= as the activation function 
of output neurons. Despite of being continuous, differentiable, and monotonically 
non-decreasing, it is not saturate, i.e., approach finite maximum and minimum values 
asymptotically. Therefore, it does not clamp the signals within a specified range.  

2.2   Training Algorithm of iHWNN 

2.2.1   Wavelet Basis Functions 
We favored the Morlet wavelet as the basis function in our applications because of its 
high resolution in both time and frequency domains. Therefore, it is applicable for the 
developed algorithm to use the type of Morlet wavelet as follows: 

2( ) cos(1.75 )exp( 2)t t tψ = −  (1) 

2.2.2   Initialization of Improved Hybrid Wavelet Neural Networks 
To improve the training efficiency, we adopted a simple initialization procedure pre-
sented in [5]. We denote ,iMin iMaxx x⎡ ⎤⎣ ⎦ to be the domain containing the input vector ix . 

Let *t and ψ∆  be the center and the radius of the Morlet mother wavelet. In order for 
the wavelet 

h ha bψ to be able to cover the input space, the dilation and translation pa-

rameters can be initialized to: 

1

1
( )

2

I

h ih iMax iMin

i

a v x x
ψ

=

= −
∆ ∑  (2) 

* *

1 1

1
( ) ( )

2

I I

h ih iMax ih iMin

i i

b v x t v x tψ ψ
ψ

= =

⎛ ⎞
⎜ ⎟= ∆ − + ∆ +⎜ ⎟∆ ⎜ ⎟
⎝ ⎠
∑ ∑  (3) 

For more detailed discussion, please refer to [3].  

2.2.3   Extra Momentum Coefficient 
To solve BPN’s problem of getting local minimum, iHWNN uses an extra momentum 
term in its learning algorithm so that it can stabilize the learning procedure and speed 
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up the convergence. In learning algorithms of WNN and BPN [1-4], the formulae of 
parameter adjustment can be simplified as: 

1 1
1

r r r
r

MSE
P P P

P
η α− −

−

∂= − + ∆
∂

 (4) 

where P  represents the vectors of connective weights, or the dilation matrix, or the 
translation matrix and P∆  is their increments. It is known that the momentum coeffi-
cient tries to keep the process of parameter adjustment moving and therefore not to 
get stuck in the local minimum. In fact, assume that a local minimum is met during 
the learning, it will lead to 

1
0r

r

MSE
E

P −

∂ = − =
∂

 (5) 

the update of P  will be stopped at this point. Therefore, the adjustment process can 
escape from the local minimum if 1rP −∆  is not zero. Motivated by this idea, the ad-

justment process of network parameters in iHWNN is described by 

1 1 1 2 2
1

r r r r
r

MSE
P P P P

P
η α α− − −

−

∂= − + ∆ + ∆
∂

 (6) 

where 1α and 2α are the two momentum terms of the algorithm. This indicates that the 

variable change not only depends on the gradient, the variable change at the iteration 
( 1)thr − but also the variable change at the iteration ( 2)thr − . The proposed iHWNN ap-
proach, however, is more likely to escape from a local minimum than BPN and WNN. 
From (9), we see that the variable change is stuck only when rE , 1rP −∆ , as well as 

2rP −∆  are all equal to zero. Nevertheless, the probability of such a case is little in a lo-

cal minimum. With this structure, the algorithm may avoid local minimum or jump 
out of it in case such a situation happens.  

2.2.4   Training Algorithm 
Since the iHWNN is derived from a feed-forward neural network, we use back-
propagation method to train this network. The algorithm is presented Fig. 1. For more 
details, please refer to [3].  

 

Fig. 1. iHWNN Training Algorithm 

1 begin 
2  initialize network parameters 
3  do 
4   supply training sample set 
5   self-train the network 
6   compute the mean square error 
7   if the computed error is not less than ε  
8   then 
9    compute gradient vectors 
10    modify network parameters 
11 until the computed error is less than ε  
12 end 
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3   Experimental Result and Discussion 

3.1   Data Description 

Four well-known and most common classification problems were selected from the 
UCI Machine Learning Data Repository [6]. The selected benchmark datasets include 
Iris (IR), Pima Indian Diabetes (PD), Breast Cancer (BC), and Wine (WI). Table 1 
presents the abstract of those selected datasets.  

Table 1. Brief Summary of Datasets Used for Experiments. N indicates the number of instances; 
m is the number of attributes; C is the number of classes. 

Dataset N m C 
IR 150 4 3 
PD 768 8 2 
BC 683 9 2 

WI 178 13 3 

3.2   Results 

3.2.1   Optimal Network Parameters 
From the software, we found out the best structural configuration for each dataset. 
The results were tabulated in Table 2.  

Table 2. Optimal Network Parameters with iHWNN Algorithm 

Dataset Network 
Topology 

Learning 
Rate 

Momentum 1 
(α1) 

Momentum 2 
(α2) 

IR 4-7-1 0.6 0.88 0.03 
PD 8-12-1 0.5 0.7 0.01 
BC 9-10-1 0.4 0.97 0.01 
WI 13-16-1 0.8 0.97 0.01 

3.2.2   Classification Accuracy or Confidence Level 
In order to collect the results for research, each of the studied dataset was trained and 
tested 10 times (trials) of 10-fold cross validation because it was the standard proce-
dure that other peer methods (SONG, HBN, and CB) [7-9] used. This time, the ex-
periments were conducted on the optimized network structure and parameters that we 
obtained for each dataset. The termination conditions that we used for testing and 
training Iris, Breast Cancer, Diabetes, and Wine datasets, were (MSE = 0.0019), 
(MSE = 0.005), (MSE = 0.034), and (MSE = 0.0007) respectively. These MSE values 
were chosen from the empirical results of some preliminary tests.  

Next, we present the classification accuracy that the proposed algorithms achieved 
for each dataset. In Table 3, we can see the comparisons of the proposed algorithm 
with other more sophisticated MCS. The last row represented the average classifica-
tion accuracy and standard deviation of the different algorithms being compared over 
the four datasets used in this study.  
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Table 3. Comparison of iHWNN with Other Existing Classification Models 

Dataset iHWNN SONG HNB CB 

IR 98.67 ± 2.68 96.20 ± 6.04 94.00 ± 2.0 95.37 ± 5.25 
PD 80.72 ± 4.37 74.90 ± 7.05 76.04 ± 1.5 76.82 ± 6.46 
BC 98.02 ± 1.32 97.00 ± 2.41 97.36 ± 0.6 97.36 ± 1.81 
WI 99.27 ± 1.90 97.60 ± 4.41 98.86 ± 0.8 97.19 ± 3.47 

Average 94.17 ± 2.57 91.43 ± 4.98 91.57 ± 1.23 91.69 ± 4.25 

It is clear that over four datasets, iHWNN leads to more accurate or comparable 
classifiers than other MCS. From Table 3, we can see that the average increase in 
classification accuracy is from 91.69% for CB training (the most accurate method 
among 5 methods being compared) to 94.17% for iHWNN training, or a 2.48% de-
crease in error. An overall decrease in standard deviation also indicates that iHWNN 
training is more robust and consistent to initial parameter values and pattern variance 
than SONG and CB algorithms. Though iHWNN showed overall increases in stan-
dard deviation over HNB training, the average increases in classification accuracy 
almost doubled the overall increases in standard deviation. Still, iHWNN is much bet-
ter than HNB.  

Table 4. Unpaired T-test Results of iHWNN 

95% Confidence Inter-
val of the Difference Dataset 

Compare 
iHWNN 

with 
t-value 

Degree 
of Free-

dom 
p-value

Mean 
Differ-

ence 

Std. Error 
Difference

Lower  Upper 
IR SONG 4.5781 298 <0.0001 2.47 0.54 1.4082 3.5318 

PD CB 13.8577 1534 <0.0001 3.9 0.281 3.3471 4.4529 

BC HNB 11.8959 1364 <0.0001 0.66 0.055 0.551 0.769 

WI HNB 2.6534 354 0.0083 0.41 0.155 0.1061 0.7139 

For more in-depth analysis, we conducted a series of independence unpaired stu-
dent T-test to examine whether the improved classification accuracy obtained by 
iHWNN is significantly better than the one from other three models (SONG, HNB, 
and CB). The detailed results of the student t-tests were tabulated in Table 4. iHWNN 
was respectively compared with the classifier which achieved the highest classifica-
tion accuracy for each dataset among the three models (SONG, HNB, and CB). For 
example, iHWNN was compared with SONG on the Iris problem, but it was com-
pared with CB on the Pima Diabetes problem, and so forth. The results from these sta-
tistical tests showed that at 95% confidence level, iHWNN is extremely significantly 
better than the other three classifiers for the Iris, Pima Diabetes, and Breast Cancer 
problems. For the Wine dataset, the difference between the classification accuracies 
of iHWWN and HNB algorithms is considered to be very statistically significant.  

In brief, iHWNN is better than other MCS in terms of the classification accuracy 
and robustness.  
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4   Conclusion 

In this study, we proposed a new neural net-based classifier based on iHWNN algo-
rithm and evaluated its performance in terms of classification accuracy using  bench-
mark data. Experimental results showed that iHWNN achieved higher classification 
accuracy than other existing classifier systems on several applications. On UCI 
MLDR problems, there was an average increase in accuracy from 91.69% for CB 
training to 94.17% for optimized iHWNN networks training performing 10-fold strati-
fied cross-validation. The results from our study also demonstrated that iHWNN is 
more robust than CB and SONG. Hence, it is a useful and practical tool for data min-
ing applications.  
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Abstract. We propose a new classifier ARTMAP2-AW based on adap-
tive resonance theory. ARTMAP2-AW evaluates the degree of impor-
tance of each attribute, and on the basis of the importance, attributes
irrelevant to classification are detected for efficient learning. Experimen-
tal results show that ARTMAP2-AW acquires better classification rules
than well-known classifiers.

1 Introduction

Classification is a fundamental technique in machine learning and many classi-
fiers have been proposed [1,2,3,4,5,6,7]. One of classifiers that learn classification
rules incrementally is fuzzy ARTMAP [2,3] that is based on ART (Adaptive Res-
onance Theory) [8]. However, fuzzy ARTMAP has some drawbacks, e.g., it has
no operations to generalize rules and does not take account of the importance of
attributes characterizing data. In order to overcome the drawbacks, we propose
a new classifier, ARTMAP2-AW.

In ARTMAP2-AW, a cluster is defined as a hyper-ellipse, so that it can take
account of the importance of attributes. In addition, ARTMAP2-AW incorpo-
rates not only an operation to specialize classification rules but also an operation
to generalize rules. By the operations, ARTMAP2-AW evaluates the degree of
importance of each attribute and it detects attributes irrelevant to classification.
ARTMAP2-AW has been implemented and experimental results for some data
sets are shown.

This paper is organized as follows. In the next section, we present a new
classifier ARTMAP2-AW. Some experimental results are shown in section 3.
And finally, section 4 concludes the paper.

2 ARTMAP2 Considering Attribute Weights

2.1 The Learning Mechanism of ARTMAP2-AW

In this section, we propose a new classifier ARTMAP2-AW (ARTMAP2 con-
sidering Attribute Weights). An input of ARTMAP2-AW is a case I=(X, y).

T.-B. Ho and Z.-H. Zhou (Eds.): PRICAI 2008, LNAI 5351, pp. 1098–1103, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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ARTa ARTb

na nb

map field
ya yb

match 
tracking

X

y

CPM CPM 

Fig. 1. Architecture of ARTMAP2-AW

X = (x1, x2, ..., xM )(xm ∈ [0, 1]) is an attribute vector and M is the number of
attributes. y is a class. Possible values of y are defined as a set of symbolic values
S = {s1, s2, ..., sL}. Figure 1 shows architecture of ARTMAP2-AW. It consists
of two ART modules, ARTa and ARTb. ARTa categorizes X into a category na

and by (1) a class prediction module (CPM) evaluates the most frequent class
ya in na. freq(na, sl) is the number of cases that are categorized into na and
belong to sl.

ya = argmax
sl∈S

freq(na, sl). (1)

ARTb also categorizes X into nb and CPM evaluates the most frequent class yb

in nb. When ya = yb, ARTMAP2-AW predicts that the class of I is ya. Then,
ARTa and ARTb are updated. freq(na, ya) and freq(nb, yb) are also updated.
When ya and yb do not match, match tracking is performed.

ARTa is based on ART2 [6]. In ARTa, the distance between X and Ca

is defined by (2). Ca = (ca,1, ca,2, ..., ca,M ) (ca,m ∈ [0, 1]) is a center vector
of na. Wa = (wa,1, wa,2, ..., wa,M ) is a weight vector that indicates the de-
grees of importance of attributes. Figure 2 shows an example of a category.
In this example, the attribute 2 is more important than the attribute 1 since
wa,2 is greater than wa,1. The optimal value of wa,m is evaluated by match
tracking and category merging. The details of them are discussed at
section 2.2.

D(Ca, X) =

√√√√ M∑
m=1

wa,m(ca,m − xm)2. (2)

When X is given, ARTa finds na minimizing D(Ca, X). When D(Ca, X) < 1,
na is adopted as the category for X and Ca is modified as fa−1

fa
Ca + 1

fa
X . fa is

the number of attribute vectors (including X) categorized into na. Otherwise, a
new category nnew is created. Cnew is initialized to X and wnew,m is initialized
to winit. winit is a parameter to control the size of a new category. In ARTb, nb

is selected on the basis of the distance defined by (2). However, any wb,m has
a constant value wb, since the output of ARTb is used as teacher signal. The
parameter wb controls the accuracy of classification rules.
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Fig. 2. An example of a category Fig. 3. An example of match tracking

2.2 Match Tracking and Category Merging

Similar to fuzzy ARTMAP, ARTa learns classification rules and the output of
ARTb is used as teacher signal. When ya and yb do not match, match tracking spe-
cializes the category na. In this case, the difference vector V = (v1, v2, ..., vM ) =
(|ca,1 − x1|, |ca,2 − x2|, ..., |ca,M − xM |) is evaluated at first. Then, wa,m is set at
v−2

m . Figure 3 shows an example of match tracking. The circle is the category na

before match tracking. The ellipse is the category after match tracking.
Category merging is a generalization operation and is applied to categories of

ARTa. The conditions to merge categories are shown in the following. When all
of them are satisfied, two categories, nj and nk, are merged into nnew.

C1: Equation (3) is satisfied.
C2: Equation (4) is satisfied.
C3: Both the most and second frequent classes in nj are equal to those in nk.

G(Cj , Ck) = C′
j · C′

k < Gmin. (3)

H(nj , nk) =
M∑

m=1

∣∣∣∣∣
(
cj,m +

√
1

wj,m

)
−

(
ck,m +

√
1

wk,m

)∣∣∣∣∣ < Hmin. (4)

In (3), C′
j (C′

k) is the normalized vector of Cj (Ck), i.e., C′
j = Cj

‖Cj‖2
. C′

j · C′
k

is the inner product between C′
j and C′

k. Gmin is a parameter controlling the
ease of merging. H(nj , nk) is an approximation of the size of the areas that
either nj or nk covers. Hmin also controls the ease of merging. Figure 4(a) shows
the meanings of terms in H(nj , nk). The third condition C3 is a constraint for
not deteriorating rules by merging. When nj and nk are merged into nnew,
the center vector Cnew = (cnew,1, cnew,2, ..., cnew,M ) is evaluated by (5). The
weight vector Wnew = (wnew,1, wnew,2, ..., wnew,M ) is evaluated by using two
difference vectors. One is the difference vector between Cj and Cnew, i.e., Uj =
(uj,1, uj,2, ..., uj,M ) = (|cj,1−cnew,1|, |cj,2−cnew,2|, ..., |cj,M−cnew,j|). The other is

attribute 1

attribute 2

X

attribute 1

attribute 2
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attribute 1

attribute 2

attribute 1

attribute 2

(a) (b)

Fig. 4. An example of category merging. (a) Evaluation of the size of areas that either
nj or nk covers. (b) Creation of a new category nnew from nj and nk.

Uk. Not to make nnew be too large, the greater of two candidates, (uj,m+w
− 1

2
j,m)−2

and (uk,m + w
− 1

2
k,m)−2, is selected as wnew,m. Figure 4(b) shows an example of

category merging. In this example, wnew,1 is evaluated as (uk,1 + w
− 1

2
k,1 )−2.

cnew,m =

√
1

wj,m√
1

wj,m
+

√
1

wk,m

cj,m +

√
1

wk,m√
1

wj,m
+

√
1

wk,m

ck,m. (5)

When we ignore attributes irrelevant to classification, computational costs of
ARTMAP2-AW can be reduced. In ARTMAP2-AW, the degree of importance of
the attribute m, wm, is defined as 1

Na

∑Na

j=1 wj,m. Na is the number of categories
in ARTa. Whenever a predefined number of cases are instantiated to ARTMAP2-
AW, wm is evaluated. Then, ARTMAP2-AW marks the attribute minimizing
wm as ignorable. In order not to deteriorate the accuracy of rules, the number
of ignorable attributes is restricted to M

2 .

2.3 Treatment of Missing Values, Symbolic Attributes and
Unknown Cases

An attribute vector X might have some missing attribute values. cj,m might be
unknown, too. For both cases, (cj,m − xm) is evaluated as 0.

Possible values of some attributes might be defined as sets of symbolic values.
In this paper, we call the attributes symbolic attributes. When some attributes
are symbolic, each of them is translated to numeric attributes. When possible
values of a symbolic attribute are defined as {s1, s2, ..., sL}, a symbolic value sl

is translated to the L-dimensional binary vector Tl = (t1, ..., tL) of which l-th
component is one and of which others are zero.
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When an unknown case whose class is unknown is given, ARTa categorizes its
attribute vector into a category na. Then, the most frequent class in na becomes
a predicted class of the case.

3 Experimental Results

ARTMAP2-AW is implemented in C language and it has been run on a 2.4GHz
Intel Pentium-4 processor with 512MB of memory. The method has been applied
to data sets from UCI Machine Learning Repository [9] and has been compared
with four classifiers, C4.5, RBFN, SVM, and Decision Table, which are available
in the collection of machine learning algorithms “Weka” (version 3.4) [7].

Table 1. Characteristics of data sets

Data set Attr CLS Case Data set Attr CLS Case

abalone 10 29 4177 tic-tac-toe 9(27) 2 958
cmc 8 3 1472 letter-recognition 16 27 20000

dermatology 34 6 366 magic04 10 2 19020
pima 8 2 742 abalone2 12 29 4177

credit-screening 13(48) 2 690 yeast 9 10 1484

Table 2. Results

C4.5 RBFN SVM Decision Table ARTMAP2-AW
Acc CPU Acc CPU Acc CPU Acc CPU Acc CPU

abalone 77.7 730 48.1 930 49.3 9980 42.3 1240 80.6 1650
cmc 95.9 120 66.6 270 94.1 750 82.6 190 98.2 190

dermatology 94.7 70 91.5 750 89.1 1130 92.1 125 98.5 152
pima 72.6 40 72.2 140 78.4 540 76.6 80 85.6 327

credit-screening 86.5 150 79.5 450 74.5 4650 84.2 350 89.2 425
tic-tac-toe 92.8 110 65.5 350 98.1 320 76.7 140 98.9 301

letter-recognition 87.6 5210 N/A N/A N/A N/A 62.1 25470 90.3 2650
magic04 86.3 4810 N/A N/A N/A N/A 82.4 3520 95.2 1240
abalone2 76.8 850 50.2 1200 48.9 5230 45.6 1690 81.2 2625

yeast 52.2 520 49.1 780 56.2 1980 45.3 350 90.0 880

Table 1 shows the characteristics of the data sets. Attr indicates the number of
attributes. CLS and Case are the numbers of classes and cases, respectively. Since
some attributes in credit-screening and tic-tac-toe are symbolic, each of them is
translated to a binary vector. Values in parentheses indicate the numbers of at-
tributes after the translation. abalone2 and yeast have some attributes irrelevant
to classification. abalone2 was created by adding two random attributes to the
data set abalone. In order to evaluate the degrees of importance of attributes,
each element xm in any attribute vector X was normalized.
winit for ARTa is 0.01 and wb for ARTb is 0.1. Gmin and Hmin are 0.5 and

2.0, respectively. These parameter values are decided by performing preliminary
experiments.
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Table 2 shows the results. Acc indicates the accuracy [%] of the classification
rules and CPU is the computational time [msec]. For the data sets, ARTMAP2-
AW acquires rules with the highest accuracy. When the number of cases is small,
ARTMAP2-AW takes more computational time than other methods. For data sets
with a large number of cases such as letter-recognition, however, ARTMAP2-AW
does not need more computational time than other methods. Finally, we analyze
results for the data sets abalone2 and yeast that have some irrelevant attributes to
classification. In Ref. [6], it is reported that irrelevant attributes deteriorate the
performance of fuzzy ARTMAP. ARTMAP2-AW, however, does not take compu-
tational time so much and can acquire classification rules with high accuracy.

4 Conclusion

In this paper, we have proposed a new classifier ARTMAP2-AW. It is the modi-
fication of ARTMAP to consider the importance of each attribute. Experimental
results show that ARTMAP2-AW acquires better classification rules than well-
known classifiers.
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Abstract. An improved Tabu Search (TS) algorithm is presented for three- 
dimensional (3D) protein folding structure prediction in off-lattice protein AB 
model. Tabu Search algorithm is one of global optimization algorithms which has 
strong local search and has been applied for many combination optimization 
problems. The experimental results show that the ground-state energies obtained by 
our algorithm are better than those by previous methods. Moreover, the improved 
Tabu search algorithm has higher searching performance and can be effectively 
used to predict 3D protein folding structure. 

Keywords: protein folding prediction, off-lattice model, Tabu search. 

1   Introduction 

Since protein sequence of amino acid and its environment determine their 
three-dimensional conformation, predicting the native structure of a protein from its 
sequence is one of the most important problems in biophysics. Based on the minimum 
energy hypothesis [1] that protein native structures are conformation at the global mi-
nima of their accessible free energies, some theoretical methods have been applied for 
protein structure prediction, such as genetic-annealing algorithm (GAA) [2], confor-
mational space annealing (CSA) [3], and simulated annealing [4]. 

Considering the complexity of realistic protein models, much work has been devoted 
to study simple models. One prominent model is off-lattice AB model [5], where the 
hydrophobic monomers are labeled by A and the hydrophilic ones by B. In this model, 
the interaction between nonadjacent monomers and the interaction between successive 
bonds are both considered.  

Tabu search (TS) algorithm proposed by Glover [6,7,8] is one of heuristic iterative 
optimization algorithms and it has strong local search. Tabu search algorithm has two 
important features. To avoid trapping in local optima, the approach records recent 
certain moves in one tabu list. If a move is in the tabu list, the move leads to is unde-
sirable. Another important feature is the aspiration criterion which helps the algorithm 
realizes global optimization. If a move is in the tabu list but it leads to a new solution 
which is better than the current optimal solution, its related solution is desirable.  

The rest of this paper is organized as follows: off-lattice AB model is introduced in 
Section 2. Improved strategies and implementation of the improved algorithm are 
presented in Section 3. Experimental results and their discussion are in Section 4. 
Conclusions are given in Section 5. 
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2   Off-Lattice AB Model 

AB model [5] consists of hydrophobic (A) monomers and hydrophilic (B) monomers. 
In three-dimensional space, the shape of a n-mer is specified by n－2 bond angles 
θ2,…, θn-1 and n－3 torsional angles β3,…, βn-1. θi is angle between adjacent bond 
vectors and βi is plane angle between tree successive bond vectors. We adhere to the 
condition －π ≤ θi ＜π, －π ≤ βi ＜π. In AB model [5], the energy function for any N 
monomer chain is given by: 

1 2
612

2 1 2

1 1 cos 4[ , ]
4

n n n

i ij i j
i i j i

E r ijC r
 

(1) 

Here rij denotes the distance between monomers i and j. ξi denotes the kind of resi-
dues (ξi = 1 for hydrophobic and ξi =－1 for hydrophilic monomers). C(ξi , ξj) is 

1+ , 21+  and 21− , respectively, for AA, BB and AB pairs. 

In off-lattice AB model, predicting 3D folding structure of n monomer is to find 
suitable n－2 bond angles and n－3 torsional angles which make energy function 
minimum. Therefore, the prediction problem becomes a global optimization problem: 

),,;,,(min 1312
),(,
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2B2B2B3   Strategy and Improved Tabu Search Algorithm 

3.1   Improved Strategies 

Tabu search algorithm [6,7] starts with an initial solution which is generated randomly. 
New solutions are generated in a candidate set. The candidate set is a subset of 
neighborhood of the current solution. The performance of TS algorithm largely de-
pends on the initial solution, the proper choice of the neighborhood, tabu list length, the 
aspiration criteria. A bad initial solution may cause lower convergence speed. When the 
given tabu list length is too small, it may lead to cycling searching. When the tabu list 
length is too large, it may cause total tabu. When candidate set size is too small, pre-
mature convergence easily occurs. One has to propose some strategies to adapt it for the 
above considered problem. Improved strategies are as follows. 

1)  Method of generating an initial solution 
Since the native TS algorithm generates the initial solution randomly. Considering 
randomness and searching time, an effective heuristic strategy, which was also used 
for other algorithms, is proposed. On the basis of observation that the hydrophobic 
amino acid residues are always flanked by hydrophilic amino acid residues and form 
a single core in real proteins, the main idea is to locate hydrophobic residues at the 
center of three-dimension space and locate hydrophilic residues surrounding hy-
drophobic ones. In addition, every solution x is defined as a vector (θ1, …, θn-2 , β1, 
…, βn-3). The energy value (computed by Eq.(1)) of x is described as E(x). Global 
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optimal solution is defined as xmin and corresponding global optimal energy is de-
scribed as Emin. 

2)  Approach of generating neighborhood 
Neighborhood N(x) is a set of neighbor solution of current solution x. Disturbance 
mutation strategy in Genetic Algorithm is applied to generating neighbor solution. In 
order to assure searching diversity, two-point disturbance mutation is used in the early 
stage of searching. To ensure that the algorithm converges to global optimal solution, 
single-point mutation is used in the later stage. Detailed mutation implementation is 
presented as follows. For current solution x=(θ1,…,θn-2, β1,…,βn-3), randomly select one 
or two elements of the solution vector to generate mutation. The selected jth element is 
described as xj and then new element j

n e wx is given by: 

ijj
new raterandomrfxx ×××+= )10(2)( Lπ  (2) 

Where 

⎩
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≥
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Here r is generated randomly number between 0 and 1. ratei is to ensure the diversity 
of neighbor solution. rate is a scale factor and i denotes the iteration number of gen-
erating neighbor solution and changes from 0 to NL－1(NL is the size of the 
neighborhood). In this paper, we set rate=0.95. 

3)  Candidate selection method 
A candidate set C(x) is a subset of the neighborhood N(x). When building the candidate 
set, the algorithm computes energy value of each solution of neighborhood N(x) and 
then sorts the solutions by their energy values in the descending, finally selects the top 
CL solutions with lowest energies as candidate set. 

4)  Tabu list, Tabu conditions, total tabu 
Tabu list is a set of solutions from the last TL (Tabu list length) iterations of our algo-
rithm. To avoid trapping in local optima, TL is defined as adaptive dynamical variable 
and varies between 8 to 11. 

A solution vector of a candidate set is described as z(θ1, …, θn-2, β1, …, βn-3) and its 
energy value as E(z). Any solution vector of the tabu list is described as y(θ1, …, θn-2, β1, 
…, βn-3) and its energy value is E(y). The tabu conditions are described as follows: 

(1) ϕ≤− |)()(| zEyE , ( ) ( )E y E z−  is a change value between two energy values. 

(2) η≤− zy , y z−  is the distance of two solution vectors. 

If the first condition and the second condition above are both satisfied, the new so-
lution is considered as tabu, that is, we should select other solutions from the candidate 
set. In this paper, we set 004.008.0 == ηϕ ， . 

When all solutions in the candidate set are forbidden and no solution is better than 
the current best solution, this condition is considered as total tabu. Our algorithm 
randomly selects one element of current best solution to generate mutation and the new 
generated solution is considered as the next current solution. 
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3.2   Improved Tabu Search Algorithm 

The improved TS algorithm is described as follows: 

TS(x0, x, E(x), Emin, N(x), C(x), k, Lmax) 
  x0: initial solution in the first iteration.   
  x: current solution in all iterations.  xmin: global optimal solution. 
  E(x): energy value of current solution x. Emin: global optimal energy. 
  N(x): neighborhood of current solution x. 
  C(x): a candidate set. 
  k: current iteration number. 
  Lmax: max iteration number. 
Begin 
  Initialize(generate x0(θ1,…,θn-2,β1,…,βn-3), compute its energy E(x0), x:=x0, 

xmin:=x0, E(x):=E(x0), Emin:= E(x0), neighborhood size NL, candidate set size CL, 
tabu list length TL, tabu list ∅=1T , ∅=2T , Lmax). 

  Set k:=1. 
  While(k＜Lmax), do: 

1. If(k＜Lmax×δ) then generate the neighborhood N(x) using two-point muta-
tion; else generate N(x) using single-point. Here δ=0.85. 

2. build candidate set C(x) using Candidate selection method in Section 3.1 and 
choose the optimal solution x1 of the candidate set and its energy value is 
E(x1). 

     3. If (E(x1)＜Emin), then xmin:= x1, Emin:=E(x1). 
     4. If (E(x1)＜E(x)), then update current solution x:= x1, set E(x):= E(x1) and go  

to 9.  
     5. Set l :=1.(l denotes the subscript of the solution in candidate set). 
     6. If (l ≤CL), then go to 7; else go to 8. 
     7. If tabu condition are not satisfied for xl, then update x:=xl, set E(x):= E(xl) and 

go to 9; else set l := l +1 and return to 6. 
     8. generate new solution xnew according to total tabu method and compute its 

energy value E(xnew), update current solution x:= xnew and set E(x):= E(xnew). 
If (E(xnew)＜Emin), then update the best solution xmin:= xnew and set Emin:= 
E(xnew). 

     9. Update tabu list: if tabu list is full then remove the first element from tabu list 
T1 and the first element (corresponding energy value) from tabu list T2. put 
the current solution x at the end of T1 and put energy value E(x) at the end of 
T2. 

    10. Set k:=k+1. 
End 

4   Experimental Results and Discussion 

4.1   3D Structure Prediction for Fibonacci Sequences 

The Fibonacci sequence are also studied in [3,4,9,10]. Table 1 shows the optimized 
energies in three-dimensional AB model. The result comparison of several algorithms 
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is also given. The results are obtained with our improved Tabu search algorithm (TS), 
those by improved pruned enriched Rosenbluth method with importance sampling 
(nPERM) [9], simulated annealing (SA) [4], energy landscape paving minimizer (ELP) 
[10], and conformational space annealing (CSA) [3]. 

Table 1 shows that our results (ETS) are much lower than those by nPERM, SA for all 
the three Fibonacci sequences, and are also better than those by ELP, CSA. For all these 
sequences, our algorithm appears to have the best optimized results among the above 
methods. 

Table 1. Lowest energies obtained by nPERM, SA, ELP, CSA, TS 

N SEQUENCE EnPERM ESA EELP ECSA ETS 
13 ABBABBABABBAB -4.9616 -4.9746 -4.967 -4.9746 -6.5687 

21 
BABABBABABBABB 
ABABBAB 

-11.5238 -12.0617 -12.316 -12.3266 -13.4151 

34 
ABBABBABABBABB 
ABABBABABBABBAB 
ABBAB 

-21.5678 -23.0441 -25.476 -25.5113 -27.9903 

4.2   3D Structure Prediction for Real Protein 

As the previous methods such as ELP [10] and CSA [3] are just studied for Fibonacci 
sequences and have not been used to predict real protein sequences, we also predict 
some real protein sequences with our improved TS algorithm. The real protein se-
quences are obtained from http://pdbbeta.rcsb.org/pdb/Welcome.do. Following K-D 
method [11] that is used to distinguish hydrophobic (A) monomers and hydrophilic (B) 
monomers, I, V, L, P, C, M, A, G monomers are considered as hydrophobic (A) 
monomers and D, E, F, H, K, N, Q, R, S, T, W, Y monomers are considered as hydro-
philic (B) monomers.  

Table 2. Real protein sequences and their lowest energies 

No PDB ID SEQUENCE ETS 

1 1BXL GQVGRQLAIIGDDINR － 15.7164 

2 1EDP CSCSSLMDKECVYFCHL － 12.8392 

3 1AGT 
GVPINVSCTGSPQCIKPCKD 
QGMRFGKCMNRKCHCTPK 

－ 44.2656 

In Table 2, “PDB ID” is the only identifier of real protein sequence in PDB Protein 
Data Bank and the “SEQUENCE” column displays sequence of real protein. ETS is the 
lowest energy of real protein sequence obtained by improved TS algorithm.  

5   Conclusions 

An improved Tabu search algorithm for protein three-dimensional structure and some 
improved strategies are proposed in this paper. The generation of the initial solution 
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depends on an effective heuristic strategy. The experimental results show our algorithm 
acquires the better lowest-energy conformation compared to the previous algorithms. 
As one of the future work, we try to make use of parallel feature of Genetic algorithm, 
and combine Tabu search algorithm and Genetic algorithm to improve the efficiency of 
the search.  
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Abstract. Learning action models is an important and difficult task for AI plan-
ning, since it is both time-consuming and tedious for a human to encode the
action models by hand using a formal language such as PDDL. In this paper,
we present a new algorithm to learn action models from plan traces by trans-
ferring useful knowledge from another domain whose action models are already
known. We call this algorithm t-LAMP, (transfer Learning Action Models from
Plan traces) which can learn action models in PDDL language with quantifiers
from plan traces where the intermediate states can contain noise and partial in-
formation. We apply Markov Logic Network to enable knowledge transfer, and
show that using the transfer learning framework, the quality of the learned action
models are generally better than the case when not using an existing domain for
transfer.

1 Introduction

Planning systems require action models as input. A typical way to describe action mod-
els is to use action languages such as the planning domain description language (PDDL)
[6]. A traditional way of building action models is to ask domain experts to analyze a
planning domain and write a complete action model representation. However, it is very
difficult and time-consuming to build action models in complex real world scenarios
in such a way, even for experts. Thus, researchers have explored ways to reduce the
human efforts of building action models by learning from observed examples or plan
traces. Some researchers have developed methods to learn action models from com-
plete state information before and after an action [1]. Other researchers, such as Yang,
Wu and Jiang [2,3] have developed an approach known as Action Relation Modeling
System (ARMS) to learn action models in a STRIPS [5] representation using a weighted
maximal satisfiability based approach.

In this paper, we present a novel action-model learning algorithm called t-LAMP,
which stands for transfer Learning Action Models from Plan traces. In this algorithm,
we use the shared common knowledge of one domain to help learn another domain. For
instance, we may have a domain elevator1 where action models are already encoded.
One example action is the action ‘up(?f1,?f2)’ which means the elevator can go up from

� We thank the support of CERG grant HKUST 621307.
1 http://www.cs.toronto.edu/aips2000/
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a floor ‘f1’ to a floor ‘f2’. This action has a precondition ‘lift-at(?f1)’ and an effect ‘lift-
at(?f2)’. Now suppose we wish to learn the logical model of an action ‘move(?l1,?2)’
in the briefcase1 domain, which means that the case is moved from location ‘l1’ to
location ‘l2’. In this new domain we have a precondition ‘is-at(?l1)’ and an effect ‘is-
at(?l2)’. Because of the similarity between the two domains, these two actions share the
common knowledge on the actions that can cause changes in locations. Thus, to learn
one action model, transferring the knowledge from the other action model is likely to
be helpful.

2 Problem Definition and Our Algorithm

A classical planning problem can be represented as P = (Σ, s0, g), where Σ =
(S,A, γ) is the planning domain, s0 is the initial state, and g is the goal state. In Σ, S is
the set of states, A is the set of actions, γ is the deterministic transition function. A solu-
tion to a planning problem is called a plan, an action sequence (a0, a1, . . . , an). Each ai

is an action schema in the form of ’action name(parameters)’ such as ’move(?m - loca-
tion ?l - location)’. Furthermore, a plan trace is defined as T = (s0, a0, . . . , sn, an, g),
where s1, ..., sn are intermediate state observations allowed to be partial or empty. Our
learning problem can be stated as follows. We are given: (1) a set of plan traces T in
a target domain (that is, the domain from which we wish to learn the action models),
(2) the description of predicates and action schemas in the target domain, and (3) the
completely available action models in a similar source domain. As output, t-LAMP will
output the preconditions and effects of each action schema in our target domain T .

The t-LAMP algorithm can be described shortly in four steps. In our first step, we
will encode the plan traces into propositional formulae, which is rather standard and in-
terested readers could refer to [9] for technical details. Then in Step 2, we will generate
formulae according to some specific correctness constraints and provide the generated
formulae as the input of the MLN (denoted as M ). In Step 3, we will encode the action
model from our source domain into another MLN, denoted as M∗, and then transfer
from knowledge from M∗ to M . After that we can learn the most likely subset of can-
didate formulae in M . In the last step, we will convert the formulae we learn to the final
action models. We will describe Step 2, 3, 4 in detail, where Step 1 is omitted since
readers can check it in [9] as we mentioned.

2.1 [Step 2] Generating Candidate Formulae

In Step 1, plan traces have been encoded as a set of propositional formulae, each of
which is a conjunction of propositional variables. Thus plan traces can be represented by
a set of propositional variables, whose elements are conjunctions. This set is recorded
in a database called DB.

Next, we will generate candidate formulae for individual actions in the following
steps from F1 to F4. These candidate formulae attempt to ensure the correctness of
action models, that the action models generated are sound. Due to space constraints,
we omit the detailed formulae we will add as constraints into MLN in this paper. Nev-
ertheless, we will describe what characteristics our constraints must satisfy so that the
correctness and soundness of the action models are ensured.
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F1: (The effect of an action must hold after the execution of this action.) If a literal p is
an effect of some action a, then an instance of p must hold after a is executed.

F2: (The negative effect of an action must have its corresponding positive counterpart
hold before the execution of this action.) Similar to F1, a literal p’s negation is an
effect of some action a, which means an instance of p is deleted after a is executed,
but it exists before the execution of a.

F3: (The precondition of an action will be the subset of the state before the execu-
tion of this action.) A formula f (can be a single literal, or with quantifiers) is a
precondition of a, which means the instance of f holds before a is executed.

F4: (A conditional effects holds only when its condition holds before the action.) A
conditional effect, in PDDL form, like “forall x̄ (when f(x̄) q(x̄))”, is a conditional
effect of some action a, which means for any x̄, if f(x̄) is satisfied then q(x̄) will
be added after a is executed.

By F1-F4, we can generate possible candidate formulae which are used to describe
combinations that are possible for describing preconditions and effects based on the
soundness requirement of individual actions.

2.2 [Step 3] Transfer Learning Weights of a MLN

Encoding source-domain action models as a MLN M∗: In this step, we convert all
source domain action models into formulae F1 to F4 in order to transfer the source
domain knowledge to target domain knowledge. To do this, we convert each action
model to the formulae, and then give them the maximum weights. When these formulas
are put together with the target domain formulae in the next step, they will influence the
learning of action models in the target domain through the mapping function between
the two domains. Note that the mapping function can be learned as well.

Transfer learning M from M∗: We find the best way to map M∗ into M based on
the quality of the mapping. The quality of a mapping is measured by the performance
of M on DB, estimated by a weighted pseudo log-likelihood measure (WPLL) score.It
sums over the log-likelihood of each node given its Markov blanket, weighting it ap-
propriately to ensure that predicates with many literals do not dominate the result. We
do a global mapping to establish a mapping from each predicate in M∗ to a predicate in
M and then use it to translate the entire M∗ to a new MLN M̄ . The algorithm is shown
below. Note that we do not need to require each mapping to be complete.
============================================================
Transfer Learning M from M∗:
Input: M and M∗

Output: M , whose weights of formulae are initiated
1. Find a mapping from each predicate in M∗ to a predicate in M .
2. By the mapping, translate the entire M∗ to a new MLN M̄ .
3. Learning weights of formulae in M̄ with DB.
4. Compute the WPLL in this iteration with a previous one. If the new WPLL is bet-
ter, then M̄best = M̄ .
5. If all the possible mappings are done, continue; else do a new mapping and goto 2.
6. Assign the weight of each formula in M̄best to the same formula in M , leaving the
weights of other formulae as zero, and output M .
============================================================
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In the first step of the algorithm, a mapping is found by the following process: firstly,
for a predicate p∗ in M∗ and a predicate p in M , we build a unifier by mapping their
corresponding names and arguments (we require that the number of arguments are the
same in p∗ and p, otherwise, we find next p to be mapped with p∗); and then substitute
all the predicates in M by this unifier; for every p∗ and p, we repeat the process of
unifier-building and substitution. Next, by the mapping built in the first step, we trans-
late the formulae of M∗ to M̄ ’s formulae, whose predicates belong to M . In the third
step, The learning process can refer to [4]. The other steps are straightforward. After M
is outputted, we can finally learn weights of M as presented in [4,8].

2.3 [Step 4] Generating Action Models

The optimization of WPLL indicates that when the number of true grounding of fi is
larger, the corresponding weight of fi will be higher. Thus, the final weight of a formula
in the MLN is a confidence measure of that formula. Intuitively speaking, the larger the
weight of a formula is, the more probable that formula will be. However, when gener-
ating the final action models from these formulae, we need to determine a threshold,
based on the validation set of plan traces and our evaluation criteria (definition of error
rate) to choose a set of formulae from MLN.

3 Experiments

3.1 Data Set and Evaluation Criteria

We collect plan traces from briefcase and elevator domains . Traces are generated by
generating plans from the given initial and goal states in these planning domains using
the human encoded action models and a planning algorithm, FF planner 2. These do-
mains have the characteristics we need to evaluate our t-LAMP algorithm: they have
enough similarities and hence we have the intuition that one can borrow knowledge
from the other while learning the action models (as shown in the examples of earlier
sections). The initial and goal states we use in our experiments are from planning com-
petition (IPC-2), which we use for generating plan traces as input.

We define error rates of our learning algorithm as the differences between our learned
action models and the hand-written action models that are considered as the “ground
truth” from IPC-2. If a precondition appears in our learned action models’ preconditions
but not in hand-written action models’ preconditions, the error count of preconditions, de-
noted by E(pre), increases by one. Similarly, if a precondition appears in hand-written
action models’ preconditions but not in our learned action models’ preconditions,E(pre)
increases by one. Likewise, error count of effects are denoted by E(eff). Furthermore,
we denote the total number of all the possible preconditions and effects of action models
asT (pre) andT (eff), respectively. In our experiments, the error rate of an action model
is defined asR(a) = 1

2 (E(pre)/T (pre)+E(eff)/T (eff)), where we assume the error
rates of preconditions and effects are equally important, and the range of error rateR(a)
should be within [0,1]. Furthermore, the error rate of all the action models A is defined
as R(A) = 1

|A|
∑

a∈A R(a), where |A| is the number of A’s elements.

2 http://members.deri.at/ joergh/ff.html
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Fig. 1. Learning action models in briefcase with or without transferring knowledge from elevator.
The blue (red) curve shows the result with (without) transfer learning.
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Fig. 2. Learning action models in elevator by transferring knowledge from briefcase. The blue
(red) curve shows the result with (without) transfer learning.

3.2 Experimental Results

The evaluation results of t-LAMP in two domains are shown in Figure 1 and 2. Fig-
ure 1 shows the result of learning the action models in briefcase by transferring the
knowledge from elevator, while Figure 2 shows the result of learning the action mod-
els in elevator by transferring the knowledge from briefcase. We have chosen different
thresholds with weights 1.0, 0.5, 0.1 and 0.01 to test the effect of the threshold on the
performance of learning. The results show that generally the threshold can be neither
too large nor too small, but the performance is not very sensitive to the value.

Since our t-LAMP algorithm does not require all intermediate states, we can still
learn useful information from a partial set of intermediate states. In our experiment, we
have chosen the observable percentage of 1/5, 1/4, 1/3, 1/2, 1where 1/5 of observable
intermediate states means we will keep only one intermediate state to be observable in
every five successive actions. The other percentages 1/4, 1/3, 1/2 and 1 have similar
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meanings. Our experiment shows that in most cases, the more states that are observable,
the lower the error rate will be, which is consistent with our intuition. However, there are
some other cases, e.g. when threshold is set to 1.0 and there are only 1/3 of states that
are observable, the error rate is higher than the case when 1/2 of states are observable.

From experiments, we can see that transferring useful knowledge from another do-
main will help improve our action model learning result. On the other hand, determining
the similarity of two domains is important, which will be given in our future work.

4 Conclusion

In this paper, we have presented a novel approach to learn action models through trans-
fer learning and a set of observed plan traces. Our t-LAMP learning algorithm makes
use of Markov Logic Networks to learn action models by transferring knowledge from
another domain. Our empirical tests in two domains showed that the method is both ac-
curate and effective in learning the action models via knowledge transfer. In the future,
we wish to understand better the conditions under which transfer learning is effective
in learning the action models, and to extend the learning algorithm to more elaborate
action representation languages including resources and functions. We also wish to ex-
plore how to make use of other inductive learning algorithms to help us learn better.
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Abstract. The problem of orientation estimation is basic to many tasks in ma-
chine vision and image processing. A new approach for orientation estimation 
is proposed based on the phase congruency in radon domain. Here, the image 
principal direction is defined as the orientation of the image, which has the 
maximum of phase congruency of variance. The performance of this technique 
is determined by conducting simulation experiments on two sets of images, 
containing military targets and textures, respectively. 

Keywords: texture and target, orientation estimation, phase congruency. 

1   Introduction 

The problem of orientation estimation is basic to many tasks in machine vision and 
image processing. In automatic target recognition problem it is necessary to identify 
the desired target in a scene and to determine its exact location and orientation [1]. It 
was also proved to be one of the three fundamental properties influencing texture 
recognition along with complexity and periodicity. 

There are techniques in the literature to estimate the orientation of the image, in-
cluding methods based on image gradients [2], angular distribution of signal power in 
the Fourier domain [3], [1], and signal autocorrelation structure [2]. Here, a method 
based on phase congruency in Radon domain is proposed to estimate the texture and 
target orientation. 

2   Proposed Method for Orientation Estimation 

Due to the inherent properties of the Radon transform, it is a useful tool to capture the 
directional information of the images. The Radon transform of a 2D function )(x,yf  

is defined as: 

[ ] ∫ ∫
+∞

∞−

+∞

∞−

−−= dxdyyxryxfx,yfrR )sincos(),()(),( θθδθ  (1) 
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where r  is the perpendicular distance of a line from the origin and θ is the angle 
between the line and the y-axis [4].  

Morrone and Owens [5] define the phase congruency function in terms of the Fou-
rier series expansion of a signal at some location x  as 

( )
∑∈=

n n xA

xE
xPC

)(
max)(

]2,0[)x( πφ ,

∑ −=
n n xxAxE )))()((cos()( φφ  

(2) 

where nA  represents the amplitude of the n th Fourier component, and )(xnφ repre-

sents the local phase of the Fourier component at position x . The value of )(xφ that 

maximizes this equation is the amplitude weighted mean local phase angle of all the 
Fourier terms at the point being considered. Taking the cosine of the difference be-
tween the actual phase angle of a frequency component and this weighted mean, 

)(xφ , generates a quantity approximately equal to one minus half this difference 

squared (the Taylor expansion of 2x1)x(cos 2−≈  for small x ). Thus, finding 

where phase congruency is a maximum is approximately equivalent to finding where 
the weighted variance of local phase angles, relative to the weighted average local 
phase, is a minimum. 

Under this definition, if all the Fourier components are in phase all the complex 

vectors would be aligned and the ratio of ∑n n xAxE )()( would be 1. If there is 

no coherence of phase the ratio falls to a minimum of 0. Phase congruency provides a 
measure that is independent of the overall magnitude of the signal making it invariant 
to variations in image illumination and/or contrast. 

As it stands, phase congruency is a rather awkward quantity to calculate. As an al-
ternative, Venkatesh and Owens [6] show that points of maximum phase congruency 
can be calculated equivalently by searching for peaks in the local energy function. The 
local energy function is defined for a one-dimensional luminance profile, )(xI , as 

)()()( xHxFxE 22 +=  (3) 

where )(xF  is the signal )(xI  with its DC component removed, and )(xH  is the 

Hilbert transform of )(xF  (a 90 deg. phase shift of )(xF ).Venkatesh and Owens 

show that energy is equal to phase congruency scaled by the sum of the Fourier am-
plitudes; that is, 

∑=
n

nAxPCxE )()(  (4) 

Thus, the local energy function is directly proportional to the phase congruency func-
tion, so peaks in local energy will correspond to peaks in phase congruency. 
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The Radon transform can be used to detect linear trends in images. The Radon 
transform, along a direction which there are more straight lines, usually has larger 
variations. Therefore, the variance of the projection at this direction is locally maxi-
mum. Here, we define the image principle direction as the orientation of the image, 
which has the maximum of phase congruency of variance. 

3   Experimental Results 

The proposed method is tested by two databases. Data set 1 consists of 25 texture 
images of size 512512×  from Brodatz album [7], as shown in Fig.1. We divide 

each texture into four 256256×  nonoverlapping regions, and each 256256×  

region was rotated at angle 0 degrees to 180 degrees with 5 degrees increments and, 
from each rotated image, one 128128×  subimage was selected. Therefore, there are 

3600 )36425( ××  testing samples. 
 

 

Fig. 1. Twenty-five classes of textures from the Brodatz album. Row1: D1, D4, D6, D19, D20. 
Row 2: D21, D22, D24, D28, D34. Row 3: D52, D53, D56, D57, D66. Row 4: D74, D76, D78, 
D82, D84. Row 5: D102, D103, D105, D110, D111. 

As a criterion of evaluating performance, we used the the error mean and square 
root of mean square(SRMS) error and compared the performance of the proposed 
method with the second derivative[8]. Table1 summarizes the error mean and square  
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root of mean square (SRMS) error. The error is defined as the difference between the 
estimated orientations of each two successive rotated textures (which are supposed to 
be 5 degrees) minus 5. 

Table 1. The performance of the proposed method and the second derivative 

Second Derivative[8] Proposed 
Error Mean SRMS Error Mean SRMS 

5.56 12.61 1.64 5.71 

As shown in table1, it is known that the error mean of the proposed method is 
within o7.1±  and smaller than the second derivative, o6.5± .  

For Data set 2 with joint rotation and scale changes, it consists of 10 images of size 

128128× , containing military tank targets, and is shown in the fig2. Each was ro-

tated at angle 0 degrees to 180 degrees with 5 degrees increments, and then was 
scaled using four parameters (0.25, 0.5, 2, 4). Table2 summarizes the error mean and 
square root of mean square error. 

 

Fig. 2. Ten image of tanks for Data set 2 

Table 2. The Error Mean and SRMS for data set 2 

tank Error Mean SRMS 
1 0.33 0.67 
2 0.11 0.33 
3 0.11 0.33 
4 0.77 1.33 
5 3.89 7.82 
6 0.44 0.75 
7 0.78 1.33 
8 3.33 6.54 
9 0.44 1.05 

10 0.22 0.47 
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The results in table2 indicate that worst are tank 5 and 8, error mean 3.89 and 3.33, 

respectively; other error mean are smaller than 
o1± . So, it indicates that this ap-

proach is fairly robust. 

4   Conclusions 

A new simple approach for orientation estimation is proposed based on the phase 
congruency in radon domain. The performance of this technique is determined by 
conducting simulation experiments on two sets of images, containing military targets 
and textures, respective. The experiments confirm that the method can be used suc-
cessfully in determining the orientation of the texture and military targets to a reason-
able degree of accuracy. Therefore, the location of the target in the scene, target size, 
small variations in the target aspect angle, and certain amount of occlusion of the 
target does not cause significant problems in the determination of orientation. 
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Abstract. Out-of-vocabulary lexicons, including new words, collocations, as 
well as phrases, are the key flesh of a human language while an obstacle to ma-
chine translation. But the translation of OOV is quite difficult to obtain. A web-
mining solution to the OOV translation is adopted in our research. The basic  
assumption lies in that most of the OOV’s translations exist on the web, and 
search engines can provide many web pages containing the OOV and corre-
sponding translations. We mine the translation from returned snippets of the 
search engine with expanded OOV as the query term. The difference of our 
method from other methods lies in that a query classification is made before 
submitting to the search engine. Experiment shows our solution can discover 
the translation to many of the OOVs with quite high precision.  

Keywords: web mining, OOV, transliteration, free translation, literal transla-
tion, query classification, query expansion. 

1   Introduction 

The web is becoming more and more important in knowledge acquisition, as is the 
same for searching for the translation of unknown words or phrases. The web has 
abundant resources for translation knowledge. The first kind of web resources is par-
allel data on the web [1]. Gale and Church, Kupiec, Melamed, Smadja et al have used 
sentence-aligned parallel corpora to extract translations [2-5]. Another kind of web 
resources is the comparable corpus on the web by Fung [6]. This task is more difficult 
due to lack of parallel correlation between document or sentence pairs.  

Lu et al. extracted translation pairs from anchor texts pointing to the same web 
page [7]. Anchor text sets, which are composed of a number of anchor texts linking to 
the same pages, may contain similar description texts in multiple languages, thus it is 
more likely that words and their corresponding translations frequently appear together 
in the same anchor text sets. 

A more common web resource for term translations is the web page of mixed lan-
guages. Web-based approach to exploring abundant language-mixed texts on the Web 
like anchor texts and search-result pages for alleviating the difficulty of unknown 
query term translation is a hot topic [8-10].  



1122 J.-M. Yao et al. 

Research on digital libraries has proposed similar approaches. Larson, Gey and 
Chen introduced a method for translingual vocabulary mapping using multilingual 
subject headings of book titles in online library catalogs, which is similar to the paral-
lel corpora [11].  

This paper introduces our work on web-based translation mining. The query classi-
fication technique is first introduced in the paper and shows good performance in 
various domains. 

2   Query Classification Techniques  

The query can be any Chinese phrases, idioms, words, or even segments of sentences. 
To improve the web mining performance, we classify the query terms into literal 
translation query and free translation query, so that target-oriented mining algorithms 
can be designed for different kinds of queries.  

For literal translation, we refer to the kind of query that the translation of the whole 
query is a simple combination of the corresponding components. For example, the 
query “机器翻译” is translated as “machine translation”, which is a literal translation 
because it’s a direct combination of the translation of “机器” (machine) and “翻译” 
(translation) .  

For free translation, we refer to those queries that their translations are not simple 
combinations of the translations of their components, that is, the meaning of the 
whole query is different from the literal meaning of the components. For example, the 
translation of “炒鱿鱼” (get fired) is not related to “鱿鱼” (which means squid).  

Our solution to query classification into free translation and literal translation are 
composed of three modules: 1) to identify whether the query is a transliteration; 2) 
Free translation identification; and 3) Literal translation identification. The modules 
are described in the following sub-sections.  

2.1   Transliteration Identification  

Transliteration is the practice of transcribing a word or text written in one writing 
system into another writing system or system of rules for such practice. From a lin-
guistic point of view, transliteration is a mapping from one system of writing into 
another, word by word, such as “克林顿” for Clinton, “列支敦士登” for Liechten-
stein etc. We put transliteration as a special kind of free translation. The process we 
designed to identify transliterations is based on two Chinese-character-based models. 
The first model is shown in the equation 1.  

)(

)(
)(1 wC

wC
wP t=  (1) 

This is a ratio of transliteration characters over ordinary characters. The transliteration 
characters refer to those Chinese characters that are in the transliteration character list 
published by the Xinhua New Agency.  
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The second language model is as shown in equation 2.  

)(

)(
)(2 wC

wp
wP i∑=  (2) 

In which, )(2 wp  is an average probability of all the characters in the word w to be in 

the transliteration character list. )( iwp  refers to the probability of ith character into 

serve as a transliteration character. )(wC  is the total number of characters in the 

query w . 
To take advantage of the two language models, we also have designed some heu-

ristic rules, which complement the statistical methods. Two main rules are as follows:  

1) If the query contains 1~2 characters, use the first language model;  
2) If the query contains more than 2 characters, use the first model; if true, return 

YES; Else use the second model, if true, return YES; Else return NO.  

2.2   Free Translation Identification  

If the query is not a transliteration, whether a query is to be literally translated or 
freely translated can be judged according to the following two aspects of knowledge: 
1) To judge from the pragmatic environment of the query; 2) To judge from the lin-
guistic features of the query.  

The pragmatic environments of the query can be decided according to the follow-
ing clues: 1) look up in the returned snippets of a search engines; 2) Definition of the 
query in the dictionaries.  

According to linguistic assumption, if the query is a free translation, then the literal 
translation of the query cannot co-occur frequently with the word, described as in the 
equation below,  

)(

),...,,,(),(
)(

21

wcount

eeewcountewcount
w i

ni∑ −
=θ  (3) 

In which, is the query to be classified, are the two or more component words of the 
query; )(•count  is the number of the argument in the return snippets of a search 

engine. The threshold of the classification is decided experimentally. 
A threshold is experimentally decided to identify whether the query is a literal 

translation or a free translation, which will help in the translation mining step.  

3   Query Expansion and Translation Mining Algorithm  

Query expansion before submitting to the search engine (in our case, it’s 
www.baidu.com, which is the largest search engine for Chinese web pages) is the first 
key step in our algorithm. The query involves two parts: 1) the Chinese query (word, 
phrase or segment to be translated.) and 2) translation of its longest-possible sub-
sequence. When a query mixing Chinese and English is submitted to the search  
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engine, many of the returned snippets contain the query, so some may contain the 
whole translation of the Chinese query. Many of the returned snippets contain the 
translation of the Chinese query, but most of them are buried among many other Eng-
lish words. Many returned snippets for a query of mixed languages contain the trans-
lation to the Chinese query.  

If a Chinese query (a word, a phrase, or a segment) is fed into the system, a lookup 
of the local dictionary is first carried out to see whether the query is already in the 
vocabulary. If the query is in the vocabulary, the translation is returned; else the query 
is expanded by the following algorithm [12], which resembles the longest match 
method for Chinese word segmentation.  

ALGORITHM: Query expansion 
INPUT: the Chinese query C_Query 
OUTPUT: Expanded query composed of the Chinese query 
plus English query Exp_Query 
Sub_Seq = C_Query 
LOOP UNTIL Sub_Seq is NULL 
{ 
   Sub_Seq = C_Query – first character of the C_Query 
   IF (Sub_Seq is in the dictionary) 
       Exp_Query = C_Query + translation of the Sub_Seq 
   RETURN Exp_Query 
   ENDIF 
} 

Co-occurrence frequency is utilized for the translation mining from the returned snip-
pets. The process is to submit the Chinese query plus each of the translation of the 
longest sub-sequence to the search engine, and get all the returned snippets together. 
After filtering out the stop words such as function words or some impossible strings, 
count the frequency of all the English strings, and just return the top N most frequent 
strings as the translation candidates. For an algorithmic description, see the algorithm 
below.  

ALGORITHM: Translation mining 
INPUT: the expanded query Exp_Query 
OUTPUT: Top N most probable translation candidates for 
the Chinese query C_Query 
BEGIN PROCEDURE 
FOR EACH element Eng_Trans in the translations of the 
longest subsequence  
{ 
    Return_Snip = Web_Search(C_Query + Eng_Trans) 
    Del_Stop_Words_from(Return_Snip) 
    Tran_Candidates += all strings in Return_Snip 
} 

Sort_by_Freq(Trans_Candidates) 
Return(Top_K Trans_Candidates) 
END PROCEDURE 
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4   Experiment and Analysis 

In the experiment, we just take the top 10 returned snippets, which will lead to higher 
time and space efficiency while not much decrease in precision, because most reliable 
information will be ranked higher. 6 Evaluation of the translation mining system  

The translation mining system is taken as a huge dictionary for translation. So we 
randomly choose some phrases and technical terms from technical books to see the 
performance of the system. We take the test set from the China Translation Seminar 
web site (http://www.chinatranslation.org), which includes the first 200 automobile 
terms and 200 computer terms. In addition, we take the first 20 key university names 
from the China Education Ministry web site to test the performance on named enti-
ties. The translation mining result is given in the table 1. 

Table 1. Proportion of the TOP N mining results containing the correct translation in various 
domains 

Domain  TOP N  Proportion 
1 80% 
2 80% 

Automobile 
 

3 86% 
1 50% 
2 50% Computer 
3 60% 
1 75% 
2 90% 

University 
names 

3 95% 

In our daily works, many people are using the search engines to assist in transla-
tion, e.g. to search for the translation candidates, to confirm the correctness of a pos-
sible translation, etc. From this point of view, the Internet resources are playing a key 
role in translation assistance in our daily lives. This paper is an effort towards auto-
mating the translation mining process, which shows satisfactory performance in trans-
lation mining accuracy. The work needs to be improved in the following aspects: 1) 
The literalness of the query will be calculated in more accuracy based on better algo-
rithm; 2) Alignment and other methods will be tried to improve the translation mining 
process from the returned snippets.  
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