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Preface 

IDEAL 2008 was the ninth IDEAL conference to take place; earlier editions were held in 
Hong Kong, the UK, Australia and Spain. This was the first time, though hopefully not 
the last time, that it took place in Daejeon, South Korea, during November 2–5, 2008.  

As the name suggests, the conference attracts researchers who are involved in either 
data engineering or learning or, increasingly, both. The former topic involves such 
aspects as data mining (or intelligent knowledge discovery from databases), informa-
tion retrieval systems, data warehousing, speech/image/video processing, and multi-
media data analysis. There has been a traditional strand of data engineering at IDEAL 
conferences which has been based on financial data management such as fraud detec-
tion, portfolio analysis, prediction and so on. This has more recently been joined by a 
strand devoted to bioinformatics, particularly neuroinformatics and gene expression 
analysis. 

Learning is the other major topic for these conferences and this is addressed by re-
searchers in artificial neural networks, machine learning, evolutionary algorithms, 
artificial immune systems, ant algorithms, probabilistic modelling, fuzzy systems and 
agent modelling. The core of all these algorithms is adaptation. 

This ninth IDEAL was held in the famous Korea Advanced Institute of Science and 
Technology (KAIST), in Daejeon, Korea. KAIST is located in Daedeok Science 
Town, home to more than 60 government-supported and private research institutes, 4 
universities, and numerous venture businesses. The Science Town is situated in the 
northern part of Daejeon, which has a population of over 1.3 million citizens and is 
obviously an ideal venue for a conference like IDEAL. 

The selection of papers was extremely rigorous in order to maintain the high quality 
of the conference and we would like to thank the members of the Program Committee 
for their hard work in the reviewing process. This process is essential to the creation 
of a conference of high standard and the IDEAL conference would not exist without 
their help.  
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Proposal of Exploitation-Oriented Learning

PS-r#

Kazuteru Miyazaki1 and Shigenobu Kobayashi2

1 National Institution for Academic Degrees and University Evaluation,
1-29-1, Gakuennishimachi, Kodaira-city, Tokyo 187-8587, Japan,

teru@niad.ac.jp,
http://svrrd2.niad.ac.jp/faculty/teru/index.html

2 Tokyo Institute of Technology
4259, Nagatsuta, Midori-ku, Yokohama, Kanagawa, 226-8502, Japan

Abstract. Exploitation-oriented Learning (XoL) is a novel approach to
goal-directed learning from interaction. Though reinforcement learning
is much more focus on the learning and can gurantee the optimality in
Markov Decision Processes (MDPs) environments, XoL aims to learn a
rational policy, whose expected reward per an action is larger than zero,
very quickly. We know PS-r* that is one of the XoL methods. It can learn
an useful rational policy that is not inferior to a random walk in Partially
Observed Markov Decision Processes (POMDPs) environments where the
number of types of a reward is one. However, PS-r* requires O(MN2)
memories where N and M are the numbers of types of a sensory input
and an action.In this paper, we propose PS-r# that can learn an useful
rational policy in the POMDPs environments by O(MN) memories. We
confirm the effectiveness of PS-r# in numerical examples.

1 Introduction

The approach, called reinforcement learning (RL), is much more focused on goal-
directed learning from interaction than are other approaches to machine learning
[12]. It is very attractive since it can use Dynamic Programming (DP) to analyze
its behavior. We call these method that is based on DP DP-based RL method. In
general, RL uses a reward as a teacher signal for its learning. The DP-based RL
method aims to optimize its behavior under the values of reward signals that
are designed by RL users.

We want to apply RL to many real world problems more easily. Though
we know some important applications [4], generally speaking, it is difficult to
design RL sysmtes to fit on a real world problem. We think that the following
two reasons concern with it.In the first, the interaction will require many trial-
and-error searches.In the second, there is no guideline how to design the values
of reward signals. Though they are not treated as important issues on theoretical
papers, they are able to be a serious issue in real world applications. Especially,
if we have assinged inappropriate values to reward signals, we will receive an
unexpected result [8].

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 1–8, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 K. Miyazaki and S. Kobayashi

We know the Inverse Reinforcement Learning (IRL) [11,1] as a method related
to the design problem of the values of reward signals. If we input our expected
policy to the IRL system, it can output a reward function that can realize the
policy. On the other hand, we are interested in the approach where reward signals
are treated independently and do not assign any value to them. Furthermore, we
aim to reduce the number of trial-and-error searches through strongly enhanc-
ing successful experiences. We call it Exploitation-oriented Learning (XoL). As
examples of learning systems that can belong in XoL, we know the rationality
theorem of Profit Sharing (PS) [6], the Rational Policy Making algorithm [7], the
Penalty Avoiding Rational Policy Making algorithm [8] and PS-r* [9].

XoL has several features. (1) Though traditional RL systems require appro-
priate values of reward signals, XoL only requires an order of importance among
them. In general, it is easier than designing their values. (2) XoL can learn more
quickly since it traces successful experiences very strongly. (3) XoL may be un-
suitable for pursuing the optimality. It can be guaranteed by the multi-start
method [7] that resets all memories to get a better policy. (4) XoL is effective on
the classes beyond MDPs, since it is a Bellman-free method [12].

In this paper, we aim to improve PS-r*. PS-r* can learn an useful rational
policy that is not inferior to a random walk in Partially Observed Markov Deci-
sion Processes (POMDPs) environments where the number of types of a reward
is one, whereas a DP-based RL method cannot always learn it [9]. However,
PS-r* requires O(MN2) memories where N and M are the number of types of
a sensory input and an action. In this paper, we propose PS-r# that can learn
an useful rational policy in the POMDPs environments by O(MN) memories.
We confirm the effectiveness of PS-r# in numerical examples.

2 The Domain

2.1 Notations

Consider an agent in some unknown environment. The agent senses a set of
discrete attribute-value pairs and performs an action in some discrete varieties.
The environment provides a reward signal to the agent as a result of some
sequence of action. A sensory input and an action constitute a pair that is
termed as a rule. The function that maps sensory inputs to actions is called a
policy. We call a policy rational if and only if the expected reward per an action
is larger than zero. Furthermore, an useful rational policy is a rational policy
that is not inferior to the random walk (RA) where the agent selects an action
based on the same probability to every action in every sensory input.

We term the sequence of rules selected between rewards as an episode. We term
the subsequent episode as a detour when the sensory input of the first selection
rule and the sensory output of the last selection rule are the same although both
rules are different. The detour is also called an unrewarded loop. The rules on
a detour may not contribute to obtain a reward. We term a rule as irrational
if and only if it always exists on detours in any episode. Otherwise, a rule is
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termed as rational. An irrational rule should not be selected when they conflict
with a rational rule. Examples of these terms are shown in papers[6,7,8,9,10].

2.2 Properties of the Target Environments

We foucus on the POMDPs environments where the number of types of a reward
is one. We understand that POMDP is a class that is representative of non-
Markovian environments. In POMDPs, the agent senses different environmental
states as the same sensory input. We call the sensory input a Partially Observable
(PO) sensory input.

We recognize that the complete implementation of POMDPs must overcome
two deceptive problems [7]. We term the indistinguishable of state values as a

1b 3

1a 2

5 step 

4

v(4)=6

v(1a)=2

v(1b)=8

v(1)=5 S 1a 1b

4

rational
2 S

irrational

3

a) b)

; reward; sensory input ; rule

Fig. 1. Examples of type 1(a) and type 2(b) confusions

type 1 confusion. Fig.1a is an example of the type 1 confusion. In this example, the
state value (v) is estimated by the minimum number of steps required to obtain a
reward 1. The values for the states 1a and 1b are 2 and 8, respectively. Although
the state 1a and 1b are different states, the agent senses them as the same sensory
input (a state 1). If the agent experiences the state 1a and 1b equally likely, the
value of the state 1 becomes 5 (= 2+8

2 ). Therefore, the value of the state 1 is higher
than that of the state 4 (that is 6). If the agent uses the state values for its learning,
it would prefer to move left when in the state 3. However, the agent has to move
right in the state 1. This implies that the agent has learned the irrational policy,
where it only transits between the states 1b and 3.

We term the indistinguishable of rational and irrational rules as a type 2 confu-
sion. Fig.1b is an example of the type 2 confusion. Although the action of moving
up in the state 1a is irrational, it is rational in the state 1b. Since the agent senses
the states 1a and 1b as the same sensory input (the state 1), the action of moving
up in the state 1 is regarded as rational. If the agent learns the action of mov-
ing right in the state S, it will fall into an irrational policy where the agent only
transits between the states 1a and 2.

In general, if there exists a type 2 confusion in some sensory input, there exists
a type 1 confusion in it. Q-learning (QL),that is a representative DP-based RL

1 Remark that the highest state value is 1 that is assigned in state 2.
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method, is deceived by a type 1 confusion, since it uses state values to formulate
a policy. As the XoL methods do not use state values, they are not deceived by
the confusion. On the other hand, the type 2 confusion is more difficult to treat
than the type 1 confusion, in general. QL and the XoL methods except PS-r*
have possibility to be deceived by the type 2 confusion.

3 Proposal of the PS-r# Algorithm

3.1 Traditional Approaches to POMDPs

To treat the POMDPs environments, especially the type 2 confusions, many
methods are proposed. The most traditional approach is the memory-based ap-
proach ([2,5] and so on.) that uses a series of sensor-action pairs or model to
identify a PO sensory input. Although the memory-based approach can attain
optimality, it is difficult to apply to the case of many state-action spaces, for
example, hundreds of thousands or over a million state-action spaces.

To resolve the problem using the memory-based approach, a stochastic policy
is proposed, where the agent selects an action based on the non-zero probability
of every action in every sensory input in order to escape a PO sensory input.
The most simplest stochastic policy is the random walk (RA) that assigns the
same probability to every action. On the other hand, the existing RL systems to
learn a stochastic policy ([13,3] and so on.) are types of hill-climbing methods.
They are often used in the POMDP environments, since they can converge to
a local optimum. However, they cannot always improve RA. Furthermore, we
know a case where they change for a policy worse than RA[9].

3.2 Our Approach to POMDPs

To avoid the fault with the hill-climbing methods, we focus on XoL that is a
non-hill-climbing approach. We know the rationality theorem of PS in a subclass
of the POMDPs where there is no type 2 confusion [7]. The properties of PS in
the class has been analyzed through PS-r [9] that is an abstract algorithm of
PS.

PS-r uses a memory called 1st memory to evaluate all rules. At the beginning
of learning, all rules are regarded as irrational and are initialized by r (0 < r < 1)
points. If a rule is regarded as rational, r of the rule is updated to 1, which means
that is a rational rule. Once r is set to 1, this value is maintained throughout.
While learning is in progress, an action is selected based on RA. Therefore, PS-r
can find all rational rules. When we have evaluated or utilized a policy that is
learned by PS-r, an action is selected based on a roulette selection in proportion
to r.

Furthermore, we know PS-r* [9], that is an extended algorithm of PS-r that
has been modified to fit for the POMDPs environments where there is a type 2
confusion. PS-r* can learn an useful rational policy in the POMDPs environ-
ments where the number of types of a reward is one. However, it requires
O(MN2) memories where N andM are the numbers of types of a sensory input
and an action, since it uses χ2-goodness fit test to find a PO sensory input.
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3.3 The PS-r# Algorithm

We aim to reduce the memory to O(MN) by proposing the PS-r# algorithm.
PS-r# is based on PS-r. If we have a policy that is learned by PS-r and it is
an useful rational policy, we do not change the policy. On the other hand, in
general, the policy that is learned by PS-r may not be an useful rational policy.
Especially, if rewards cannot be obtained after a certain number of actions, for
example, X times compared to when a reward is obtained at first, the policy
will not be an useful rational policy. In this case, we regard the agent as falling
into an unrewarded loop. In the unrewarded loop, the action is selected by RA
at each sensory input. By this process, we can get a reward in the case that has
a PO sensory input.

The unrewarded loop can easily be determined by memorizing an episode
that is used by some XoL methods [6,7,8,9,10] in general. For example, after the
agent senses S2, S1, S3, S2, S1, S0, S4 and S5 sensory inputs in this order, if
the number of actions will be larger than the certain number of actions, we can
regard (S3, S2, S1) as an unrewarded loop.

PS-r# do not use χ2-goodness fit test to find a PO sensory input. Also, PS-
r# is not inferior to RA since it uses RA in an unrewarded loop. Therefore, it
can get an useful rational policy by O(MN) memories in the same POMDPs
environments that is treated with PS-r*

4 Evaluation of the PS-r# Algorithm

4.1 Comparison with PS-r* and SGA

PS-r# is compared with PS-r* and SGA[3], that can learn a stochastic policy in
POMDPs, in the environment that is shown in Fig.2. In this environment, the
different environmental states Za, Zb, Zc, and Zd are sensed as the same sensory
input Z. After the agent selects action-a in sensory input X , it moves to the
sensory inputs S1 and X with p and 1 − p probabilities, respectively. States
from S1 to Sn are sensed as n different sensory inputs. If we adjust n and p, the
average number of steps required to obtain a reward can be changed.

The learning parameter and discounted rate of SGA are 0.1 and 0.99, respec-
tively. The initial policy given to SGA is RA. In PS-r*, for χ2-goodness fit test,
we have to set a significant level, a detection power and the maximum error of es-
timation of transition probabilities 2. In this paper, we have set these parameters
as 0.05, 0.90 and 0.05, respectively.

We carried out 100 trials with different random seeds. We have changed n
to 7, 14 and 21. Table 1 shows the quality (QUA.) that is the average number
of steps required to obtain a reward and the speed (SPD.) that is the average
number of steps required to reach the quality.

PS-r# has parameter X that is used to find an unrewarded loop. If rewards
cannot be obtained after the number of actions that is determined by X times

2 Details of theses parameters are shown in the paper [9].
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n different sensory input
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Fig. 2. The environment in which PS-r# is compared with PS-r* and SGA

Table 1. The results of comparison with PS-r#, PS-r* and SGA in Fig.2

PS-r#(X ≥ 1) PS-r* SGA

n QUA. SPD. QUA. SPD. QUA. SPD.

7 24.0 32.4 ∗ (X + 1) 24.2 2.38 ∗ 104 26.3 2.21 ∗ 103

14 30.1 44.3 ∗ (X + 1) 31.2 1.73 ∗ 105 38.0 4.27 ∗ 103

21 38.2 59.3 ∗ (X + 1) 38.2 2.19 ∗ 105 50.8 4.42 ∗ 103

Fig. 3. The maze environment

Cart

0

cos sin

( cos ) sin{
2

3
4 2

Fig. 4. The pole-cart system

compared to when a reward is obtained at first, we regard the agent as falling
into an unrewarded loop.

In this experiment, if we set X ≥ 1, PS-r# have get the quality that is shown
in table 1. We have confirmed that PS-r# can get the same quality with PS-r*
and more faster than PS-r*.

4.2 Evaluation in a Maze and a Pole-Cart Problems

Next, PS-r# is compared with PS-r* in the maze environment that is shown in
Fig.3, and SGA in the pole-cart system that is shown in Fig.4. We carried out
100 trials with different random seeds in each problem. We set X = 1.

In the maze environment, we have changed r to 0.8, 0.5 and 0.1. Table 2 shows
the quality (QUA.) that is the average number of steps to reach to the goal G
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Table 2. The results of comparison with
PS-r# and PS-r* in Fig.3

r QUA. SPD.

0.8 22.7 4.75
PS-r# 0.5 22.7 4.75

0.1 22.7 4.75

0.8 36.7 5.24 * 105

PS-r* 0.5 35.3 7.13 * 105

0.1 36.7 6.02 * 106

Table 3. The results of comparison with
PS-r# and SGA in Fig.4

No. of rewards getting
d 1 2 10 100

3 715.4 66.0 58.9 52.3
PS-r# 5 822.6 66.5 50.0 48.7

7 849.2 70.6 50.1 48.5

3 785.6 820.6 533.4 69.1
SGA 5 669.2 651.3 562.5 124.0

7 869.6 820.8 765.3 262.8

from S0 and the speed (SPD.) that is the average number of steps required to
reach the quality. Though the performance of PS-r* has been influenced by r,
PS-r# is not influenced by it. We have confirmed that PS-r# can get more better
quality than PS-r* and more faster than PS-r*.

In the pole-cart system, m is the mass of a pendulum (m = 0.1kg), M being
the sum of masses of the pendulum and cart (M = 1.1kg), 2L being the length
of the pendulum (2L = 1.0m), and F being force exerted on the cart (F =
−40.0, 0.0, or, 40.0). An initial position is a state, in which the pendulum stands
still right below and the cart at the center. Four-dimensional continuous values
are given for sensory input: { the location of the cart (x), velocity of the cart
(ẋ), angle of the pendulum(θ), and angular velocity of the pendulum (θ̇) }.
For digitizing, these continuous values are equally divided by parameter d(d =
3, 5, 7). The range of motion of the cart is −2.4 < x < 2.4. Beyond this range,
the cart is returned to the initial position. When the pendulum is raised, the
agent can get a reward.

Table 3 shows the number of actions to get a reward on 1, 2, 10 and 100
rewards getting for each d. We have confirmed that PS-r# is very quickly than
SGA. Furthermore, we applied PS-r# to parallel double inverted pendulums.
If we set d = 9, it has 1, 594, 323 state-action spaces. In this case, SGA and
memory-based approaches could not find an usuful rational policy. On the other
hand, PS-r# can get a reward by 5057.2, 73.7, 72.0 and 53.7 actions on 1, 2, 10
and 100 rewards getting, respectively. It means that PS-r# can find an useful
rational policy very quickly in the case of a million state-action spaces.

5 Conclusions

In this paper, we have proposed Exploitation-oriented Learning (XoL) that is
a novel approach to goal-directed learning from interaction. XoL can learn a
rational policy very quickly and does not require a value of a reward signal.
We know PS-r* that is one of the XoL methods and can learn an useful rational
policy that is not inferior to a random walk in POMDPs environments where the
number of types of a reward is one. However, PS-r* requires O(MN2) memories
where N and M are the numbers of types of a sensory input and an action.
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In this paper, we have proposed PS-r# that can learn an useful rational policy
in the POMDPs environments by O(MN) memories. We have confirmed the
effectiveness of PS-r# in numerical examples.

In the future, we will extend PS-r# to the environments that have con-
tinuous state spaces [10] and have several reward signals at the same time
[8].Furthermore, we will find an efficient application as soon as possible.
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Abstract. In this paper, we apply a new method to forecast short-term
traffic flows. It is kernel regression based on a Mahalanobis metric whose
parameters are estimated by gradient descent methods. Based on the
analysis for eigenvalues of learned metric matrices, we further propose
a method for evaluating the effectiveness of the learned metrics. Ex-
periments on real data of urban vehicular traffic flows are performed.
Comparisons with traditional kernel regression with the Euclidean met-
ric under two criterions show that the new method is more effective for
short-term traffic flow forecasting.

Keywords: traffic flow forecasting, kernel regression, Mahalanobis met-
ric, Euclidean metric, gradient descent.

1 Introduction

Traffic flow forecasting, which contributes a lot to traffic signal control and con-
gestion avoidance, plays an important role in the research area of intelligent
transportation systems (ITS). Recently, increasing worldwide attentions are be-
ing attracted to this topic. Short-term traffic flow forecasting, which aims to
predict traffic flows in the near future, usually five to thirty minutes later, is the
focus of this paper.

Till now, there are some methods proposed for short-term traffic flow fore-
casting such as time series models [1,2,3], neural network approaches [4], Kalman
filter theory [5], Markov chain models [6], support vector machines [7], and
Bayesian networks [8]. In addition, kernel regression [9,10,11], our concern in
this paper, is also a classical method for traffic flow forecasting.

Although kernel regression is often used, from a careful review we still find
a problem. In traditional kernel regression, the Euclidean metric is adopted to
calculate weights of different past flows on their contributions to the flow to
be forecasted. However, there is a defect about the Euclidean metric for kernel
regression. Basically, every past traffic flow should take a different position in
the constructed prediction models. That is, some are closely related to future
flows, while others may be unrelated to them at all. And this relationship had
better be determined by the unique characteristic of every considered data set.

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 9–16, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In other words, the relationship should be learned from data. But, the Euclidean
metric for kernel regression ignores this and treats it equally by a same metric.

Metric learning for kernel regression proposed by Weinberger and Tesauro [12]
combines kernel regression and Mahalanobis metrics together, using gradient
descent to minimize the training error. It has the potential to overcome the above
mentioned drawback of the Euclidean metric for kernel regression. In this paper,
the idea of learning a Mahalanobis metric for kernel regression is transferred to
the problem of short-term traffic flow forecasting. In addition, we also present a
method for evaluating the effectiveness of learned metrics in terms of eigenvalues.
Experimental results with real data indicate that for traffic flow forecasting
Mahalanobis metric learning can improve kernel regression consistently.

The rest of this paper is organized as follows. Section 2 introduces kernel
regression and metric learning for our concerned traffic flow forecasting problem.
Besides reporting experimental results, Section 3 also includes exception analysis
where we present the method of evaluating the effectiveness of learned metrics.
Finally, Section 4 concludes the paper and gives future research directions.

2 Regression Model for Traffic Flow Forecasting

2.1 A General Regression Model

Given training pattern pairs (−→x1, y1), (−→x2, y2), (−→x3, y3), ..., (−→xn, yn) ∈ Rd × R,
standard regression is to find out

∧
yi = g(·) as an estimation of yi, where g

models the forecasting relationship (yi = g(·) + ε), at the lowest loss [12]:

L =
∑

i

(yi − ∧
yi)

2

. (1)

In a real traffic network, generally current traffic flows are related to flows
of past time. If we treat this relationship as a linear one, the current flow on a
certain spot can be forecasted using its previous flows as:

ŷi = a1 · yi−1 + a2 · yi−2 + ...+ am · yi−m, (2)

where
∧
yi is the predicted traffic flow, and yi−1, yi−2, · · · , yi−m are flows of past

time. The goal of this paper is to estimate the parameters a1, a2, · · · , am as
accurately as possible. Usually, the weighted average method can be used to get
an estimation of a1, a2, · · · , am in which case the above equation is expressed as
follows:

ŷi =
yi−1 · w1 + yi−2 · w2 + ...+ yi−m · wm

m∑
j=1

wj

, (3)

where wj is a weight determined by the similarity of yj (j = i− 1, ..., i−m) to
the current value yi based on some measurement. A larger similarity means a
larger weight and a greater impact.
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2.2 Kernel Regression

In kernel regression, the distance between the first elements of pattern pairs
is defined to measure the similarity between the second elements. A short dis-
tance stands for a high similarity and a large kernel value. In terms of kernel
terminology, we can rewrite (3) as :

ŷi =

i−1∑
j=i−m

yj · kij

i−1∑
j=i−m

kij

, (4)

where kij = k(−→xi ,−→xj) is a kernel function between −→xi and −→xj from the pattern
pairs (−→xi , yi) and (−→xj , yj). As in [12], in this paper a Gaussian kernel is adopted
with the following form:

kij =
1

σ
√

2π
· exp−

d(
−→xi ,

−→xj )

σ2 , (5)

where d(−→xi ,−→xj) is the squared distance between the vectors −→xi and −→xj . For sim-
plicity, σ is often fixed to be 1.

Traditional kernel regression uses the Euclidean metric to calculate d(−→xi ,−→xj).
As stated previously, the metric in kernel regression should adapt with respect to
different data sets in order to discover different relations. Therefore, in this paper
a Mahalanobis metric is adopted to replace the Euclidean metric in evaluating
the distance d(−→xi ,−→xj). By studying the structure embedded in historical data, it
can put more weights on desirable factors, and thus is promising to lead to more
accurate regression models.

2.3 Mahalanobis Metric Learning

A Mahalanobis metric is defined as :

d(−→xi ,−→xj) = (−→xi − −→xj)�M(−→xi − −→xj), (6)

where metric matrix M can be any symmetric positive semidefinite real matrix
[12]. Setting M to be the identity matrix can recover the standard Euclidean
metric. Mathematically, M can be decomposed as M = ATA. Now (6) can be
reformulated as:

d(−→xi ,−→xj) = ||A(−→xi − −→xj)||2. (7)

Gradient descent [13] is a well-known method for minimizing loss on training
data, and here is employed to carry out metric learning. Gradient descent steps
for Mahalanobis metric learning can be described as follows:

– begin. initialize : A, stopping criterion θ, learning rate η(k), k = 0
– do

∇L(A) ← ∂L
∂A , A← A− η(k)∇L(A), k ← k + 1
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– until η(k)∇L(A) < θ
– return A
– end.

Consulting the derivation of ∇L(A) given in [12], here we provide its derivation
for our current problem settings as follows.

∂L

∂A
= −2

∑
i

(yi − ∧
yi)
∂

∧
yi
∂A
, (8)

∂
∧
yi
∂A

=
(

i−1∑
j=i−m

yj
∂kij

∂A )
i−1∑

j=i−m

kij − (
i−1∑

j=i−m

yjkij)
i−1∑

j=i−m

∂kij

∂A

(
i−1∑

j=i−m

kij)2
, (9)

∂kij

∂A
=

1
σ
√

2π
e−

d(
−→xi ,

−→xj )

σ2 (− 1
σ2

)
∂d(−→xi ,−→xj)
∂A

, (10)

∂d(−→xi ,−→xj)
∂A

= 2A(−→xi − −→xj)(−→xi − −→xj)T . (11)

Rewrite (8) with (9), (10), (11) and σ = 1, we have

∇L(A) =
∂L

∂A
= 4A

∑
i

(
∧
yi −yi)

i−1∑
j=i−m

(
∧
yi −yj)kij(−→xi − −→xj)(−→xi − −→xj)T

i−1∑
j=i−m

kij

. (12)

3 Experiment

3.1 Data Description and Configuration

The data used in our experiments are from Beijing’s Traffic Management Bureau.
Fig. 1 is a patch of urban traffic map of highways where traffic flows are recorded.
Each circle in the sketch map denotes a road junction, and an arrow shows the
direction of the corresponding traffic flow [8]. Vehicular flow rates of discrete time
series are recorded every 15 minutes. The recording period is 25 days (totally
2400 sample points) from March, 2002. In the experiments, samples are divided
into two sets, one (2112 points from the first 22 days) for training, the other (the
rest points) for algorithm test. For evaluation, experiments are performed with
multiple randomly selected roads from Fig. 1.

Let x1, x2, x3, · · · , x2400 be the original 2400 samples, from which we need first
to form the pattern pairs required by our former formulation in Section 2. For a
pattern pair (−→xi , yi), −→xi is used to measure the similarity of yi with other coun-
terparts. For the current traffic flow forecasting problem, the representation of
yi is direct, that is, xi, while −→xi is constructed by d values xi−d, xi−d+1, · · · , xi−1.
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Fig. 1. A patch of traffic map taken from the East Section of the Third Circle of Beijing
City Map where the UTC/SCOOT system is mounted [8]

Then yi, yi+1, ..., yi+m−1 are used to predict yi+m. If numberm is large, forecast-
ing results tend to be more accurate. But, it is at the cost of computing more
kernel values. In addition, because A is a d × d matrix, d is also closely related
to running time. After bearing a balance between running time and accuracy,
we empirically fix d as 10, and m as 5.

3.2 Result

Two widely-used criterions, namely root mean square error (RMSE) and mean
absolute relative error (MARE), are adopted to evaluate experimental results.

They have the following formulations: RMSE =
√

1
T

∑T
i=1 (yi − ŷi)2,MARE =

1
T

∑T
i=1

|yi−ŷi|
yi

with T being the length of series to be forecasted.
Table 1 presents forecasting errors for models with and without metric learn-

ing (ML) on training sets. Table 2 presents forecasting errors for these two mod-
els on test sets. Symbols Ba, Cf , Fe, Gb, Hi denote the chosen roads for the
experiments. The first letter represents the road junction, and the second one
represents the link whose stream comes towards the junction. The term ratio is
defined as:

ratio =
errorNoML − errorML

errorNoML
.

Positive ratios mean error decreasing with the help of metric learning. From
Table 1 and Table 2, we can find out that all the ratios on training and test
sets are positive except for Cf . Thus, we can draw a cursory conclusion: metric
learning improves the learning ability of kernel regression as well as its general-
izing ability. We will give an exception analysis on the forecasting performance
for Cf shortly.
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Table 1. Training error comparison

RMSE MARE

ML No Yes ratio No Yes ratio

Ba 196.2 150.7 23.19% 0.155 0.146 5.81%
Cf 107.3 105.5 1.68% 0.117 0.118 −0.86%
Fe 232.9 155.5 33.23% 0.124 0.114 8.07%
Gb 91.2 85.1 6.69% 0.162 0.154 4.94%
Hi 98.9 90.3 8.70% 0.173 0.167 3.47%

Table 2. Test error comparison

RMSE MARE

ML No Yes ratio No Yes ratio

Ba 237.4 195.5 17.65% 0.165 0.150 9.09%
Cf 112.9 108.9 3.54% 0.105 0.107 −1.91%
Fe 258.5 166.4 35.63% 0.126 0.109 13.49%
Gb 108.7 104.3 4.05% 0.160 0.153 4.38%
Hi 114.2 105.0 8.06% 0.164 0.156 4.88%
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Fig. 2. Forecasting results of kernel regression without (a) and with (b) metric learning
for Ba

Further to give an intuitive illustration of the forecasting performance, we
draw the forecasting results of Ba on the test set without and with metric
learning respectively, as shown in Fig. 2, where blue lines represent real recorded
data and red stars represent forecasted results.

3.3 Exception Analysis

Now we give an analysis on why the forecasting performance of metric learning
for Cf is different. In Section 2, it has been mentioned that metric matrix M is
symmetric and positive semidefinite, which means that M can be diagonalized,
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Table 3. Eigenvalues of learned metric matrices

Num
λ

1 2 3 4 5 6 7 8 9 10

Ba 0.4631 0.4834 0.4860 0.4879 0.4882 0.4897 0.4905 0.4917 0.5055 0.5424
Cf 0.3600 0.3600 0.3600 0.3600 0.3600 0.3600 0.3600 0.3600 0.3600 0.3600
Fe 0.1960 0.2136 0.2260 0.2323 0.2375 0.2456 0.2551 0.2731 0.2782 0.3472
Gb 0.1358 0.1831 0.2898 0.3762 0.5011 0.5345 0.5692 0.7744 1.3137 1.5186
Hi 0.0437 0.0777 0.0896 0.1360 0.1738 0.2195 0.3324 0.5707 0.6920 1.5251

Table 4. Training and test error comparison for Cf

RMSE MARE

ML No Yes ratio No Yes ratio
Training 107.3 105.4 1.82% 0.117 0.116 1.20%

Test 112.9 109.5 3.05% 0.105 0.104 0.38%

for example, as M = UΛUT with Λ being the diagonal eigenvalue matrix and U
being the corresponding eigenvector matrix. Further considering thatM = ATA,
we know that Λ is closely related to the influence of different input factors [12].
Generally, Λ should have different diagonal elements to account for different
influences from different past traffic flows.

Table 3 lists eigenvalues of matrixM obtained in our experiments, from which
we can find that eigenvalues in a row are mutually different except for Cf . In
other words, all the eigenvalues of learned metric matrixM for Cf are the same.
This accounts for the exception of its forecasting error mode. The abnormity of
eigenvalues can be explained by gradient decent methods, which always limits
to a local minimum. Therefore, we can automatically select initial values by
investigating the eigenvalues of the learned matrix M . After reselecting initial
values, we perform this experiment again hopefully to obtain a good result.
Table 4 shows the training and forecasting result for Cf , where all the errors
decrease. For Cf , the method based on metric learning for kernel regression is
also validated to be effective. Hence we can conclude that metric learning can
improve the forecasting results for all the considered roads.

4 Conclusion and Future Work

In this paper, metric learning based kernel regression is applied to short-term
traffic flow forecasting. Comparisons with traditional kernel regression with the
Euclidean metric under two criterions show that metric learning based kernel
regression is effective for short-term traffic flow forecasting. We also propose a
method to evaluate the effectiveness of learned metrics by analyzing eigenvalues
of the corresponding metric matrices.
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Though metric learning based kernel regression can improve prediction results,
in order to know its full potential it is necessary to compare this method under
the same conditions with other traffic flow forecasting methods, such as neural
networks and the Bayesian network approach [8]. This will be investigated in
the future.
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Abstract. Distance measures are an important means to find the difference of 
data. In this paper, we develop a type of hybrid weighted distance measures 
which are based on the weighted distance measures and the ordered weighted 
averaging operator, and aslo point out some of their special cases. Then, we ap-
ply the developed measures to pattern recognition. 

1   Introduction 

In real life, we usually need to process various data information by means of distance 
measures. As a result, many authors have focused their attention on information proc-
essing, and introduced a variety of distance measures over the last decades [1-5]. 
Most the existing distance measures are the weighted distance measures, including 
some well-known distance measures such as the weighted Hamming distance and the 
weighted Euclidean distance, etc., All the distance measures of this type take  
the importance of each difference value into consideration. Recently, motivated by the 
idea of the ordered weighted averaging operator [6], Xu and Chen [7] introduced a 
type of ordered weighted distance measures whose fundamental aspect is the reorder-
ing step. The ordered weighted distance measures emphasize the importance of or-
dered position of each difference value rather than the importance of each difference 
value itself. Therefore, weights represent different aspects in both the above two types 
of distance measures. In order to reflect the importance of both the difference value 
and its ordered position, it is necessary to develop some new distance measures. To 
do so, in this paper, we develop a type of hybrid weighted distance measures which 
have the advantages of distance measures of both the above two types. We also dis-
cuss some special cases of the developed distance measures, and finally apply their to 
pattern recognition. 

2   Hybrid Weighted Distance Measures 

Among the existing weighted distance measures, the weighted Hamming distance and 
the weighted Euclidean distance are the two most widely used ones, which can be 
described as follows. 
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Let 1 2( , , ..., )nα α α α=  and 1 2( , , ..., )nβ β β β=  be two collections of ar-

guments, and  1 2( , ,..., )nw w w w=  be the weight vector of the absolute difference 

values j jα β−  ( 1, 2,...,j n= ), where 0, 1, 2,..., ,jw j n≥ =  and 
1

1
n

j
j

w
=

=∑ , then  

1) The weighted Hamming distance: 
                                    

1

( , )
n

j j j
j

WHD wα β α β
=

= −∑                                      (1) 

                                    
2) The weighted Euclidean distance: 

                                       

                                 2

1

( , ) ( )
n

j j j
j

WED wα β α β
=

= −∑                                   (2) 

                                    
The following form is a generalization of both the distance measures (1) and (2):   
                                        

                         

1

1

( , ) , 0
n

j j j
j

WD w

λ
λ

α β α β λ
=

⎛ ⎞
= − >⎜ ⎟
⎝ ⎠
∑                         (3) 

                                    
All the above distance measures (1)-(3) take the importance of each argument (ab-

solute difference values j jα β− ) into consideration.  

Recently, motivated by the idea of the ordered weighted averaging operator [6], Xu 
and Chen [7] introduced a type of ordered weighted distance (OWD) measures: 

                                        

                   

1

( ) ( )
1

( , )
n

j j j
j

OWD v

λ
λ

σ σα β α β
=

⎛ ⎞
= −⎜ ⎟
⎝ ⎠
∑ ,  0λ >                        (4) 

                                    
where (1), (2 ), ..., ( )nσ σ σ ) is any permutation of (1, 2, ..., n ), such that 

                                    
                  

( 1) ( 1) ( ) ( )j j j jσ σ σ σα β α β− −− ≥ − , 2, 3, ...,j n=                  (5) 

                                    
and 1 2( , ,..., )nv v v v=  is the weighting vector associated with the OWD measures 

(i.e., the weighting vector of the ordered positions of the arguments j jα β−  

( 1, 2, ...,j n= )), 0jv ≥ , 1, 2,...,j n= , and 
1

1
n

j
j

v
=

=∑ .  

                                    
It is clear that the OWD measures (4) emphasize the importance of ordered posi-

tion of each argument j jα β−  rather than the importance of the argument itself.        



 Hybrid Weighted Distance Measures and Their Application to Pattern Recognition 19 

Consider that weights represent different aspects in both the distance measures (3) 

and (4), in order to reflect the importance of both the argument j jα β−  and its 

ordered position, here we develop a new type of distance measures as below: 
 

Definition 1. Let 1 2( , , ..., )nα α α α=  and 1 2( , , ..., )nβ β β β=  be two collections 

of arguments, then we call 
                                      

                   ( )
1

( ) ( )
1

( , ) ,
n

j j j
j

HWD v

λ

σ σα β α β
=

⎛ ⎞
= ∆⎜ ⎟
⎝ ⎠
∑ ,  0λ >                    (6) 

                                    
a type of hybrid weighted distance (HWD) measures, where ( )( ) ( ),j jσ σα β∆  is 

the j th largest of the weighted arguments ( ),j jα β∆  (here, ( ),j jα β∆ =  

j j jnw
λ

α β− , nj ,...,2,1= ), 1 2( , , ..., )nv v v v=  is the weighting vector associ-

ated with the HWD measures, 0jv ≥ , 1, 2,...,j n= , 
1

1
n

j
j

v
=

=∑ , w =  

1 2( , ,..., )nw w w  is the weight vector of the arguments 
j jα β−  ( nj ,...,2,1= ), 

0jw ≥ , 
1

1
n

j
j

w
=

=∑ , and n  is the balancing coefficient which plays a role of balance 

(in such a case, if the vector 1 2( , ,..., )nw w w  approaches (1 ,1 ,...,1 )n n n , then 

the vector ( )1 1 1 2 2 2, ,..., n n nnw nw nw
λ λ λα β α β α β− − −  approaches ( 1 1 ,

λα β−  

)2 2 , ..., n n

λ λα β α β− − ).  

                                    
Obviously, the HWD measures are also an extension of the traditional hybrid 

weighted aggregation operator [8], and the weighting vector 1 2( , , ..., )nv v v v=  can 

be determined by using some weight determining methods like the normal distribution 
based method, see [9] for more details. 

        
 Moreover, in what follows, we discuss two special cases of the HWD measures: 
                                    

Theorem 1. If (1 ,1 ,...,1 )v n n n= , then the HWD measures (6) is reduced to 

the weighted distance (WD) measures (3).  
        

Proof. Since (1 ,1 ,...,1 )v n n n= , then 
                                    

( )
1

( ) ( )
1

( , ) ,
n

j j j
j

HWD v

λ

σ σα β α β
=

⎛ ⎞
= ∆⎜ ⎟
⎝ ⎠
∑ ( )

1

( ) ( )
1

1
,

n

j j
jn

λ

σ σα β
=

⎛ ⎞
= ∆⎜ ⎟
⎝ ⎠
∑  
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                  ( )
1

1

1
,

n

j j
jn

λ

α β
=

⎛ ⎞
= ∆⎜ ⎟
⎝ ⎠
∑

1

1

1 n

j j j
j

nw
n

λ
λ

α β
=

⎛ ⎞
= −⎜ ⎟
⎝ ⎠
∑  

                                    

                 

1

1

n

j j j
j

w

λ
λ

α β
=

⎛ ⎞
= −⎜ ⎟
⎝ ⎠
∑  

                                    
                  ( , )WD α β=                                                                                         (7) 
        

which completes the proof of Theorem 1. 
        

Theorem 2. If (1 ,1 , ...,1 )w n n n= , then the HWD measures (6) is reduced to 

the OWD measures (4).  
        

Proof. Since (1 ,1 ,...,1 )w n n n= , then 
                                    

            ( ),j j j j j j jnw
λ λ

α β α β α β∆ = − = − , nj ,...,2,1=              8) 

                                    
thus 

                                    

            ( )
1

( ) ( )
1

( , ) , ( , )
n

j j j
j

HWD v OWD

λ

σ σα β α β α β
=

⎛ ⎞
= ∆ =⎜ ⎟
⎝ ⎠
∑                  (9) 

                                    
where ( )( ) ( ),j jσ σα β∆  is the j th largest of the weighted arguments ( ),j jα β∆  

nj ,...,2,1= . This completes the proof of Theorem 2. 
        
From Theorems 1 and 2, it follows that the HWD measures generalize both the 

WD measures (3) and the OWD measures (4), and thus, they can reflect the impor-
tance of both the considered argument and its ordered position. 

                                    
In the next section, we shall apply the HWD measure (6) to pattern recognition. 

3   Application of the HWD Measures to Pattern Recognition 

Assume that there exist m  patterns, which are represented by iα =  

1 2( ( ), ( ),..., ( ))i i i nx x xα α α ( 1, 2, ...,i m= ) in the feature space X =  

1 2{ , ,..., }nx x x , and 1 2( , , ..., )nw w w w=  is the weight vector of ( 1, 2,..., )jx j n= , 

where 0jw ≥ , 1,2,...,j n= , and 
1

1
n

j
j

w
=

=∑ . Moreover, suppose that there is a sam-

ple 1 2( ( ), ( ), ..., ( ))nx x xβ β β β=  to be recognized in the feature space X . 
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We can utilize the HWD measures (6) to calculate the distance ( , )jHWD α β  be-

tween each pattern iα  and the sample β , and then let 
                                    
                       { }

0 1
( , ) min ( , )j j

j m
HWD HWDα β α β

≤ ≤
=                                     (10) 

                                    
hence, by (10), we can determine that the sample β  belongs to the pattern 

0j
α  ac-

cording to the principle of the minimum distance. 
                                    
Below we employ a numerical example to illustrate the application of the above 

procedure. 
     

Example. Assume that there are four patterns, which are represented by 

( 1, 2,3,4)j jα =  in the feature space 1 2 7{ , , ..., }X x x x= : 
                                    

1 (80,50, 60, 70,100,95, 40)α = , 2 (100, 95, 65,80, 90, 90, 50)α =  

3 (50,90, 70, 90, 60,100, 70)α = , 4 (90, 70, 95, 75, 80, 65, 60)α =  
                                    

and the weight vector of the feature space 1 2 7{ , , ..., }X x x x=  is  
                                    

    (0.10,0.15,0.10,0.20,0.15,0.20,0.10)w =  
                                    

Let  
                                    

(70, 80, 90, 65, 90, 85, 95)β =  
                                    

be a sample to be recognized. Then we utilize the OWD measures (6) (suppose that 
the weighting vector associated with the HWD measures is (0.07,0.13,0.19,v =  

0.22,0.19,0.13,0.07) , which is derived by the normal distribution based method 

[9]) to calculate the distance between jα  and β (without loss of generality, here we 

only take into consideration the cases of 1, 2λ = ): 
                                    

1) If 1λ = , then 
                                    

 1( , ) 17.255HWD α β = , 2( , ) 16.678HWD α β =  
                                    

3( , ) 19.600HWD α β = , 4( , ) 14.490HWD α β =  
                                    

thus 
                                    

{ }4 1 4
( , ) min ( , )j

j
HWD HWDα β α β

≤ ≤
=  

                                    
2) If 2λ = , then 
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1( , ) 22.648HWD α β = , 2( , ) 20.223HWD α β =  
                                    

3( , ) 20.719HWD α β = , 4( , ) 15.863HWD α β =  

thus,  
                                    

{ }4
1 4

( , ) min ( , )j
j

HWD HWDα β α β
≤ ≤

=  

                                    
The results of both 1) and 2) show that the sample β  belongs to the pattern 4α . 
                                    
If we utilize the WD measures (3) and the OWD measures (4) to calculate the dis-

tance between each given pattern jα  and the sample β , then we can derive the fol-

lowing results, listed in Tables 1 and 2, respectively:  

Table 1. The distances derived by the WD measures 

 
1( , )WD α β  2( , )WD α β  3( , )WD α β  4( , )WD α β  

1λ =  18.50 16.25 20.50 15.00 

2λ =  24.03 20.95 21.51 17.18 

Table 2. The distances derived by the OWD measures 

 
1( , )OWD α β  2( , )OWD α β  3( , )OWD α β  4( , )OWD α β  

1λ =  19.20 18.60 20.95 14.60 

2λ =  23.57 21.75 21.52 16.37 

From Tables 1 and 2, it is clear that all the results derived by the WD measures (3) 

and the OWD measures (4) show that the sample β  also belongs to the pattern 4α .  

Among the WD, OWD and WHD measures, the WHD measures can not only re-
flect the importance of each argument, but also consider the importance of the ordered 
position of the argument, and thus remain the most original information in the final 
decision results.  

4   Conclusions 

The weighted distance (WD) measures and the ordered weighted distance (OWD) 
measures are the main two types of distance measures in the existing literature. By 
combining the advantages of these two types of distance measures, we have devel-
oped a new type of distance measures called hybrid weighted distance (HWD)  
measures, which can reflect the importance of both the considered argument and its 
ordered position. Both the WD and OWD measures are the special cases of the HWD 
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measures. We have also given an application of the HWD measures to  pattern recog-
nition. In future research, applying the HWD measures to other fields such as decision 
making, medical diagnosis, data mining, etc., may be interesting. 

Acknowledgement 

The work was supported by the National Science Fund for Distinguished Young 
Scholars of China (No.70625005), and the National Natural Science Foundation of 
China (No.70571087). 

References 

1. Bogart, K.P.: Preference structures II: Distances between asymmetric relations. SIAM Jour-
nal on Applied Mathematics 29, 254–262 (1975) 

2. Nadler Jr., S.B.: Hyperspaces of Sets. Marcel Deckker, New York (1978) 
3. Zwick, R., Carlstein, E., Budescu, D.V.: Measures of similarity among fuzzy concepts: a 

comparative analysis. International Journal of Approximate Reasoning 1, 221–242 (1987) 
4. Kacprzyk, J.: Multistage Fuzzy Control. Wiley, Chichester (1997) 
5. Xu, Z.S., Chen, J.: An overview of distance and similarity measures of intuitionistic fuzzy 

sets. International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems 16, 
529–555 (2008)  

6. Yager, R.R.: On ordered weighted averaging aggregation operators in multi-criteria decision 
making. IEEE Transactions on Systems, Man and Cybernetics 18, 183–190 (1988) 

7. Xu, Z.S., Chen, J.: Ordered weighted distance measure. Journal of Systems Science and 
Systems Engineering 17 (in press, 2008) 

8. Xu, Z.S., Da, Q.L.: An overview of operators for aggregating information. International 
Journal of Intelligent Systems 18, 953–969 (2003) 

9. Xu, Z.S.: An overview of methods for determining OWA weights. International Journal of 
Intelligent Systems 20, 843–865 (2005) 



A Multitask Learning Approach to Face

Recognition Based on Neural Networks

Feng Jin and Shiliang Sun

Department of Computer Science and Technology,
East China Normal University, Shanghai 200241, P.R. China

fjin07@gmail.com, slsun@cs.ecnu.edu.cn

Abstract. For traditional human face based biometrics, usually one
task (face recognition) is learned at one time. This single task learning
(STL) approach may neglect potential rich information resources hidden
in other related tasks, while multitask learning (MTL) can make full use
of the latent information. MTL is an inductive transfer method which
improves generalization by using the domain information contained in
the training signals of related tasks as an inductive bias. In this paper,
backpropagation (BP) network based MTL approach is proposed for face
recognition. The feasibility of this approach is demonstrated through two
different face recognition experiments, which show that MTL based on
BP neural networks is more effective than the traditional STL approach,
and that MTL is also a practical approach for face recognition.

Keywords: multitask learning (MTL), single task learning (STL), face
recognition, backpropagation (BP), artificial neural network (ANN).

1 Introduction

Face recognition research has many theoretical and practical significances, for
example, it can facilitate the development of some related disciplines, and povide
a practical means for biometrics [1]. Compared to other biometric technologies,
such as fingerprint and iris recognition, the availability of face recognition tech-
nology has its unique advantages, for example, the capture of face images usually
does not intervene people’s normal activities. It is because of this that over the
last decade, face recognition has become a popular research area in computer
vision and one of the most successful applications of image analysis and under-
standing. Up to the present, people have introduced a variety of methods for
face recognition, such as those based on principal component analysis (PCA),
independent component analysis (ICA) and linear discriminant analysis (LDA)
[2],[3],[4]. In this paper, exploring the performance of face recognition using
neural networks from a new point of view is our concern.

Artificial neural network (ANN) is a mathematical model to deal with infor-
mation processing using a structure similar to the connection of brain nerves
[5]. Theoretically, neural networks (NN) can fully approximate arbitrary com-
plex linear or nonlinear relations, with adopting a parallel distributed processing

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 24–31, 2008.
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method which makes rapid and mass calculation possible. For image recognition,
a NN can take many given images as its inputs and learns to give outputs which
approximate the corresponding image categories as accurately as possible. The
traditional neural network approach for face recognition is to learn a task at
a time. It is a single task learning (STL) model which neglects potential rich
information resources hidden in other related tasks.

In fact for many practical situations, a classification task can often relate to sev-
eral other tasks. Since related tasks tend to share common factors, solving them
together is expected to be more advantageous than solving them independently.
This approach is called multi-task learning (MTL) and has been theoretically and
experimentally proven to be useful [6],[7]. In MTL, the task considered most is
called the main task, while others are called extra tasks. MTL can improve gener-
alization performance of neural networks by utilizing some field-specific training
information contained in the extra tasks [8]. Of course, MTL can be applied to
different kinds of learning machines, such as support vector machine (SVM), de-
cision trees, and so on. However, to the best of our knowledge, there are almost
no results reported on face recognition using multiple learning tasks, for example,
training a classifier to identify faces and poses simultaneously. Here, we only con-
sider neural networks, though a similar approach can be extended to other learn-
ing machines. In this paper, MTL backpropagation (BP) networks are adopted to
carry out face recognition. Experiments with encouraging results show that this
approach is considerably effective for the considered face recognition application.

The rest of this paper is organized as follows. MTL NN and its benefits for face
recognition are introduced in Section 2. Then we give the model construction
mechanism, and report experimental results in Section 3. Section 4 summarizes
this paper and gives future research directions.

2 MTL NN for Face Recognition

Normally, most learning methods such as traditional neural networks only have
one task. This is because when solving a complicated problem, we usually split
it into a number of small, appropriately independent subproblems to learn [9]. In
fact, this ideology ignores the probably close relationship among different tasks,
and therefore is not optimal.

MTL is a form of inductive transfer whose main goal is to improve generaliza-
tion performance using the domain-specific information included in the training
signals of extra tasks. When MTL is used for face recognition, important im-
provements at two different levels can be achieved. One is that the number of
training samples needed to learn each classification tasks decreases as more re-
lated tasks are learned [10]. The other is that it has been proved that under some
theoretic conditions, a classifier trained on sufficiently related tasks is likely to
find good solutions to solve novel related tasks [10]. So in the present study,
we consider the MTL paradigm which can simultaneously learn related tasks
together. In MTL NN, the main task is the one considered most, and the extra
tasks trained at the same time only serve as an inductive bias. Of course, extra
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tasks should be chosen to have a certain relationship with main task. In fact,
the training signals of the extra tasks serve as an inductive bias which is used to
improve the generalization accuracy in order to well complete the main task. In
this paper, classifying faces images is selected as the main task and distinguish-
ing the directions of faces is chosen as the extra task in MTL NN. Both tasks
are trained in parallel using a shared representation. And it is expected that the
information contained in these extra training signals can help the hidden layer
learn a better internal representation for the main task.

3 Model Construction and Experiments

In this section, we show the usefulness of the proposed method through two
experiments. The first one is implemented in the ideal circumstance where all
types of postures (face directions) in the test set are completely included in
the training set, illuminating that whether MTL is superior to STL in terms
of performance. The second experiment is to illustrate the practicality: when
postures in the test set appeare brand new, whether MTL can improve the
performance.

3.1 Experiment One

Data Description. The data used for analysis are from a face database which
has images of 20 different people, including approximately 32 images per person,
varying the directions in which they are looking (left, right, straight ahead,
up) [11]. In total, 624 greyscale images are collected, each with a resolution of
120 × 128. Generally for algorithm evaluation, samples are divided into three
disjoint parts: the training set, the validation set and the test set. The training
set is used to estimate models. The validation set is used to determine the
network structure and the parameters which control the complexity degree of
the model. And the test set is to validate the performance of model selected
ultimately. A typical partition is that the training set occupies 50 per cent of
the total samples, while the validation set and the test set take up 25 per cent
respectively. In this experiment, 16 images including four different directions
of each person are chosen as training set, totaling 320 images. Then we select
8 images which also include four different directions from each person as the
verification set. The rest are used for test data. It means that a neural network
is trained using the data set which contains all face directions of each person. The
purposes of this experiment are making classification based on the same faces
images using MTL and STL, and comparing accuracy rates of face recognition
in these different methods.

Model Design. A three-layer NN is chosen. The reason is that it has ability to
approximate to any continuous function, as long as the appropriate number of
hidden layer neurons and right activation functions are used. The model building
can be concluded as follows:
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(1). The design option chosen in this case is instead to encode the image as a
fixed set of 30 × 32 pixel intensity values. The 30 × 32 pixel image is, in fact, a
coarse resolution summary of the original 120 × 128 captured image, with each
coarse pixel intensity calculated as the mean of the corresponding high-resolution
pixel intensities [11]. Each pixel corresponds to one network input, totaling 960
inputs. In order to accelerate the learning speed of NN, the input signal can be
normalized.

(2). Sigmoid function is selected as the specific activation function between
input layer and hidden layer. The form of sigmoid function is described as

f(x) =
1

1 + e−x
. (1)

This function can make neuronal inputs map to a range from 0 to 1. It is suitable
to train NN using the algorithm of BP, since f(x) is a differentiable function. The
activation function between hidden layer and output layer is a linear function
whose form is shown as

f(x) = x. (2)

It is also a differentiable function which can get the same range as its inputs. A
network training function traingdx is selected which can update weight and bias
values according to gradient descent momenta and adaptive learning rates.

Fig. 1. NN using MTL for face recognition

(3). The MTL NN adopts the 1-of-n output encoding and has 24 output units,
including main task which identifies the species of input images and extra task
which learns the direction in which the person is facing. Twenty distinct output
units are used as main task learning, each representing one of the twenty possible
face categories, with the highest-valued output taken as the network prediction.
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The encoding of extra task is the same as the main task, the difference between
them is that four output units are only needed for extra task learning. The con-
structed MTL network model is given in Fig. 1. STL is employed as a comparative
method and the STL network model is given in Fig. 2. The net only has one task
using 20 output units. The difference between those two NNs exists only in their
output layers. For the hidden layer, 12 neurons in MTL NN are selected to respec-
tively compare with STL NNs which have 10, 12 and 14 neurons.

(4). There are many parameters in the training function including the largest
training epoch, training time, and network error target which can be all acted
as the stopping conditions of training. Choosing correctly parameters can be
advantageous to establish a better neural network and is much easier to achieve
the expected performance. Here, the largest training epoch is chosen as the
cessation condition of the neural network based on observing the mean squared
error (MSE) of the validation set. Furthermore, the validation set is used to
prevent the possible overfitting phenomenon in NN learning. The parameter of
learning rate decides the change of value generated in every cycle of training. Big
learning rate may induce system instability, but a small learning rate will lead to
a longer learning time and slower convergence rate. In this learning experiment,
the initial learning rate is set to 0.3.

Fig. 2. NN using STL for face recognition

Result. Each experiment runs five times, and the median is selected as the
final result. The performance is evaluated in the test set which has 144 face
images. The results of this experiment are exhibited in Table 1, showing that
the number of face images classified correctly has considerably risen after MTL is
used. Though this test is biased in favor of STL because it compares single runs
of MTL on an unoptimized net size with several independent runs of STL that
use different hidden units and are able to find near-optimal net size. MTL can
successfully capture gist which is needed for precise face recognition by making
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Table 1. Performance of STL and MTL with different hidden layers on tasks of face
recognition in experiment one

STL MTL

Number of Hidden Unit 10 12 14 12

Number of Correct Classifications 96 97 117 133

The Accuracy Rate 67% 67% 81% 91%

use of the information from other tasks. It implies that more information is
provided by extra task for the main task learning and the identifying precision
is improved. Therefore, MTL NN can be used for face recognition to get relatively
precise results. However, the experiment is based on both the training set and
the test set which have all face directions. Thus, another experiment which is
changed in the training set is given below to view whether the proposed method
can also effectively exploit the information of related tasks.

3.2 Experiment Two

Data used in this experiment are from the same face database and the different
points compared to the experiment one are the choices of training set, certification
set and test set. Only two kinds of people face directions (left, straight ahead) are
selected from each category as training set in this experiment, totaling 320 images.
From the remaining, 160 pictures are selected as verification set, and the rest are
used as test set. It means that only two face gestures (left, straight ahead) images
data are used to design neural network. Then we observe the classification per-
formance whether better than single task NN in the same training data when the
samples of new postures are added. The main task of MTL NN is also to identify
the species of input images using 20 output units. And two output units are used
for extra task, because only images of two face directions (left, straight ahead) are
selected as inputs during the course of designing the NN. STL is also employed as
a comparative method. STL NN has 20 output units for learning one task which
is to identify the species of input images.

Result. In the experiment, the number of hidden layer’s neurons is increased in
order to gain better precision. The MTL net has 18 hidden units, and the STL
nets have 15, 18, or 21 hidden units. This experiment also runs five times, the
median is selected as the final result. The performance is evaluated in the test
set which has 151 face images.

From the information given in Table 2, we can include that when MTL and STL
NN have the same hidden units, performance of the former is better than the latter.
Besides, the performance of STL NN can not catch up with MTL NN, despite the
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Table 2. Performance of STL and MTL with different hidden layers on tasks of face
recognition in experiment two

STL MTL

Number of Hidden Unit 15 18 21 18

Number of Correct Classifications 103 128 134 135

The Accuracy Rate 68% 84% 88% 89%

number of hidden units in STL NN increases to 21. It is under the condition that
training a NN using several face direction images, but testing the NN using else
face direction images. It implies that generalization performance is improved when
using MTL. The ability of practical application is to be fully exhibited.

4 Conclusion

In this paper, we propose the approach of multi-task learning to face recognition,
which overcomes the limitation of existing approaches such as STL by making
full use of information contained in the extra tasks. We demonstrated through
experiments that the proposed method is useful in face recognition; moreover,
it also works well when new face postures appeare during testing. Experimental
results have demonstrated the superiority offered by MTL. The superior perfor-
mance of MTL on face image recognition shows that manifold information from
related tasks can play positive and complementary effects in real applications,
suggesting that one can find significant benefits in practice by performing MTL.

For different face databases, different tasks can be selected as extra tasks
whose roles are to serve as inductive biases for the main task. In the future, de-
veloping novel algorithms for face recognition using multitask learning by means
of k-nearest neighbor and SVM can be investigated..
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Abstract. Synchronous finite state machines are very important for dig-
ital sequential systems. Among other important aspects, they represent
a powerful way for synchronising hardware components so that these
components may cooperate adequately in the fulfilment of the main ob-
jective. In this paper, we propose to use an evolutionary methodology
inspired from quantum computation to yield a concise and efficient evolv-
able hardware that implements the state machine control logic.

1 Introduction

Traditionally, the design process of a state machine goes through five main steps:
(i) the specification of the sequential system, which should determine the next
states and outputs of every present state of the machine. This is done using
state tables and state diagrams; (ii) the state reduction, which should reduce
the number of present states using equivalence and output class grouping; (iii)
the state assignment, which should assign a distinct combination to every present
state. (iv) the minimisation of the control combinational logic using K-maps and
transition maps; (v) finally, the implementation of the state machine, using gates
and flip-flops.

In this paper, we concentrate on the forth step of the design process, i.e.
the control logic synthesis and minimisation. We present a quantum inspired
evolutionary algorithm designed to evolve the circuit that controls the machine
current and next states and to provide its outputs.

The remainder of this paper is organised into four sections. In Section 2, we
briefly introduce the principles of quantum computation and present a quantum
inspired synthesiser for evolving optimal control logic circuit provided the state
assignment for the specification of the state machine in question. After that, in
Section 3, We describe the circuit encoding, quantum gates used as well as the
fitness function, which determines whether a control logic design is better than
another and how much. Then, in Section 4, we compare the are and time re-
quirements of the designs evolved through our evolutionary synthesiser for some
well-known benchmarks and compare the obtained results with those obtained
using the traditional method to design state machine.
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2 Quantum Inspired Evolutionary Algorithm

As any evolutionary algorithms, this algorithm is based on a population of so-
lutions which is maintained through many generations. It seeks the best fitted
solution to the problem, evaluating the characteristics of those included in the
current population. In the next sections, we describe the quantum inspired rep-
resentation of the individual and the under laying computational process.

2.1 Principles of Quantum Computing

In quantum computing, the smallest unit of information stored in a two-state
system is called a quantum bit or qubit [5]. The 0 and 1 states of a classical bit,
are replaced by the state vectors |0〉 and |1〉 of a qubit. This vectors are usually
written using the braket notation, introduced by Paul Dirac. The state vectors
of a qubit are represented as in (1)

|0〉 =
[

1
0

]
and |1〉 =

[
0
1

]
. (1)

While the classical bit can be in only one of the two basic states that are
mutually exclusive, the generic state of one qubit can be represented by the
linear combination of the state vectors |0〉 and |1〉, as |ψ〉 = α |0〉+β |1〉, wherein
α and β are complex numbers. The state vectors |0〉 and |1〉 form a canonical
base and the vector |ψ〉 represents the superposition of this vectors, with α
and β amplitudes. The unit normalization of the state of the qubit ensures
that |α|2 + |β|2 = 1 is true. The phase of a qubit is defined by an angle ζ as
ζ = arctan(β/α) and the product α·β is represented by the symbol d and defined
as d = α · β, where d stands for the quadrant of qubit phase ζ. If d is positive,
the phase ζ lies in the first or third quadrant; otherwise, the phase ζ lies in the
second or fourth quadrant [9].

The physical interpretation of the qubit is that it may be simultaneously in the
states |0〉 and |1〉, which allows that an infinite amount of information could be
stored in state |ψ〉. However, in the act of observing a quantum state, it collapses
to a single state [7]. The qubit collapses to state 0, with probability |α|2 or state
1, with probability |β|2. A system with m qubits contains information on 2m

states. The linear superposition of possible states is shown in (2)

|ψ〉 =
2m∑
k=1

Ck |Sk〉 , (2)

wherein Ck specifies the probability amplitude of the corresponding states Sk

and subjects to the normalization condition of |C1|2 + |C2|2 + ...+ |C2m |2 = 1.
The state of a qubit can be changed by the operation of a quantum gate or Q-

gate. The Q-gates apply a unitary operation U on a qubit in the state |ψ〉 making
it evolve to the state U |ψ〉, which maintains the probabilities interpretation as
defined before. There are several Q-gates, such as the NOT gate, Controlled-
NOT gate, Hadamard gate, rotation gate, etc.
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2.2 Quantum Inspired Representation

The evolutionary algorithms, like the genetic algorithms, for instance, can use
several representation that have been used with success: binary, numeric and
symbolic representation [6]. The quantum inspired evolutionary algorithms use
a new representation, that is a probabilistic representation based on the concept
of qubits and a q-individual as a string of qubits. A q-individual can be defined
as in (3) wherein |αi|2 + |βi|2 = 1, for i = 1, 2, 3, ...,m.

p =
[
α1 α2 α3 · · · αm

β1 β2 β3 · · · βm

]
(3)

The advantage of the representation of the individuals using qubits instead
of the classical representation is the capacity of representing the linear super-
position of all possible states. The evolutionary algorithms with the quantum
inspired representation of the individual should present a population diversity
better than other representations, since they can represent the linear superposi-
tion of states [2] [4]. Only one q-individual of n q-bits is enough to represent 2n

states. Using the classical representation, 2n individuals would be necessary.

2.3 Algorithm Description

The basic structure of the quantum inspired evolutionary algorithm presented
in this paper is described by Algorithm 1. The quantum inspired evolutionary
algorithms maintain a population of q-individuals, P (g) = {pg

1, p
g
2, ..., p

g
n} at

generation g, where n is the size of population, and pg
j is a q-individual defined

as in (4), where m is the number of qubits, which defines the string length of
the q-individual, and j = 1, 2, ..., n.

Algorithm 1. Quantum Inspired Evolutionary Algorithm
1. g := 0; generate initial population P0 with n individuals;
2. observe P0 into S0;
3. evaluate the fitness of every solution in S0; store S0 into B0;
4. while (not termination condition) do
5. g := g + 1; observe Pg−1 into Sg;
6. evaluate the fitness of every solution in Sg; update Pg using a Q-gate;
7. apply probability constraints; store best solutions among Bg−1 and Sg into Bg;
8. store the best solution in Bg into b;
9. if (no improvement for many generations) then

10. replace all the solution of Bg by b;
11. end if
12. end while

pg
j =

⎡⎣αg
j1
αg

j2
αg

j3
· · · αg

jm

βg
j1
βg

j2
βg

j3
· · · βg

jm

⎤⎦ , (4)
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The initial population of n individuals is generated setting α0
i = β0

i = 1/
√

2
(i = 1, 2, ...,m) of all p0

j = pg
j |g=0 (j = 1, 2, ..., n). This allows each q-individual

to be the superposition of all possible states with the same probability.
The binary solutions in Sg are obtained by an observation process of the

states of every q-individual in Pg. Let Sg = {sg
1, s

g
2, ..., s

g
n} at generation g. Each

solution, sg
i for (i = 1, 2, ..., n), is a binary string with the length m, that is,

sg
i = s1s2...sm, where sj for (j = 1, 2, ...,m) is either 0 or 1.
The observation process is implemented using random probability: for each

pair of amplitudes [αk, βk]T (k = 1, 2, ..., n×m) of every qubit in the population
Pg, a random number r in the range [0, 1] is generated. If r < |βk|2, the observed
qubit is 1; otherwise, it is 0.

The q-individuals in Pg are updated using a Q-gate, which is detailed in
later. We impose some probability constraints such that the variation operation
performed by the Q-gate avoid the premature convergence of a qubits to either
to 0 or 1. This is done by not allowing neither of |α|2 nor |β|2 to reach 0 or 1. For
this purpose, the probability |α|2 and |β|2 are constrained to 0.02 as a minimum
and 0.98 as a maximum. Such constraints allows us to escape local minima.

After a given number of generations, if the best solution b does not improve,
all the solutions stored into Bg are replaced by b. This step can induce a variation
of the probabilities of the q-individuals. This also allows the algorithm to escape
local minima and avoid the stagnant state.

3 Application in Evolvable Logic Synthesis

Exploiting quantum inspired evolutionary algorithm, we automatically gererate
novel control logic circuits that are reduced with respect to area and time re-
quirements. The allowed gates are not, and, or, xor, nand, nor, xnor and
wire. The latter represents a physical wire and thus, the absence of a gate.

3.1 Circuit Encoding

We encode circuit designs using a matrix of cells that may be interconnected.
A cell may or may not be involved in the circuit schematics and consists of two
inputs, a logical gate and a single output. A cell draws its input signals from
the outputs of previous column. The cells located in the first column draw their
inputs from the circuit global input signals. Each cell is encoded with a number
of qubits, enough to represent the allowed gates and the signals that may be
connected in each input of the cell. Note that the total number of qubits may
vary depending on the number of outputs of the previous column or the number
of primary inputs in the case of the first column. An example of a matrix of
cells with respect to this encoding is given in Fig. 1. Fig. 2–(a) represents a
cell encoding and a possible observation of the qubits states and the Fig. 2–(b)
indicates the correspondent circuit encoded by this cell, that is composed by an
and gate with its input A and B connected to the first and thrird element of its
previous column.
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Fig. 1. Encoded circuit schematics

Gate Input A Input B

Cell α1 α2 α3 α4 α5 α6 α7

β1 β2 β3 β4 β5 β6 β7

Observation 0 0 1 0 0 1 0
(a) Cell codification

AND

Partial
Output

A

B

Cell 1,jFrom
Cell 1,j-1

From
Cell 3,j-1

(b) Observed cell

Fig. 2. Example of a cell with 4 output signals in previous column
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Fig. 3. Encoded circuit schematics

When the observation of the qubits that define the gate yields the code of
wire, then the signal connected to the cells A input appears in the partial
output of the cell. When the number of partial outputs of a column or the global
inputs are not a power of 2, some of them are repeated in order to avoid that a
cell be mapped to an inexistent input signal. The circuit primary output signals
are the output signals of the cells in the last column of the matrix. If the number
of global outputs are less than the number of cells in the last column, then some
of the output signal are not used in the evolutionary process.

The power of the quantum inspired representation can be evidenced by the
Fig. 3, which shows that all possible circuits can be represented with only one
q-individual in a probabilistic way, as explained in the Section 2.2.

The number of q-individual included (population size) as well as the number
of cells per q-individual are paramenters that should be adjusted considering
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the state machine complexity. The complexity depends on the number of inputs,
outputs, states and states transitions of the machine.

3.2 Q-gate for Evolvable Hardware

To drive the individuals toward better solutions, a Q-gate is used as a variation
operator of the quantum inspired evolutionary algorithm presented at this pa-
per. After an update operation, the qubit must always satisfy the normalization
condition |α′|2 + |β′|2 = 1, where α′ and β′ are the amplitudes of the new qubit.

Initially, each q-individual represents all possible states with the same proba-
bility. As the probability of every qubit approaches either 1 or 0 by the Q-qate,
the q-individual converges to a single state and the diversity property disappears
gradually. By this mechanism, the quantum inspired evolutionary algorithm can
treat the balance between exploration and exploitation [4]. The Q-gate used is
inspired by a quantum rotation gate. This is defined in (5)[

α′

β′

]
=
[
cos(∆θ) −sin(∆θ)
sin(∆θ) cos(∆θ)

] [
α
β

]
, (5)

where ∆θ is the rotation angle of each qubit toward states 0 or 1 depending on
the amplitude signs. The angle ∆θ should be adjusted to aplication problem.

The value of the angle ∆θ can be selected from the Table 1, where f(sg
i ) and

f(bg
i ) are the fitness values of sg

i and bg
i , and sj and bj are the jth bits of the

observed solutions sg
i and the best solutions bg

i , respectively.
The rotation gate allows to change the amplitudes of the considered qubit, as

follows: (i) If sj and bj are 0 and 1, respectively, and if f(sg
i ) ≥ f(bg

i ) is false
then if the qubit is located in the first or third quadrant as defined before, θ3, the
value of ∆θ is set to a positive value to increase the probability of the state |1〉;
Otherwise, if the qubit is located in the second or fourth quadrant, −θ3 should
be used to increase the probability of the state |1〉; On the other hande, if sj
and bj are 1 and 0, respectively, and if f(sg

i ) ≥ f(bg
i ) is false and the qubit is

located in the first or third quadrant, θ5 is set to a negative value to increase
the probability of the state |0〉; Otherwise, i.e. if the qubit is located in the 2nd
or 4thquadrant, −θ5 should be used to increase the probability of state |0〉.

When it is ambiguous to select a positive or a negative number for the angle
parameters, we set it the values to zero as recommended in [4]. The magnitude of
∆θ has an effect on the speed of convergence. If it is too big, the search grid of the
algorithm would be large and the solutions may diverge or converge prematurely
to a local optimum. If it is too small, the search grid of the algorithm would be
small and the algorithm may fall in stagnant state. Hence, the magnitude of ∆θ
is defined as a variable, which values depend on the aplication problem.

3.3 Circuit Fitness Evaluation

To evaluate the fitness of each solution, some constraints were cosidered: First
of all, the evolved specification must obey the input/output behaviour, which is
given in a tabular form of expected results given the inputs. This is the truth
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Table 1. Look-up table of ∆θ

sj bj f(sg
i ) ≥ f(bg

i ) ∆θ sj bj f(sg
i ) ≥ f(bg

i ) ∆θ

0 0 false θ1 1 0 false θ5

0 0 true θ2 1 0 true θ6

0 1 false θ3 1 1 false θ7

0 1 true θ4 1 1 true θ8

table of the expected circuit. Secondly, the circuit must have a reduced size. This
constraint allows us to yield compact digital circuits. Finally, the circuit must
also reduce the signal propagation delay. This allows us to reduce the response
time and so discover efficient circuits.

We estimate the necessary area for a given circuit using the concept of gate
equivalent. This is the basic unit of measure for digital circuit complexity [3].
It is based upon the number of logic gates that should be interconnected to
perform the same input/output behaviour. This measure is more accurate that
the simple number of gates [3].

When the input to an electronic gate changes, there is a finite time delay
before the change in input is seen at the output terminal. This is called the
propagation delay of the gate and it differs from one gate to another. We estimate
the performance of a given circuit using the worst-case delay path from input
to output. The number of gate equivalent and an average propagation delay for
each kind of gate were taken from [3].

Let C be a digital circuit that uses a subset or the complete set of allowed
gates. The fitness function, which allows us to determine how much an evolved
circuit adheres to the specified constraints, is given as follows, wherein Gates(C)
is a function that returns the circuit gates equivalent and function Delay(C) is a
function that returns the propagation delay of the circuit C based. Ω1 and Ω2 are
the weighting coefficients that allow us to consider both area and response time
to evaluate the performance of an evolved circuit. Note that the fitness function
sums up a penalty ψ, which value is proportional to the number of output signal
that are different from the expected ones. For implementation issue, we minimize
the fitness function as Fitness(C) = ψ+Ω1Gates(C)+Ω2Delay(C) considering
the normalized values of Gates(C) and Delay(C) functions and the values of Ω1

and Ω2 equal to 0.6 and 0.4, respectively.

4 Performance Results

For each of these state machines, which can be found in [1], we evolved an
optimized circuit that implements the required behaviour and compared it to
the one engineered using the traditional method and to the one using the genetic
programming [8]. The details of this comparison are shown in Table 2, wherein
column S/T/I/O provides the number of states, transitions, inputs and outputs.
Note that the evolved circuits are affected by the choice of state assignment.
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Table 2. Comparison of other methods vs. quantum inspired evolutionary algorithm

FSM S/T/I/O Number of gate-equivalent Response time (ns)

Trad. GP Quantum Trad. GP Quantum

Shiftreg 8/16/1/1 30 12 0 0.85 0.423 0
Lion9 8/16/1/1 102 33 36 2.513 0.9185 0.7690
Train11 9/25/2/1 153 39 43 2.945 0.8665 0.792

5 Conclusions

In this paper we exploited a quantum inspired evolutionary algorithm to syn-
thesise the control logic used in synchronous finite state machines. We compared
the circuits evolved by our algorithm with those obtained using the traditional
method, i.e. through Karnaugh and transition maps as well as with GP. The
state machine used as benchmarks are well known and of different sizes. Our
evolutionary synthesiser always obtains better control logic either in terms of
hardware area required to implement the circuit or response time. We are still
synthesising some other benchmarks to validate this conclusion.
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Abstract. This paper presents a new strategy in designing artificial
neural networks. We call this strategy as adaptive merging and growing
strategy (AMGS). Unlike most previous strategies on designing ANNs,
AMGS puts emphasis on autonomous functioning in the design process.
The new strategy reduces or increases an ANN size during training based
on the learning ability of hidden neurons and the training progress of the
ANN, respectively. It merges correlated hidden neurons to reduce the
network size, while it splits existing hidden neuron to increase the net-
work size. AMGS has been tested on designing ANNs for five benchmark
classification problems, including Australian credit card assessment, di-
abetes, heart, iris, and thyroid problems. The experimental results show
that the proposed strategy can design compact ANNs with good gener-
alization ability.

Keywords: Artificial neural network design, merging neuron, splitting
neuron, and generalization ability.

1 Introduction

The automated design of artificial neural networks (ANNs) is an important is-
sue for any learning task. A too large architecture may over-fit the training
data owing to its excess information processing capability. On the other hand,
a too small architecture may under-fit the training data owing to its limited
information processing capability. Both over-fitting and under-fitting cause bad
generalization, a desirable and important property of ANNs. It is therefore nec-
essary to design ANNs automatically so that they can solve different problems
efficiently.

There have been many attempts to design ANNs automatically, such as vari-
ous evolutionary and non-evolutionary algorithms (see the review papers [1]-[3]).
The important parameters of any design algorithms are the consideration of gen-
eralization ability and of training time [1]. However, both parameters are impor-
tant in many application areas; improving the one at the expense of the other
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becomes a crucial decision. The main difficulty of using evolutionary algorithms
in designing ANNs is that they are quite demanding in both time and user-
defined parameters. In contrast, non-evolutionary, such as constructive, pruning
and constructive-pruning, strategies require much smaller amounts of time and
user-defined parameters, but they use a greedy approach in designing ANNs.
Thus the design process of these strategies may trap into architectural local op-
tima resulting in poor generalization.

This paper presents a non-greedy but non-evolutionary strategy in design-
ing ANNs. This new strategy is called adaptive merging and growing strategy
(AMGS). It merges and adds hidden neurons repeatedly or alternatively during
the training process of an ANN. The decision when to merge or add hidden neu-
rons is completely dependent on the improvement of hidden neurons’ learning
ability or the training progress of ANNs. It is argued in this paper that such an
adaptive strategy is better than a predefined greedy strategy. AMGS’s emphasis
on using an adaptive strategy can avoid the architectural local optima problem
in designing ANNs.

The rest of this paper is organized as follows. Section 2 describes AMGS in
detail and gives motivations and ideas behind various design choices. Section 3
presents experimental results on AMGS and some discussions. Finally, Section 4
concludes with a summary of the paper and few remarks.

2 AMGS

The idea behind AMGS is to put more emphasis on adaptive strategy and re-
ducing retraining epochs in the design process of ANNs. The adaptive strategy
is better suited due to its ability to cope with different conditions that may arise
at different stages during the design process of ANNs. This strategy also has less
chance to trap into architectural local optima, a common problem suffered by a
greedy strategy. The reduction of retraining epochs is suitable for undermining
the effect of over training, which has a detrimental effect on the generalization
ability of ANNs.

The major steps of AMGS can be explained by the following steps.

Step 1) Create an initial ANN architecture with three layers. The number of
neurons in the input and output layers is the same as the number of
inputs and outputs of a given problem, respectively. The number of neu-
rons,M , in the hidden layer is generated at random. Initialize all con-
nection weights of the network randomly within a small range.

Step 2) Initialize the counter µi = 0, i = 1, 2, · · · ,M . It estimates the number
of epochs for which a hidden neuron is trained so far. This estimation is
used for measuring the significance of hidden neurons in the network.

Step 3) Partially train the network on the training set for a fixed number of
training epochs using BP. The number of epochs, τ , is specified by the
user.
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Step 4) Increment the counter µi = µi + τ, i = 1, 2, · · · , N . Here N is the num-
ber of hidden neurons in the existing network architecture. Initially,
the value of N and M is same.

Step 5) Compute the error of the network on the validation set. If the ter-
mination criterion is satisfied, stop the training process. Otherwise,
continue.

Step 6) Compute the significance of each hidden neuron ηi, i = 1, 2, · · · , N ,
using the following equation.

ηi =
σi

3
√
µi
, (1)

where ηi and σi are the significance and standard deviation of the
hidden neuron hi, respectively. In AMGS, the standard deviation is
computed based on a hidden neuron’s output over the examples in the
training set.

Step 7) If the significance of one or more hidden neurons is less than a prede-
fined amount, select those neurons for merging and continue. Other-
wise, go to the Step 11). The significance threshold, ηth, is a parameter
specified by the user.

Step 8) Compute the correlation between the selected hidden neuron(s) and
other hidden neurons in the network. Like standard deviation, the
correlation is also computed based on the output of hidden neurons
over the examples in the training set.

Step 9) Merge one or more selected hidden neurons, if their correlated coun-
terparts are found. The maximum number of hidden neurons that can
be merged is N/2 for an ANN consisted of N neurons because a pair
of neurons is needed for merging. Our algorithm, AMGS, merges a se-
lected hidden neuron with an unselected neuron in the network if the
correlation between these neurons is greater than a predefined corre-
lation threshold Cth.

Step 10) Retrain the modified network, which is obtained after merging opera-
tion, until the previous error level has been reached. If it is able to reach
the previous error level, update the epoch counter η using Eq.(2) and
go the Step 5). Otherwise, restore the previous network and continue.

µi = µi + τr, i = 1, 2, · · · , P. (2)

Here P is the number of hidden neurons in the existing network, and
it is less than N because a merging operation prunes two neurons and
adds one neuron. τr is the number of epochs for which the modified
network is retrained after merging neurons.

Step 11) Check the neuron addition criterion. If it is satisfied, continue. Oth-
erwise, go to the Step 3) for further training. It is here assumed that
since the merging criterion is not satisfied or the merging operation is
found unsuccessful and the neuron addition criterion is not satisfied,
the performance of the network can be only improved by training.
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Step 12) Add one neuron to the hidden layer by splitting an existing neuron.
The splitting produces two neurons from one neuron. Set the counter
of two new neurons as µi/2. Here µi is the counter of the neuron
that is used for splitting. Go to the Step 3) for training the modified
architecture.

It is now clear that AMGS does not guide the architecture determination
process in a predefined and fixed way. Although the strategy used in AMGS
seems to be a bit complex, its essence is the use of an adaptive search strategy
with three components: neuron merging, neuron addition and termination cri-
terion based on validation error. Details about each component are given in the
following sections.

A. Neuron Merging
The margining operation used in AMGS consists of two steps. In the first step,
the significance of each hidden neuron in an ANN is computed using Eq.(1). In
the second step, a less significant hidden neuron is merged with a more significant
and correlated hidden neuron. If ha is a less significant neuron and hb is a more
significant neuron but maintains high correlation with the less significant one,
AMGS merges these two neurons and produces one neuron hc. The weights of
hc are assigned as

wci =
wai + wbi

2
, i = 1, 2, · · ·m (3)

wjc = wja + wjb, j = 1, 2, · · ·n (4)

where m and n are the number of neurons in the input and output layers,
respectively. wai and wbi are the i-th input connection weights of ha and hb,
respectively, while wja and wjb are their j-th output connection weights, respec-
tively. wci and wjc are the i-th input and j-th output connection weights of hc,
respectively. Since the connection weights of hc are obtained by combining those
of ha and hb, it can be easily proven that the effect hc to the ANN is almost
same as the combined effect of ha and hb.

B. Neuron Addition
Unlike most constructive algorithms, AMGS adds hidden neurons by splitting
existing hidden neurons in the network. The process of a neuron splitting is called
“cell division” [4]. Two neurons created by splitting an existing neuron have
contained the same number of connections as the parent neuron. The weights of
the new neurons are calculated according to Odri et al. [4]:

w1 = (1 + α)w (5)
w2 = −αw (6)

where w represents the weight vector of the existing neuron, and w1 and w2 are
the weight vectors of the new neurons. α is a mutation parameter whose value
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may be either fixed or random. AMGS adds one neuron to the hidden layer of
the ANN when its training error has stopped decreasing by a threshold, ε1, after
a certain number of training epochs τ . This criterion can be described by the
following equation.

Et(k) − Et(k + τ) <= ε1, k = τ, 2τ, 3τ, . . . . (7)

Here Et(k) and Et(k+τ) are the training error at epochs k and k+τ , respectively.
This simple addition criterion is used widely in many constructive algorithms.
AMGS tests the addition criterion after every τ epochs if the merging criterion
is not satisfied or the execution of merging operation is found unsuccessful.

C. Termination Criterion
The training error of an ANN reduces as its training process progresses. However,
at some point, usually in the later stages of training, the ANN may start to take
advantage of idiosyncrasies in the training data. One common approach to avoid
such an over-fitting is to estimate the validation error during training and stop
the training process when the validation error begins to increase.

AMGS uses a very simple criterion that terminates the training process of an
ANN when its validation error increases by a certain amount with respect to a
minimum validation error. The criterion can be described as

Emv(τ) − Ev(τ) >= ε2. (8)

Here Emv(τ) is the minimum validation error up to training epochs τ and Ev(τ)
is the validation error at epoch τ . ε2 is a threshold parameter specified by the
user. The termination criterion is tested after every τ epochs or when the merging
operation is found successful. AMGS terminates the training process of an ANN
when its validation error has increased by an amount ε2 from its minimum value.

3 Experimental Studies

This section presents AMGS’s performance on Australian credit card assessment,
diabetes, gene, glass, heart disease, iris and thyroid problems. These benchmark
classification problems have been the subject of many studies in ANNs and ma-
chine learning. The characteristics of these problems are summarized in Table 1,
which show a considerable diversity in the number of examples, attributes and
classes. The detail description of these problems can be obtained from UCI Ma-
chine Learning Repository.

Two sets of experiments were carried out. In the first of experiments, AMGS
was applied to five classification problems. To observe the effect of merging
and splitting, the second set of experiments was carried out. The setup of this
experiments was exactly the same as those used in the first set of experiments.
The only difference was that AMGS did not use here merging and splitting for
pruning and adding hidden neurons, respectively. Rather, AMGS pruned neurons
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Table 1. Characteristics of five benchmark classification problems

Problem Number of
input output training validation testing

attributes classes examples examples examples

Card 51 2 345 173 172
Diabetes 8 2 384 192 192
Heart 35 2 460 230 230
Iris 4 3 75 38 37

Thyroid 21 3 3600 1800 1800

directly and added new neurons with random initial weights. This variant of
AMGS is referred to as adaptive pruning and growing strategy (APGS).

A. Results
Table 2 shows the performance of AMGS and APGS over 50 independent runs.
The testing error rate (TER) refers to the percentage of wrong classifications
produced by ANNs on the testing set. The number of epochs refers to the
total number of training cycles required in designing final ANNs from initial
ANNs.

It is clear that both AMGS and APGS could produce compact ANNs with
good generalization ability by spending a reasonable amount of training epochs.
However, the performance of AMGS was found better than that of APGS. For
example, in terms of average results, AMGS took on 390.7 epochs for producing
ANNs with 4.14 hidden neurons for the diabetes problem. APGS, on the other
hand took on 420.7 epochs for producing ANNs with 5.37 hidden neurons for the
same problem. It is seen from section 2 that AMGS merges correlated hidden
neurons instead of pruning neurons directly. The merging operation not only
reduces the size of an ANN as does pruning, but also reduces correlation among
hidden neurons in the ANN. When hidden neurons are less correlated, they
process less redundant information. This may be the main reason that ANNs
produced by AMGS had a small number of hidden neurons. Furthermore, AMGS
merges hidden neurons in such a way that one neuron produced by merging two
neurons have nearly the same effect. Neurons were added in AMGS by splitting
existing neurons in an ANN. As a result, the new neuron gets some information
about the problem from the parent neuron. These two techniques contribute for
requiring a small number of epochs in designing ANNs by AMGS.

The small value of these two parameters, i.e., number of hidden neurons and
epochs, is generally considered an important aspect for obtaining good general-
ization ability. This may be the main reason that the TER of ANNs produced
by AMGS was found better compared to that of APGS. In general, all the above
examples illustrated the same point, i.e., the positive effect of using merging and
splitting operation in designing ANNs.

B. Comparison
This section presents the comparison of AMGS with other related strategies
in designing ANNs. We implemented basic constructive strategy (BCS), basic
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Table 2. Performance of AMGS and APGS on five benchmark classification problems.
All results were averaged over 50 independent runs. TER in the table indicates testing
error rate.

Problem Performance of AMGS Performance of APGS

No. of TER No. of TER
hidden neurons epochs hidden neurons epochs

Card 1.66 131.8 12.67 1.78 143.3 13.02
Diabetes 4.14 390.7 21.97 5.36 420.7 23.22
Heart 2.56 130.6 18.87 3.02 152.2 19.65
Iris 2.62 165.3 1.89 2.86 172.4 3.28

Thyroid 5.60 630.1 2.44 6.72 670.8 2.86

Table 3. Comparison between AMGS, basic constructive strategy (BCS), basic prun-
ing strategy (BPS) and basic constructive-pruning strategy (BCPS) on three classifi-
cation problems based on the number of hidden neurons, epochs and testing error rate
(TER). All results were averaged over 50 independent runs.

Algorithm No. of hidden neurons No. of epochs TER
Diabetes Heart Iris Diabetes Heart Iris Diabetes Heart Iris

AMGS 4.14 2.56 2.62 390.7 130.6 165.3 21.97 18.87 1.89
BCA 5.96 3.42 2.98 467.5 173.4 188.9 26.04 20.34 2.71
BPA 5.56 3.12 2.88 409.1 161.4 175.9 26.25 19.93 1.84

BCPA 5.80 3.26 2.88 501.3 190.7 201.6 26.22 20.43 2.71

Table 4. Comparison between AMGS, OBD [5], OBS [6], VNP [7] and OMNN [8] on
the diabetes and iris problems. The results of AMGS was averaged over 50 independent
runs, while they were averaged over 30 independent runs for OMNN. The results of
OBD, OBS and VNP were not mentioned whether they were average or the best results.
TER in the table indicates testing error rate.

Problem AMGS OBD OBS VNP OMNN

Diabetes No. of hidden neurons 4.14 16.0 26.0 8.0 4.53
TER 21.97 31.40 34.60 30.90 25.87

Iris No. of hidden neurons 2.62 4.0 4.0 2.0 2.65
TER 1.89 2.00 2.00 2.30 4.61

pruning strategy (BPS) and basic constructive-pruning strategy (BCPS) for our
base line comparisons. The implementation of these three strategies gives us an
opportunity to make statistical comparison. Table 3 presents the comparison of
AMGS with three other algorithms. It is observed that AMGS is better than
other three strategies for the diabetes and heart problems. The t-test indicates
that the significance of the performance difference. However, BPS performed
better than AMGS for iris problem with respect to TER. The t-test indicates
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that the performance difference is not significant. It is interesting to compare
the performance AMGS with state-of-art algorithms. We therefore compared
the results of AMGS with those of OBD [5], OBS [6], VNP [7], and OMNN [8].
The VNP, OBD and OBS used a pruning strategy, while OMNN used a hybrid
simulated annealing and tabu search methods in designing ANN architectures.
The better performance of AMGS over these state-of-art algorithms is clear from
Table 4.

4 Conclusions

The generalization ability of ANNs is greatly dependent on their architectures.
Although a number of strategies exist in designing ANNs, most existing strate-
gies use a kind of greedy technique or use many user-specified parameters. This
paper describes a new strategy, AMGS, in designing ANNs. The idea behind
AMGS is to put more emphasis on an adaptive strategy and reducing retraining
epochs in the design process of ANNs. Two techniques, pruning by merging and
adding by splitting, are employed in reducing retraining epochs. The experimen-
tal results illustrate the effects of these operations (Table 2). The comparison of
AMGS with other algorithms indicates the superiority of the proposed approach.
One of the future works would be the use of different significance criterion in
the merging operation. In addition, it would be interesting to study how well
AMGS would perform on regression problems.
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Abstract. Many research efforts have been done on the automatic classification 
of heart sound signals to support clinicians in heart sound diagnosis. Recently, 
hidden Markov models (HMMs) have been used quite successfully in the auto-
matic classification of the heart sound signal. However, in the classification us-
ing HMMs, there are so many heart sound signal types that it is not reasonable 
to assign a new class to each of them. In this paper, rather than constructing an 
HMM for each signal type, we propose to build an HMM for a set of acousti-
cally-similar signal types. To define the classes, we use the KL (Kullback-
Leibler) distance between different signal types to determine if they should be-
long to the same class. From the classification experiments on the heart sound 
data consisting of 25 different types of signals, the proposed method proved to 
be quite efficient in determining the optimal set of classes.  

1   Introduction 

Heart auscultation is important in the diagnosis of heart diseases. Although there are 
some advanced techniques such as the echocardiography and the MRI, it is still 
widely used in the diagnosis of the heart disease because of its relatively low cost and 
easy accessibility. However, detecting symptoms and making diagnosis from hearing 
the heart sound require a skill that takes years of experience in the field. 

A machine-aided diagnosis system for the heart sound signal would be very useful 
for assisting the clinicians to make better diagnosis of the heart disease. With the 
recent developments of the digital signal processing techniques, artificial neural net-
works (ANNs) have been widely used as the automatic classification method for the 
heart sound signals [1-5]. Recently, the HMM has also shown to be very effective in 
modeling the heart sound signal [6-7]. The highly dynamic and non-stationary nature 
of the heart sound signal makes it appropriate to model the signal with the HMM. In a 
recent study [8], they found that the HMM works much better than the ANN in classi-
fying the heart sound signals corresponding to 10 different kinds of heart diseases. 
The superior performance of the HMM may come from its proven excellence in mod-
eling non-stationary time-sequential input patterns compared with the ANN. There are 
many different heart sound signal types which are characterized by their unique signal 
shapes and spectral characteristics. Although the signal types are mainly affected by 
the kind of heart diseases, we can easily find cases where quite different signal types 
are generated from the same heart disease. From this relationship between the heart 
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sound signal types and the heart diseases, there is the problem of class determination 
in classifying the heart sound signals using HMMs. In a simple thought, one may 
assign a class to each type of heart sound signals. However, such an assignment will 
increase the number of classes indefinitely as there are too many signal types. And 
such a large number of classes will increase the confusability between classes and 
consequently result in poor classification accuracy. Also one may consider to assign 
the various signal types from the same heart disease to a class. However, such an 
approach will reduce the discrimination between classes due to poor modeling.  

Although it is assumed that the general type of the heart sound signal consists of 4 
components, namely, S1, systole, S2 and diastole, there are many variations in the 
characteristics of the heart sound signal that result in a number of signal types. The 
kind of the heart diseases mainly determines the signal type. However, various factors 
such as the severeness of the diseases, the conditions of the patient and the locations 
of the signal measurement also contribute to determine the type of the signal. And the 
signal types are distinguished from each other by the severeness of the murmurs and 
clicks that exist in the systole and diastole regions of the heart sound signal.  

Instead of assigning a new class to each type of the heart sound signal, we propose 
to assign a  class for a set of signal types that are acoustically-similar. In this manner, 
we reduce the number of classifiers that need to be constructed. Further, using this 
approach it is possible to determine if any unseen type of signal to appear later will be 
assigned to the existing class or to a new class. To define the classes for the signal 
types, we use the KL (Kullback-Leibler) distance [9] between different signal types to 
determine if they should belong to the same class. In the next section, we will explain 
the method how to construct classifiers using HMMs and the proposed method of 
determining classes based on KL distances is explained. In section 3, we show ex-
perimental results which demonstrate the feasibility of the proposed method and fi-
nally, we make conclusion in section 4.  

2   Methods 

2.1 Classification of Heart Sound Signals Using HMMs  

A four state left-to-right HMM for a cycle of the heart sound signal is shown in Fig. 1 
in line with the four components of the heart sound signal, namely S1, systole, S2 and  

 

0 1 2 3

systole S2 diastoleS1

 

Fig. 1. An HMM for a cycle of the heart sound signal 
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diastole [7][8]. The number of states in the HMM is usually determined based on the 
nature of the signal being modeled. Each state of the HMM in Fig. 1 is assigned to a 
component of the heart sound signal because the signal characteristics in each com-
ponent may be thought to be homogeneous. In [8], they found that the 4-state left-to-
right HMM was sufficient to model a cycle of the heart sound signal. The spectral 
variability in each state is modeled using multiple mixtures of multivariate Gaussian 
distributions.  

Given the observation )(ty , the output probability distribution in the state j  is 

given by 

           ∑
=

=
M

m
jmjmjmj tNcb

1

),);(()(t)( Σµyy                                       (1) 

where ),);(( jmjmtN Σµy  is a multivariate Gaussian distribution, with mean vector 
jmµ  

and covariance matrix 
jmΣ , each mixture component having an associated weight 

jmc . Also, the transition from the state i  to j is controlled by the transition probabil-

ity as follows.  

                         )|( ijPaij =                                                             (2) 
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Fig. 2. The procedure of classifying the input heart sound signal using the trained HMMs 

In Fig. 2, we show the procedure of classifying the heart sound signal using the 
trained HMMs. An HMM is constructed for each class of the heart sound signal using 
the training data corresponding to the class. The HMM parameters are estimated dur-
ing the training procedure. For the initial parameter estimation, every cycle of the 
heart sound signal is manually segmented into 4 regions giving the statistical informa-
tion corresponding to each element [7]. And the initial HMM parameters are  
re-estimated using the Baum-Welch algorithm for the maximum likelihood (ML) 
parameter estimation until some convergence criterion is satisfied. In classification, 
the Viterbi decoding is applied to find the class (HMM) which gives the best likeli-
hood score among the trained HMMs given the input heart sound signal. The feature 
vectors used are 18-th order mel-frequency filter bank outputs derived from the fast 
Fourier transform (FFT).  
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2.2   Determining the Classes 

Heart sound signals have various signal types depending on the cause of the signal 
generation. Mainly, the kind of the heart disease associated with the heart sound de-
termines the signal type. However, various factors such as the degree of the diseases, 
the status of the patient and the positions of the signal measurement also contribute to 
determine the type of the signal. The differences between the signal types are ob-
served in the magnitude and locations of the murmurs and clicks that usually exist in 
the systole and diastole regions of the heart sound signal. As there are so many signal 
types in the heart sound, it is not reasonable to assign a new class for each of the sig-
nal types. Such an assignment of classes will result in insufficient training of the 
HMM parameters and increase the confusability between classes and consequently, 
may lead to lower classification accuracy.  

In this paper, we used 25 types of heart sound signals as shown in Table 1. The 
names of the signal types and the numbers of the data are also shown. The front part on 
the name represents the kind of disease associated with the signal type. As shown in the 
table, there may be several signal types from the same kind of heart disease. For exam-
ple, AR_c3t2n1, AR_c3t5n1 and AR_c3t7n1 all correspond to the same kind of dis-
ease(AR). In Fig. 3, we show examples of the heart sound signal types related with the 
AR. As shown in the figure, the signal types show quite different characteristics al-
though they come from the same kind of disease. From this fact, we can see that it is not 
reasonable to assign the signal types to the same class just because they come from the 
same disease. Some method to determine the optimal set of classes will be necessary.  

 
(a) AR_c3t2n1 

(b) AR_c3t5n1 

        (c)AR_c3t7n1 
 

Fig. 3. Examples of the heart sound signal types related with the AR  
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Table 1. The various types of heart sound signals and their associated heart diseases in the 
classification experiment�

Kind of 
Diseases 

Signal 
Types 

Number of 
Data 

Kind of 
Diseases 

Signal 
Types 

Number of 
Data 

NS NS 15 MR_hsmur 13 
IM_2lis 14 MR_absent 18 IM 
IM_4lis 14 

 
MR 

MR_mdmur 11 
AR_c3t2n1 21 MS_presys 20 
AR_c3t3n1 16 MS_af 19 
AR_c3t5n1 15 MS_rapid 12 

AR 

AR_c3t7n1 16 

 
 
MS 

MS_ph 12 
AS_msmur 25 MVP_lsmur 20 
AS_apex 19 MVP_msc 15 
AS_ar 20 

 
MVP 

MVP_multi 15 
AS_prebeat 10 TR_hsmur 17 

AS 

AS_cbar 15 
CA CA 20 

TR 
TR_ph 42 

There are totally 9 kinds of heart diseases associated with the signal types used in 
this paper: NS (normal sound), IM (innocent murmur), AR (Aortic Regurgitation), AS 
(Aortic Stenosis), CA (Coarctation of the Aorta), MR (Mitral Regurgitation), MS 
(Mitral Stenosis), MVP (Mitral Valve Prolapse) and TR (Tricuspid Regurgitation). In 
the proposed method of determining the classes, we consider all the signal types asso-
ciated with the same disease as the candidates to form the same class. Signal types 
from other kinds of diseases are excluded from the candidates, because the main ob-
jective of the classification is to recognize the kind of diseases of the input heart 
sound signal.  

The class determination process proceeds as follows. We first consider an initial 
signal type T1 and a second type T2 from the same kind of heart disease. Our objec-
tive is to determine if the signal type T1 and T2 should be assigned as members of the 
same class. To determine the similarity of the signal type T1 and T2, we utilize the 
Kullback-Leibler (KL) distance. Signal types T1 and T2 are deemed associated with 
the same class if the KL distances between the corresponding states of them are all 
less than a threshold T. There is flexibility in the choice of the threshold T, the 
smaller T, the more closely related are the signal types in a given class. However, if T 
is made too small, the number of classes proliferates. In the same manner as above, all 
the signal type pairs within the same disease are checked if they can be clustered into 
the same class. If any signal type is not close to any other signal types within the same 
disease, it is solely assigned to a distinct class.  

Once the classes consisting of a set of signal types which are acoustically similar 
are determined in the proposed algorithm, the HMM for each class is re-estimated 
using all the training data corresponding to the class.  
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3   Experimental Results  

The heart sounds for the feasibility test experiments were taken from the clinical 
training audio CDs for the physicians [10]. The classification tests were performed 
with 434 heart sounds representing 25 different signal types. Each heart sound data 
consists of one cycle of the heart sound signal which is obtained by manually  
segmenting the original continuous heart sound signal. The signal types and their 
associated diseases were shown in Table 1. Initially an HMM was constructed during 
training for each type of the heart sound signal using the corresponding data. A single 
Gaussian mixture output distribution for each of a 4 state left-to-right HMM (Fig. 1) 
was used to model the heart sound signal. To overcome the problem of small amount 
of data collected, the classification test was done by the Jack-Knifing method. In this 
process, the HMM was trained with all the data available except the one used for 
testing. The process was repeated so that all the data can be used for testing.  

Table 2. Classes determined as the threshold T of the KL distance is varied 

9 kinds of 
diseases 

25 classes 
(T=0) 

19 classes 
(T=30) 

18 classes 
(T=50) 

15 classes 
(T=100) 

NS NS NS NS NS 
IM_2lis IM 
IM_4lis 

- - - 

AR_c3t2n1 AR_c3t2n1 AR_c3t2n1 
AR_c3t5n1 AR_c3t5n1 AR_c3t5n1 
AR_c3t7n1 AR_c3t7n1 AR_c3t7n1 

- AR 

AR_c3t3n1 AR_c3t3n1 AR_c3t3n1 AR_c3t3n1 
AS_prebeat 
AS_apex 

- 

AS_ar AS_ar 

- 

AS_murmur AS_murmur AS_murmur 

- AS 

AS_cbar AS_cbar AS_cbar AS_cbar 
CA CA CA CA CA 

MR_hsmur MR_hsmur MR_hsmur MR_hsmur 
MR_absent 

MR 

MR_mdmur 
- - - 

MS_presys 
MS_af 

- - - 

MS_rapid 

MS 

MS_ph 
- - - 

MVP_lsmur MVP_lsmur MVP_lsmur MVP_lsmur 
MVP_msc 

MVP 

MVP_multi 
- - - 

TR_hsmur TR_hsmur TR_hsmur TR_hsmur TR 
TR_ph TR_ph TR_ph TR_ph 
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Table 2 shows the class determined by the proposed method as the threshold T 

of the KL distance varies. If we assume T=0, every signal type constitutes a distinct 
class resulting in 25 classes. As shown in the table, as we increase T to 100, the 
number of classes dropped to 15. If we increase T to infinity, the number of classes 
will be 9 equal to the number of heart diseases listed in the first column of the table. 
The bar (-) sign in the table means that the classes in the left column have been 
merged into the same class although the name of the new class is not given for  
notational simplicity. For example, the signal type IM_2lis and IM_4lis which con-
stitute separate classes when T=0 are merged together to form a new class when 
T=30, 50, 100. 

Fig. 4 also shows the classification accuracy as the threshold T varies. When all 
the signal types from the same heart diseases are assigned to the same class by let-
ting T equal to infinity, the classification accuracy is very low. This means that the 
various types of signals from the same heart disease differ too much in their charac-
teristics to be included in the same class. The HMMs for the classes will not be 
modeled sharply enough to distinguish one from another. The performance was 
found to be unsatisfactory when every signal type had its own distinct class (25 
classes) at T=0, because the perplexity of classification was high. The highest clas-
sification accuracy was achieved when the number of classes is 19 with T=30. Fig. 
4 shows that the optimal set of classes can be determined by setting an appropriate 
threshold value T.  We also compared the proposed method with a heuristic method 
in which the set of classes is determined based on the observed similarity in the 
shapes of the signal waveform. The heuristic method produced 21 classes. We can 
see that the proposed method works better than the heuristic method when T=30 
although a slight performance degradation was observed when T=50. Despite some 
perturbation in performance with T, the proposed method is advantageous since it is 
based on the objective criterion of the KL distance proven to be efficient in  
measuring the similarity between two statistical models. In contrast, the heuristic 
method is subjective and may show large variability in classification depending on 
the signal types.  

 

Fig. 4. Classification accuracy as the thereshold T is varied 



56 Y.-J. Chung 

4   Conclusion 

In this paper, we have proposed a method to determine the optimal set of classes in 
the heart sound signal classification. As there are many types of signals even from the 
same kind of heart diseases, it is necessary to cluster the various signal types into 
classes according to their similarity rather than assigning a separate class to each type 
of the signals. As we employ HMMs to model the heart sound signals, the KL dis-
tance which has shown to be efficient in measuring the similarity between statistical 
models was utilized to determine if the signal types from the same heart disease 
should be clustered into the same class. From the experimental results, we could see 
that the proposed method improved classification accuracy remarkably compared with 
the case when we assign a distinct class to each signal type and it also works better 
than the case when all the signal types in the same kind of diseases are assigned to a 
class. In addition, the proposed method is advantageous because it performs well 
compared with the heuristic method without the need to be subjective in determining 
the classes.  
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Abstract. In this paper a semi-fragile watermark scheme is proposed based on 
the Logistic chaotic sequence and singular value decomposition (SVD). Chaotic 
sequence is very sensitive to the initial value and has zero-value of cross-
correlation. With these properties of chaotic sequence, the uniqueness of the 
watermark can be efficiently obtained. Some singular values show robustness 
under lossy compression and can be adopted as a good carrier of watermark. 
Hence SVD quantization is also employed in our algorithm. In the proposed ap-
proach, algorithm efficiency and the influence on host image quality will be 
discussed theoretically and experimentally. The experimental results show the 
high robustness against lossy compression and the place being maliciously tam-
pered can be accurately detected and located on the protected digital images.  

Keywords: Logistic chaos sequence; Singular value decomposition (SVD); 
Semi-fragile Watermark. 

1   Introduction 

Semi-fragile watermark is mainly applied to the integrity verification of image. By 
embedding watermark into host image, authentication can be performed by detecting 
the embedded fragile watermark in watermarked image. The SVD-based methods to 
embed watermark first appear at robust watermark field and its application in fragile 
watermark field is relatively rare. The first application of singular decomposition in 
watermark field is from the Liu’s papers [2][3], however in [4][5], scholars have 
pointed out some drawbacks of this kind of schemes. Then more researchers proposed 
improved singular decomposition scheme. The widely used methods in semi-fragile 
watermark schemes are performed by modifying the value in space domain and trans-
form domain. The commonly-used transform domains include DFT, DCT, DWT etc.  

Considering that currently prevalent images are almost compressed, it’s a chal-
lenge for semi-fragile watermark to survive under high compression. Our algorithm 
aims to solve the survive problem under lossy compression, as well as provide accu-
rate location for image content tamper. The experimental results show that even in 
                                                           
* This research is funded by NSFC of China under grant number of 60772098/ 60702043, 

NCET of Ministry of Education of China under grant number of NCET-06-0393, National 
863 Hi-Tech Research and development plan of China under grant number of 
2007AA01Z455, and Shanghai dawn scholar Foundation in China. 
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high lossy compression condition, our scheme also can work effectively. We also 
provide theoretical analysis for influence on original after being watermarked. This 
paper is organized as follows: in section 2, we introduce the preliminary knowledge. 
The details of our scheme are presented in section 3 and the theoretical error and 
security analysis will be discussed in section 4. The experiment is in section 5.  

2   Chaotic Sequence and Singular Value Decomposition (SVD) 

2.1   Logistic Chaotic Sequence  

Chaotic sequence is a kind of sequence that is neither periodic nor convergent. More-
over it is very sensitive to initial values. The process chaotic sequence represents is 
like random. By using Logistic mapping, we can obtain chaotic sequence. Logistic 
mapping is a very simple but extensively applied in many fields. The following is 
Logistic full mapping model: 

nx is the mapping variable, let 
0x  as the initial value 

0),1,1(,21 2
1 ≠−∈×−=+ nnnn xxxx  (1) 

Its probability function is:  
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The statistic characteristics of chaotic sequence
nx as follow: 

(1)Mean: 0=x  
(2) Autocorrelation function: 1)( =τR  

(3)Cross-correlation function: 0)( =mc  

The mapping result is decimal with value within -1 to 1. Then using the binary 
quantization to get the binary sequence, the quantization function is:  
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From the above formulas, we can learn that the autocorrelation of chaotic sequence 
is equal to one, while the cross-correlation is zero between different sequences. In 
other words, if we distribute unique initial value of chaotic sequence as secret key to 
different owner of watermarked images, an owner just verifies his own watermarked 
image because different secret keys generate totally different sequences with zero 
value of cross-correlation. The detail of how to use chaotic sequence in our scheme 
will be discussed in Section 3. 

2.2   Singular Value Decomposition (SVD) and Quantization 

Here we propose a new kind of SVD watermark scheme. From the experiments, we 
have discovered some singular values are relative robustness against lossy compres-
sion such as JPEG and JPEG 2000. And those robust singular values can be utilized to 
embed watermark. The singular value decomposition can be expressed:  

*VSUA ××= , NMFA ×∈ , MMFU ×∈ , NNFV ×∈ , NMRS ×∈  (4) 
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Here A denotes the host image, U ,V is unitary matrix, S is the diagonal matrix:  

⎥
⎦

⎤
⎢
⎣

⎡
= 1s

S  (5) 

Using F norm to represent the energy of the image A , the definition of F norm is:  

)()||(|||| *2/1
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n
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Substituting A  with formula (4):  

)||||( )( ))()(( )(|||| *2******* VSVtrUSVUVStrUSVUSVtrAAtrA F ====  (7) 

Due toU andV are unitary matrix with inner product equal to 1, moreover S is the 
diagonal matrix, then:  
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We obtain that the F norm of S equal to the F norm of A . Thus the energy of an im-
age is equal to the evolution of the sum of the diagonal element square of matrix S . In 
most common situation, there is one singular which is much greater than others. Thus 
the biggest singular value can represent the whole energy of image A , while other 
singular values just represent the energy of image detail. In our experiment, we dis-
cover that the variation of the biggest singular value (denoted by

maxS ) is small under 

JPEG/JPEG2000 lossy compression. Fig.1 shows that the probability distribution 
curve of

maxS variation range under different compressions. 

 

Fig. 1. The probability distribution curve of 
maxS variation range 

From the above figure, we can learn that
maxS meets the normal distribution. With 

different compression ratio, the variation range is also different. But the range of the 
variance is relative small from -0.02 to 0.02. Therefore we can utilize the relative 
stable value

maxS under lossy compression to embed watermark. 

Before discussing the watermark embedding, the concept of quantized interval 
needs to be illustrated. Due to it varies in certain range, 

maxS is divided into several 

quantized interval whose length is twice larger than the variation range of
maxS and 

whose terminal points represent binary bits. The quantized interval table (in Fig.2) 
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shows the terminal point and binary bits. If one bit of watermark needs to be embed-
ded, we just compare

maxS with terminal point in the table and modify
maxS . 

Suppose the upper limit of quantized interval equals to C  that should be greater 
than any

maxS in blocks, C is divided into several interval with step || 1+−=∆ iii qqq , 

where the terminal point value is
iq , )~0( Ii∈ , I is the number of intervals. 

iq can be 

allocated by different strategies such as equal distance or equal proportion. 
Here

iq∆ should be greater than the variation range of
maxS two times so as to resist the 

lossy compression. Next paragraph will demonstrate how to use quantized interval to 
embed watermark bits. 

 
Smax Quantized value The represented bit 

  
qi+3 1 
qi+2 0 
qi+1 1 
qi 0 

   

Max Singular 
Value extracting 
and quantization

SVD 
decomposition

Image A
blocking

Chaotic 
sequence 

generating

Key

SVD counter-
decomposition 

Embedding 
complete

 

Fig. 2. The allocation of quantized inter-
val of singular value 

Fig. 3. The flow chart of embedding watermark 

3   Algorithm Procedure Based on SINGULAR Value 
Decomposition 

Our scheme can be applied to both grayscale and color image. The grey value of pix-
els for grayscale image or the luminance value Y for color image (transmitting the 
RGB into YUV) is the place where we embed watermark. Figure 3 illustrates how to 
embed watermark. The initial value is the owner’s key to generate the chaotic se-
quence. Host image A is transformed into SVD domain, quantizing SVD value

maxS to 
embed watermark according to the chaotic sequence. The detail of embedding process 
will be shown in section 3.1. When the receiver receives the watermarked image, the 
receiver generates a chaotic sequence which should be identical to the sequence ex-
tracted from watermarked image because both sequences are generated by same initial 
key. By comparing the sequences, we can locate the tampered position in image and 
achieve our anti-tamper goal. The extracted process will be illustrated in section 3.2. 

3.1   Embedding Algorithm 

Step 1: Partition the host image A into blocks represented by
kA with size 4×4 respec-

tively, where )1( Kk …=  and K is the total number of the blocks. Then every block 

is applied to singular value decomposition, extracting the singular values 
maxS from   

the diagonal matrix
kS (Eqn. 5). 
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Step 2: Use initial value as the secret key to produce chaotic sequence
kx ( Eqn. 1), 

)1( Kk …= . One bit of sequence is in accordance with one block
kA . 

Step 3: Select suitable parameters to generate quantized interval and extract
max,kS (the 

biggest singular value in
kS ) by: comparing

max,kS with
iq in Fig.2 , if 

1max, +<≤ iki qSq , then compare the represented bit of
iq and

1+iq with the watermark 

bit
kx , if the represented bit 

iq equal to 
kx , substitute 

max,kS  with 
iq ,vice versa with 

1+iq . The new 
max,kS  is denoted by *

max,kS . 

Step 4: Block is applied to singular value counter-decomposition and move to next 
block until all blocks finish this kind of operation. 

3.2   Detecting Algorithm 

Step 1: The received image is first divided into blocks with size 4×4. Then singular 
value decomposition is performed in every block to extract the diagonal singular 
value matrix

kS
~ and biggest singular value

max,

~
kS . 

Step 2: Use the same method to allocate quantized interval in accordance with the 
embedding algorithm. The biggest singular value

max,

~
kS is compared with

iq . 

If
1max,

~
+<≤ iki qSq , then calculate the distance

id and
1+id respectively: where 

iki qSd −= max,

~
，

max,11

~
kii Sqd −= ++

. After obtained the value 
id and

1+id , we decide 

the embedded watermark bit according to decision rule. For example: if 

1+×≥ ii dad ( a  is a proportional factor, if 1=a , then this is average decision.), then 

take the represented bit of 
1+iq as the watermark bit, if 

1+×≤ ii dad  take
iq .  

Step 3: Move to next block to detect until all bits being extracted from blocks. 

Step 4: Use the same secret key as in the embedding counterpart to generate chaotic 
sequence

kx . 

Step 5: Compare of chaotic sequence
kx with the watermark bits extracted from image. 

If the two corresponding bits are different, then this block has been tampered, mark 
it out. 

4   The Error and Security Analysis 

Since we just embed watermark bits in the biggest singular value
maxS , the influence 

on host image can be measured by this singular value. Here we use matrix norm and 
PSNR (Peak Signal Noise Ratio) to measure the quality variation on host image and 
the error brought about. According to equation (8), we get:  
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where *
max,kS is the terminal value of quantized interval

iq or
1+iq . Moreover, quantized 

interval || 1+−=∆ iii qqq  is relative enough small compared to
max,kS . We assert that 

max,kS  is even distribution in quantized interval from
iq to

1+iq . *
max,max, kk SS − is even 

distribution with mean equal to 2/iq∆ , variance equal to 12/2
iq∆ , Therefore:  
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(.)E denotes mean, (.)D denotes variance, 
iq∆ is the length of quantized interval.  

Therefore the average error square 
pixelE of single pixel of image is:  
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Here block size 4== NM , quantized interval is set to the same length size. For 
simple discussion, c=∆ iq , c  is constant value. In next section, we will discuss the 

comparison of the calculated result of 
pixelE  with measured PSNR. 

The security of our watermark scheme is mainly composed by two parts. One is 
from the high security of chaotic sequence. Due to the result from chaotic mapping is 
decimal, before using the chaotic sequence, the result need to be quantized. Therefore 
it is very difficulty to decode or decipher the chaotic sequence without the initial 
value of sequence or deduce the initial value from the quantized sequence. The other 
security point is the allocation of quantized interval. Use different strategies to allo-
cate interval such as the adaptive strategies which is not only to enhance the security 
of the watermark information but also to improve the quality of the watermarked 
image. Therefore without knowing the details about length and terminal point of 
quantized interval, to recover the watermark bits is difficult. 

5   Experiment Result and Discussion 

As uniform quantization is adopted, the length of interval 17|| 1 =−=∆ +iii qqq , LENA 

512×512 grayscale image is adopted as watermark host image and PSNR is adopted 
to measure the quality variation on host image. Fig. 5 shows that there is no remark-
able change on image quality between the original image and watermarked image and 
the measured value of PSNR is 40.142dB. Such result indicates that our watermark 
scheme has good transparency. While according to the error analysis in previous  
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section, we put 17==∆ cqi
 into (11), then obtain 289/48=pixelE . Substitute 

pixelE  in 

(12) with 289/48=pixelE ，where ),( nmf  is the original image pixel, ),( nmg is the 

modified image pixel.  
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The above value is the ideal value. In reality, substituting original value with quan-
tized value in embedding watermark inevitably brings about decimal fraction in pixel 
domain which will be cast out, result in PSNR value reduction. However, the meas-
ured value PSNR is well accorded to our calculated value validates our algorithm. In 
Fig.4, the relationship between length of quantized interval and PSNR is shown. The 
smaller the interval is, the less influence the watermark has on host image. 

 

 
 

a.  Original image 
b. Watermarked image 

PSNR=40.142db  

Fig. 4. The relationship between quantized 
interval and PSNR 

Fig. 5. The comparison experiment of water-
mark embedding 

Currently the popular image is in compression format, such as JPEG, JPEG2000. The 
tampering experiment process is as follows: we modify three positions on a water-
marked image, respectively, i) writing a character on the image; ii) removing an image 
block; iii) adding an icon irrelative to the image. Then the watermarked image is com-
pressed (including JPEG85％, 65％, 40％quality compression, JPEG2000 10:1, 15:1, 
20:1compression). Finally we list the detect result under various conditions. The test 
result shows that even JPEG compression with quality of 40%, the tampered position 
can still be obviously seen and accurately located. We use TAF (including missing rate 
and false alarm rate) to estimate the error rate caused by detecting. TAF is defined as: 

number)bit   watermarkotalnumber)/(tbit  detected (false=TAF .  

It can be observed from Figure 5 that the detected results have some noises under 
high compression. But these noises are separate and randomly distributed, thus can be 
recognized be eyes and removed by adding median filter as well. Here we propose a 
filtering method as follows: i) transverse one-dimension median template with a win-
dow size 3 is employed to perform filtering; ii) vertical one-dimension median tem-
plate with a window size 3 is adopted to perform filtering; iii) the two filtering results 
are added. From Figure 6.i.j we can see that this filtering method could remove most  
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a. Tampered image 
c. JPEG85% 

The detected result 
TAF=1.489% 

e JPEG65% 
The detected result 

TAF=1.685% 

g. JPEG40% 
The detected result  

TAF=3.064% 

i. JPEG40%  The 
result after filtering 

 

b. The detected result
TAF=1.483% 

d.JPEG2000 
ratio10,The result 

TAF=1.465% 

f. JPEG2000 
ratio15,The result 

TAF=2.295% 

h. JPEG2000 
ratio20,The result  

TAF=4.211% 

j. JPEG2000 ratio20  
The result after 

filtering 

Fig. 6. The experiment result 

of the noises and meanwhile remain most effective results. The concept of quantized 
interval is crucial to this algorithm. Modifying the interval ∆qi can control the PSNR 
value. Yet the interval can be dynamically decided by adaptively analyzing the histo-
gram of host image.  

6   Conclusion 

In this paper, an effective algorithm is proposed to resist lossy compression such as 
JPEG and JPEG2000, etc. The proposed algorithm can accurately locate the tampered 
position of an image and manipulate the influence on host image in controllable way. 
Our algorithm can achieve blind detection and watermark extraction without extra 
information. A median filtering method is also proposed and is demonstrated to be 
able to effectively improve the detection quality.  
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Abstract. The electrical network should ensure that an adequate sup-
ply is available to meet the estimated load of the consumers in both the
near and more distant future. This must of course, be done at minimum
possible cost consistent with satisfactory reliability and quality of the
supply. In order to avoid excessive voltage drop and minimise loss, it
may be economical to install apparatus to balance or partially balance
the loads. It is believed that the technology to achieve an automatic load
balancing lends itself readily for the implementation of different types of
algorithms for automatically rearranging the connection of consumers on
the low voltage side of a feeder for optimal performance. In this paper
the authors present a Support Vector Machines (SVM) implementation.
The loads are first normalised and then sorted before applying the SVM
to do the balancing.

1 Introduction

The distribution system technology has changed drastically, both quantitatively
and qualitatively. This may be ascribed to the fact that with increase in tech-
nological development, the dependence on electric power supply has increased
considerably. Consequently, while demand has increased, the need for a steady
power supply with minimum power interruptions and fast fault restoration has
also increased. To meet these demands, automation of the power distribution
system needs to be widely adopted. All switches and circuit-breakers involved in
the controlled networks are equipped with facilities for remote operation. The
control interface equipment must withstand extreme climatic conditions. Also,
control equipment at each location must have a dependable power source. To
cope with the complexity of the distribution, the latest computer, communica-
tion, and power electronics equipment in distribution technologies are needed to
be employed. The distribution automation can be defined as an integrated sys-
tem concept. It includes control, monitoring and some times, decision to alter
any kind of loads. The automatic distribution system provides directions for au-
tomatic reclosing of the switches and remote monitoring of the loads contributing
towards phase balancing.

The distribution system will typically have a great deal of single–phase loads
connected to them. Therefore distribution systems are inherently unbalanced.

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 65–71, 2008.
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The load is also very dynamic and varies with time; these factors contribute to
increase difficulties in controlling the distribution voltage within certain limits.
In addition to this most of the time the phases are unequally loaded and they
produce undesired negative and zero sequence currents. The phase voltage and
current unbalances are major factors leading to extra losses, communication
interference, equipment overloading and malfunctioning of the protective relay
which consequently results into service quality and operation efficiency being
reduced [1]. Phase unbalance is also manifested in increased complex power
unbalance, increased power loss, enhanced voltage drop, and increased neutral
current.

Traditionally, to reduce the unbalance current in a feeder the connection
phases of some feeders are changed manually after some field measurement and
software analysis. Although in some cases this process can improve the phase
current unbalance, this strategy is more time-consuming and erroneous. In this
paper the use of support vector machine (SVM) based load balancing is pro-
posed as a novel procedure to perform the feeder phase balancing. In most of
the cases, the phase voltage and current unbalances can be greatly improved by
suitably arranging the connection phases between the distribution transformers
and a primary feeder. It is also possible to advance the phase current unbal-
ances in every feeder segment by means of changing the connection phases [2].
The phase voltage unbalances along a feeder can also be improved in common
cases by system reconfiguration, which involves the rearrangement of loads or
transfer of load from heavily loaded areas to the less loaded. In the modern
power distribution system, the sectionalizing switches and the tie switches for
feeder reconfiguration are extensively used [1]. The authors in [3] presented the
way to control the tie switches using heuristic combinatorial optimization-based
method. The only disadvantage with the tie-switch control is that, in most of the
cases, it makes the current and the voltage unbalances worse. The reference [4]
presented the use of the neural networks to find the optimum switching option
of the loads among the different phases.

The layout of the paper is as follows: in section 2 we discuss the current
methods of load balancing and introduce the new proposed method of treating
the load balancing problem, section 3 shows the numerical results obtained, and
the paper ends with a conclusion.

2 Problem Description

2.1 Representation of the Feeder

In South Africa a distribution feeder is usually a three-phase, four-wire system.
It can be a radial or open loop structure. The size of the conductor for the
entire line of the feeder is the same. These feeders consist of a mixture of loads,
e.g. commercial, industrial, residential, etc. Single-phase loads are fed by single-
phase two-wire service, while three-phase loads are fed by three-phase four-wire
service. In Fig. 1 each load can be connected through the switch selector only to
one of the three phases.
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Fig. 1. Three-phase System

The daily load pattern is a function of time and of the type of customers.
The resulting power system voltages at the distribution end and the points of
utilization can be unbalanced due to several reasons. The reasons include the
following: fundamental phase angle deviation; unequal voltages magnitude at the
fundamental system frequency (under voltage and over voltages); asymmetrical
transformer winding impedances [5], etc. A major cause of this unbalance is
uneven distribution of single-phase loads that are continually changing across a
three-phase power system. Normally the consumption of consumers connected
to a feeder fluctuates, thus leading to the fluctuation of the total load connected
to each phase of the feeder. This in turn implies that the degree of unbalance
keeps varying. The worse the degree of unbalance the higher the voltage drop
and the less reliable the feeder is.

Minimum power loss reconfiguration is aimed at by means of controllable
switch-breakers installed at each of the connections on the network feeders, since
both the loads and the switch-breaker status are physically distributed. In the
general formulation of the phase balancing problem, the load values are the
independent variables, whereas the switch-breaker statuses are the optimization
variables. The objective can be fulfilled performing a control strategy in which
the status of each switch-breaker depends on the total load from each feeder.
In this way, the network can be optimally operated and it is not necessary to
know the load in advance. For the real implementation of a control system, the
following elements are necessary:

– A measurement system for real loads.
– Data system for the load data connecting to each point.
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– Transmission system for sending the input signals to the switch breaker.
– The control cannot start if the above described components and system are

not properly installed and in correct condition.

2.2 Current Phase Balancing Technique

Most of the township houses in South Africa on average use about three kilo-
watt power. The major electricity usage is for lighting and domestic works in the
domestic environment. However, sudden power increase, like the use of heaters,
etc., often times introduces an unknown power in the distribution system, which
could damage the transformers and burn the cables, causing unbalance in the
network. To balance the network, the engineers and the technicians must change
the phases manually after some field measurements. The changes made to up-
grade transformation in different areas affect the size of the conductor, but in
most of the cases, the size of the phase conductor for the entire line of the feeder
is the same. However, a number of phase conductors may be different in differ-
ent sections for economic reasons. The power losses depend on the real and the
reactive power flows, which are related to the real and reactive loads.

2.3 Proposed Solution

The proposed solution to the load balancing problem is based on a SVM im-
plementation. The loads are first normalised by dividing by the maximum value
and then sorted in ascending order before applying the SVM to do the balanc-
ing. In Fig. 2 an example of three sets of loads is shown. The unsorted load
patterns differ greatly, while the sorted load patterns (the loads in each data
set is sorted) show a similar curve. This sorting of the loads should enhance the
performance of the SVM. It should be noted that the sorted load curves for each
set of normalised loads do not look the same. However, since all curves start at a
low value and increase to a maximum value of one, the use of SVMs is preferred
above other non-linear regression methods.

For this application we will only work with 15 loads. This means we may have
many sets of loads, where each set has 15 loads. The inputs to the support vector
machine are the different sets of 15 load currents at each of the consumers and
the outputs indicate to which phase each load should be connected. The output
of the network is in the range {1, 2, 3} for each load, i.e., which switch (to the
specific phase) should be closed for that specific load. In this case the SVM will
have 15 inputs and 15 outputs.

3 Numerical Results

For this experiment we tested many linear and non-linear SVM regression meth-
ods. For the results we show only the non-linear Radial Basis function (RBF)
kernel SVM. For the implementation we used MATLAB [6] and the Least Squares
Support Vector Machines toolbox from [7]. The RBF kernel is given by
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Fig. 2. Sorted Loads vs Unsorted Loads
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Table 1. Results of the Two SVMs

Parameter Unsorted Sorted
Percentage of the loads where

this method gave best balancing 28.8% 71.2%
U1−2 33699 A 25292 A
U1−3 38945 A 24551 A
U2−3 30636 A 16923 A
UT 103280 A 66766 A

Table 2. Results of the SVM and the Heuristic Method

Parameter Heuristic Sorted
Percentage of the loads where

this method gave best balancing 27.6% 72.4%
U1−2 35695 A 25292 A
U1−3 37869 A 24551 A
U2−3 36887 A 16923 A
UT 110451 A 66766 A

K (xi,xj) = e−
‖xi−xj‖2

σ2 , (1)

where σ2 is the variance of the Gaussian kernel.
We investigate the performance of two different SVMs, one using the unsorted

loads as training data and one using the sorted loads. To evaluate the perfor-
mance of the different SVMs, the current unbalance between the different phases
(between phases one and two (U1−2), one and three (U1−3), and two and three
(U2−3)) and the total unbalance (sum of the unbalance between the different
phases (UT )) will give an indication which method performs the best. In total
there were 1663 sets of loads used as training data and 500 sets of loads were
used to test the load balancing. The results of the test data for each of the meth-
ods are shown in Table 1. Note that the current unbalance values shown, are the
total over all 500 sets of loads in the test data set. From the table we can clearly
see that the SVM that was trained with the sorted load data outperformed the
SVM that was trained with the unsorted data. For 71.2% (356 loads out of 500)
of the loads the sorted SVM gave the best load balancing, while the unsorted
SVM gave the best balancing only for 28.8% (144 loads) of the loads. Looking
at the unbalance factor, one can also see that for the sorted SVM the total
unbalance over the 500 loads is 64.6% of the unbalance of the unsorted SVM.
Thus, by sorting the loads, we could reduce the total unbalance by a significant
percentage. We also compared the method with a heuristic method (which does
not require prior training) for load balancing [8], where the results are shown in
Table 2. We see that the SVM method with sorting outperforms both the SVM
with unsorted loads and the heuristic method.
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4 Conclusion

Phase and load balancing are important components to network and feeder re-
configuration. In distribution automation these problems have to be continuously
solved simultaneously to guarantee optimal performance of a distribution net-
work. In this paper the phase balancing problem at the distribution transformers
has been formulated as a current balancing optimization problem using SVM
models. Before the load data is applied to the SVM, it is normalised and sorted
in ascending order. It is shown that the SVM that was trained with the sorted
load data has a much better load balancing than the SVM that was trained with
the unsorted load data.
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Abstract. In this paper, a new method for license plate detection based on 
AdaBoost is proposed. In the proposed method, auto-correlation feature, which is 
ignored by previous learning-based method, is introduced to feature pool. Since 
that there are two types of Chinese license plate, one type is deeper-background-
lighter-character and the other is lighter-background-deeper-character, training a 
detector cannot convergent. To avoid this problem, two detectors are designed in 
the proposed method. Experimental results show the superiority of proposed 
method. 

Keywords: AdaBoost, License Plate Detection, Auto-Correlation. 

1   Introduction 

License Plate Recognition (LPR) system plays a very important role in intelligent 
traffic control and management. It has many applications recent years, for example, 
car park entrance and exit management, high way surveillance, and electric toll col-
lection [1]. Among the three steps of LPR - license plate detection (LPD), character 
segmentation and character recognition, LPD is the most important since only the 
plate can be extracted correctly the following steps can perform well.  

The most common approaches for license plate detection include texture [1] [2], 
edge characteristic [3], plate color [4], and learning-based approach [5]. Color is very 
useful when the lighting condition is good, but color information is not stable when 
the illumination changed. Texture/edge based methods are widely used for the advan-
tage of finding plate candidates under different lighting conditions efficient and fast. 
These methods use the fact that there are characters in the plate, so the area contains 
rich edge and texture information.  

In these methods, learning-based method is very efficient in many scenes. Differ-
ent license plate features are learned from samples to extract license plate. Among 
learning-based methods, AdaBoost-based methods obtain good results. Luoka et al. 
[6] selected weak classifiers using AdaBoost from 6 types of features, which are x and 
y derivative and variance, for license plate detection. Xu et al. [7] used ten kinds of 
rectangle features selected by the AdaBoost algorithm to locate the regions of license 
plates. Zhang et al. [5] proposed a learning-based method using AdaBoost for license 



 Extracting Auto-Correlation Feature for License Plate Detection Based on AdaBoost 73 

plate detection under complex environments. They used both global statistical fea-
tures, which are gradient density of the candidate and density variance of 12 sub-
blocks, and local Haar-like features of gradient to detect the license plate. Arth et al. 
[8] proposed three steps detection: the detecting, the tracking and the post-processing 
step, in which the detector is based on the framework of Real-AdaBoost and the fea-
ture-pool is based on edge orientation histograms as proposed by Levi and Weiss [9]. 
However, for learning based methods, they always suffered from deferent types of 
license plate, poor illumination, complex background, noise etc. More important, for 
Chinese license plate detection, due to its specialization, for example, there are 
deeper-background-lighter-character and lighter-background-deeper-character license 
plates, using a uniform detector perform unsatisfied.  

In this paper, a novel license plate detection algorithm is proposed based on 
AdaBoost. In the new method, the auto-correlation feature [10], which is a powerful 
feature for verifying license plate, is introduced to feature pool. To detect Chinese 
license plate, two detectors, one for deeper-background-lighter-character and one for 
lighter-background-deeper-character license plates, are trained respectively in the 
proposed method. Experimental results show the superiority of proposed method. 

The rest of the paper is organized as follows. The features for AdaBoost, including 
auto-correlation feature, are defined in Section 2. The approach of selecting features 
are described in Section 3. Experimental results are shown in Section 4. Finally, a 
conclusion is summarized in Section 5. 

2   License Plate Features 

In previous approaches for license plate detection, texture [1] [2], edge characteristic 
[3], plate color [4], etc. are used. In these features, texture/edge based features are 
widely used for the advantage of finding plate candidates under different lighting condi-
tions efficient and fast. These features use the fact that there are several characters in the 
plate, so the area contains rich edge and texture information. The methods based on 
AdaBoost mentioned in section 1 almost use the texture/edge features of license plate. 
In the proposed method, the texture/edge features are also emphasized. But different 
from these methods, auto-correlation features ignored by above mentioned methods, 
which is also a powerful feature for license plate detection, is considered. 

2.1   Auto-Correlation Feature 

The auto-correlation can be used to distinguish the image which has several interval 
blocks. Sin et al. [11] propose a powerful method based auto-correlation to detect text 
in scene images. In his method, the auto-correlation of the Fourier spectrum is calcu-
lated. The peaks are aligned along the slopes at an equal distance in text area, while 
non-text blocks do not possess such a sequence of peaks. Chen et al. [10] propose a 
license plate verification method using auto-correlation and projection based binary 
image. These methods show that the auto-correlation is a promise feature for license 
plate detection. However, the method is based on some rules to verify the license 
plates. For a rule-based method, setting effective rules for license plate detection 
under various environments is difficult. In the proposed method, auto-correlation 
feature is introduced to detect the license plate, and AdaBoost algorithm is adopted 
for automatically selecting auto-correlation features. 
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Fig. 1 shows an example of calculating the auto-correlation feature of a license 
plate. Fig. 1(a) shows the original license plate image. Then, the original image is 
binarized using Otsus method [12]. The result is shown in Fig. 1(b). To make the 
characteristic of several interval blocks more clearly, a R*1 rank-filter is employed by 
scanning the image in top-down direction from left to right, where R is set 5 in our 
algorithm. The binary image after rank filter process is shown in Fig. 1(c). To speed 
the calculation of auto-correlation feature, the horizontal projection of the binary 
image, as shown in Fig. 1(d) is processed and normalized.  

The horizontal projection is normalized by subtracting the mean value. Then the 
auto-correlation feature can be obtained. Let B denote the normalized horizontal pro-
jection, w represents the width of B, x is the index of B. The auto-correlation curve S , 
as shown in Fig. 1(e) is defined by the following equation: 
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To speed the calculation of auto-correlation and capture the frequency feature of 
several interval characters, 1-D Fast Fourier Transform (FFT) defined in equation (2) 
is applied to obtain the Fourier spectrum of auto-correlation.  
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The example of Fourier spectrum of auto-correlation curve is shown in Fig. 1(f). In 
the proposed method, the Fourier spectrum of auto-correlation curve is selected by 
AdaBoost algorithm and used as license plate feature to detect license plate. 

3   Feature Selection 

To select and use the important features, the AdaBoost algorithm proposed by Freund 
et al. [13] is adopted. The essence of the method is to build a strong classifier by 
boosting a group of weak classifier. Viola et al. [14] use this method to detect face 
objects and made great success in detection rate and in real-time usage. 

The framework of our method is shown in Fig. 2. In the method, the detector is 
based upon a cascade classifier [14]. Comparing with the method in previous methods 
[5], the proposed method has two main different points. Firstly, the feature pool in-
cludes only auto-correlation feature. The main purpose of only using auto-correlation 
feature is to show the promising capability of detecting license plate. Secondly, two 
detectors instead of one detector in previous methods are used to detect license plate. 
According to the color combination of Chinese license plate, there are five different 
types of plates in China (denote by character color-plate color): blue-white, black-
yellow, white-black, red-white, and black-white. After binarization, there are two types 
of license plate: deeper-background-lighter-character and lighter-background-deeper-
character license plates. If only one detector is used, the training process can not con-
verge properly. Then, in the proposed method, two detectors are trained, one for 
deeper-background-lighter-character and one for lighter-background-deeper-character 
license plates, respectively. The following briefly introduces the framework of  
proposed method. 
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Fig. 1. An example of calculating auto-correlation feature. (a) Original license plate; (b) Binary 
image; (c) Binary image after rank filter; (d) Horizontal projection of binary image; (e) auto-
correlation curve; (f) Fourier spectrum of auto-correlation curve. 

 

Fig. 2. The working flow of our method using cascade classifier 

3.1   Training 

According to the above analysis, the training method of AdaBoost is employed. The 
weak classifier )(xh j consists of a feature jf , a threshold jθ and a parity jp indicating 

the direction of the inequality sign: 
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Here x is a 48x16 pixel sub-window of an input image.  
The learning processing is described in following. 

 Given example image ),( 11 yx , ..., ),( nn yx  where iy =0, 1 for negative and 

positive examples respectively. 

 Initialize weights 
lm

w i 2

1
,

2

1
,1 = for iy =0, 1 respectively, where m and l are the 

number of negatives and positives respectively. 
 For t =1,…, T: 

(1). Normalize the weights, 
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So that tw is a probability distribution. 

(2) For each feature, j, train a classifer jh which is restricted to using a single fea-

ture. The error is evaluated with respect to  

∑ −=
i iijij yxhw )(ε                                                     (5) 

(3) Choose the classifier, th , with the lowest error tε . 

(4) Update the weights: 
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titit ww −

+ = 1
,,1 β                                                          (6) 

where ie =0 if example xi is classified correctly, ie =1 otherwise, and 
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3.2   Testing 

After the classifier is built, a search window of 96*16 is scanning across the image, 
several matches are found near license plate. To handle the case of multiple matches, 
the method proposed in [6] is used to yields a single location that is closest to the true 
location of the license plate. 

The detection is also implemented in multiple scales. In order to detect license plate 
of variant sizes, the search window is scale up from 96*16 to 240*40, with a scaling 
factor of 1.2.  

4   Experimental Results 

Our database consists of 704*288 JPEG formatted color images. These images are 
taken from a city road as a part of intelligent traffic surveillance system. In order to 
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analyze the performance of proposed approach, 562 images from a day surveillance 
are tested. Some examples of the images are shown in Fig. 3. Various Chinese license 
plates are captured in day and night illumination conditions. Among these positive 
images, 412 images containing license plate, in which 250 images are deeper-
background-light-character type, are used for training. All training positive samples 
are labeled and cut by hand and normalized to 96x16 pixels. 150 license plates includ-
ing 100 deeper-background-light-character license plates are used for test. 6747 nega-
tive samples are extracted by randomly selecting from 300 images without license 
plate. The negative samples used in AdaBoost learning procedure are the false posi-
tive samples obtained from the previous layers of the cascade classified. Two seven-
layer cascade classifiers are trained for license plate detection. One detector is for 
deeper-background light-character license plate, and other is for light-background 
deeper-character case. 

 

  
 

  
 

  

Fig. 3. Some examples of the license plate in database 

To test the efficiency of the proposed method, the method proposed in [5] is also 
realized and tested. In the experiments, 149 license plates are detected correctly while 
only 1 false positive detected by the proposed method. This is due to the powerful 
feature of auto-correlation is used in the proposed method. For the method in [5], 129 
license plates are found out while 6 false positive detected. The ROC curve is given in 
Fig. 4, where the Haar-like method represents the method proposed in [5]. From the 
ROC curve, it can be found that the proposed method obtains higher detection rate 
while lower false positive rate comparing with the method proposed in [5].  
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Fig. 4. The ROC curve of proposed method and the method in [5] 

5   Conclusion  

In this paper, a new method based on AdaBoost is proposed. There are two contribu-
tions in the new method. Firstly, auto-correlation feature, which is powerful feature 
for detecting license plate character, are introduced to feature pool. Secondly, consid-
ering the characteristic of Chinese license plate that there are two types of license 
plate: deeper background-lighter character and lighter background-deeper character 
license plates, two detectors are designed to extract different license plates respec-
tively. Experimental results in a day city road surveillance system show the efficiency 
of the proposed method. 412 positive images and 7647 negative images are used for 
training. 150 license plates are used for testing. The result of 149 license plates are 
detected correctly while 1 false positive is obtained by the proposed method, compar-
ing with 86% detection rate with 6 false positive of the method in [5]. The ROC curve 
shows the efficiency of auto-correlation feature for license plate detection.  

In the proposed method, only the Fourier spectrum of auto-correlation is selected 
by AdaBoost. However, many other features can describe the license plate power-
fully. If other features are considered, the performance of license plate detection may 
be improved. Since the auto-correlation feature uses convolution and is based on 
binary images, how to get the auto-correlation feature faster like the process of ob-
taining Haar-like feature is challenged. These are both our future works. 
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Abstract. A union-based rule-antecedent fuzzy neural networks (URFNN), 
which can guarantee a parsimonious knowledge base with reduced number of 
rules, is proposed. The URFNN allows union operation of input fuzzy sets in the 
antecedents to cover bigger input domain compared with the complete structure 
rule which consists of AND combination of all input variables in its premise. To 
construct the URFNN, we consider the union-based logic processor (ULP) which 
consists of OR and AND fuzzy neurons. The fuzzy neurons exhibit learning 
abilities as they come with a collection of adjustable connection weights. In the 
development stage, genetic algorithm (GA) constructs a Boolean skeleton of 
URFNN, while gradient-based learning refines the binary connections of GA-
optimized URFNN for further improvement of the performance index. A cart-
pole system is considered to verify the effectiveness of the proposed method. 

1   Introduction 

Fuzzy logic, proposed by Zadeh in 1965, is a logic with fuzzy truth, fuzzy connectives 
and fuzzy rules of inference rather than the conventional two-valued or even multi-
valued logic [1]. It combines multi-valued logic, probability theory and a knowledge 
base to mimic human thinking by incorporating the uncertainty inherent in all physi-
cal systems. Relying on the human nature of fuzzy logic, an increasing number of 
successful applications have been developed, like automatic process control [2], pat-
tern recognition systems [3] and so forth. 

A common practice in traditional approaches to building fuzzy rule bases is to use 
all AND-combinations of input fuzzy sets as rule antecedents [4][5]. In this case, the 
number of such combinations increases exponentially with the input number [6]. To 
reduce the size of the rule bases, an union-based rule-antecedent fuzzy neural net-
works (URFNN) is proposed in this paper. The URFNN allows union operation of in-
put fuzzy sets in the antecedents to cover bigger input domain compared with the 
complete structure which consists of AND combinations of fuzzy sets of all input 
variables in its premise. Basically, the URFNN is constructed with the aid of union-
based logic processor (ULP) which consists of OR and AND fuzzy neurons. The 
fuzzy neurons exhibit learning abilities as they come with a collection of adjustable 
connection weights [6][7]. This paper aims at constructing a binary structure of 
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URFNN by genetic algorithm (GA) [8], and subsequently further refining the binary 
connections by gradient-based learning introduced in [6][7]. The effectiveness of the 
URFNN is demonstrated by stabilizing an inverted pendulum system. 

2   Structure of the URFNN 

Before discussing the architecture of the URFNN, we will briefly remind AND and 
OR fuzzy neurons and then move on to the ULP which is the basic logic processing 
unit of the URFNN. 

2.1   OR and AND Fuzzy Neurons 

As originally introduced in [6][7], fuzzy neurons emerge as result of a vivid synergy 
between fuzzy set constructs and neural networks. In essence, these neurons are func-
tional units that retain logic aspects of processing and learning capabilities character-
istic for artificial neurons and neural networks.  Two generic types of fuzzy neurons 
are considered: 

AND neuron is a nonlinear logic processing element with n-inputs x [0, 1]n produc-
ing an output y governed by the expression 

y = AND(x; w) (1) 

where w denotes an n-dimensional vector of adjustable connections (weights). The 
composition of x and w is realized by an t-s composition operator based on t- and s-
norms, that is 

)s(T
1

ii

n

i

xwy
=

=
 

(2) 

with “s” denoting some s-norm and “t” standing for a t-norm. As t- norms (s-norms) 
carry a transparent logic interpretation, we can look at as a two-phase aggregation 
process: first individual inputs (coordinates of x) are combined or-wise with the cor-
responding weights and these results produced at the level of the individual aggrega-
tion are aggregated and-wise with the aid of the t-norm. 

By reverting the order of the t- and s-norms in the aggregation of the inputs, we end 
up with a category of OR neurons, 

y= OR(x; w) (3) 

that is 
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(4) 

We note that this neuron carries out some and-wise aggregation of the inputs fol-
lowed by the global or-wise combination of these partial results. 

Some obvious observations hold: 

(i). For binary inputs and connections, the neurons transform to standard OR and 
AND gates. 
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(ii). The higher the values of the connections in the OR neuron, the more essential the 
corresponding inputs. This observation helps eliminate irrelevant inputs; the in-
puts associated with the connections whose values are below a certain threshold 
are eliminated. An opposite relationship holds for the AND neuron; here the con-
nections close to zero identify the relevant inputs. 

(iii). The change in the values of the connections of the neuron is essential to the de-
velopment of the learning capabilities of a network formed by such neurons; this 
parametric flexibility is an important feature to be exploited in the design of the 
networks. 

These two types of fuzzy neurons are fundamental building blocks used in the de-
sign of logic expressions supporting the development of logic-driven models. 

2.2   The URFNN and Its Two-Step Optimizations 

To construct the URFNN, we first elaborate on the ULP which consists of OR and 
AND fuzzy neurons, as shown in Fig. 1, where, )( iN xµ , )( iZ xµ  and )( iP xµ  are the 

membership grades of the fuzzy sets N (negative), Z (zero) and P (positive) for the 
input variable xi, i=1,2,3,4, respectively. The OR and AND fuzzy neurons realize pure 
logic operations on the membership values and exhibit learning abilities as being in-
troduced in [6][7]. In this paper, we consider these triangular norms and co-norms to 
be a product operation and probabilistic sum, respectively. 
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Fig. 1. Structure of an ULP 

An important characteristic of ULP is that union operation of input fuzzy sets is al-
lowed to appear in their antecedents, i.e., incomplete structure. For fuzzy system of 
complex processes with high input dimension, the ULP is preferable because it 
achieves bigger coverage of input domain compared with the complete structure. For 
example, consider a system with x1, x2 as its inputs and y as its output characterized 
by three linguistic terms, N, Z and P, respectively. The incomplete structure rule ‘If 
x1=N then y=N’ covers the following three complete structure rules: 
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(i). If (x1=N) and (x2=N) then y=N 
(ii). ‘If (x1=N) and (x2=Z) then y=N 

(iii). ‘If (x1=N) and (x2=P) then y=N 

Similarly, the rule ‘If (x1=N or Z) and (x2=N or Z) then y=N’ covers the following 
four complete structure rules: 

(i). If (x1=N) and (x2=N) then y=N 
(ii). If (x1=N) and (x2=Z) then y=N 

(iii). If (x1=Z) and (x2=N) then y=N 
(iv). If (x1=Z) and (x2=Z) then y=N 
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Fig. 2. Structure of an URFNN with 4 input and 1 output variables characterized by 3 and 5 
fuzzy sets, respectively (NU=20) 

Fig. 2 describes the URFNN constructed with the aid of ULPs. The OR neurons in 
the output layer are placed to aggregate the outputs of ULPs for each corresponding 
consequences. In Fig. 2, the connections to the ULPs are described as bold lines 
which contain a set of connection lines, refer to Fig. 1. The only parameter that has to 
be controlled in the URFNN is the number of ULP (NU), which will be set large 
enough in the experiment. A conflict occurs in the rule bases if there exist two rules 
which have overlapping AND combinations but different linguistic consequences. Let 
us consider the following two rules to count the number of conflict (NC): 

(i). If (x1=N or Z) and (x2=N or Z) then y=N 
(ii). If (x1=Z or P) and (x2=N or Z) then y=Z 

In this case, NC=2 because the antecedents ‘(x1=Z) and (x2=N)’ and ‘(x1=Z) and 
(x2=Z)’ have different consequences. Therefore, NC should be checked for all possi-
ble pairs of different consequences of the rule bases. It will be included in evaluating 
the performance index to remove the conflict from the rule bases later on. 

For the development of the URFNN, GA attempts to construct a Boolean structure 
of URFNN by selecting the most essential binary connections that shape up the archi-
tecture. GA optimizes the binary connections W and u, as shown in Fig. 2. All the 
connections to AND neurons, hk, in the ULPs are initialized as zero (valid connec-
tion). It is worth noting that if the connection weights from Fi to an OR neuron in the 
ULP are all-one, that is, xi is ‘don’t care’ in this ULP, the corresponding connection to 
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AND neuron should be modified as one (invalid connection). It is obvious that the 
following two cases lead to an invalid rule antecedent: 

(i). All-one connection weights to an ULP, meaning that all input variables are ig-
nored in the antecedent. 

(ii). All-zero connection weights to an OR neuron in the ULP, i.e., empty fuzzy set 
for the corresponding input variable. 

Therefore, these ULPs will be removed from the rule bases and finally the compact 
rule bases will be established. To avoid the rule confliction, the output of an ULP 
should be connected to only one of the OR neurons in the output layer. Since the GA 
is a very popular optimization algorithm considered in many application areas, we do 
not elaborate on this. For more details about the GA, please refer to [8]. 

Once a Boolean skeleton has been constructed by GA, we concentrate on the de-
tailed optimization of the valid binary connections with the aid of gradient-based 
learning [6][7]. It is apparent that the number of valid binary connections is much 
smaller than the number of all possible connections in the URFNN. Therefore, the 
gradient-based learning that has a local search ability is considered to refine the re-
duced number of valid binary connections optimized by GA. The gradient-based 
learning refinement involves transforming binary connections into the weights in the 
unit interval. This enhancement aims at further improvement in the value of the per-
formance index. Obviously we do not claim that the gradient-based learning is the 
most effective learning method for this purpose. We intend to show how much the 
connection refinement affects the performance of the URFNN. For more details about 
gradient-based learning for AND and OR fuzzy neurons, please refer to [6][7]. 

3   Experimental Results 

To show the effectiveness of the proposed URFNN, a cart-pole system, a well-known 
nonlinear system, was considered. The objective is to bring the cart to center with a 
vertical pole. The system has four state variables which are θ (angle of the pole with 
the vertical), θ (angular velocity of the pole), x (position of the cart) and x (linear ve-
locity of the cart). The nonlinear differential equations for a cart-pole system are de-
scribed as follows [9]: 
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The parameter values used in this simulation were set as the same as [9] except the 
failure conditions, where ||θ >0.2rad or | x |>0.5m. The following optimization pa-

rameters were considered: (i) GA parameters are population size=100; generation 
number=200; crossover rate=0.9; mutation rate=0.03; (ii) gradient-based learning pa-
rameters are learning rate=0.01; iteration number=500; (iii) others are time 
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step=0.01s; simulating number of time steps for each initial condition q=500; NU=20. 
For the GA, standard version including two-point crossover based on the boundary 
between binary (connections W for antecedents) and integer (connections u for con-
sequences) codes was used. GA optimized 240 (12x20) binary parameters and 20  
integer parameters that have the integer values of {1,2,…,5}. The parameters of gra-
dient-based learning were set to perform fine learning of the binary connections. The 
following normalized performance index (fitness function) that has to be maximized 
was used: 
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where 
failθ  is 0.2rad, xfail is 0.5m, qs is the survival time steps for each trial, and 

NCmax is the maximum NC which is set as 10. If NC exceeds NCmax, NC= NCmax. 
For the evaluation of the performance index, eight different sets of initial conditions 
(cond1~cond8) were considered to cover wide range of input spaces. Because our 
focal point is URFNN and its two-step optimization, we assume that fuzzy sets of the 
input/output variables are given in advance as 3/5-uniformly distributed triangular 
membership functions with an overlap of 0.5 and left unchanged. For the defuzzifi-
cation, center of area method was used. Ten independent simulations for the optimi-
zation of URFNN have been performed, and the results are shown in Table 1. This 
table describes the average best performance index after GA and gradient-based 
learning over ten independent simulations as well as the maximum, minimum and 
average number of valid ULP (incomplete structure rules) for ten optimized 
URFNN. As can be seen, the optimized URFNN has at most 15 incomplete structure 
rules covering most of the essential input domain without linguistic conflict, and be-
sides, the gradient-based learning further refines the valid binary connections opti-
mized by GA. 

Table 1. Results of the optimized URFNN 

After GA 
After gradient-
based learning 

Max rule Min rule Average rule 

0.912 0.951 15 13 14.1 

Fig. 3 illustrates the results of testing simulations for the optimized URFNN with a 
set of initial condition ),,,( xxθθ =(0, 0, -0.25, 0) which is independent of the sets for 

the optimization. To compare the results, the conventional fuzzy controller (CFC) 
which has all possible AND combinations (81 complete structure rules) as rule ante-
cedents was considered. 

Obviously the performance of CFC is better than that of URFNN, but the control re-
sults indicate that the reduced rule bases of URFNN are enough to center the cart with 
a vertical pole, and moreover, the performance of URFNN outperforms that of [9]. 
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Fig. 3. Control results using a testing initial condition 

4   Conclusions 

The URFNN that allows union operation to appear in their antecedents for the parsi-
monious rule bases has been demonstrated. It has been constructed with the aid of 
fuzzy neurons and two-step optimizations, where GA develops a Boolean skeleton 
and subsequently gradient-based learning further refines the binary connections. As 
can be seen from the simulation results, the incomplete structure of rule allows the 
URFNN to utilize only fewer rules without performance degradation. 
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Abstract. In this paper, we propose a new face detection model, which is 
developed by combining the conventional AdaBoost algorithm for human face 
detection with a biologically motivated face-color preferable selective attention. 
The biologically motivated face-color preferable selective attention model 
localizes face candidate regions in a natural scene, and then the Adaboost based 
face detection process only works for those localized face candidate areas to 
check whether the areas contain a human face. The proposed model not only 
improves the face detection performance by avoiding miss-localization of faces 
induced by complex background such as face-like non-face area, but can 
enhances a face detection speed by reducing region of interests through the 
face-color preferable selective attention model. The experimental results show 
that the proposed model shows plausible performance for localizing faces in 
real time. 

Keywords: Face detection, selective attention, saliency map, AdaBoost. 

1   Introduction 

In the last five years, face and facial expression recognition have attracted much 
attention though they have been studied for more than 20 years by psychophysicists, 
neuroscientists, and engineers [1]. Numerous methods have been developed to 
localize or detect faces in a visual scene[1, 2].  M. Yang et al, [1] have reviewed and 
classified those face detection methods into four major categories such as the 
knowledge-based methods, the feature invariant approaches, the template matching 
methods, appearance-based methods. According to the survey, no specific method has 
yet shown comparable performance with a human being. Biologically inspired vision 
system may provide a critical clue to overcome the limitations of the current artificial 
vision system. Recently, biologically motivated approaches have been developed by 
L. Itti., T. Poggio, and C. Koch [3, 4, 5]. And, attention models were introduced for 
face detection [6, 7]. However, they have not shown plausible results for the face 
attention problem in complex scenes until now. Conventional face detection models 
based on an AdaBoost algorithm show good performance in a real time environment 
even if they are not perfectly working [2]. 



 Improving AdaBoost Based Face Detection 89 

In this paper, we propose a real time face candidates localizer which is implemented 
by combining a biologically motivated selective attention model with a well-known 
AdaBoost algorithm for face detection.  

The proposed selective attention model considers a face color filtered intensity, an 
R·G color opponent and edge information for reflecting human face preference. 
Thus, the proposed selective attention model generates a saliency map for an 
input scene, which pop-outs face candidate areas having the face-like low level 
features. The proposed face preferable saliency map (SM) model reduces region 
of interests in an input scene, which plays important role for decreasing face 
detection processing time. Moreover, in order to reject non-face areas and 
correctly localize face areas in the selected face candidate areas, we consider a 
well-known AdaBoost algorithm based on Haar-like form features. Haar-like 
form features are properly matching face form features naturally generated by 
inner shape of human face.  

This paper is organized as follows; Section 2 describes the proposed face 
localization model using face-color preferable SM model and an AdaBoost algorithm. 
The experimental results will be followed in Section 3. Section 4 presents further 
works, conclusions and discussions. 

2   Biologically Motivated Selective Attention Model and AdaBoost 
Algorithm for Localizing Human Face  

When humans pay attention to a specific object, the prefrontal cortex generates a 
competitive bias signal, related with the target object, to the infero-temporal (IT) and 
the V4 area [8]. Then, the IT and the V4 area generate top-down bias signals such as 
target object dependant color and form information, and those are transmitted to the 
low-level feature extraction stage part such as the striate cortex area including the 
lateral geniculate nucleus (LGN) in order to construct a filter to select a preferential 
area satisfying the target object dependant features. 

In the proposed model as shown in Figure 1, therefore, we simply consider a skin 
color preferable attention model for face color perception and Haar-like form features 
for face form perception, of which all processes work in real time. A biologically 
motivated selective attention model with face-color preference can decide face 
candidate areas in a complex input scene. For the selected face candidate regions, an 
AdaBoost algorithm using the Harr-like form feature is applied to selectively localize 
human faces not in all regions of the input scene but only in the face candidate areas 
obtained by the face color preferable selective attention model. 

Thus, we propose a face candidate localizer based on the biologically motivated 
bottom-up SM model as shown in Fig. 1. The bottom-up SM model can preferably 
focus on face candidate areas by a simple face-specific color bias filter using face 
color filtered intensity, an R·G color opponent and edge information of the R·G color 
opponent feature. Then, the candidate regions are checked how much the localized 
areas match up trained face form features based on Haar-like features. 
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Fig. 1. The proposed face candidate localization model based on the saliency map(SM) model 
and the AdaBoost algorithm; r: red, g: green, b: blue, R: real red component, G: real green 
component, B: real blue component, Y: real yellow component, I: intensity, E: edge, RG: red-

green opponent coding feature, CSD&N : center surround difference & normalization, I : 

intensity feature map, E : edge feature map, C : color feature map, SM: saliency map 

2.1   Face Color Preferable Selective Attention 

In human visual processing, the intensity, edge and color features are extracted in the 
retina. These features are transmitted to the visual cortex through the LGN. While 
transmitting those features to the visual cortex, intensity, edge, and color feature maps 
are constructed using the on-set and off-surround mechanism of the LGN and the 
visual cortex. And those feature maps make a bottom-up SM model in the laterial 
intral-parietal cortex (LIP) [9]. 

In order to implement a human-like visual attention function, we consider the 
simplified bottom-up SM model proposed in [10]. The SM model reflects the 
functions of the retina cells, the LGN and the visual cortex. Since the retina cells can 
extract edge and intensity information as well as color opponency, we use these 
factors as the basic features of the SM model [10]. In order to provide the proposed 
model with face color preference property, the skin color filtered intensity feature is 
considered together with the original intensity feature. According to a given task to be 
conducted, those two intensity features are differently biased. For face preferable 
attention, a skin color filtered intensity feature works for a dominant feature in 
generating an intensity feature map. The ranges of red(r), green(g), blue(b) for skin 
color filtering are obtained from following rules in Eq. (1) [11]. 

R > 95, G > 40,  B > 20 and 
max{R, G, B} – min{R, G, B} > 15 and 

|R – G| > 15 and R > G and R > B 
(1) 

And the real color components R, G, B, Y are extracted using normalized color 
coding [10]. According to our experiments, the real color component R among 4 real 
color components shows dominant contribution for face color plausible filtering. 
Moreover, RG color opponent coding features also show a discriminate characteristic 
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between face and non-face area. Instead, BY color opponent coding feature has a little 
contribution to discriminate whether face or non-face area. Therefore, in the proposed 
model, only the real color component R and RG color opponent feature are 
considered to generate a skin color filter, which also plays a role for reducing 
computation time as well as getting better skin color filtering performance. 

Actually, considering the function of the LGN and the ganglian cells, we 
implement the on-center and off-surround operation by the Gaussian pyramid images 
with different scales from 0 to n-th level, whereby each level is made by the sub-
sampling of 2n, thus it is able to construct four feature bases such as the intensity (I), 
and the edge (E), and color (RG and BY) [9, 10]. This reflects the non-uniform 
distribution of the retina-topic structure. Then, the center-surround mechanism is 
implemented in the model as the difference operation between the fine and coarse 
scales of the Gaussian pyramid images [10].  

Consequently, three feature maps are obtained by the following equations. 

I(c, s) = |I(c) ① I(s)| (2) 

E(c, s) = |E(c) ① E(s)| (3) 

RG(c,s)=|R(c) - G(c)| ① |G(s) - R(s)| (4) 

where “①” represents interpolation to the finer scale and point-by-point subtraction, c 
and s are indexes of the finer scale and the coarse scale, respectively. Totally, 18 
features are computed because three features individually have 6 different scales [10, 
11]. Features are combined into three feature maps as shown in Eq. (5) where I , E  
and C  stand for intensity, edge, and color feature maps, respectively. These are 
obtained through across-scale addition “⊕” [10].  
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Consequently, the three feature maps such as I , E  and C  can be obtained by the 
center-surround difference and normalization (CSD&N) algorithm [10]. A SM is 
generated by the summation of these three feature maps as shown in Eq. (6). 

CEISM ++=  (6) 

The salient areas are obtained by selecting areas with relatively higher saliency in 
the SM. In order to decide salient area, the proposed model generates binary data for 
each selected face candidate area using Otsu’s threshold method in the SM [12]. Then, 
the proposed model makes a group of segmented areas using a labeling method for 
each binary face candidate area. 
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After obtaining the candidate salient areas for human face, the obtained face 
candidate areas are used as input of the AdaBoost algorithm. 

2.2   Face Detection Using AdaBoost Algorithm 

We adapted an AdaBoost approach using simple Haar-like features as the face 
detection algorithm for correctly localizing faces in the face candidate regions 
selectively selected by the face-color preferable SM model.  

There are two data sets for face feature extraction and learning for the AdaBoost 
model. One is called a positive dataset in which every image has a face. The other for 
non-face images set is called a negative dataset. For two data sets, Haar-like features 
are extracted in order to select the proper features and train the AdaBoost face 
detection model. As well known, the AdaBoost learning algorithm is used to boost the 
classification performance of a simple learning algorithm [2]. The AdaBoost approach 
is working by combining a collection of weak classification functions to form a 
stronger classifier [2]. 

For each feature, the weak learner determines the optimal threshold classification 
function, such that a minimum number of examples are misclassified.  

According to our experiments, a face detection model using AdaBoost algorithm 
based on Haar-like form features shows wrong face detection results in some cases, 
which can be avoided by considering face color preferable selective attention as a 
preprocessor. In addition, the AdaBoost algorithm takes longer processing time for 
some scenes with complex orientation features as well as it generates wrong face 
detection results for the scenes with complex background. In contrast, the proposed 
model can enhance the face detection performance by reducing the computation load 
as well as increasing face detection accuracy especially for a natural scene with 
complex orientation information. 

3   Experimental Results 

Figure 2 shows a simulation process of the proposed model. At first, the proposed 
model extracts intensity, RG opponent color features and edge from an input color 
scene. Skin color areas in intensity and RG opponent color feature images only are 
filtered by applying a previously obtained skin color filter, which works for reflecting 
face-color preferable property. Then, three feature maps are generated by a center-
surround difference and normalization process for edge feature, skin color filtered 
intensity feature, and RG opponent color feature, respectively. Each feature map 
represents a degree of relative saliency of each area of an input scene just for the 
corresponding feature. Next, three different feature maps are integrated in order to 
generate a saliency map that represents a degree of relative saliency of each area of an 
input scene in all kinds of features point of view. The proposed model selectively 
decides salient areas with suitable size of an ROI in the obtained saliency map, which 
are assumed as candidate face areas and used as input of AdaBoost. Finally, 
AdaBoost decides whether each candidate face area is face area or not. 
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Fig. 2. The experimental result of face localization by the proposed model 

As mentioned in Section 2.2, the face detection model using only the AdaBoost 
algorithm based on Haar-like form features generates some wrong face detection 
results. Figure 3 (a) shows an example with a wrong face detection case which caused 
by considering Haar-like form feature only in an intensity image by the AdaBoost 
algorithm. In this case a shirt is wrongly detected as a face since the intensity 
distribution in a shirt looks like a face. Those kinds of cases can be avoided by the 
proposed model as shown in Fig. 3 (b). A shirt is not selected as a face candidate area 
by the proposed face-color preferable attention model as shown in Fig. 3 (d). The 
candidate areas are decided based on the SM as shown in Fig. 3 (c), which is obtained 
from the face-color preferable attention model. 

Also, as shown in Fig. 4 (a), the AdaBoost algorithm may detect faces in duplicate 
way for the same face area, which can be also avoided by the proposed model 
considering only properly decided attention area as shown in Figs. 4 (b) and (c). 

 

    
 (a)                          (b)                        (c)                        (d) 

Fig. 3. Comparison of face detection between an AdaBoost algorithm based on Haar-like form 
features and the proposed method; (a) Face detection result by the AdaBoost algorithm, (b) 
Face color preferable SM, (c) ROI areas, (d) Face detection result  by the proposed model 
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(a)                             (b)                            (c) 

Fig. 4. Another comparison for face detection; (a) Duplicated face detection by an AdaBoost 
algorithm, (b) and (c) Successful face candidate area selection and face detection by the 
proposed face detection model, respectively 

One of aims of the proposed model is to improve face detection speed by reducing 
the searching regions using the selective attention model before conducting face 
detection by the AdaBoost. As shown in Table1, the proposed model can successfully 
find human faces in time within 0.0539~0.2624 sec. Table 1 compares the processing 
time of the proposed model with that of the conventional AdaBoost model provided 
by OpenCV. We considered both frontal faces and profile faces with three classifiers.  

The experiments were conducted for UCD database obtained in indoor 
environments [13]. UCD database has 530 facial images and all the image size is 360 
by 288. As shown in Table 1, the proposed model shows better performance in terms 
of both the face detection processing speed and face detection accuracy than those of 
the conventional AdaBoost model. 

Table 1. Face detection speed and accuracy comparison between the proposed model and the 
AdaBoost method based on Haar-like form features provided by OpenCV 

 
Proposed Model Conventional 

ADABoost 
Saliency Map 

Processing time 
35.7 ms ~ 60.8 ms None 

ADABoost 
Processing time 

7.75 ms ~ 240.1 ms 199.8 ms ~ 263.9 ms 

Total 
Processing time 

53.9 ms ~ 262.4 ms 206.4 ms ~ 270.8 ms 

True Positive 100% 100% 

False Positive 3% 8.4% 

4   Conclusion 

We proposed the face detection model by simply imitating human early visual 
mechanisms in order to localize the human face areas by combining an AdaBoost 
algorithm in real time. In natural complex scenes, the proposed model not only 
successfully localizes the face areas but also appropriately rejects non-face areas. The 
proposed model is based on the face color related features in order to generate face 
color preferable attention and the AdaBoost algorithm based on Haar-like features 
decides whether the attended region contains a face characteristic. The proposed 
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model aims to enhance the conventional AdaBoost algorithm based face detection 
model by considering the advantages of biologically motivated vision system. 

Even though the proposed model could give plausible results to make human face 
selective regions, as further works we need to verify the performance of the proposed 
model through comparison study with that of the other models using more complex 
benchmark databases. 
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Abstract. In this paper, we propose a top-down object biased attention model 
which is based on human visual attention mechanism integrating feature based 
bottom-up attention and goal based top-down attention. The proposed model 
can guide attention to focus on a given target colored object over other objects 
or feature based salient areas by considering the object color biased attention 
mechanism. We proposed a growing fuzzy topology ART that plays important 
roles for object color biased attention, one of which is to incrementally learn 
and memorize features of arbitrary objects and the other one is to generate top-
down bias signal by competing memorized features of a given target object with 
features of an arbitrary object. Experimental results show that the proposed 
model performs well in successfully focusing on given target objects, as well as 
incrementally perceiving arbitrary objects in natural scenes. 

Keywords: Top-down object color biased attention, bottom-up attention, grow-
ing fuzzy topology ART. 

1   Introduction 

Human vision system can effortlessly detect an arbitrary object in natural or cluttered 
scenes, and incrementally perceive an interesting object in dynamic visual scenes. 
Such a visual search performance will require both bottom-up and top-down control 
sources to be considered and balanced against one another [1]. In Desimone and Dun-
can’s biased competition model, the biased competition view of visual search pro-
posed two general sources for the control of attention: bottom-up sources that arise 
from sensory stimuli present in a scene and top-down sources that arise from the cur-
rent behavioral goals [1,2]. Itti and Navalpakkam proposed a top-down attention 
model that has a biasing mechanism to salient map based on signal to noise ratio of 
color and orientation feature generated by a bottom-up process [3]. The performance 
of this model seems to be decreased according to different backgrounds. Walther and 
Koch also proposed a top-down attention model having bias based on features gener-
ated from a bottom-up process [4]. Torralba and Oliva proposed a top-down attention 
model using spatial information [5], which may show poor performance for objects 
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located at unusual place. In this paper, therefore, we proposed a new top-down atten-
tion model that can have more robust performance in localizing a given object in a 
various situations with unusual placement and varying backgrounds.  

Based on the biased competition mechanism, we proposed a biologically motivated 
top-down object biased attention model. The proposed attention model consists of two 
parts. One is the bottom-up attention part that can pop-out salient areas by calculating 
the relativity of primitive visual features such as intensity, edge, and color [6]. The 
other is the top-down object biased attention part. In order to generate object biased 
signal, we need object perception and memorization mechanism such as working 
memory in a human brain. In this model, we propose a new growing fuzzy topology 
adaptive resonance theory (TART) model for object perception and memorization that 
makes object color feature clusters in an incremental mode. The proposed growing 
fuzzy TART not only increases stability in conventional fuzzy ART while maintain-
ing plasticity, but it also preserves topology structures in input feature spaces that are 
divided by color and form domains in an object. Finally, the growing fuzzy TART 
makes clusters in order to construct an ontology map in the color domains. The grow-
ing fuzzy TART can activate the target object related features among memorized 
features and compare the activated features with features of an arbitrary object in 
order to generate a proper top-down bias signal that can make a target colored object 
area in an input scene become the most salient area. Moreover, the clustered informa-
tion in the growing fuzzy TART is relevant for describing specific colored objects, 
and thus it can automatically generate an inference for unknown objects by using 
learned information. Experimental results show that the proposed model properly 
guides color feature based top-down object biased attention. 

This paper is organized as follows; Section 2 describes the proposed model com-
bining the bottom-up saliency map (SM) model with the growing fuzzy topology 
ART model. The experimental results will be followed in Section 3. Section 4 pre-
sents further works, conclusions and discussions. 

2   The Proposed Model 

When humans pay attention to a target object, the prefrontal cortex gives a competi-
tive bias signal, related with the target object, to the infero-temporal (IT) and the V4 
area. Then, the IT and the V4 area generates target object dependant information, and 
this is transmitted to the low-level processing part in order to make a competition 
between the target object dependant information and features in every area in order to 
filter the areas that satisfy the target object dependant features. 

Figure 1 shows the overview of the proposed model during training mode. As 
shown in the lower part of Fig. 1, the bottom-up attention part generates a bottom-up 
SM based on primitive input features such as intensity, edge and color opponency. In 
training mode of the proposed model, each salient object decided by bottom-up  
attention is learned by the growing fuzzy TART. For each object area, the log-polar 
transformed features of RG and BY color opponency are used as color features for 
representing an object. Those are used as input of the growing fuzzy TART. 

In the top-down object biased attention model, which is shown in Fig. 1, the grow-
ing fuzzy TART activates the memorized color features of the target object when a 
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task of target object searching is being given. The activated color features related with 
the target object are involved in competition with the color features extracted from 
each bottom-up salient object area in an input scene. By such a competition mecha-
nism, as shown in Fig. 1, the proposed model can generate a top-down signal that can 
bias the target object area in the input scene. Finally the top-down object biased atten-
tion model can generate a top-down object biased saliency map, in which the target 
object area is popped out. Therefore, the growing fuzzy TART works the most impor-
tant role for the top-down object biased attention. In this model, the proposed growing 
fuzzy TART is implemented by integrating the conventional fuzzy ART, with the 
topology-preserving mechanism of the growing cell structure (GCS) unit [7]. In the 
growing fuzzy TART, each node in the F2 layer of the conventional fuzzy ART net-
work was replaced with GCS units. 

 

Fig. 1. Overview of the proposed model during training mode (r: red, g: green, b: blue, I: inten-
sity feature, E: edge feature, RG: red-green opponent coding feature, BY: blue-yellow opponent 
coding feature, CSD&N: center-surround difference and normalization, I : intensity feature 

map, E : edge feature map, C : color feature map, GFT_ART: growing fuzzy TART) 

2.1   Bottom-Up Selective Attention Model 

In the bottom-up processing, the intensity, edge and color features are extracted in the 
retina. These features are transmitted to the visual cortex through the lateral genicu-
late nucleus (LGN). While transmitting those features to the visual cortex, intensity, 
edge, and color feature maps are constructed using the on-set and off-surround 
mechanism of the LGN and the visual cortex. And those feature maps make a bottom-
up SM model in the laterial intral-parietal cortex (LIP) [8]. 
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In order to implement a human-like visual attention function, we consider the sim-
plified bottom-up SM model [9]. In our approach, we use the SM model that reflects 
the functions of the retina cells, the LGN and the visual cortex. Since the retina cells 
can extract edge and intensity information as well as color opponency, we use these 
factors as the basic features of the SM model [8, 9]. And the real color components R, 
G, B, Y are extracted using normalized color coding [8].  

Actually, considering the function of the LGN and the ganglian cells, we imple-
ment the on-center and off-surround operation by the Gaussian pyramid images 
with different scales from 0 to n-th level, whereby each level is made by the sub-
sampling of 2n, thus it is able to construct four feature basis such as the intensity (I), 
and the edge (E), and color (RG and BY) [9, 10]. This reflects the non-uniform dis-
tribution of the retina-topic structure. Then, the center-surround mechanism is im-
plemented in the model as the difference operation between the fine and coarse 
scales of the Gaussian pyramid images [9, 10]. Consequently, the three feature 
maps such as I , E  and C can be obtained by the center-surround difference algo-
rithm [9]. A SM is generated by the summation of these three feature maps. The 
salient areas are obtained by searching a maximum local energy with a fixed win-
dow size shifting pixel by pixel in the SM. 

2.2   Growing Fuzzy TART 

Figure 2 shows the proposed growing fuzzy TART.  

 

Fig. 2. Growing fuzzy topology adaptive resonance theory (TART) network 

The inputs of the growing fuzzy TART consist of the color features. These features 
are normalized and then represented as a one-dimensional array X that is composed of 
every pixel value ia of the color features and each complement c

ia is calculated by 
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1 ia− , the values of which are used as an input pattern in the F1 layer of the growing 

fuzzy TART model. Next, the growing fuzzy TART finds the winning GCS unit from 
all GCS units in the F2 layer, by calculating the Euclidean distance between the bottom-
up weight vector iW , connected with every GCS unit in the F2 layer, and X is  

inputted.  After selecting the winner GCS unit, the growing fuzzy TART checks the 
similarity of input pattern X  and all weight vectors iW of the winner GCS unit. This 

similarity is compared with the vigilance parameter ρ , which is the minimum these 

results similarity between the input pattern and the winner GCS.  
If the similarity is larger than the vigilance value, a new GCS unit is added to the 

F2 layer. In such situation, resonance has occurred, but if the similarity is less than the 
vigilance, the GCS algorithm is applied. The detailed GCS algorithm is described as 
the following [7]:  

For initialization, one GCS unit in the F2 layer is created with three nodes 1n  , 2n  , 

3n  for its topology and randomly initialized the weight iW . C, as the connection set, 

is defined as the empty set C =∅ . A is the set of nodes in a GCS unit. 
For each node i in the network, the GCS calculates the distance from the in-

put
iX W− . The GCS selects the best-matching node and the second best, that are 

nodes s and t  ∈   A, such that 
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where  nW   is the weight vector of node n. If there is no connection between s and t, a 

connection is created between s and t. 

ex p ( )sa X W= − −  (3) 

If activity a is less than activity threshold Ta , a new node should be added between 

the two best-matching nodes, s and t. First, GCS adds the new node r 

{ ( )}A A r= ∪  (4) 

GCS creates the new weight vector by, setting the weights to be the average of the 
weights for the best matching node and the second best node 

( ) / 2r s tW W W= +  (5) 

Edges are inserted between r and s and between r and t 

{ ( , ), ( , )}C C r s r t= ∪  
 

(6) 
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The link between s and t is removed, which is denoted as Eq. (7). 
 

/{ ( , )}C C s t=  (7) 

The weight of the winning node, Ws is adapted by Eq. (8) and the weight of its 

neighborhood node, Wi, is adapted by Eq. (9), where 
bε  and 

nε are the training 

parameters for the winner node and the neighborhood node, respectively. 

* ( )s sb
W Wξε= −  (8) 

* ( )i in
W Wξε= −  (9) 

Our approach hopefully enhances the dilemma regarding the stability of fuzzy 
ART and the plasticity of GCS [7, 11]. The advantages of this integrated mechanism 
are that the stability in the convention fuzzy ART is enhanced by adding the topology 
preserving mechanism in incrementally-changing dynamics by the GCS, while plas-
ticity is maintained by the fuzzy ART architecture. Also, adding GCS to fuzzy ART is 
good not only for preserving the topology of the representation of an input distribu-
tion, but it also self adaptively creates increments according to the characteristics of 
the input features. 

3   Experimental Results 

Figure 3 shows the simulation results of the proposed top-down object biased atten-
tion model after trained a yellow ball. As shown in a bottom-up SM result image in 
Fig. 3, the yellow colored object, is not mostly salient area but the 2nd salient area 
when based on only bottom-up features without considering top-down bias. However, 
the yellow colored object became the most salient area after considering top-down 
bias in conjunction with bottom-up attention as shown in the top-down object biased 
final saliency areas result image in Fig. 3. 

Table 1 shows the performance of the proposed model. We conducted experiments 
for two different object image DB [12, 13]. One is from ABR Lab. in KNU and the 
other is from Itti’s Lab. The proposed model learned the red and yellow colors from 
randomly chosen 10 red and yellow objects. Table 1 shows the performance for test-
ing red and yellow color biasing of the proposed model after training the red and 
yellow colors. As shown in Table 1, the proposed model shows successful color bias-
ing performance by 82.5% for the object image DB of ABR Lab for which illumina-
tion status is known. However, the proposed model shows 70% for the object image 
DB of Itti’s Lab for which there is no information about illumination status. Therefore 
we need to develop more plausible biasing model for showing better performance for 
general object image DBs. In the proposed model, the vigilance parameter value af-
fects the number of nodes generating in F2 layer, which also affect performance of the 
model. Table 2 shows experimental results comparing the correct top-down biasing 
performance according to the different vigilance parameter values. 
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Fig. 3. Top-down biased attention results of the proposed model 

Table 1. Experimental results of the proposed model for two object image databases of Itti’s 
Lab. image DB and ABR Lab. image DB (after training red and yellow colors obtained from 10 
randomly chosen images) 

Image Database 
Correctly biasing 

images 
Incorrectly biasing 

images 
Correctness 

Itti’s Lab. DB 
(40 object images) 

28 12 70% 

ABR Lab. DB 
(40 object images) 

33 7 82.5% 

Table 2. Comparison of top-down biasing performances of the proposed model according to 
varying vigilance parameter values. (ABR Lab. Image Database: 40 images). 

Vigilance parameter 
value 

# of correctly bias-
ing images 

# of incorrectly 
biasing images 

Correctness 

0.8 17 23 42.5% 

0.9 33 7 82.5% 

0.95 15 25 37.5% 

4   Conclusion 

In conclusion, we proposed a biologically motivated selective attention model that 
can provide a proper visual object search performance based on top-down biased 
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competition mechanism considering both spatial attention and goal oriented object 
color biased attention. In the proposed model, we only considered the color features 
for top-down biased attention. As a further work, we are now considering the form 
features for top-down biased attention. 

Acknowledgments. This research was funded by the Brain Neuroinformatics Re-
search Program of the Ministry of Commerce, Industry and Energy in Korea. 

References 

1. Vecera, S.P.: Toward a biased competition account of object-based segregation and atten-
tion. Brain and Mind 1, 353–384 (2000) 

2. Desimone, R., Duncan, J.: Neural mechanisms of selective visual attention. Annual Re-
view of Neuroscience 18, 193–222 (1995) 

3. Navalpakkam, V., Itti, L.: An integrated model of top-down and bottom-up attention for 
optimal object detection. In: CVPR 2006, pp. 2049–2056 (2006) 

4. Walther, D., Koch, C.: Modeling attention to salient proto-objects. Neural Networks 19(9), 
1395–1407 (2006) 

5. Torralba, A., Oliva, A., Castelhano, M., Henderson, J.M.: Contextual guidance of attention 
in natural scenes: The role of global features on object search. Psychological Re-
view 113(4), 766–786 (2006) 

6. Won, W.J., Yeo, J., Ban, S.W., Lee, M.: Biologically motivated incremental object percep-
tion based on selective attention. Int. J. Pattern Recognition & Artificial Intelligence 21(8), 
1293–1305 (2007) 

7. Marsland, S., Shapiro, J., Nehmzow, U.: A self-organising network that grows when re-
quired. Neural Networks, Special Issue 15(8-9), 1041–1058 (2002) 

8. Goldstein, E.B.: Sensation and perception, 4th edn. An international Thomson publishing 
company, USA (1996) 

9. Park, S.J., An, K.H., Lee, M.: Saliency map model with adaptive masking based on inde-
pendent component analysis. Neurocomputing 49, 417–422 (2002) 

10. Choi, S.B., Jung, B.S., Ban, S.W., Niitsuma, H., Lee, M.: Biologically motivated vergence 
control system using human-like selective attention model. Neurocomputing 69, 537–558 
(2006) 

11. Carpenter, G.A., Grossberg, S., Makuzon, N., Reynolds, J.H., Rosen, D.B.: Fuzzy ART-
MAP: A neural network architecture for incremental supervised learning of analog multi-
dimensional maps. IEEE Transactions on Neural Networks 3(5), 698–713 (1992) 

12. ABR Lab. Image database, ftp://abr.knu.ac.kr  
13. Itti’s Lab. Image database, http://ilab.usc.edu/research 



 

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 104 – 111, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

 A Study on Human Gaze Estimation Using Screen 
Reflection 

Nadeem Iqbal and Soo-Young Lee 

Computational NeuroSystems Lab 
Department of Bio & Brain Engineering 

KAIST,  Daejeon. 305-701, Republic of Korea  
nadeem@neuron.kaist.ac.kr,  sylee@kaist.ac.kr 

Abstract. Many eye gaze systems use special infrared (IR) illuminator and 
choose IR-sensitive CCD camera to estimate eye gaze. The IR based system has 
the limitation of inaccurate gaze detection in ambient natural light and the num-
ber of IR illuminator and their particular location has also effect on gaze detec-
tion. In this paper, we present a eye gaze detection method based on computer 
screen illumination as light emitting source and choose high speed camera for 
image acquisition. In order to capture the periodic flicker patterns of monitor 
screen the camera is operated on frame rate greater than twice of the screen re-
fresh rate. The screen illumination produced a mark on the corneal surface of 
the subject’s eye as screen-glint. The screen reflection information has two fold 
advantages. First, we can utilize the screen reflection as screen-glint, which is 
very useful to determine where eye is gazing. Secondly the screen-glint infor-
mation utilize to localized eye in face image. The direction of the user’s eye 
gaze can be determined through polynomial calibration function from the rela-
tive position of the center of iris and screen-glint in both eyes. The results 
showed that our propose configuration could be used for gaze detection method 
and this will lead to increased gaze detection role for the next generation of 
human computer interfaces. 

Keywords: Human Computer Interaction, Gaze Estimation, Screen-glint, and 
Screen Reflection. 

1   Introduction 

Image processing and computer vision techniques play an important role for design-
ing and understanding research in vision based technologies. The use of robots, com-
puter and vision based interface in our life provide a valuable stimulus for designing a 
better HCI (Human Computer Interaction). Recently many friendly technologies fa-
cilitated with multimodal HCI approach. The Eye gaze detection plays a pivotal role 
in the HCI model. 

Current eye gaze interaction models use special infrared (IR) illumination as source 
of illumination varying from one IR illuminator to many according to the application. 
For the acquisition of the IR images the system uses IR sensitive CCD camera having 
different focal length depends on application. Such IR-based models are used in too 
many applications. 
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Huctchison’s[1] used corneal reflection (glint) and pupil image (bright eye’s) from 
the eyes image obtained from video camera located immediately below the center of 
computer, while irradiating the eye with invisible infrared light using light emitting 
diode(LED) positioned in front of the eye. Ebisawa’s [2] used two light sources and 
image difference method. One light source which is coaxial with camera optical axis 
produce bright pupil image against the darker background called the bright condition. 
Zhu’s [3] gaze model uses two ring structures. The IR LED is mounted in a circular 
shape. The eye is illuminated with both rings. The outer ring is located off axis and 
the inner ring is on the optical axis to generate dark and bright pupil effect. Yoo’s[4]  
model require five light sources and two CCD cameras . Four light sources are at-
tached to the corners of a monitor to cause the reflections on the surface of the cornea 
and the other one is located at the center of camera lens to make bright eye effect.  
However, IR based system has the limitation of inaccurate gaze detection in ambient 
natural light. Due to this reason its application is widely restricted in many application 
areas which operate in natural light.  In most gaze estimation model the location and 
number of IR sources are also influence on the result of gaze estimation. 

An alternative configuration for eye gaze estimation proposed with single high 
speed camera. In order to illuminate the eye we used screen illumination as light emit-
ting source. Which provide a screen glint (cornea reflection) , The screen-glint work 
as  glint in the previous research to estimate the eye gaze .  The method of iris detec-
tion is utilized to find the center of iris. The direction of eye gaze calculated from the 
relative position of the center of iris and screen glint in both eyes. 

In section 2, we present the proposed configuration and discuss the eye tracking al-
gorithm. Section 3 is about iris segmentation. Experimental results and conclusion are 
included in section 4 and 5 respectively. 

2   Proposed Configuration  

In proposed configuration the monitor is placed on the desk and user is sit about 60 
cm in front of the monitor and the camera is mounted at the center beneath of the 
screen. The screen illumination (screen flicker pattern) is use to generate corneal 
reflection. In order to capture the screen flicker pattern  we have used high speed 
camera (IPX-VGA-210-L) which capture the image with frame rate greater than twice 
of the screen refresh rate. In our experiment the screen refresh rate is 60 Hz and cam-
era speed operate with speed of 120 frames per second. The resolution of capture 
image is 640 x 480. The screen illumination is reflected off the corneal surface and 
appears in the camera as a small intense area which we call as “screen-glint”.   

 

Fig. 1. Shape of screen glint in eye region 
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The shape of the screen glint seems like rectangular shape which is akin with 
monitor screen as shown in Fig.1. The screen illumination generates a flicker pattern 
which comes from when electron beam is moved from bottom of screen display to the 
top of screen display. Two consecutive images have produced the full movement of 
the electron beam of the screen display. The reflection of these patterns at each frame 
at eye region shows in Fig. 2. 

 
Fig. 2. Screen reflection pattern in the eye region 

2.1   Detection of Screen-Glint Center 

First, we calculate the difference between 5 consecutive frames and find the aggrega-
tive sum. The resultant image is shown in Fig.4. We continue this procedure for all 
images with center and surround approach. Second, find the localized eye region 
based on the screen glint location at each eye in the image, which is described in sec-
tion 2.2. Third, compute the rough center of each screen-glint polygon/rectangle by 
finding maximum intensity location in resultant image. Fourth, find the boundary 
point of screen glint by 1-D line edge search along the normal at center pixel. Finally, 
after knowing the height and width of the screen-glint refine/recalculate the center of 
screen-glint. 

2.2   Eye Localization Method  

Our proposed system utilizes the high camera frame rate to capture the screen refresh 
rate in the eye image. We observe that the full movement of screen flicker pattern 
obtain in two consecutive images. We calculate the difference image by subtracting 
these two consecutive images.  In order to capture good reflection pattern we use five 
difference images summation. To remove noisy pixels we use low-pass filter.  

In the proposed method we first find maximal pixel intensity (high peak) at resul-
tant difference image. The resultant region of interests ROI around first high peak is 
considered first candidate eye region. After marking the location of first eye region, 
we keep first eye region to zero for finding second eye region this will also suppress 
all high peak of first region. 
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Fig. 3. Algorithm for eye localization 

 

Fig. 4. Resultant Difference image 

Similarly, we have calculated the second high intensity region (high peak).  There-
fore we find two maximum points to localize two eye regions as show in Fig.5.  

 

Fig. 5. Localized eye region 

3   Center of Iris Detection  

Iris segmentation is one of the most important task for the eye gaze estimation. The 
eye gaze estimation accuracy is proportionally dependable on the accurate iris center. 
Inaccurate iris center will make large estimation error. For iris segmentation we util-
ized the contrast between sclera and iris region.   The iris segmentation algorithm uses  
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Fig. 6. Iris segmentation algorithm 

each eye region separately and finally combines the center of both iris. The edge map 
image of the original eye image is computed using canny edge detection followed by 
a circular Hough transformation [5] in order to robustly detect the circle in the edge 
map image.  

In order to find refine arc of the iris for fitting ellipse we use two circular masking 
and region connectivity approach. The circular masking uses two circular filter .First 
circular filter have larger radius of the detected circle to remove outer region edges 
which include the corner of the eyes. Second circular filter have smaller radius than 
detected circle and use to remove the inner circular region edge which include eye-
lids. We have also applied region connectivity filter which removed non-arc iris 
boundary and noise. Once we find the proper arc of the iris boundary we used the 
direct fitting ellipse algorithm [6] to estimate the iris center. The result of iris segmen-
tation is shown in Fig. 7.  

a. 
b.

c.

d. e. f. 

g.

 

Fig. 7. a) Edge Image b) Region Connectivity c) Hough Inner Circle  d) Hough Outer Circle e) 
Second Region Connectivity  f) Iris edge on the original image. g) Center of iris. 
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4   Experiments and Results 

To analyze the gaze estimation with proposed configuration we have used second 
order polynomial equation as mapping function between screen coordinate and gaze 
vector through calibration [7]. The center of iris and the center of screen glint define a 
vector in the image. We have obtained two such vectors from left and right eye. These 
vectors can be easily mapped to the screen coordinate on a computer monitor after a 
calibration. The mapping from these vectors to screen coordinate is performed using a 
pair of second order polynomial as 
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Where (sx,sy) are the screen coordinates and (xig,yig) is the iris-screen glint vector. In 
our simulation we used 9 points for calibration to estimate the parameters a0-a5 and 
b0-b5 using least square [8].During the calibration, there is no head movement and the 
user is gaze to each point. After knowing the calibration parameters new data has 
been tested for the said users with no head movement. The distance between user and 
CRT screen monitor is 60 cm. The resolution of image is 640 x 480 having high speed 
camera with zoom lens of 25mm. In experiment, we capture both eyes of the user. 
The system utilizes each eye feature and gaze estimation individually then finally 
combined the average results for each eye gaze estimation. 

(a) (b)  

Fig. 8. Gaze detection result when using proposed configuration. a) Left eye gaze estimation b) 
Right eye gaze Estimation. 

In order to combine the results of both left and right eye we have analyzed two  
approaches. In first approach, we have calculated the average of left and right gaze 
vector and then estimated the gaze position through mapping function. In second 
approach, we have calculated the gaze vector for each eye then estimated gaze  
 

 (1) 

 (2) 
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(a) (b)  
Fig. 9. Both Eye Result. a) Average of Gaze Vector (Apporach-1) b) Average of Gaze position 
(Approach-2). 

position through mapping function for each eye and the average the gaze estimation 
reslt. As shown in Fig.9. 

The result indicates that using both eye information can achieve better gaze estima-
tion as compare to the gaze estimation of single eye. The human also utilizes both eye 
to gaze her/his eyes on the subject.  

5   Conclusion and Future Works 

In this paper an eye gaze detection method with screen reflection has studied, our 
system used one high speed camera and to generate the cornea reflection we utilized 
the screen illumination as source of illumination to illuminate the eye. The system is 
using information of relative position of iris center and screen glint of both eyes to 
determine the gaze detection. The results suggest that both eye have achieved better 
performance then single eye. The result shows that propose configuration can be used 
as gaze detection method which will provide more flexible and lead to increase the 
gaze detection role in HCI applications. In future, we plan to measure gaze detection 
in various environments with sufficient head movement. 
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Abstract. This work presents a novel GA-Taguchi-based feature selection 
method.  Genetic algorithms are utilized with randomness for “global search” of 
the entire search space of the intractable search problem.  Various genetic op-
erations, including crossover, mutation, selection and replacement are per-
formed to assist the search procedure in escaping from sub-optimal solutions.  
In each iteration in the proposed nature-inspired method, the Taguchi methods 
are employed for “local search” of the entire search space and thus can help ex-
plore better feature subsets for next iteration.  The two-level orthogonal array is 
utilized for a well-organized and balanced comparison of two levels for fea-
tures—a feature is or is not selected for pattern classification—and interactions 
among features.  The signal-to-noise ratio (SNR) is then used to determine the 
robustness of the features.  As a result, feature subset evaluation efforts can be 
significantly reduced and a superior feature subset with high classification per-
formance can be obtained.  Experiments are performed on different application 
domains to demonstrate the performance of the proposed nature-inspired 
method.  The proposed hybrid GA-Taguchi-based approach, with wrapper na-
ture, yields superior performance and improves classification accuracy in pat-
tern classification. 

Keywords: Genetic Algorithm, Taguchi Method, Orthogonal Array, Feature 
Subset Selection, Pattern Classification. 

1   Introduction 

Over the past decade, different pattern classification approaches have been applied to 
classify new, unseen instances.  In a pattern classification framework [8], a set of 
training instances or examples, denoted as training set TS, is given.  Each instance or 
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example consists of n features and a class label.  All features of each instance are 
generally considered during the classification process.  Various real-world pattern 
classification problems, however, involve unimportant or irrelevant features that typi-
cally have a marked effect on overall classification accuracy.  To improve classifica-
tion performance, many feature selection and feature subset selection methods have 
been investigated [2][6][7][10][12][13][14][15][16][17].  These approaches focus on 
selecting important and relevant features from an original feature set and reducing the 
dimensionality in a particular pattern classification problem. 

Feature subset selection can be considered a search problem [12]. Each search state 
in the search space defines a possible feature subset.  If each instance in a specific 
classification problem has n attributes, the search space is formed by 2n possible or 
candidate feature subsets.  Clearly, an exhaustive search of the entire search space 
(i.e., 2n possible feature subsets) has a very high computational cost and, thus, is gen-
erally unfeasible in practice, even for a medium-sized p [17].  Consequently, selecting 
a best feature subset for pattern classification from the entire search space is very 
difficult, in particular with regard to the tradeoff between high classification accuracy 
and small number of selected features. 

This paper presents novel hybrid GA-Taguchi-based feature selection method. Ge-
netic Algorithms [9][18] are utilized with randomness for “global search” of the entire 
search space (i.e., 2n possible feature subsets). Various genetic operations, including 
crossover, mutation, selection and replacement are performed to assist the search 
procedure in escaping from sub-optimal solutions [17]. In each iteration in the pro-
posed nature-inspired method, the Taguchi methods [20][21] are utilized to help ex-
plore better feature subsets (or solutions), which are somewhat different from those in 
candidate feature subsets, for the next iteration. In other words, the Taguchi methods 
are employed for “local search” of the entire search space (i.e., 2n possible feature 
subsets). Consider that two feature subsets or solutions, b1 and b2, which are selected 
from a set of candidate feature subsets, have w different bits ( nw ≤ ). The two-level 
orthogonal array, a central concept of the Taguchi method, is utilized in the proposed 
scheme for a well-organized and balanced comparison of two levels for the w fea-
tures—a feature is or is not selected for pattern classification—and interactions 
among all features in a specific classification problem. The signal-to-noise ratio 
(SNR) is then employed to determine the robustness of the w features.  Consequently, 
a superior candidate feature subset, which has high classification performance for the 
classification task, can be obtained by considering each feature with a specific level 
having a high signal-to-noise ratio (SNR). If a particular target (e.g. process or  
product) has d different design factors, 2d possible experimental trials will need to be 
considered in full factorial experimental design. Orthogonal arrays are principally 
utilized to decrease experimental efforts associated with these d design parameters. 
Finally, prior to the classification process, feature subset evaluation efforts can be 
significantly reduced based on the two-dimensional, fractional factorial experimental 
design matrix.  In this manner, important and relevant features can be identified from 
an original feature set for pattern classification. 

The remainder of this paper is organized as follows. Section 2 reviews the concepts 
in Taguchi methods and the nearest neighbor rule employed in the proposed method. 
Section 3 presents the novel hybrid GA-Taguchi-based method for feature subset 
selection. In Section 4, an example is utilized to illustrate the proposed method. In 
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Section 5, experiments using on different classification problems are discussed.  Fi-
nally, Section 6 presents conclusions. 

2   Genetic Algorithms and Taguchi Methods 

2.1   Genetic Algorithms 

A genetic algorithm (GA) [9], also known as a stochastic search method, is based on 
natural selection in biological evolution [11]. Consider that a specific problem domain 
has a solution space with a set of possible solutions (also named individuals or chro-
mosomes in biological evolution). A genetic algorithm attempts to find the optimal or 
sub-optimal solutions in the solution space based on various genetic operations, in-
cluding solution (or chromosome) encoding, crossover, mutation, fitness evaluation, 
selection and replacement.   

For a feature subset selection problem, a possible solution in the solution space is a 
specific feature subset that can be encoded as a string of n binary digits (or bits).  
Here, each feature is represented by a binary digit with values 1 and 0, which identify 
whether the feature is selected or not selected in the corresponding feature subset, 
respectively.  This process is called solution (or chromosome) encoding. For instance, 
a string of ten binary digits (i.e., a solution or a chromosome), say, 0100100010, 
means that features 2, 5, and 9 are selected in the corresponding feature subset.  In the 
first step of a general GA, some solutions are randomly selected from the solution 
space as the initial set CS of candidate solutions. The number of solutions in CS is 
denoted as the population size. When two parent solutions, p1 and p2, are selected 
from CS, the crossover operation will be applied to generate corresponding offspring 
q. In other words, each feature i of offspring q is the same as either that of p1 or that of 
p2. Consequently, the mutation operation is utilized to perturb offspring q slightly.  
Once a perturbed offspring is obtained, an evaluation criterion is applied to analyze 
the fitness of parent solutions and corresponding offspring. For each iteration (or 
generation), solutions that have high fitness are retained in the candidate set CS (i.e., 
CS is updated). These genetic operations, including crossover, mutation, fitness 
evaluation, selection and replacement, are repeated until a predefined number of itera-
tions (or generations) or a particular stop condition is met. Finally, a set of optimal or 
sub-optimal solutions for a specific problem domain are obtained.  As a result, GAs 
have been widely applied in many areas, such as for solving optimization problems 
[9].  In the proposed method, GAs are utilized with randomness for “global search” of 
the entire search space. Restated, the genetic operations are performed to assist the 
search procedure in escaping from sub-optimal solutions [17]. 

2.2   Taguchi Methods 

In robust experimental design [20][21], processes or products can be analyzed and 
improved by altering relative design factors.  As a commonly-used robust design 
approach, the Taguchi method [20][21] provides two mechanisms, an orthogonal 
array and signal-to-noise ratio (SNR), for analysis and improvement.  If a particular 
target (e.g. process or product) has d different design factors, 2d possible experimental 
trials will need to be considered in full factorial experimental design.  Orthogonal 
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arrays are principally utilized to decrease experimental efforts associated with these d 
design parameters.  An orthogonal array can be considered a fractional factorial ex-
perimental design matrix that provides a comprehensive analysis of interactions 
among all design factors and fair, balanced and systematic comparisons of different 
levels (or options) of each design factor.  In this two-dimensional array, each column 
indicates a specific design parameter and each row represents an experimental trial 
with a particular combination of different levels (or options) for all design factors.  
The proposed scheme uses the commonly-used two-level orthogonal array for select-
ing representative features from the original feature set.  A general two-level orthogo-
nal array can be defined as 

Lh(2
d), (1) 

where d is the number of columns (i.e., number of design parameters) in the orthogo-

nal matrix, kh 2=  ( dh > , )(2log dk >  and k is an integer) denotes the number of 
experimental trials, base 2 denotes the number of levels (or options) of each design 
parameter (i.e., levels 0 and 1). 

For instance, for a particular target that has 15 design parameters with two levels 
(i.e., levels 0 and 1), an two-level orthogonal array L16(2

15) can be generated (as 
shown in Table 1).  In this two-level orthogonal array, only 16 experimental trials are 
required for evaluation, analysis and improvement.  Conversely, all possible combina-
tions of 15 design factors (i.e., 215=32768) should be considered in the full factorial 
experimental design, which is frequently inapplicable in practice. 

Once an orthogonal array is generated, an observation or objective function of each 
experimental trial can be determined.  The signal-to-noise ratio (SNR) is then utilized 
to analyze and optimize design parameters for the particular target.  Generally, two 
signal-to-noise ratio (SNR) types, the smaller-the-better and larger-the-better types 
[21], are typically utilized.  The signal-to-noise ratio (SNR) is utilized to determine 
the robustness of all levels of each design parameter.  That is, “high quality” of a 
particular target can be achieved by specifying each design parameter with a specific 
level having a high signal-to-noise ratio (SNR).   

3   A Novel GA-Taguchi-Based Feature Selection Method 

In this section, a novel GA-Taguchi-based feature selection method is presented.  
Consider that a specific classification problem involves a set of m labeled training 
examples, defined by T= {t1, t2, …, tm}. Each example has n features, defined by F = 
{f1, f2, …, fn}.  As mentioned, the search space S is composed of 2n candidate feature 
subsets.  In the proposed method for feature subset selection, each specific feature 
subset (i.e., a possible solution in S) is encoded as a string of n binary digits (or bits).  
Each feature is represented by a binary digit (bit) with values 1 and 0, which identify 
whether the feature is selected or not selected in the corresponding feature subset, 
respectively. For instance, a string of ten binary digits (i.e., a feature subset, a solution 
or a chromosome), say, 0011010001, means that features 3, 4, 6, and 10 are selected 
in the corresponding feature subset. This encoding process plays an essential role in 
the proposed method.  The procedures of the proposed method for selecting represen-
tative features from the original feature set F are detailed as follows. 
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Step1. Initialize a set (sub-population) CS of candidate feature subsets ( SCS ⊆ ).  
The population size of CS is denoted as ps. 

Step2. Randomly select (with replacement) ps parent solutions from CS by Roulette 
Wheel selection method [18].  Consequently, 2/ps  pairs of parent solutions, 

denoted as set VS, are obtained. 
Step3. Generate ps offspring by 2/ps  crossover operations [9] performed on the 

corresponding 2/ps  pairs of parent solutions in VS.  Here, a set of ps off-

spring solutions, denoted as BS1, is obtained. 
Step4. Perturb each offspring solution in BS1 by a mutation operation [9] (The muta-

tion probability is determined by a mutation rate, mr).  Similarly, a set of ps 
perturbed offspring solutions, denoted as BS2, is obtained.   

Step5. Randomly select (with replacement) two solutions, denoted as b1 and b2, from 
BS2.  Consider that b1 and b2 have w different bits ( nw ≤ ). 

Step6. Generate an “extended” two-level (levels 1 and 0) orthogonal array OA with 
respect to the above particular w bits (i.e., attributes, features or factors) of b1 
and b2.  The level of feature i in OA will be replaced by the corresponding bit of 
b1 if the original level is 0.  Conversely, the level of feature i in OA will be  
replaced by the corresponding bit of b2 if the original level is 1.  Notably, the 
levels of the remainder n-w features (i.e., attributes or factors) in the two-level 
orthogonal array OA are the same as the corresponding bits of b1 and b2.  In 
each experimental trial, j, in the new, extended two-level orthogonal array OA, 
levels 1 or 0 in each column i indicate that feature i is selected or not selected in 
the corresponding feature set Sj for pattern classification, respectively.   

Step7. For each feature set Sj, determine the average classification accuracy for 
training set T (denoted by ACC(T, Sj)) using the nearest neighbor classifica-
tion rule [4][5] with the leave-one-out (LOO) cross-validation technique 
[3][19].  Here, ACC(T, Sj) is considered an observation or objective function 
of experimental trial j in the new, extended two-level orthogonal array OA.  
This process, also named as fitness evaluation, is used to measure the good-
ness of each feature set or solution Sj. 

Step8. Calculate the corresponding signal-to-noise ratio (SNR) for each level (i.e., 
levels 1 and 0) of the particular w features according to observations from all 
experimental trials in the new, extended two-level orthogonal array OA.   

Step9. Generate a better solution t_best based on the results in the new, extended two-
level orthogonal array OA.  For all w bits (i.e., attributes, features or factors) in 
t_best, each bit is determined by value 1 if its corresponding SNR for level 1 is 
greater than that for level 0, and vice versa.  Notably, the remainder n-w bits 
(i.e., attributes, features or factors) of t_best are the same as those of b1 and b2.   

Step10. Repeat Steps 5-9 until a set of ⎣ ⎦4/* pcps  better solutions (i.e., 

⎣ ⎦4/* pcps  different t_bests), denoted as BS3, is obtained.   

Step11. Update CS by using better candidate feature subsets (i.e., solutions) in BS2 
and BS3.   

Step12. Repeat Steps 2-11 until a certain number of iterations have been completed.  
Consequently, the best feature subset, denoted as g_best in CS is utilized as 
the final feature subset for pattern classification.   
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As mentioned, in the proposed method, genetic algorithms are employed with ran-
domness for “global search” of the entire search space (i.e., 2n possible feature sub-
sets). Various genetic operations, including crossover (Steps 2-3), mutation (Step 4), 
selection and replacement (Step 11) are performed to assist the search procedure in 
escaping from sub-optimal solutions [17]. 

Notably, the goodness of each feature set or solution in the above-mentioned pro-
cedures (including Steps 7, 11 and Roulette Wheel selection method [18] in Step 2) is 
evaluated using the nearest-neighbor classification rule [4][5] with the leave-one-out 
(LOO) cross-validation technique [3][19]. That is, classification accuracy with respect 
to training set T and a particular feature set or solution PS, denoted as ACC(T, PS), 
can be determined. Leave-one-out cross-validation indicates that each instance in T is 
a test instance once and the other instances in T are considered corresponding training 
instances. Thus, the nearest-neighbor classification rule is applied m times according 
to m instances and n features in V.  Next, average classification accuracy is calculated 
as a fitness evaluation function for analyzing the classification performance or good-
ness of the corresponding feature set PS. 

During each iteration in the proposed approach, a set CS of candidate feature sub-
sets is obtained. The Taguchi methods (Steps 5-10) can then help explore better fea-
ture subsets (or solutions), which are somewhat different from those in CS, for the 
next iteration. Conversely, the Taguchi methods are employed for “local search” of 
the entire search space (i.e., 2n possible feature subsets). As stated, consider that two 
solutions, b1 and b2, which are selected from BS2 (a set of ps perturbed offspring solu-
tions), have w different bits ( nw ≤ ). The two-level orthogonal array is utilized for a 
fair, balanced and well-organized comparison of two levels for the w features (two 
levels indicate that the feature is selected or not selected for pattern classification) and 
interactions among features in a specific classification problem. The signal-to-noise 
ratio (SNR) is then employed to determine the robustness of the w features.  Conse-
quently, a superior candidate feature subset, which has high classification perform-
ance for the classification task, can be obtained by considering each feature with a 
specific level having a high SNR. Here, the larger-the-better characteristic is selected 
for calculating SNR as maximal classification accuracy is preferred in pattern classifi-
cation.  Here, feature i with an SNR for level 1 greater than that for level 0 indicates 
that the feature is will be selected in the candidate feature subset for pattern classifica-
tion.  Conversely, feature i is removed from the candidate feature subset when the 
corresponding SNR for level 0 is greater than that for level 1.  As mentioned, if a 
particular target (e.g. process or product) has d different design factors, 2d possible 
experimental trials will need to be considered in full factorial experimental design.  
Orthogonal arrays are principally utilized to decrease experimental efforts associated 
with these d design parameters.  Finally, prior to the classification process, feature 
subset evaluation efforts can be significantly reduced. 

4   Experimental Results 

To demonstrate the performance of the proposed method, seventeen real datasets [1] 
were used for performance comparison. In the experiments, related parameters are 
detailed as follows. (a) Population size (ps) = 20. (b) Crossover rate (pc) = 1.0. (c) 
Mutation rate (mr) = 0.01. (d) Number of iterations in Step 12 = 30.   
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Table 2 represents the classification abilities or accuracies with respect to the 
above seventeen pattern classification tasks while the proposed GA-Taguchi-based 
feature selection method is performed or not.  Of these classification domains, the 
average classification accuracies can be increased from 83.31% to 87.11% when the 
proposed method is applied.  Experimental results indicate that the obtained feature 
subset is helpful for pattern classification.  For example, the classification accuracy 
with respect to the Glass pattern classification problem can be significantly increased 
from 91.08% to 98.59% when the proposed method is performed. 

Table 2. The classification abilities or accuracies with respect to the seventeen pattern 
classification tasks while the proposed GA-Taguchi-based feature selection method is 
performed or not 

Classification task The proposed method is not used 
for feature subset selection 

The proposed method is used 
for feature subset selection 

Australian 79.42 85.36 
Balance-scale 78.24 79.20 
Breast-cancer 95.61 97.07 
Cmc 43.18 47.45 
Diabetes 70.57 71.35 
German 67.60 73.10 
Glass 91.08 98.59 
Heart 75.56 81.85 
Ionosphere 86.89 94.87 
Iris 95.33 95.33 
Satellite 90.54 91.48 
Segment 97.40 97.53 
Sonar 85.70 96.15 
Vehicle 69.74 75.06 
Vowel 99.19 99.12 
WDBC 95.25 97.89 
Wine 94.94 99.44 
Average 83.31 87.11 

5   Conclusions 

This work presents a novel GA-Taguchi-based feature selection method.  Genetic 
Algorithms are utilized with randomness for “global search” of the entire search 
space.  Various genetic operations are performed to assist the search procedure in 
escaping from sub-optimal solutions.  In each iteration in the proposed method, the 
Taguchi methods are utilized for “local search” of the entire search space and thus can 
help explore better feature subsets for next iteration.  As a result, feature subset 
evaluation efforts can be significantly reduced and a superior feature subset with high 
classification performance can be obtained.  The proposed approach, with wrapper 
nature, yields superior performance and improves classification accuracy in pattern 
classification. 
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Abstract. We proposed a novel algorithm of supervised feature selection and 
adaptation for enhancing the classification accuracy of unsupervised Nonnega-
tive Matrix Factorization (NMF) feature extraction algorithm. At first the algo-
rithm extracts feature vectors for a given high dimensional data then reduce the 
feature dimension using mutual information based relevant feature selection and 
finally adapt the selected NMF features using the proposed Non-negative Su-
pervised Feature Adaptation (NSFA) learning algorithm. The supervised feature 
selection and adaptation improve the classification performance which is fully 
confirmed by simulations with text-document classification problem. Moreover, 
the non-negativity constraint, of this algorithm, provides biologically plausible 
and meaningful feature.  

Keywords: Nonnegative Matrix Factorization, Feature Adaptation, Feature ex-
traction, Feature selection, Document classification. 

1   Introduction 

In machine learning systems feature extraction of the high-dimensional data such as 
text is an important step. The extracted feature vectors, individually or by combina-
tion with more than one represent the data as pattern or knowledge unit. In a text 
mining system, pattern or knowledge discovery is an important task. In some text 
classification works such as [1, 2] tried to reduce the dimension of original feature 
(word or term) set using the statistical measure of relevance i.e., mutual information 
among the terms and given category. These selected set of terms are used to represent 
the natural language text into numerical form by counting the term-document fre-
quencies. However, the terms or words have properties such as polysemy, and synon-
ymy, that does not make the words as optimal features. These problems motivated for 
text feature extraction such as clustering [3].  

The unsupervised Nonnegative Matrix Factorization (NMF) algorithm [4] has been 
used to extract the semantic features from a document collection, where the algorithm 
provides two encoded factors with the approximation of X≈BS. Here X, B and S are  

                                                           
* Corresponding Author. 
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Fig. 1. NMF based feature selection and adaptation model for classification 

the input data, the basis factor and the coefficient factor respectively, of which ele-
ments are all non-negative. The basis factor may be regarded as a set of feature vectors 
or patterns. The NMF and its extended versions [5, 6] become popular in many scien-
tific and engineering applications including pattern clustering [7], blind source separa-
tion [5], text analysis [4], and music transcription [8].   

Although NMF feature extraction process is based on the internal distribution of 
given data the algorithm is blind about the category and may not be optimal for  
classification. Therefore, one may select only relevant features for given category 
information and/or adapt the features for best classification performance. In general, 
the hidden layer of multilayer Perceptron (MLP) may be regarded as feature extrac-
tors with category information. The gradient-based learning for MLP has a tendency 
to stick with local minima, and its performance depends on good initialization of 
synaptic weights [9]. The first layer of MLP may be initialized by NMF based fea-
tures, which can provide a good approximation of initial synaptic weights. With this 
initialization, to train the networks we modifying the general error back-propagation 
learning rule, and proposed a Non-negative Supervised Feature Adaptation (NSFA) 
algorithm. 

2   Algorithm 

We divide the whole classification process into four stages: unsupervised NMF fea-
ture extraction, feature selection based on Mutual Information (MI), non-negative 
supervised feature adaptation, and Single Layer Perceptron (SLP) classification as 
shown in Fig.1. Let us consider X be a given input data matrix of dimension N×M, of 
which each column represents a training sample with non-negative elements and M 

>> N. The samples are normalized to have unit sum i.e., ∑=
i ijijij xxx . At the 

feature extraction stage one decomposes X into a feature or basis matrix B and coeffi-
cient matrix S with the following update rules, which are based on generalized KL 
divergence [4] as 
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here the number of NMF features is an empirical parameter R.  
At the selection stage one may remove irrelevant features and keep only important 

features for the classification. For the selection criteria we chose the mutual informa-
tion between the feature coefficient and category variable as 
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where Pr(a,b) is the joint probability of variables a and b, Pr(a) is the probability of a, 
K is the number of categories, c is the category label vector, Q is the number of quan-
tization levels for sr’s.  

In general the features have mutual information among themselves, and the impor-
tance of a feature need to be evaluated by Information Gain (IG), which is defined as 
the additional information by adding a feature to an existing set of features. It requires 
calculation of higher dimensional joint probability, which requires huge data for accu-
rate estimation. Since the cost function of our NMF feature extractor is a generalized 
version of KL divergence, the extracted features have small mutual information 
among themselves and the IG may be approximated by the simpler MI. 

The features may be adapted to provide best classification performance. The fea-
ture adaptation and classification network can be considered as a two-layer feed-
forward network, where the first layer is for feature adaptation and second layer for 
classification. With the first layer synaptic weight W, hidden neuron activation H is 
defined as .WXH =  While the initial values of W are set to Moore-Penrose pseudo 

inverse of F as [ ]+= εFW0 , here F  is the selected columns of the NMF feature ma-

trix B. The operator [a]ε represents a half-wave transfer function of variable a, such as 
a=max(a,ε), with ε is a very small positive number (e.g., ε =10-16). 

Let Y be the input to the classifier layer and O be the output of the classifier layer 
as  
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here U is the synaptic weight of the classifier layer. Let the error, kjkjkj ote −= , for 

a given target C, then the synaptic weight U can be updated by simple gradient rule as 

kjkjkj uuu ∆+←  (4) 

 
and based on the error gradient the hidden activation H can be modified as  

[ ]
εrjrjrj hhh ∆+←  (5) 
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1 , η’s are learning rate, and K is the total num-

ber of categories.  
Now based on the NMF approximation we can estimate the hidden or coefficient 

matrix, with given input data X and feature matrix W as  

WXH =ˆ  or ∑=
i

ijrirj xwĥ  (6) 

Now we can minimize the Euclidean distance ( )
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and estimated H with respect to W as 
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Let us consider the instantaneous distance Dj for a certain training sample j, is de-

fined as ∑= r rjj dD 2
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ber of features. The minimization of Dj with respect to W is defined as 
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By choosing an appropriate learning rate η, we can get the following multiplicative 
update rule for W as 
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In matrix form:  
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We start the feature adaptation process with the non-negativity constraint, such as 
(W,H,X) ≥ 0, and we get a multiplicative feature adaptation rule, as a result the 
adapted features would be non-negative and the algorithms will be consistent with the 
advantages of NMF algorithm [4] such as the features are meaningful only with addi-
tive nature and sparse or part-base. The NMF feature adaptation algorithm can be also 
defined as MLP learning by NMF initialization with nonnegative constraint (MLP-
NMFI-NC).  

3   Simulation 

To observe the performance of our proposed algorithms, we selected 8137 documents 
from top eight document categories of Reuters21578 text database. We randomly 
generate four-fold training, validation and test data sets. In each fold data we use 50% 
documents for training, 25% for validation and the remaining 25% for test. In the pre-
processing stage of representing the documents into term-document frequency matrix, 
we first use the stop-words elimination and category-based rare-word elimination 
[10], and select 500 terms with higher frequencies. The frequencies are normalized to 
have unit sum for each document. 

To observe the classification performance of our proposed algorithm; we consider 
a baseline system, where the optimum extracted coefficient factor H=S of the NMF 
algorithm with a predefined number of features (such as 2, 3, 4, 5, 6, 10 15, 25, 50 
100, 150 300, and 500) is classified by training a Single Layer Perceptron (SLP) clas-
sifier, which is defined as NMF-SLP approach.  

We verified the MI based feature selection approach without feature adaptation, in 
this case at first we extract very large number (500, same as the number of selected 
terms) of NMF features, then select some important feature subsets with different 
dimension (like 2, 3, 4, 5, 6, 10 15, 25, 50 100, 150 300, and 500), and finally test the 
classification performance with these selected (H⊆S) NMF coefficient factors by 
training a SLP classifier, which is defined as MI-NMF-SLP approach.  

We also verified the feature adaptation approach without feature selection. In this 
case the feature extraction process is similar to NMF-SLP approach. For adaptation 
the network can be considered as MLP structure where the first layer synaptic weight 
is initialized by the pseudo-inverse of NMF optimized features and the learning algo-
rithm is similar to MLP learning with nonnegative constraint which is defined as 
MLP-NMFI-NC.  

Finally, MI based selected NMF features are adapted using the proposed algorithm 
which is defined as MI-MLP-NMFI-NC. Again here the feature extraction and selec-
tion processes are similar to MI-NMF-SLP approach. The first layer synaptic weight 
of the MLP network is initialized by the selected NMF features and adapted by the 
proposed multiplicative learning rule with nonnegative constraint.  

4   Results 

The connectivity of the terms corresponding to the feature vectors are non-negative 
i.e., is a terms is connected to a feature vector the synaptic weight has positive value 
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Fig. 2. (a) Synaptic connectivity of terms to feature vectors, (b) Synaptic Connection probabil-
ity distributions of 10 feature vectors  

otherwise zero, which is shown in Fig.2a here we have only presented the case when 
we select 10 NMF features using MI and then adapt those using NSFA algorithm. The 
features are sparse which has been shown in Fig.2b, where the histogram of 10 
adapted feature vectors shows the number of terms (Y-axis in each figure) connected 
to a feature vectors with different synaptic weight strength, i.e., bin centre of the his-
togram (as shown in X-axis). This figure suggests that in each feature vector only few 
terms are connected (nonzero synaptic weight) and most are not connected (zero syn-
aptic weight).  

Based on mutual information measure, it has been observed that all the NMF ex-
tracted features are not important or relevant for classification. Few of that are more 
relevant to the categories such 50 most relevant NMF features based on MI score has 
been shown in Fig. 3a. The overall average classification performances for 4-fold data 
set with different classification approaches: NMF-SLP, MI-NMF-SLP, MLP-NMFI-
NC and MI-MLP-NMFI-NC have been shown in Fig. 3b, corresponding to different 
number of features as indicated in the X-axis (in log scale). In general the unsuper-
vised NMF algorithm optimizes and extracts almost independent and sparse features, 
and the optimum feature dimension R is empirical. In our observation, the classifica-
tion performance of NMF-SLP approach is proportionally dependent on the feature 
dimension. The MI-NMF-SLP approach also shows the similar trend of performance 
dependency as NMF-SLP approach. In MI-NMF-SLP case, we select a few features 
from a large number of independent and optimum NMF feature set, due to the selec-
tion the features become suboptimal so the performance is worst. The MLP-NMFI 
and MI-MLP-NMFI-NC algorithms are performed better with small number of fea-
tures owing to the adaptation based on given category information. Although the  
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Fig. 3. (a) Mutual information score for top 100 NMF features, (b) Classification performance 
for different algorithms 

performance of MLP-NMFI-NC is almost similar to MI-MLP-NMFI-NC but in the 
second approach is more effective. In first case we need to extract NMF features with 
different predefined number of basis while in MI-MLP-NMFI-NC case we just extract 
once NMF features with large number of basis then the relevant features are selected 
based on MI score. With small number of adapted features (about 25 to 50) are just 
enough to represent the data properly. We can consider these adapted features as the 
representative patterns or knowledge of the given data or document collection.   

5   Conclusion 

In this work we have presented a supervised algorithm for effective feature extraction, 
dimension reduction and adaptation. This algorithm will extend the application area 
of unsupervised NMF feature extraction algorithm into the supervised classification 
problems. The non-negativity constraint of this algorithm represents the data by 
sparse patterns or feature vectors that are understandable in text mining application. 
The better performance with small number of features can be useful to make a faster 
classifier system. We are going to implement our idea of NMF feature adaptation 
using standard error back propagation algorithm, which will be helpful to reduce the 
risk of local minima in MLP training.   
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Abstract. In this paper, a neural network-based algorithm is proposed to ex-
plore the order of the measured data points in surface fitting. In computer-aided 
design, the ordered points serves as the input to fit smooth surfaces so that a re-
verse engineering (i.e. RE) system can be established for 3D sculptured surface 
design. The geometry feature recognition capability of back-propagation neural 
networks is explored in this paper. Scan or measuring number and 3D coordi-
nates are used as the inputs of the proposed neural networks to determine the 
curve to which each data point belongs and the order number of data point in 
the same curve. In the segmentation process, the neural network output is seg-
ment number; while the segment number and sequence number in the same 
curve are the outputs when sequencing the points in the same curve. After 
evaluating a large number of trials with various neural network architectures, 
two optimal models are selected for segmentation and sequence. The proposed 
model can easily adapt for new data from another sequence for surface fitting. 
In comparison to Lin et al.’s (1998) method, the proposed algorithm neither 
needs to calculate the angle formed by each point and its two previous ones nor 
causes any chaotic phenomenon.  

Keywords: automatic order, segment and sequence, neural networks, reverse 
engineering, surface fitting. 

1   Introduction 

Computer aided design and manufacturing (CAD/CAM) play an important role in 
present product development. Many existing physical parts such as car bodies, ship 
hulls, propellers and shoe insoles need to be reconstructed when neither their original 
drawings nor CAD models are available. The process of reproducing such existing 
parts is called as reverse engineering. In this situation, designers must employ either a 
                                                           
* Corresponding author.  
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laser scanner or a coordinate measuring machine to measure existing parts, and then 
use the measured data to reconstruct a CAD model. After the CAD model is estab-
lished, it will then be improved by successive manufacturing-related actions.  

From measuring point of view, it is difficult to fetch surface information through 
CMM and the massive point data obtained can barely be directly processed (Yau et al. 
1993). An automated inspection planning system is developed to measure the point 
data of a surface profile (Yau and Menq 1993). Based on least-square theory, point 
data are fit into a nonuniform rational B-spline surfce (NURBS) and a solid model 
respectively (Sarkar and Menq 1991, Chivate and Jablokow 1993). The geometric 
continuity of B-spline or Bezier surface patches in reverse engineering is also an im-
portant problem (Du and Schmitt 1990, and Milroy et al. 1995). There is a review on 
data acquisition techniques, characterization of geometric models and related surface 
representations, segmentation and fitting techniques in reverse engineering (Tamas 
Varady et al. 1997).  

For sequencing the measured point data and increasing the accuracy of fitting sur-
face, four algorithms were proposed to categorize and sequence the continuous, sup-
plementary and chaotic point data and revise the sequence of points (Lin et al 1998). 
Through sampling, regressing and filtering, the points were regenerated with designer 
interaction in the format that they meet the requirements of fitting into a B-spline 
curve with good shape and high quality (Tai et al 2000). Using the normal values of 
points, a large amount of unordered sets of point data were handled and constructed 
the final 3D-girds by the octree-based 3D-grid method (Woo et al 2002).  

Conventional computation methods process the point data sequentially and logi-
cally, and the description of given variables are obtained from a series of instructions 
to solve a problem. In comparison to them, artificial neural networks (NNs) can be 
used to solve a wide variety of problems in science and engineering, especially for the 
fields where the conventional modeling methods fail. Particularly, NNs do not need to 
execute programmed instructions but respond in parallel to the input patterns (Ward 
Systems Group 1998). Well-trained NNs can be used as a model for a specific appli-
cation, which is a data-processing system inspired by a neural system. They can cap-
ture a lot of relationships or discover regularities existing in a set of input patterns that 
are difficult to describe adequately by conventional approaches.  

Feature extraction has been widely investigated for many years. A NN is employed 
to recognize features from boundary representations solid models of parts described 
by the adjacency matrix, which contains input patterns for the network (Prabhakar and 
Henderson 1992). However, in their work, no training step was addressed in the re-
peated presentations of training. To reconstruct a damaged or worn freeform surface, 
a series of points from a mathematically known surface were applied to train a NN 
(Gu and Yan 1995). A set of heuristics was used to break compound features into 
simple ones using a NN (Nezis and Vosniakos 1997). Freeform surfaces from Bezier 
patches were reconstructed by simultaneously updating networks that corresponded to 
the separate patches (Knopf et al. 2001). A back propagation network was used to 
segment surface primitives of parts by computing Gaussian and mean curvatures of 
the surfaces (Alrashdan et al. 2000). The recommended number of measuring points 
for a rule surface was explored by applying a NN (Lin et al. 2000). A neural network 
self-organizing map (SOM) method was employed to create a 3D parametric grid and 
reconstruct a B-Spline surface (J. Barhak and A. Fisher 2001, 2002). Considering the 
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input parameterization did not reflect the nature of a tensor product B-Spline surface, 
a simple surface with a few control points (cubic Bézier patch) was built and then a 
reference surface was generated through gradually increasing the smoothness or the 
number of control points (V. Weiss et al 2002). After computing the best fit least-
squares surfaces with adaptively optimized smoothness weights, a smooth surface 
within the given tolerances was found. A meshless parameterization was proposed to 
parameterize and triangulate unorganized point sets digitized from single patch (Mi-
chael S. Floater and Martin Reimers 2001). By solving a sparse linear system the 
points were mapped into a planar parameter domain and by making a standard trian-
gulation of the parameter points a corresponding triangulation of the original data set 
were obtained. The chosen data points are used as control points to construct initial 
NURBS surfaces and then all the measured data points are appended as target points 
to modify these initial surfaces using minimization of deviation under boundary con-
dition constraints (Zhongwei Yin 2004). Assuming the normal at the unorganized 
sample points known, smooth surfaces of arbitrary topology are reconstructed using 
natural neighbor interpolation (Jean-Daniel Boissonnat, Frédéric Cazals 2002).  

2   Research Methodology 

In reverse engineering, a designer firstly places the existing product in either a CMM 
or a laser scanner for surface configuration measurement. However, before the point 
data are processed by CAD system, the point data must be divided into several seg-
ments sorted to understand the start and end points of each curve, and then fit the data 
into curves and transformed the curves into surfaces. Currently, this procedure is con-
ducted manually, but the precision can not be guaranteed. 

On the other hand, when a contact device is used to measure the surface configura-
tion of a product, the measured point data are sometimes not too dense to develop into 
satisfactory curves, surfaces and shape. More points are then needed to be measured 
on the portions where point data were not previously taken. The point data, acquired 
from the second round of measurements, have to be attached at the end of the original 
data. Consequently, before we utilize CAD software to build the surface model, the 
positions of these points added in the point data file must to be recognized and located 
precisely. Though relatively troublesome, this process proved an ineluctability step in 
the reverse engineering. Due to the versatile geometry patterns of different surface 
regions on the product body, the measurement and manual point-ordering procedure 
become even more complicated and troublesome. So Lin et al. (1998) have employed 
four continuous algorithms for cross-checking the point data with distances and an-
gles to categorize and index. The procedure of dealing with the point data proposed 
by Lin et al. (1998) is very complicated and often causes chaotic and wrong order. 
Furthermore, for different shape geometry or a little complicated surface, their 
method must adjust and modify the angle threshold to meet the new demand. It is thus 
the objective of this paper to propose a viable, neural network-based solution to 
automatically segment and sequence the point data acquired by CMM, so as to  
simplify and fasten the processes for the measured point data usage in reverse  
engineering.  
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In consideration of NN 
pattern recognition capabil-
ity, the point data in a 3D 
space may be obtained from 
measurement at very sparse 
manner then a little dense 
and finally at very dense 
manner to fit the accurate 
surface gradually. Fig. 1 
shows point data measured 
from the engine-hood of a 
toy-car model. Such sparse 
data (Fig. 1(a)) can directly 
manually identify the start 
and the end point of each 
curve. Fig. 1(b) show dense 
measured point data from 
the same model. As a result, 

here we must judge whether continuous points are located on the same curve. Since 
the geometry of surfaces varies, it is more difficult for us to use general algorithms let 
alone manual method to separate and locate such many measured point data. The first 
step of proposed method can easily and accurately solve the problem based on learn-
ing and testing the situation of Fig. 1(a) using NN architecture.  

Fig. 1(c) show the result of supplementing points that are inserted at cleaves of the 
original measurement points to increase the accuracy of surface fitting. The 63 points 
obtained at the second round measurement are attached to the end of the original data 
file, while first 70 points are duplicated with the same sequencing method as the for-
mer ones. Now, it is very important to separate the second round point data into the 
previous curves and reorder those point data in correct sequence in the same curve. 
The second step of proposed method would be designed to solve accurately the prob-
lem based on learning and testing the result of the first step of proposed method using 
NN architecture. 

3   Neural Network Design 

To get the best segmentation and sequence by a NN, 16 neural network architectures 
shown in Fig. 2 were evaluated. The layers, the hidden neurons, scale and activation 
functions, learning rate, momentum and initial weights were varied in NNs. The algo-
rithms used for NN training consisted of a back-propagation (BP) shown in Fig. 2(a)–
(l), a general regression (GR) illustrated in Fig. 2(m), a multi-layer group method of 
data handling (GMDH) given in Fig. 2(n), an unsupervised Kohonen net and a prob-
abilistic net shown in Fig. 2(o) and Fig. 2(p). In the segmentation procedure of car-toy 
engine-hood, there were just 28 datasets available to identify manually the start point 
and the end point of each curve. Five datasets of the total were randomly selected as 
testing sets and another 2 datasets as production sets. The remaining datasets were 
used for training the NN. While in the sequence procedure of the above product, there 
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Fig. 1. Examples of measured point data of a toy-car engine-
hood.(a) sparse; (b) dense; (c) supplementary appending. 
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were more datasets than 70. If more datasets were selected as testing sets, production 
sets and training sets of the NN, the better precision should be obtained. Several dif-
ferent variations of BP networks were used.  

A variety of NN architectures and the learning strategies evaluated in the NN 
model design were first adopted one by one. Then various scale and activation func-
tions evaluated for the presented NN architecture were selected. After that, parameters 
such as the learning rate, momentum and initial weights, layers and hidden neurons 
were addressed. Finally, through learning and testing, optimal NN algorithms for two-
step sequencing were obtained. 

3.1   Neural Network (NN) Architecture and Learning Strategy 

To search for optimal NNs architecture for automatic segmenting and sequencing 3D 
data points for surface fitting, 5 types of NN were evaluated, including BP, GR, 
GMDH, K, and P nets. 

Back-propagation neural net-
work (BPNN) is the most com-
monly used NN. There are 
mainly four types of BPNN: 
standard, jump connection, Jor-
dan–Elman and Ward. For 
standard nets [SNs Fig. 2(a)–
(c)], each layer was just con-
nected to its immediately previ-
ous layer and the number of 
hidden layers varied from one 
to three for the best NN archi-
tecture. For jump connection 
nets [JCNs Fig. 2(d)–(f)], each 
layer was connected to every 
other layer. This architecture 
enabled every layer to view the 
features detected in all the pre-
vious layers as opposed to just 
the previous layer. Jordan–

Elman nets [JENs Fig. 2(g)–(i)] are recurrent networks with dampened feedback and 
there is a reverse connection from the hidden layer, from the input and output slab. 
Ward Systems Group (Frederick, MD) invented Ward nets [WNs Fig. 2(j)–(l)]. The 
output layer, due to a direct link with the input layer, is able to spot the linearity that 
may be present in the input data, along with the features.  

General regression neural network [GRNN Fig. 2(m)] is a three-layer network 
that learns in only one epoch, needs one hidden neuron for every pattern and works 
well on problems with sparse data. There was no training parameter, but a smoothing 
factor was required.  

 

Fig. 2. Architecture of NN for the automatic ordering 
of data points 
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Group method of data handling or polynomial network [GMDH Fig. 2(n)] is im-
plemented with non-polynomial terms created by using linear and non-linear regres-
sion in the links.  

Kohonen net [KNN Fig. 2(o)] is an unsupervised learning net. No desired outputs 
are provided. The net looked for similarities inherent in the input data and clusters 
them based on their similarity. 

Probabilistic Neural Network [PNN Fig. 2(p)]has been implemented as a three-
layer supervised network that classifies patterns. This network couldn’t be used for 
problems requiring continuous values for the output. It could only classify inputs into 
a specified number of categories.  

3.2   Scale and Activation Functions 

To observe their effectiveness, both linear and non-linear scaling methods were 
evaluated in the NN model. Two non-linear scaling functions are logistic and tanh 
that scaled data to (0, 1) and (-1, 1), respectively.  

There are eight activation functions in the NN model:  

Linear: uuG =)( . 

Non-linear: Logistic: 
)exp(1

1
)(

u
uG

−+
=  Symmetric-logistic: 1

)exp(1

2
)( −

−+
=

u
uG  

Gaussian: )exp()( 2uuG −=           Gaussian-complement: )exp(1)( 2uuG −−=  

Hyperbolic Tangent Tanh: )tanh()( uuG =        Tanh15: )5.1tanh()( uuG =  

Sine: )sin()( uuG =  

3.3   Learning Rate, Momentum and Initial Weights 

Weight changes in back propagation were proportional to the negative gradient of the 
error. The magnitude change depends on the appropriate choice of the learning rate 
(η ) (Anderson, 1995). In the learning of a NN, the right value of η  was between 0.1 

and 0.9.  
The momentum coefficient (α ) determined the proportion of the last weight 

change that was added into the new weight change. Values for the α  could be ob-
tained adaptively as η .  

Training was generally commenced with randomly chosen initial weight values 
(ω ). Since larger weight magnitude might drive the first hidden nodes to saturation, 
requiring large amounts of training time to emerge from the saturated state, 0.3 was 
selected as ω  for all neurons in the NN. 
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3.4   Number of Hidden Neurons 

Many important issues, such as determining how many training samples were re-
quired for successful learning, and how large a NN was required for a specific task, 
were solved in practice by trial and error. For a three-layer NN, the minimum hidden 
neurons could be computed according to the following formula (NeuroShell 2, Re-
lease 4.0 help file): 

datasets
outputinput

hidden N
NN

N +
+

≥
2

, 

Thus, in the proposed segmentation NN model, the minimum number of hidden 
neurons for three-, four- and five-layer networks was 8, 4 and 3; while in the proposed 
sequence NN model, these were 11, 6 and 4.  

3.5   Optimal Artificial Neural Network 

Firstly, working with 362 models in BP, Kohonen and Probabilistic networks, the best 
two models were selected based on feature recognition accuracy. Secondly, working 
with the two selected models, the optimum scale and activation functions were found. 
Lastly, using GRNN and GMDH, the optimum learning rate, momentum and initial 
weights of the NN were also found. The evaluating method for selecting optimal NN 
was based on the minimization of deviations between predicted and observed values. 

The statistical parameters rS , dS  and 2R were used to evaluate the performance of 

each NN (NeuroShell 2, Release 4.0 help file). 
2 2 2( ) , ( ) , 1r d r dS v v S v v R S S= ∑ − = ∑ − = − , 

At the same time, the following errors were calculated: the mean squared error 
( E ) was the mean of the square of the actual minus the predicted values; the mean 
absolute error (ε ) is the mean of the absolute values of the actual minus the pre-

dicted; and the mean relative error )(ε ′ is the mean of absolute error divided by the 

actual value. The standard deviation δδ ′,  of ε  andε ′ , and % data within 5% error 

were also calculated. 
After testing and evaluating a large number of NNs, the optimal NNs for two-step 

automatic sequence of point data are the four-layer WN3.  

4   Implementation 

As sculpture surface was very complicated, it was necessary for surface fitting to scan 
enough points. It involved in categorizing these points into different segments, and 
then sequencing the segmented points into continuous points.  The proposed method 
employs two NN models to do two operations.  

4.1   Segmentation 

This step aimed to train and test many NNs on the relatively simple and sparse point 
data from the sculpture surface to find an optimal NN architecture for segmenting the 
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point data. The opti-
mal NN was then 
trained with both 
learning rate (η ) and 

momentum (α ) equal 
0.1, and the initial 
weights ω  equaled to 
0.3 for all neurons in 
the NN. The adjust-
ment of the weights 
was made to reduce 
the error between ac-
tual and predicted val-
ues after all the 
training patterns were 
presented to the net-
work. The trained NN 
was then applied on 
the dense continuous 
point data from the 
same surface. Final 
optimal NN architec-
ture for segmentation 
of point data was four-
layer WN3 that con-
tains 3 neurons for the 
second, third and 
fourth slabs (Fig. 3a). 
The scaling function 
was linear [0,1]; acti-
vation functions for 
the second, third, 
fourth and fifth slabs 
were Tanh, Sine, and 

Gaussian-complement respectively. The inputs of the NN were scan number and 3D 
coordinates, and the output was the curve or segment number. It was used for the 
dense measured point data of Fig. 1 to segment and categorize these dense points into 
several curves illustrated in Fig. 4. The first 10 points (marked by blue star) with the 
actual network output values from 1.003 to 1.249 closer to 1.0 represent their locating 
on the same curve i.e. curve 1. The second 10 points with the actual network output 
values from 1.944 to 2.216 closer to 2.0 consist of another curve i.e. curve 2. The 
other points construct the other curves. Thus, all points are separated into 7 curves 
and there are 10 points in each curve. Shown in Fig. 4, the first curve actually is made 
up of the most previous 10 points i.e. point 1, 2, 3… 9 and 10; the continuous 10 
points consist of  the second curve and so on.    
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Fig. 3. Configuration of a NN for the automatic sequencing of 
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Fig. 4. Automatic sequencing of supplemental plus dense meas-
ured data points using a NN 
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4.2   Sequencing 

If the supplemen-
tary point data 
marked by blue 
triangle in Fig. 
1(c) and Fig. 4 
needed to be 
measured, these 
should required to 
be arranged, se-
lected for a par-
ticular curve, and 
sequenced into 
array. The differ-

ences between sequence NN model and segmentation model are that each hidden slab 
contains 4 neurons; activation functions for the second, third, fourth and fifth slabs are 
Logistic,Symmetric-logistic, and Gaussian-comple-ment respectively during sequenc-
ing pr-ocedure. Outputs are the curve or segment number and sequence number in the 
same segment.  

Table 1. Prediction segment number and sequence number of point data of Fig. 1(c) using the 
optimum NN 

Patte rn:   WN3; Scaling function:   [0,1]; Activation functions:   L ogistic, Symmetric-logistic, Gassian-complement

Scan no. x y z Segment no. Sequence no. Scan no. x y z Segment no. Seque nce no.
1 2.014 0.993 21.813 1.000 1.057 36 51.024 56.114 15.565 3.963 5.997

71 1.137 2.606 22.096 1.000 1.378 103 50.604 66.009 15.610 3.971 6.521
2 0.445 3.721 22.308 1.006 1.629 37 49.790 74.958 15.682 4.049 7.038

72 1.941 5.777 22.713 1.005 2.082 104 48.888 81.513 16.953 4.071 7.420
3 6.870 9.732 23.498 1.008 2.897 38 47.320 85.819 17.114 4.018 7.889

73 13.596 15.029 23.955 1.132 3.653 105 45.944 89.311 17.166 3.986 8.388
4 19.254 21.805 23.555 1.173 4.165 39 44.961 92.087 17.095 3.984 8.862

74 22.127 29.469 23.362 1.091 4.604 106 44.136 95.074 16.886 4.008 9.417
5 22.918 37.935 23.569 1.000 5.063 40 43.034 98.877 16.513 4.044 10.000

75 22.909 47.256 23.889 1.000 5.537 41 52.861 1.016 12.865 4.958 1.000
6 22.965 57.358 23.771 1.000 6.016 107 54.024 5.777 13.305 4.956 1.553

76 22.179 67.465 23.661 1.023 6.480 42 55.012 9.755 13.513 4.933 2.069
7 19.290 76.573 23.796 1.051 6.916 108 56.145 13.524 13.512 4.940 2.543

77 13.516 83.878 23.897 1.000 7.369 43 57.405 17.194 13.290 4.984 2.979
8 6.730 89.302 23.440 1.000 7.937 109 58.093 21.702 12.101 4.991 3.496

78 1.604 93.027 22.998 1.000 8.631 44 59.137 27.079 11.907 5.038 4.031
9 0.000 95.148 22.648 1.000 9.122 110 59.718 32.650 11.861 5.062 4.513

79 0.681 96.730 22.401 1.000 9.467 45 59.832 39.032 11.979 5.043 4.988
10 1.648 98.701 21.980 1.040 9.875 111 59.760 46.696 12.113 4.999 5.475
11 19.283 0.048 21.121 2.019 1.000 46 59.678 55.954 12.134 4.958 5.996
80 18.858 3.083 21.587 2.013 1.433 112 59.402 65.579 12.091 4.957 6.516
12 18.624 6.114 21.999 1.943 2.005 47 58.728 74.307 12.154 5.011 7.033
… … … … … … … … … … ……

 

 

Fig. 5. Fitting Surface from (a) dense measured point data (b) appending 
supplemental point data 
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Sequencing of the supplementary and previous points of Fig. 1(c) is illustrated in 
Fig 4 and Table 1. The first example point 1 (scan no.) has the network output values 
of 1.000 (segment no.) and 1.057 (sequence no.), the second example point 71 has the 
output values of 1.000 and 1.378, and the third example point 2 has the output values 
of 1.006 and 1.629, indicate that points 1, 71 and 2 occupy the first curve and are con-
tinuous. According to the predications of NN, the other points on the first curve are 
72, 3, 73 … 9, 79, and 10. Another 19 points are on the second curve and so on. Thus, 
point 1 is smoothly connected 71, 2, 72… and 10 on the first curve; and points 11, 80, 
12, 81… and 20 construct the second curve. Comparing Table 1 with Fig 4 indicates 
that the predicted segment and sequence numbers of the curves for all points accord 
fully with the actual points’ positions. Fig. 5(a) is a surface drawn from the dense-
measured points, while Fig. 5(b) is a more accurate surface fit after appending the 
supplemental points. 

The prediction error analysis is given in Table 2. The mean absolute error for two-
step ordering varied from 2.5% (for segment number) to 5.9% (for sequence number). 
The mean relative error also varied from 0.2% to 2.2%. From prediction error analysis 
and comparison of  figures of predicted plan of point data to their actual locations, it 
is clear that the proposed NN model was valid for automatic sequence of point data 
for reverse engineering.  

Table 2. Prediction errors analysis for the optimum NN 

Predication for sequencing of point data using WN3 
Statistical Parameters 

Segmentation step Sequence step 

Patterns processed 
Training and testing: 28 

Production: 70 
Training and testing: 70 

Production: 133 

Output Segment No. Segment No. Sequence No. 

Coefficient of determination 2R  0.9997 0.999 0.9992 

Mean squared error Ε  0.001 0.004 0.007 

Mean absolute error ε  0.025 0.041 0.059 

Standard deviation σ of ε  0.032 0.063 0.084 

Mean relative error ε ′  0.008 0.002 0.022 

Standard deviation σ ′ of ε ′  0.075 0.065 0.126 

Percent within 5% error 92.857 92.857 94.286 

Percent within 5% to 10% error 7.143 4.286 4.286 

Percent within 10% to 20% error 0 2.857 1.429 

5   Conclusions 

A novel sequencing neural network methodology for a set of scanned point data has been 
developed. The method could either automatically add supplementary data to the origi-
nal, or re-establish the data points order without angle computation and chaotic phenom-
ena. The neural network approach is a flexible reverse engineering methodology that 
could be easily trained to handle data points. The trained model has successfully  
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recognized geometric features such as curve and order of data points. The typical geo-
metric characteristics of input patterns were automatically derived from the scanned 
points. Then they were presented to the neural network model to recognize appropriate 
geometric features. The ordered data points were further used for non-uniform rational B-
spline surface model. The operator could observe how non-uniform rational B-spline 
surfaces differ from the actual, and decide whether denser data points were required.  

The optimal neural network for segmentation and sequence of point data were 
four-layered Ward nets, whose activation functions were Tanh, Sine, and Gaussian-
complement Logistic for segmentation procedure and Symmetric-logistic, and 
Gaussian-complement for sequencing procedure. The mean absolute error varied 
from 2.5 to 5.9% for predictions for two-step sequencing process of point data with 
an average error of 4%. The data within 5% error were more than 94.3% in se-
quencing process. Reasonable results were obtained from well-trained neural net-
work as an alternative tool for surface fitting. 
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Abstract. Nonnegative matrix factorization (NMF) is a popular method
for multivariate analysis of nonnegative data, the goal of which is decom-
pose a data matrix into a product of two factor matrices with all entries in
factor matrices restricted to be nonnegative. NMF was shown to be useful
in a task of clustering (especially document clustering). In this
paper we present an algorithm for orthogonal nonnegative matrix factor-
ization, where an orthogonality constraint is imposed on the nonnegative
decomposition of a term-document matrix. We develop multiplicative up-
dates directly from true gradient on Stiefel manifold, whereas existing
algorithms consider additive orthogonality constraints. Experiments on
several different document data sets show our orthogonal NMF algorithms
perform better in a task of clustering, compared to the standard NMF and
an existing orthogonal NMF.

1 Introduction

Nonnegative matrix factorization (NMF) is a multivariate analysis method which
is proven to be useful in learning a faithful representation of nonnegative data
such as images, spectrograms, and documents [1]. NMF seeks a decomposition of
a nonnegative data matrix into a product of basis and encoding matrices with all
of these matrices restricted to have only nonnegative elements. NMF allows only
non-subtractive combinations of nonnegative basis vectors to approximate the
original nonnegative data, possibly providing a parts-based representation [1].
Incorporating extra constraints such as locality and orthogonality was shown to
improve the decomposition, identifying better local features or providing more
sparse representation [2]. Orthogonality constraints were imposed on NMF [3],
where nice clustering interpretation was studied in the framework of NMF.

A prominent application of NMF is in document clustering [4,5], where a
decomposition of a term-document matrix was considered. In this paper we
consider orthogonal NMF and its application to document clustering, where an
orthogonality constraint is imposed on the nonnegative decomposition of a term-
document matrix. We develop new multiplicative updates for orthogonal NMF,
which are directly derived from true gradient on Stiefel manifold, while existing
algorithms consider additive orthogonality constraints. Experiments on several

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 140–147, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Orthogonal Nonnegative Matrix Factorization 141

different document data sets show our orthogonal NMF algorithms perform bet-
ter in a task of clustering, compared to the standard NMF and an existing
orthogonal NMF.

2 NMF for Document Clustering

In the vector-space model of text data, each document is represented by an m-
dimensional vector xt ∈ R

m, where m is the number of terms in the dictionary.
Given N documents, we construct a term-document matrix X ∈ R

m×N where
Xij corresponds to the significance of term ti in document dj that is calculated
by

Xij = TFij log
(
N

DFi

)
,

where TFij denotes the frequency of term ti in document dj and DFi repre-
sents the number of documents containing term ti. Elements Xij are always
nonnegative and equal zero only when corresponding terms do not appear in the
document.

NMF seeks a decomposition of X ∈ R
m×N that is of the form

X ≈ UV �, (1)

where U ∈ R
m×K and V ∈ R

N×K are restricted to be nonnegative matrices
as well and K corresponds to the number of clusters when NMF is used for
clustering. Matrices U and V , in general, are interpreted as follows.

– When columns in X are treated as data points in m-dimensional space,
columns in U are considered as basis vectors (or factor loadings) and each
row in V is encoding that represents the extent to which each basis vector
is used to reconstruct each data vector.

– Alternatively, when rows in X are data points in N -dimensional space,
columns in V correspond to basis vectors and each row in U represents
encoding.

Applying NMF to a term-document matrix for document clustering, each
column of X is treated as a data point in m-dimensional space. In such a case,
the factorization (1) is interpreted as follows.

– Uij corresponds to the degree to which term ti belongs to cluster cj . In other
words column j of U , denoted by uj , is associated with a prototype vector
(center) for cluster cj .

– Vij corresponds to the degree document di is associated with cluster j. With
appropriate normalization, Vij is proportional to a posterior probability of
cluster cj given document di. More details on probabilistic interpretation of
NMF for document clustering are summarized in Sec. 2.2.
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2.1 Multiplicative Updates for NMF

We consider the squared Euclidean distance as a discrepancy measure between
the data X and the model UV �, leading to the following least squares error
function

E =
1
2
‖X − UV �‖2. (2)

NMF involves the following optimization:

argmin
U≥0,V ≥0

E =
1
2
‖X − UV �‖2. (3)

Gradient descent learning (which is additive update) can be applied to determine
a solution to (3), however, nonnegativity for U and V is not preserved without
further operations at iterations.

On the other hand, a multiplicative method developed in [6] provides a simple
algorithm for (3). We give a slightly different approach from [6] to derive the
same multiplicative algorithm. Suppose that the gradient of an error function
has a decomposition that is of the form

∇E = [∇E ]+ − [∇E ]− , (4)

where [∇E ]+ > 0 and [∇E ]− > 0. Then multiplicative update for parameters Θ
has the form

Θ ← Θ 

(

[∇E ]−

[∇E ]+

).η

, (5)

where 
 represents Hadamard product (elementwise product) and (·).η denotes
the elementwise power and η is a learning rate (0 < η ≤ 1). It can be easily seen
that the multiplicative update (5) preserves the nonnegativity of the parameter
Θ, while ∇E = 0 when the convergence is achieved.

Derivatives of the error function (2) with respect to U with V fixed and with
respect to V with U fixed, are given by

∇UE = [∇UE ]+ − [∇UE ]− = UV �V − XV , (6)
∇V E = [∇V E ]+ − [∇V E ]− = V U�U − X�U . (7)

With these gradient calculations, the rule (5) with η = 1 yields the well-known
Lee and Seung’s multiplicative updates [6]

U ← U 
 XV

UV �V
, (8)

V ← V 
 X�U

V U�U
, (9)

where the division is also an elementwise operation.
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2.2 Probabilistic Interpretation and Normalization

Probabilistic interpretation of NMF, as in probabilistic latent semantic indexing
(PLSI), was given in [7] where equivalence between PLSI and NMF (with I-
divergence) was shown.

Let us consider the joint probability of term and document, p(ti, dj), which is
factorized by

p(ti, dj) =
∑

k

p(ti, dj |ck)p(ck)

=
∑

k

p(ti|ck)p(dj |ck)p(ck), (10)

where p(ck) is the prior probability for cluster ck. Elements of the term-document
matrix, Xij , can be treated as p(ti, dj), provided Xij are divided by 1�X1 such
that

∑
i

∑
j Xij = 1 where 1 = [1, . . . , 1]� with appropriate dimension.

Relating (10) to the factorization (1), Uik corresponds to p(ti|ck), representing
the significance of term ti in cluster ck. Applying sum-to-one normalization to
each column of U , i.e., UD−1

U where DU ≡ diag
(
1�U

)
, we have an exact

relation [
UD−1

U

]
ik

= p(ti|ck).

Assume that X is normalized such that
∑

i

∑
jXij = 1. We define a scaling

matrix DV ≡ diag
(
1�V

)
. Then the factorization (1) can be rewritten as

X = (UD−1
U )(DUDV )(V D−1

V )�. (11)

Comparing (11) with the factorization (10), one can see that each element of the
diagonal matrix D ≡ DUDV corresponds to cluster prior p(ck). In the case of
unnormalized X, the prior matrix D absorb the scaling factor. In practice, the
data matrix does not have to be normalized in advance.

In a task of clustering, we need to calculate the posterior of cluster p(ck|dj).
Applying Bayes’ rule, the posterior of cluster is given by the document likelihood
and cluster prior probability. That is, p(ck|dj) is given by

p(ck|dj) ∝ p(dj |ck)p(ck)
=
[
D(V D−1

V )�
]
kj

=
[
(DUDV )(D−1

V V �)
]

kj

=
[
DUV �

]
kj
. (12)

It follows from (12) that (V DU )� yields the posterior probability of cluster,
requiring the normalization of V using the diagonal matrix DU . Thus, we assign
document dj to cluster k∗ if

k∗ = arg max
k

[V DU ]jk.
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Document clustering by NMF was first developed in [4]. Here we use only dif-
ferent normalization and summarize the algorithm below.

Algorithm outline: Document clustering by NMF

1. Construct a term-document matrix X.
2. Apply NMF to X, yielding X = UV �.
3. Normalize U and V :

U ← UD−1
U ,

V ← V DU ,

where DU = 1�U .
4. Assign document dj to cluster k∗ if

k∗ = arg max
k

Vjk.

3 Orthogonal NMF for Document Clustering

Orthogonal NMF involves a decomposition (1) as in NMF but requires that U
or V satisfies the orthogonality constraint such that U�U = I or V �V = I
[8]. In this paper we consider the case where V �V = I is incorporated into the
optimization (3). In such a case, it was shown that orthogonal NMF is equivalent
to k-means clustering in the sense that they share the same objective function [9].
In this section, we present a new algorithm for orthogonal NMF with V �V = I
where we incorporate the gradient on Stiefel manifold into multiplicative update.

Orthogonal NMF with V �V = I is formulated as following optimization
problem:

argminU,V E =
1
2
‖X − UV �‖2

subject to V �V = I,U ≥ 0,V ≥ 0. (13)

In general, the constrained optimization problem (13) is solved by introducing
a Lagrangian with a penalty term tr

{
Λ(V �V − I)

}
where Λ is a symmetric

matrix containing Lagrangian multipliers. Ding et al. [3] took this approach with
some approximation, developing multiplicative updates.

Here we present a different approach, incorporating the gradient in a con-
straint surface on which V �V = I is satisfied, into (5). With U fixed in (2),
we treat (2) as a function of V . Minimizing (2) where V is constrained to the
set of n×K matrices such that V �V = I was well studied in [10,11]. Here we
incorporate nonnegativity constraints on V to develop multiplicative updates
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with preserving the orthogonality constraint V �V = I. The constraint surface
which is the set of n ×K orthonormal matrices such that V �V = I is known
as the Stiefel manifold [12].

An equation defining tangents to the Stiefel manifold at a point V is obtained
by differentiating V �V = I, yielding

V �∆ + ∆�V = 0, (14)

i.e., V �∆ is skew-symmetric. The canonical metric on the Stiefel manifold [11]
is given by

gc(∆,∆) = tr
{

∆�
(

I − 1
2
V V �

)
∆

}
, (15)

whereas the Euclidean metric is given by

ge(∆,∆) = tr
{
∆�∆

}
. (16)

We define the partial derivatives of E with respect to the elements of V as

[∇V E ]ij =
∂E
∂Vij

. (17)

For the function E (2) (with U fixed) defined on the Stiefel manifold, the gradient
of E at V is defined to be the tangent vector ∇̃V E such that

ge (∇V E ,∆) = tr
{

(∇V E)� ∆
}

= gc
(
∇̃V E ,∆

)
= tr

{(
∇̃V E

)�(
I − 1

2
V V �

)
∆

}
, (18)

for all tangent vectors ∆ at V .
Solving (18) for ∇̃V E such that V �∇̃V E is skew-symmetric yields

∇̃V E = ∇V E − V (∇V E)�V . (19)

Thus, with partial derivatives in (7), the gradient in the Stiefel manifold is
calculated as

∇̃V E = (−X�U + V U�U) − V (−X�U + V U�U)�V

= V U�XV − X�U

= [∇̃V E ]+ − [∇̃V E ]−. (20)

Invoking the relation (5) with replacing ∇V by ∇̃V yields

V ← V 
 X�U

V U�XV
, (21)

which is our ONMF algorithm. The updating rule for U is the same as (8).
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4 Experiments

We tested our orthogonal NMF algorithm on the six standard document datasets
(CSTR, k1a, k1b, re0, and re1) and compared the performance with the stan-
dard NMF and the Ding et al.’s orthogonal NMF (DTPP)[3]. We applied the
stemming and stop-word removal for each dataset, and select 1,000 terms based
on the mutual information with the class labels. Normalized-cut weighting [4] is
applied to the input data matrix.

We use the accuracy to compare the clustering performance of different al-
gorithms. To compute the accuracy, we first applied Kuhn-Munkres maximal
matching algorithm [13] to find the appropriate matching between the cluster-
ing result and the target labels. If we denote the true label for the document n
to be cn, and the matched label c̃n, the accuracy AC can be computed by

AC =
∑N

n=1 δ(cn, c̃n)
N

,

where δ(x, y) = 1 for x = y and δ(x, y) = 0 for x �= y. Because the algorithms
gave different results depending on the initial conditions, we calculated the mean
of 100 runs for different initial conditions. Our orthogonal NMF algorithm gave
better performance than the standard NMF and DTPP for the most of the
datasets (Table 1).

The orthogonality of the matrix V is also measured by using ‖V T V −I‖. The
changes of the orthogonality over the iterations are measured and averaged for
100 trials. Our orthogonal NMF algorithm obtained better orthogonality than
DTPP for the most of the datasets. The change of orthogonality for the CSTR
dataset is shown in Fig. 1 for an example.

Table 1. Mean clustering accuracies
(n=100) of standard NMF, Ding et al.’s
orthogonal NMF (DTPP), and our or-
thogonal NMF (ONMF) for six document
datasets

NMF DTPP ONMF
cstr 0.7568 0.7844 0.7268
wap 0.4744 0.4281 0.4917
k1a 0.4773 0.4311 0.4907
k1b 0.7896 0.6087 0.8109
re0 0.3624 0.3384 0.3691
re1 0.4822 0.4452 0.5090
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Fig. 1. The orthogonality ‖V T V − I‖
convergence of Ding et al.’s orthogonal
NMF (DTPP) and our orthogonal NMF
(ONMF) for the CSTR dataset
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5 Conclusions

We have developed multiplicative updates on Stiefel manifold for orthogonal
NMF and have successfully applied it to a task of document clustering, confirm-
ing its performance gains over standard NMF and existing orthogonal NMF.
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Abstract. In this paper, we introduce a new concept of enhancement
and relaxation to discover features in input patterns in competitive learn-
ing. We have introduced mutual information to realize competitive
processes. Because mutual information is an average over all input pat-
terns and competitive units, it cannot be used to detect detailed feature
extraction. To examine in more detail how a network is organized, we
introduce the enhancement and relaxation of competitive units through
some elements in a network. With this procedure, we can estimate how
the elements are organized with more detail. We applied the method to
a simple artificial data and the famous Iris problem to show how well the
method can extract the main features in input patterns. Experimental
results showed that the method could more explicitly extract the main
features in input patterns than the conventional techniques of the SOM.

1 Introduction

The information-theoretic approach has been introduced in neural networks with
many applications [1], [2], [3], [4], [5], [6]. In particular, mutual information has
played important roles in the information-theoretic approach, because mutual
information can be used to represent a degree of organization in a network. We
have introduced mutual information as a measure of structure in competitive
learning [7], [8]. However, because mutual information is an average information
over all input patterns and competitive units, it has been difficult to extract
detailed features in networks.

To examine in more detail how a network is organized, we examine informa-
tion change in a network by enhancing or relaxing competitive units with some
elements such as input units, competitive units and input patterns. By examin-
ing information change in competitive units with the elements, we can estimate
how these elements are organized to produce final outputs. To change informa-
tion content in competitive units, we use a concept of enhancement or relaxation.
We can enhance competitive units by using some elements in a network. With
this enhancement, competitive units respond explicitly to input patterns; that
is, information about input patterns in competitive units is increased. On the
other hand, with relaxation, competitive units tend to respond to input patterns
uniformly; that is, no information about input patterns is stored in competitive

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 148–155, 2008.
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units. The difference between the original information and enhanced or relaxed
information is called enhanced information. Enhanced information can be used
to detect the roles of elements in a network and to interpret final representations
obtained by learning.

2 Theory and Computational Methods

2.1 Enhancement and Relaxation

Sensitivity analysis [9], [10], [11], [12] has been well established in supervised
learning, because one of the major problems of neural networks consists of the
difficulty in interpreting final internal representations. However, there are few
studies on unsupervised learning comparable to sensitive analysis in supervised
learning, though competitive learning has been developed to discover main fea-
tures in input patterns[13]. This is because it has been difficult to identify criteria
comparable to those in the error terms between targets and outputs.

In this context, we introduce the enhancement and relaxation of competitive
units for detailed feature detection. Figure 1 shows a process of enhancement
and relaxation. Figure 1(a) shows an original situation obtained by competitive
learning, in which three neurons are differently activated for input units. By using
enhancement, in Figure 1(b), the characteristics of competitive unit activations
are enhanced, and only one competitive unit is strongly activated. This means
that obtained information in competitive units is larger. On the other hand,
Figure 1(c) shows a state by relaxation, in which all competitive units respond
uniformly to input units. Because competitive units cannot differentiate between
input patterns, no information on input patterns is stored. Thus, enhancement

t -th unit

Input 
patterns

Enhancement

Relaxation

(a) Initial stage

(b) Small σ

(c) Large σ

Competitive unit

P(j|s)

P (j|s)

P (j|s)t

t

Fig. 1. Enhancement (b) and relaxation (c) in competitive learning
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Fig. 2. A network architecture for competition

is used to increase information, and relaxation is used to decrease information
about input patterns in competitive units.

2.2 Information Enhancement for Input Units

We examine whether information is changed by enhancing competitive units
through some elements in competitive networks. We consider a network for com-
petition, shown in Figure 2, in which xs

k denotes the kth element of the sth input
pattern, and wjk represents a connection weight from the kth input unit to the
jth competitive unit. Now, we focus upon the tth input unit and try to define
enhanced information for the input unit. Distance when enhancement is realized
by the tth input unit is defined by

ds
jt =

L∑
k=1

Φkt(xk − wjk)2, (1)

where

Φkt =
{

1
ε , if k = t;
ε, otherwise.

and where 0 < ε < 1 and L is the number of input units. By using this equation,
we have competitive unit activations for the tth input unit

vs
jt = exp

(
−
ds

jt

2σ2

)
. (2)

We can normalize these activations, and we have

pt(j | s) =
vs

jt∑M
m=1 v

s
mt

, (3)

where M is the number of competitive units. The probability of the jth hidden
unit is defined by

pt(j) =
S∑

s=1

p(s)pt(j | s), (4)
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where S is the number of input patterns. By using these probabilities, we have
enhanced information when the tth input unit is deleted,

It =
S∑

s=1

M∑
j=1

p(s)p(j | s) log
p(j | s)
pt(j | s) . (5)

2.3 Information Enhancement for Competitive Units

Then, we consider a case where enhancement is realized by a competitive unit.
Competitive unit activations when the rth unit is used for enhancement is given
by

ds
jr = Φjr

L∑
k=1

(xk − wjk)2, (6)

where

Φjr =
{

1
ε , if r = j;
ε, otherwise.

Finally, we have enhanced information for the rth competitive unit

Ir =
S∑

s=1

M∑
j=1

p(s)p(j | s) log
p(j | s)
pr(j | s) . (7)

2.4 Information Enhancement for Input Patterns

Then, we consider a case where an input pattern is used for enhancement. Com-
petitive unit activations when the qth input pattern is used for enhancement is
given by

dsq
j = Φsq

L∑
k=1

(xk − wjk)2, (8)

where

Φsq =
{

1
ε , if q = s;
ε, otherwise.

By using these probabilities, we have enhanced information for the rth compet-
itive unit

Iq =
S∑

s=1

M∑
j=1

p(s)p(j | s) log
p(j | s)
pq(j | s) . (9)

3 Results and Discussion

In the following experiments, we try to show how well the new method extracts
features in input patterns. Two experiments are simple enough to show the fea-
tures extracted by the new method. For easy comparison, we use the conventional
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SOM1. All data in the following experiments were normalized with zero mean,
and the variance was unity.

3.1 Artificial Data

In this experiment, we use the symmetric data shown in Figure 3. Because the
data is symmetric in terms of input units, competitive units and input patterns,
the same kinds of enhanced information for input units and input patterns are
expected. Figure 3(b) shows a network architecture in which the number of input
units is eight and the number of competitive units is 15 (3 by 5).

Input unit

Competitive unit

(a) Data (b) Network architecture

1 2 3 4 5 6 7 8

1

2

3

4

5

6

7

8

Fig. 3. Data (a) and a network architecture (b)

(a) U-matrix (b) Labels (c) Enhanced 

4

5

3

6

2

1

8

7

Fig. 4. U-matrix (a), a map with labels (b) and enhanced information (c) with σ = 5
and ε = 0.001. Warmer and cooler colors show larger and smaller values.

Figure 4 shows a U-matrix (a), a map with labels (b) and enhanced infor-
mation for competitive units (c). As shown in Figure 4(a), a clear boundary in
brown can be seen in the middle of the U-matrix. Figure 4(b) shows that input
1 We used SOM Toolbox 2.0, February 11th, 2000 by Juha Vesanto http://

www.cis.hut.fi/projects/somtoolbox/. No special options were used for easy repro-
duction.
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Fig. 5. Enhanced information for input units (a) and for input patterns (b) for an
artificial data problem

patterns are located on a map with due consideration to distance among them.
Figure 4(c) shows enhanced information for competitive units. We can see that
a boundary in the middle is represented in dark blue. Neurons with large en-
hanced information are located on the corners of the left-hand side. As neurons
are moved to the right, enhanced information becomes smaller. This observation
corresponds perfectly to the labels on the map in Figure 4(c).

Figure 5(a) and (b) show enhanced information for input units and input
patterns. As shown in the figures, enhanced information is larger when the input
units and patterns are closer to the center. This corresponds to the characteristics
of the data shown in Figure 4(a).

3.2 Iris Problem

In the second experiment, we use the famous Iris problem to show how well the
new method captures the features in input patterns. The number of competitive
units is 66 (6 by 11), which was given by the SOM software package. Figure
6 shows a U-matrix, a map with labels and enhanced information when the
Gaussian width is 5 and the parameter ε is set to 0.001. As can be seen in
Figure 6(a), the U-matrix shows a clear boundary in red or brown by which input
patterns can be classified into two groups. However, the U-matrix does not show
a boundary between classes 2 and 3, as shown in Figure 6(b). Figure 6(c) shows
enhanced information. We can clearly see three groups in the map, and groups
2 and 3 are clearly separated. This result shows that enhanced information can
extract features in input patterns more clearly.

In addition, we can see that the other types of enhanced information can be
used to extract features corresponding to our intuition. Figure 7 shows enhanced
information for input units (a) and input patterns (b). Figure 7(a) shows that
a network tries to classify input patterns based upon features 3 and.4. Feature
3 especially, with the largest enhanced information, plays very important roles
in classification. We can see in Figure 7(b) that enhanced information for input
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Fig. 6. U-matrix (a), a map with labels (b) and enhanced information (c) with σ = 5
and ε = 0.001. Warmer and cooler colors represent larger and smaller values
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Fig. 7. Enhanced information for input units (a) and for input patterns (b) for the
Iris problem

patterns clearly classifies the input pattern into three groups by its magnitude.
These result show that enhanced information for input units and input patterns
can be used to extract features in input patterns.

4 Conclusion

In this paper, we have introduced a new type of information called enhanced
information. Enhanced information is obtained by enhancing competitive units
through some elements in a network, while all the other competitive units are
forced to be relaxed. If this enhancement causes a drastic change in information
for competitive units, the elements surely play very important roles in infor-
mation processing in competitive learning. We have applied the method to an
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artificial data problem and the famous Iris problem to show how well the new
method discovers features in input patterns. Experimental results have shown
that features extracted by the new method are clearer than those by the con-
ventional SOM, and results correspond to our intuition on input patterns.

We have used a pair of parameters in the paper. It is natural that final rep-
resentations are greatly dependent upon combinations of the parameters. We
should explore more exactly relations between final representations and the pa-
rameters. Though much study is needed for the new method to be practically
applicable to many problems, we can say that our new method certainly shows
a new direction for competitive learning.
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Abstract. This paper proposed a hybrid functional link artificial neural network 
(HFLANN) embedded with an optimization of input features for solving the 
problem of classification in data mining. The aim of the proposed approach is to 
choose an optimal subset of input features using genetic algorithm by eliminat-
ing features with little or no predictive information and increase the comprehen-
sibility of resulting HFLANN. Using the functionally expanded selected  
features, HFLANN overcomes the non-linearity nature of problems, which is 
commonly encountered in single layer neural networks. An extensive simula-
tion studies has been carried out to illustrate the effectiveness of this method 
over to its rival functional link artificial neural network (FLANN) and radial 
basis function  (RBF) neural network.    

Keywords: Classification, Data mining, Genetic algorithm, FLANN, RBF. 

1   Introduction 

For the past few years, there have been a lot of studies focused on the classification 
problem in the field of data mining [1,2]. The general goal of data mining is to extract 
knowledge from large gamut of data. The discovered knowledge should be predictive 
and comprehensible. Knowledge comprehensibility is usually important for at least 
two related reasons. First, the knowledge discovery process usually assumes that the 
discovered knowledge will be used for supporting a decision to be made by a human 
user. Second if the discovered knowledge is not comprehensible to the user, he/she 
will not be able to validate it, hindering the interactive aspect of the knowledge dis-
covery process, which includes knowledge validation and refinement. In this work the 
proposed method for classification is given an equal importance to both predictive 
accuracy and comprehensibility. We are measuring comprehensibility of the proposed 
method by reducing the architectural complexity. As we know the architectural com-
plexity of FLANN [3] is directly proportional to number of features and the functions 
considered for expansion of the given feature value. Therefore, for reducing the archi-
tectural complexity we first select a subset of features (i.e. feature selection [4]) and 
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then applying the usual procedure of function expansion and training by back propa-
gation learning. As the selection and learning is accomplished by hybridization of 
FLANN with genetic algorithms (GAs) [5], we named this method as hybrid FLANN 
(HFLANN).  

Neural networks [6] have emerged as an important tool for classification. Pao et al. 
[7] shows a direction that their proposed FLANN may be conveniently used for func-
tion approximation and can be extended for classification with faster convergence rate 
and lesser computational load than an multi-layer perceptron (MLP) structure. The 
FLANN is basically a flat network and the need of the hidden layer is removed and 
hence the learning algorithm used in this network becomes very simple. The func-
tional expansion effectively increases the dimensionality of the input vector and hence 
the hyper planes generated by the FLANN provide greater discrimination capability in 
the input pattern space. Although many types of neural networks can be used for clas-
sification purposes [7], we choose radial basis function neural network and our previ-
ous work FLANN for classification [3] as the benchmark method for comparison.   

2   Functional Link Artificial Neural Network 

The FLANN architecture uses a single layer feed forward neural network by remov-
ing the concept of hidden layers. This may sound a little harsh at first, since it is due 
to them that non-linear input-output relationships can be captured. Encouragingly 
enough, the removing procedure can be executed without giving up non-linearity, 
provided that the input layer is endowed with additional higher order functionally 
expanded units of the given pattern. The weighted sum of the functionally expanded 
features is fed to the single neuron of the output layer. The weights are optimized by 
the gradient descent method during the process of training.   

 The set of functions considered for function expansion may not be always suitable 
for mapping the non-linearity of the complex task. In such cases few more functions 
may be incorporated to the set of functions considered for expansion of the input 
dataset. However, dimensionality of many problems itself are very high and further 
increasing the dimensionality to a very large extent may not be an appropriate choice. 
So, it prompts us a new research direction to design HFLANN. The HFLANN harness 
the power of genetic algorithms (GAs) to reduce the dimensionality of the problem. 

3   Proposed Method 

The proposed HFLANN is a single layer ANN with a genetically optimized set of 
features. It has the capability of generating complex decision regions by non-linear 
enhancement of hidden units referred to as functional links. Figure 1 shows the topo-
logical structure of the HFLANN. The proposed method is characterized by a set of 
FLANN with a different subset of features.  

Let n be the number of original features of the data domain. The number of fea-
tures selected to become a chromosome of the genetic population is d, nd ≤ . The d 
varies from chromosomes to chromosomes of the genetic population (i.e. nd ≤≤1 ). 
For simplicity, let us see how a single chromosome with d features is working coop-
eratively for HFLANN.  
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Fig. 1. Topological Structure of the HFLANN 

In this work, we have used the general trigonometric function for mapping the d 
feature from low to high dimension. However, one can use a function that is very 
close to the underlying distribution of the data but it requires some prior domain 
knowledge. Here we are taking five functions out of which four are trigonometric and 
one is linear (i.e., keeping the original form of the feature value). Among the four 
trigonometric functions-two are sine and two are cosine functions. In the case of 
trigonometric functions the domain is feature values and range is a real number lies 
between [-1,1]. It can be written as  

}{]1,1[: xRDf ∪−→ , (1) 

where },....,,{ 21 idii xxxD = , and d is known as the number of features. 

In general let us take f1,f2, …., fk be the number of functions used to expand each 
feature value of the pattern. Therefore, each input pattern can now be expressed as  

)}},(),.....,(),({)},.....,(,),........(),({{

},....,,{

2111211

21

idkididikii

idiii

xfxfxfxfxfxf

xxxx

→
=  

  }},......,,{},.......,,......,,{{ 2112111 kdddk yyyyyy=  

(2) 

The weight vector between hidden layer and output layer is multiplied with the re-
sultant sets of non-linear outputs and are fed to the output neuron as an input. Hence 
the weighted sum is computed as follows:  

∑
=

=
m

j
jij wys

1

. , i=1,2, …,N and m be the total number of expanded features. (3) 

The network has the ability to learn through back propagation learning. The train-
ing requires a set of training data, i.e., a series of input and associated output vectors. 
During the training, the network is repeatedly presented with the training data and the 
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weights adjusted by back propagation learning from time to time till the desired input-
output mapping occurs. Hence, the estimated output is computed by the following 
metric: 

    )()(ˆ ii sfty = , i=1,2,…,N. 

The error )(ˆ)()( tytyte iii −= , i=1,2,…,N be the error obtained from the ith 

pattern of the training set. Therefore, the error criterion function can be written as,  

∑
=

=
N

i
i tetE

1

)()( , (4) 

and our objective is to minimize this function by gradient decent approach until 
ε≤E .        

This process is repeated for each chromosomes of the GA and subsequently each 
chromosome will be assigned a fitness value based on its performance. Using this 
fitness value the usual process of GA is executed until some good topology with an 
acceptable predictive accuracy is achieved.  

3.1   High Level Algorithms for HFLANN 

The specification of the near optimal HFLANN architecture and related parameters 
can be obtained by both genetic algorithms and back-propagation learning, as it is 
explained in the following. Evolutionary algorithms of genetic type are stochastic 
search and optimization methods. Principally based on computational models of fun-
damental process, such as reproduction, recombination and mutation. An algorithm of 
this type begins with a set (population) of estimates (genes), called individuals (chro-
mosomes) appropriately encoded. Each one is evaluated for its fitness in solving the 
classification task of data mining. During each iteration (algorithm time-step) the 
most-fit individuals are allowed to make and bear offspring.  

 
Individual Representation 
For the evolutionary process the length of each particle is n (i.e. the upper bound of a 
feature vector). Each cell of the chromosome contains binary value either 0 or 1. The 
cell value controls the activation (the value of 1 is assigned) or deactivation (the value 
of 0 is assigned) of the functional expansion for individuals.  
 
Objective Function 
During evolution each individual measures its effectiveness by the error criterion 
function using equation (4) and the predictive accuracy is assigned as it corresponding 
fitness.      

 
Pseudocode 

The major steps of HFLANN can be described as follows: 
 

1. DIVISION OF DATASET 
Divide the dataset into two parts: training and testing 

2. RANDOM INITIALIZATION 
Initialize each individual randomly from the domain {0,1}. 
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3. REPEAT 
4. FOR THE POPULATION 

4.1 FOR each sample of the training set 
4.2 MAPPING OF INPUT PATTERN 

Map each pattern from low to high dimension, i.e. expand each fea-
ture value according to the predefined set of functions.  

4.3 CALCULATE the weighted sum and feed as an input to the node of the 
output layer. 

4.4 CALCULATE the error and accumulate it. 
4.5 BACK PROPAGATION LEARNING 

Minimize the error by back propagation learning. 
4.6 ASSIGN THE FITNESS 

5. FOR THE POPULATION 
5.1 Perform Roulette Wheel Selection to obtain the better chromosomes. 

6. FOR THE POPULATION 
6.1 Perform recombination 
6.2 Mutation 

7.  UNTIL < Maximum Iteration is Reached> 

4   Experimental Studies 

The performance of the EFLANN model was evaluated using a set of ten public do-
main datasets like IRIS, WINE, PIMA, BUPA, ECOLI, GLASS, HOUSING, LED7, 
LYMPHOGRAPHY and ZOO from the University of California at Irvine (UCI) ma-
chine learning repository [8]. In addition we have taken VOWEL dataset to show the 
performance of HFLANN for classifying six overlapping vowel classes [9]. We have 
compared the results of HFLANN with other competing classification methods such 
as radial basis function network (RBF) and our previously proposed FLANN with 
gradient descent. Table 1 summarizes the main characteristics of the databases that 
have been used in this paper.  

Table 1. Summary of the Dataset used in Simulation Studies 

Sl. No. Dataset Instances Attribute Classes 
1 IRIS 150 4 3 
2 WINE 178 13 3 
3 PIMA 768 8 2 
4 BUPA 345 6 2 
5 ECOLI 336 7 8 
6 GLASS 214 9 6 
7 VOWEL 871 3 6 
8 HOUSING 506 13 5 
9 LED7 UD 7 10 

10 LYMPHOGRAPHY 148 18 4 
11 ZOO 101 16 7 
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4.1   Parameter Setup 

For evaluating the proposed algorithm, the following user defined parameters and 
protocols related to the dataset need to be set beforehand.  

A two fold cross validation is carried out for all the dataset by randomly dividing 
the dataset into two parts (datasets1. dat and dataset2.dat). Each of these two sets was 
alternatively used either as a training set or test set.  

The quality of each individual is measured by the predictive performance obtained 
during training. It is also very important to set the optimal values of the following 
parameters to reduce the local optimality. The parameters are described as follows: 

Population size: The size of the population denoted as |P|=50 is fixed for all the 
datasets.  

Length of the individuals is fixed to n, where n is the number of input features. The 
probability for crossover is 0.7 and mutation is 0.02. The number of iterations is 1000 
for all the datasets.  

4.2   Comparative Performance 

The predictive performance obtained from HFLANN for the above datasets were 
compared with the results obtained from FLANN with back propagation learning and 
radial basis function network (RBF). Table 2 summarizes the average training and test 
performances of HFLANN and compared with FLANN and RBF.   

Table 2. Average Comparative Performance of HFLANN, FLANN, and RBF 

Algorithms 
HFLANN FLANN RBF 

Dataset 

Training Testing Training Testing Training Testing 
IRIS 98.0001 97.3335 96.6665 96.6665 38.5000 38.5000 
WINE 99.4380 90.4495 97.1910 88.7640 85.3935 79.2130 
PIMA 80.7290 72.1355 79.5570 72.1355 77.4740 76.0415 
BUPA 77.6820 69.2785 77.9725 69.2800 71.0125 66.9530 
ECOLI 55.1670 50.8020 49.9625 47.3075 31.1780 26.1100 
GLASS 63.5565 51.5075 60.7510 50.3800 48.9865 34.6440 
VOWEL 40.4395 38.1965 27.9250 24.7220 25.2555 24.3250 
HOUSING 82.2130 72.5295 76.4825 69.7630 67.1940 65.4150 
LED7 30.8110 27.5280 22.4185 19.7000 20.2820 16.5720 
LYMPHO. 97.2970 77.0270 91.8920 74.3245 85.1350 72.2927 
ZOO 99.0385 86.1850 97.1155 85.1645 96.1540 81.0830 

From Table 2, one can easily verify that except BUPA case in all other cases on an 
average the proposed method is giving promising results in both training and test 
cases. In the case of BUPA, FLANN is performing better. Figure 1 shows the per-
centage of feature selected by the HFLANN, which is very important in the context of 
comprehensibility. The X-axis represents the datasets and Y-axis represents the per-
centage of active bits in the optimal chromosome obtained during the training.     
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Fig. 2. Percentage of Optimal Set of Selected Features 

4.3   Knowledge Incorporation in Predictive Accuracy 

Let n be the total number of features in the dataset; T1 and T2 denote the number of 
feature selected using the training set 1 and testing set 2 alternatively. 

Notations and their Meaning: |N| represent the total number of features in the data-
set, |T1| denote the total number of selected features in test set 2, |T2| denote the total 
number of selected features in test set 1. 

 The fitness of the chromosome with respect to T1 is  

||
||||||

1
1)( N

TNPATf ×−×= τ . (5) 

 Similarly the fitness of the chromosome with respect to T2 is  
 

, (6) 

where |PA| represent the predictive accuracy and τ represent the tradeoff between two 
criteria and its value is 0.01. 

Table 3. Predictive Accuracy of HFLAN by Knowledge Incorporation with τ =0.01 

Dataset N P.A. Test Set 1 Chromo-
some 

P.A. Test Set 2 Chromo-
some 

IRIS 4 95.9925 97.3260 
WINE 13 89.8826 91.0064 
PIMA 8 71.6125 72.6548 
BUPA 6 70.3343 68.2013 
ECOLI 7 54.6939 46.8973 
GLASS 9 57.1374 45.8642 
VOWEL 3 34.5063 41.8733 

HOUSING 13 67.9771 77.0673 
LED7 7 19.6551 35.3923 

LYMPH 18 78.3724 75.6721 
ZOO 16 87.7494 84.6119 

||
||||||

2
2)( N

TNPATf ×−×= τ
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Table 3 shows the predictive accuracy using equation (5) and (6) of the HFLANN 
by incorporating a kind of knowledge of each chromosome optimally selected with 
respect to test set 1 and test set 2.  

5   Conclusions 

In this paper, we have evaluated the HFLANN for the task of classification in data 
mining by giving an equal importance to the selection of optimal set of features. The 
HFLANN model functionally maps the selected set of feature from lower to higher 
dimension. The experimental studies demonstrated that the classification performance 
of HFLANN model is promising. In almost all cases, the results obtained with the 
HFLANN proved to be better than the best results found by its competitor like RBF 
and FLANN with back propagation learning. The architectural complexity is low, 
whereas training time is little bit costly as compared to FLANN. As we know one of 
the most important criterions of data mining is how comprehensible the model is? If 
the architectural complexity increases than the comprehensibility decreases. There-
fore, from this aspect we can claim that the proposed model can fit in data mining task 
of classification.        
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Abstract. Ensemble learning is one of the main directions in machine learning 
and data mining, which allows learners to achieve higher training accuracy and 
better generalization ability. In this paper, with an aim at improving generaliza-
tion performance, a novel approach to construct an ensemble of neural networks 
is proposed. The main contributions of the approach are its diversity measure 
for selecting diverse individual neural networks and weighted fusion technique 
for assigning proper weights to the selected individuals. Experimental results 
demonstrate that the proposed approach is effective. 

Keywords: Ensemble learning, diversity, sensitivity, fusion, clustering, the 
second training. 

1   Introduction 

In recent years, neural network ensemble [1] has been shown as an effective solution 
for difficult tasks by many researchers. Eensemble learning is to generate a set of 
learners, each of which is trained for the same task, and then combine them for gain-
ing better performance. Hansen and Salamon [2] first proposed ensemble learning. 
Their work demonstrated that an ensemble could have generalization ability dramati-
cally improved. In 1996, Sollich and Krogh [3] gave a definition for ensemble learn-
ing, which has been widely accepted. Nowadays, Ensemble learning has become a hot 
research topic in both neural networks and machine learning communities [4]. 

There are two main motivations for ensemble learning: one is to achieve high train-
ing accuracy and the other is to improve generalization ability. Valiant [5] proposed 
the framework of PAC (Probably Approximately Correct) learnability, which proved 
the equality of weak learning and strong learning. A strong learning algorithm is usu-
ally difficult to obtain, but ensembling a set of week learners, trained by easily ob-
tained weak learning algorithm, can be viewed as a way of upgrading weak learners to 
strong learners with higher training accuracy. As to generalization aspect, diversity is 
a key characteristic to get better generalization performance and combining a set of 
diverse learners can be thought of as a way of managing generalization limitations of 
individual learners. Conceptually, different learners, even though they are trained with 
the same training data, will give different outputs on untrained data, but combining 
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them may minimize the effect of possible errors because their cooperation may  
compensate each other if a proper fusion technique is adopted. Therefore, with indi-
vidual learners’ diversity on untrained data and a proper fusion technique, an ensem-
ble of individual learners could have better generalization performance than that of an 
individual. 

The idea of combining learners, which is trained yet accurate or generalized, has 
been achieved by many ensemble approaches. Bagging [6] and Boosting [7] are the 
two most prevailing approaches for constructing ensembles. Both approaches, in 
order to generate diverse individuals, work by taking a base learning algorithm and 
invoking it many times with different training sets. They have been shown to be very 
effective in improving neural network’s accuracy and generalization ability. 

It is well known that diversity and fusion are two key issues in ensemble learning. 
In this paper, aiming at improving the generalization performance of neural networks, 
we present a novel ensemble approach to deal with the two issues. For the selection of 
diverse individuals, a diversity measure is established by employing neural networks’ 
output sensitivity [8]. As to the combination of the selected individuals, a weighted 
fusion technique is proposed by training the linearly combined individuals with the 
Least Mean Square (LMS) algorithm [9] to find proper weight for each individual. 
Experiments have been conducted and the results showed the effectiveness of the 
approach. 

The rest of the paper is arranged as follows. The next section introduces the 
framework of our approach from a global point of view; the third section discusses in 
more detail some crucial techniques of our approach; the forth section shows some 
experimental results, which demonstrate that both the diversity measure and the sec-
ond training technique are effective for improving neural networks’ generalization 
ability, and the final section gives the conclusion. 

2   Ensemble Framework 

By now, most of ensemble approaches are experimentally dependent. Commonly, a 
neural network ensemble is constructed in two steps, i.e., creation of ensemble mem-
bers and fusion of the members. In our study, our ensemble approach can be divided 
into three steps. It first creates a pool of neural networks by training them with a given 
accuracy, then selects a subset of the most diverse neural networks from the pool, and 
finally combined the selected ones with a weighted fusion technique. 

2.1   Creating a Pool of Individual Neural Networks 

Individuals’ diversity is critical for improving generalization ability in ensemble 
learning since it doesn’t make any sense to combine identical individuals and the 
diversity may leave a chance for them to compensate one another after properly com-
bined. Diverse neural networks can usually be obtained through the following ways: 
altering initial weights, altering architecture of neural networks and altering training 
data Sets. 
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2.2   Selecting Individual Neural Networks 

Although the above ways can create diverse neural networks, they can’t guarantee 
that. So, how to evaluate the diversity among the individuals in a pool of trained  
neural networks is crucial in ensemble learning. Most existing approaches, such as 
Bagging and Boosting, simply combine all of the trained ones. In order to avoid com-
bining similar individuals in the pool, we have established a kind of diversity measure 
[10] to select the most diverse individuals from the pool. In our study, neural net-
work’s output sensitivity, which reflects the effects of neural network inputs’ varia-
tion on its output, is employed as the diversity measure and defined as:  

( ) ( ) ( )F x F x x F x∆ = + ∆ −  (1) 

where ( )F x and x represent the function established by a neural network and the input 
of the neural network separately. Eq. (1) is a general form of the sensitivity, which 
can be specialized with respect to certain neural network model and quantified with 
available computational technique. In this paper, the MLP (Multilayer prerceptron) is 
taken as the target neural network and the partial derivatives of an MLP’s output to its 
input at training samples are computed to constitute a quantified sensitivity value. 

So, with a given pool of trained MLPs and the established diversity measure, 
members of the pool can be clustered by using K-means clustering algorithm into N 
groups based on each member’s quantified sensitivity value. It is obvious that the 
MLPs in the same group have similar sensitivity value and thus less output diversity 
on the data near training samples. Therefore, it is reasonable to select one MLP from 
each of the N groups respectively, and take the selected ones to form an ensemble.  

2.3   Combining Individual Neural Networks 

There are two main approaches for combining neural networks: one is voting for 
classification, and the other is weighted averaging for regression. For regression, 
simple averaging has a drawback of being unable to reflect the differences of mem-
bers’ learning ability, because even if all members are well trained they are still likely 
to have different ability on the untrained data. In order to overcome this shortcoming, 
weighted averaging is introduced to reflect neural networks’ different learning ability, 
ie., different ability being assigned different weights. But how to assign a proper 
weight to each member in an ensemble is still an open question. In our study, a novel 
fusion technique is explored, which assigns individual weight by using the second 
training with LMS algorithm on a training data set that is different from those used for 
training the individuals. 

3   Ensemble Techniques 

This section introduces some concrete techniques for the implementation of our en-
semble approach. 
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3.1   The Sensitivity of MLPs 

Generally, an MLP’s sensitivity reflects the effects of its input variation on its output. 
So, it is conceptually rational to employ a kind of sensitivity as a tool for exploring 
output differences among different MLPs. By taking sigmoid function as MLPs’ acti-
vation function, the sensitivity we adopted is defined as the derivative of an MLP’s 
output to its input at a training sample [8], which can be expressed as:  

* *

1 2

( ) | ( , , . . . ) |T

X X X X

n

F F F
S F X

x x x= =

∂ ∂ ∂′= =
∂ ∂ ∂

 
  (2) 

where F(X) represents the function of an MLP with input variable X , and *X  being a 
given input sample.  

The computation of Eq (2) can be done by computing partial derivatives in a back 
propagation way, from the output layer, through hidden layers, and finally to input 
layer. Neurons on different layers have different computational formulae as follows.  
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where Eq (3) is for neuron i (1 Li n≤ ≤ ) on output layer (layer L ), in which k 
( 11 Lk n −≤ ≤ ) represents the number of neurons on layer 1L − . Similarly, Eq (4) is 

for neurons on a hidden layer (layer l) with j (
11 lj n +≤ ≤ ) represents the number of 

neurons on layer l+1. Eq (5) is for element i on input layer. 
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The above formulae can be used for computing an MLP’s sensitivity value only at 
each training sample. If a training set has n samples, then the sensitivity value of a 
particular sample i is |Si|, and the sensitivity value for the MLP on the entire training 
set can be computed by

1

n

i
i

S
=
∑ . 

3.2   The Architecture of an Ensemble 

In our approach, an ensemble is a linear combination of its members with assigned 
weights, which can be regarded as a larger network composing all members with one 
more layer as output layer. The output layer has only one neuron with linear activa-
tion function, and so the output of the ensemble is 

1
( ) *

n

i ii
F x h w

=
∑= . Fig. 1 shows 

the architecture of an ensemble, in which ih  is the ith member, and W  is the weight 

vector. Now, a question is how to find the proper weight for each member. 
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Fig. 1. The architecture of an ensemble 

3.3   Fusion Weight Determination 

One obvious solution for the above question is to find the weight by employing a 
training mechanism, called the second training. Under this consideration, the original 
training set needs to be divided into two parts, one (called TRAINING SET I) is for 
training each individual MLP, the other (called TRAINING SET II) is reserved for the 
second training to determine the fusion weights.  

Since an ensemble can be treated as a one-layer network by regarding each mem-
ber as an input element, the LMS algorithm can be employed for training the network 
on TRAINING SET II. But it should be noticed that LMS can not guarantee the net-
work’s performance as each member does on TRAINING SET I. By noticing that all 
members are trained with approximate accuracy on TRAINING SET I, namely, 

1 2 ... nh h h≈ ≈ , the constraint of 
1

1
n

i
i

w
=
∑ =  during the second training can overcome this 

problem because under this circumstance 
1 1

* * *
n n

i i i i
i i

F h w h w h
= =

= ≈ =∑ ∑  is always satisfied. 

Thus, the LMS with the constraint 
1

1
n

i
i

w
=
∑ =  can always make the ensemble have simi-

lar performance as individual members have on TRAINING SET I.  

3.4   The Entire Procedure 

The entire procedure of our approach can be summarized in Fig. 2. 
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Fig. 2. The entire procedure of our approach 
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4   Experimental Results 

In this section, to evaluate the effectiveness of our approach, two regression experiments 
are conducted on some well-known data sets and the experimental results are analyzed. 

4.1   Experiment Setup 

In our experiments, MLPs of two-layer architecture are implemented with five neu-
rons on hidden layer and one neuron on output layer. Each data set in table 1 is di-
vided into 3 subsets: TRAINING SET I for training individuals, TRAINING SET II for 
the second training and TEST SET for evaluating generalization performance. Each 
experiment runs 8 times and the MSE (Mean Squared Error) in each of the following 
tables is the average of the 8 results. 

Table 1. Experiment Data 

Data set Function Variable Size 

2d Mexican Hat 
sin

sin
x

y c x
x

= =  [ ]2 ,2x π π∈−  
5000[1] 
2500[2] 
2500[3] 

3d Mexican Hat 
2 2

1 2
2 2

1 2
2 2

1 2

sin
sin

x x
y c x x

x x

+
= + =

+

 
[ ]4 ,4x π π∈−  

3000[1] 
1500[2] 
1500[3] 

Gabor 
2 2

1 2

2 2
1 2

1
exp[ 2( )]

2
* cos[2 ( )]

y x x

x x

π
π

= − +

+
[ ]0,1x∈  

3000[1] 
1500[2] 
1500[3] 

Plane 1 20.6 0.3y x x= +  [ ]0,1x∈  
1000[1] 
500[2] 
500[3] 

Sin siny x=  [ ],x π π∈ −  
5000[1] 
2500[2] 
2500[3] 

Sin1 
sin x

y
x

=  [ ]2 ,2x π π∈−  
5000[1] 
2500[2] 
2500[3] 

In the above table, [1], [2] and [3] denote the size of TRAINING SET I, TRAINING 
SET II and TEST SET respectively.  

4.2   Experiment I 

In experiment I, 20 MLPs with different initial weights were trained on TRAINING 
SET I. They were then clustered into 9 groups by k-means algorithm according to 
each MLP’s sensitivity. One MLP was selected from each group respectively. All the 
selected MLPs are combined by the second training method.  

The results of experiment I are shown in table 2, in which 20p  is the generalization 

performance of an ensemble with 20 MLPs using simple averaging, sin glep is the per-

formance of the best individual MLP from the trained 20 MLPs, selectedp  is the per-
formance of an ensemble with the 9 selected MLPs using simple averaging and 

2 trainp − is the performance of an ensemble with the 9 selected MLPs using the 
weighted averaging. 
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Table 2. The MSE on TEST SET 

Data set 
20p  sin glep  selectedp  2 trainp −  

2d Mex Hat  0.0155 0.0144 0.0154 0.0112 

3d Mex Hat 0.0279 0.0275 0.0279 0.0265 

Gabor 0.2148 0.2040 0.2145 0.1509 

Plane 0.0116 0.0107 0.0115 0.0104 

Sin 0.0668 0.0445 0.0646 0.0206 

Sin1 0.0160 0.0148 0.0155 0.0129 

As shown in the above tables, sensitivity measure is effective because selec tedp  is 

better than 
2 0p . In addition, the second training method for finding the appropriate 

fusion weights is also effective because 2 tra inp −  has the best performance among 

20p , sin glep  and selectedp . 

4.3   Experiment II 

In experiment II, 20 MLPs were generated by Bagging. Then, 9 of them were selected 
and combined by our approach. The performance, on TEST SET , of an ensemble with 
Bagging: baggingp as well as an ensemble with the second training method: 

2b a g g in g tra inp − −  is given in Fig. 3. 

 

Fig. 3. The MSE of Bagging and our approach on TEST SET 

In the above figure, 1 and 2 respectively denote the MSE of the ensemble with 
Bagging and that of our approach. It is clear that our approach has a better perform-
ance than Bagging. 

5   Conclusion 

This paper presents a novel approach for ensemble learning. To construct an ensemble 
of MLPs, a pool of trained MLPs is first created with different initial weights, then the 
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sensitivity of each MLP is computed to form a diversity measure for selecting diverse 
MLPs from the pool by means of a clustering method, finally each selected MLP’s 
weight for combination is determined by the second training with LMS algorithm. 
Experimental results show that our approach can greatly improve an ensemble’s gen-
eralization performance over the Bagging approach.  

In our future work, we will try to proceed in three ways. They are the creation of 
more diverse individual neural networks satisfying the same training accuracy, the 
establishment of more accurate diversity measure as well as dynamic clustering 
method for selecting ensemble members, and the searching for more fitted weights for 
effectively combining individual members. 
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Abstract. The generalization ability of a machine learning algorithm varies on 
the specified values to the model-hyperparameters and the degree of noise in 
the learning dataset. If the dataset has a sufficient amount of labeled data points, 
the optimal value for the hyperparameter can be found via validation by using a 
subset of the given dataset. However, for semi-supervised learning--one of the 
most recent learning algorithms--this is not as available as in conventional su-
pervised learning. In semi-supervised learning, it is assumed that the dataset is 
given with only a few labeled data points. Therefore, holding out some of la-
beled data points for validation is not easy. The lack of labeled data points, fur-
thermore, makes it difficult to estimate the degree of noise in the dataset. To 
circumvent the addressed difficulties, we propose to employ ensemble learning 
and graph sharpening. The former replaces the hyperparameter selection proce-
dure to an ensemble network of the committee members trained with various 
values of hyperparameter. The latter, on the other hand, improves the perform-
ance of algorithms by removing unhelpful information flow by noise. The ex-
perimental results present that the proposed method can improve performance 
on a publicly available bench-marking problems. 

Keywords: Semi-supervised learning, Graph sharpening, Ensemble learning, 
Hyperparameter selection, Noise reduction. 

1   Introduction 

In supervised learning, the performance of a model would be improved if the data 
with class labels were more available, since the model would have more to learn. 
However, it is often difficult, expensive, and time-consuming to collect the data with 
labels while unlabeled data is readily available or relatively easy to collect such as in 
text categorization and protein function classification, etc. One may assume that those 
unlabeled data also give valuable information for learning. Recently, semi-supervised 
learning has been proposed to make use of unlabeled data as well as labeled ones by 
assuming that data with similar attributes lead to similar labels. Originally, this learn-
ing framework is to deal with situations where labeled data is only a few while unla-
beled data is given in a large quantity. Previous researches have shown that learning 
with both unlabeled and labeled data can outperform learning with only labeled ones 
[1][2][3].  
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The generalization ability of a model, regardless of supervised learning or semi-
supervised learning, varies on the specified values to model-hyperparameter and the 
degree of noise in the learning dataset. The hyperparameter selection depends on the 
degree of noise, and so the two problems have been often dealt with together as a sin-
gle issue. However, either one can solely exist as a separate problem since, for in-
stance, the hyperparameter selection will still remain even after the noisy data points 
are removed from the dataset. The hyperparameter selection is rather directly related 
to the complexity of problem in hand which is not likely to be identified in advance. If 
the dataset has a sufficient amount of labeled data, the optimal value for the hyper-
parameter can be found in a trial-and-error fashion by checking the validation per-
formance. In supervised learning, cross-validation is generally used for this. However, 
for semi-supervised learning, it is hardly able to hold out some of labeled data in or-
der to make a separate validation set. Meanwhile, noise in the dataset also increases 
the problem complexity. A higher degree of noise leads to a more complicated prob-
lem and hence a higher model complexity. If the degree of noise is known in advance, 
overfitting to noise can be prevented by imposing a more penalty on a more compli-
cated model. In supervised learning, even if the degree of noise is not known a priori, 
the estimation for it is still available by checking the class impurity with labeled data. 
In semi-supervised learning, however, the noise estimation does not seem to be possi-
ble: again, because of lack of labeled data. 

In this paper, we propose to employ ensemble learning and graph sharpening to 
circumvent the addressed difficulties. Ensemble learning is to combine a variety of 
models so as to improve performance by reducing the bias or variance of error 
[4][5][6][7]. And graph sharpening is a most recently proposed method in semi-
supervised learning, which eliminates or reduces the noisy or corrupt information in 
the dataset by taking into explicit account the values of relationship between data 
points [8]. The former replaces the hyperparameter selection procedure to an en-
semble network of the committee members trained with various values of hyper-
parameter. The latter, on the other hand, improves the performance of algorithms by 
removing or alleviating influence of noise in the dataset. 

The paper is organized as follows. In Section 2, we present the basic idea of the 
proposed method with brief introduction to graph-based semi-supervised learning, 
graph sharpening, and ensemble learning. In Section 3, we show the results of ex-
periments on synthetic and real-world datasets. We conclude with additional remarks 
in Section 4. 

2   Method 

The proposed method is based on graph-based semi-supervised learning. Within this 
framework, we employ graph sharpening and ensemble learning: First, multiple 
graphs are generated with various values of hyperparameter. The individual graphs 
are “sharpened” for de-noising. And then, those graphs are combined into an ensem-
ble network. The following three subsections introduce the methods in due order.  
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2.1   Graph-Based Semi-supervised Learning 

In graph-based semi-supervised learning [9], a data point ( )1, ,ix i n=  is repre-

sented as a node i in a graph, and the relationship between data points is represented 
by an edge (see Fig.1). The connection strength from each node j to each other node i 
is encoded in element 

ijw  of a weight matrix W. Often, a Gaussian function between 

points is used to specify connection strength:  

2

( - ) ( - )
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The i~j stands for node i and j having an edge between them that can be established by 
k nearest neighbors (kNN) where k is a user-specified hyperparameter. The labeled nodes 
have labels { }1,1ly ∈ − , while the unlabeled nodes have zeros 0uy = . Our algorithm will 

output an n-dimensional real-valued vector ( )1 1, , , , ,
T TT T

l u l l n l uf f f f f f f+ = +⎡ ⎤= =⎣ ⎦ , 

which can be thresholded to make label predictions on 
1, ,l nf f=  after learning. It is as-

sumed that
if  should be closed to the given label 

iy  in labeled nodes (loss condition), and 

overall, 
if  should not be too different from the 

jf  of adjacent nodes (smootheness condi-

tion). One can obtain f by minimizing the following quadratic function [9][10][11]. 

( ) ( )min
T T

f
f y f y f Lfµ− − +   (2) 

where ( )1, , ,0, ,0ly y y
Τ= , and the matrix L, called the graph Laplacian matrix, is 

defined as L=D-W where ( )iD diag d= , 
i ijj

d w=∑ . The parameter µ  trades off loss 

versus smoothness. The solution of this problem is obtained as 

1( )f I L yµ −= + .  (3) 

  

Fig. 1. An ordinary graph by W: The labeled 
node is denoted as “+1” or “-1”, and the 
unlabeled node as “?”. The edge has no direc-
tionality. 

Fig. 2. A sharpened graph by
sW : By graph 

sharpening some edges have been removed 
or have assumed directionality according to 
the importance of the information flow 
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2.2   Graph Sharpening 

The recently proposed graph sharpening is an effective method to improve the per-
formance of the graph-based semi-supervised learning algorithms [8]. As described in 
the earlier section, the relationship between the data points is represented by the simi-
larity matrix W which plays a critical role in prediction as a form of graph-Laplacian 
L. Related to the matrix, graph sharpening addresses two points. First, the data in 
many kinds of noise form an unnecessary edge and cause the decline of the perform-
ance of the algorithm. Second, the matrix W is dealt with as fixed and symmetric, 
which means the edge is considered without direction, and the reflected similarity is 
an undirected edge. When weight matrix W, however, describes the relationships be-
tween the labeled and unlabeled points, it is not necessarily desirable to regard all 
such relationships as symmetric. That is, the contribution of all edges to the informa-
tion flow may be varied by not weighing them equally. Graph sharpening improves 
the performance of algorithms by changing the weight matrix to remove the edge 
caused by noise and to employ directionality between edges by asymmetrically 
weighing edge-weights [3]. If an ordinary weight matrix is represented as a block 
matrix 

ll lu ul uuW W W W W= ⎡ ⎤⎣ ⎦ , graph sharpening changes the matrix as 

0 ul uuW diagonal W W= ⎡ ⎤⎣ ⎦  in the simplest case. 
luW  should be read as the weight 

of an edge from an unlabeled to a labeled point (u→l). The output prediction for 
unlabeled data points can be obtained using the following equation: 

1( ( ))u uu uu ul lf I D W W yµ µ −= + −
.
 (4) 

Fig. 2 shows change in a graph after sharpening. Note that some edges have been 
removed and have assumed directionality. A detailed mathematical foundation of 
graph sharpening can be found in [8]. 

2.3   Ensemble Learning 

Ensemble learning is to combine a variety of member models in order to reduce the 
bias or variance of error, and to improve performance therefrom [4][5][6][7]. The 
ensemble network achieves the better performance when its members become more 
diverse. The members can be diversified by using perturbed learning datasets as in 
bagging [4] and boosting [12], or by directly perturbing the hyperparameter values of 
the learning algorithm while keeping a single learning dataset as common across the 
members [13]. In our method, the latter is taken- diversification by hyperparameter 
perturbation but no variation in the learning dataset. This becomes of great benefit to 
semi-supervised learning, particularly with respect to its hyperparameter selection 
procedure. Using a validation set for hyperparameter selection, the most representa-
tive approach which has originally been designed for supervised learning, does not 
well fit into semi-supervised learning. Because, in semi-supervised learning, the 
amount of labeled data in the entire dataset is absolutely deficient even for learning, in 
other words, even for making a training dataset, and so further splitting them for mak-
ing a validation dataset is hard to be taken as a reasonable approach. In the proposed 
method, multiple networks are trained with various values of hyperparameter without 
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using a validation set, and then combined into an ensemble network: we train as many 
individual networks as all the possible combinations of the two hyperparameters, the 
number of neighbors ( )1, , Kκ κ =  in Eq.(1) and the loss-smoothness tradeoff 

( )1, , Mµ µ =  in Eq.(2), and then the final output of the ensemble network is calcu-

lated by taking the simple mean of the output values of the K M×  member  

networks. This replaces selecting a single best network via a validation set, which 
becomes a more practical approach for semi-supervised learning. Fig 3 illustrates the 
procedure. 
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f x

F x
K M

κ µ
κ µ= ==
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1, , Kκ = 1, , Mµ =  

Fig. 3. Ensemble learning 

3   Experiment Results 

We applied the proposed method, ensemble learning on sharpened graphs, to various 
kinds of data sets: an artificial dataset and five benchmarking datasets. We examined 
the change in the area under the ROC curve (AUC) in terms of ‘original’ versus 
‘sharpened’ and ‘single’ versus ‘ensemble.’ This setting enabled us to see the effect of 
the proposed method from two separate viewpoints, graph sharpening and ensemble 
learning. 

3.1   Artificial Data 

The proposed method was evaluated on the two-moon toy problem as shown in Fig. 
4(a). A total of 500 input data were generated from two classes, each with 245 unla-
beled and 5 labeled data. The AUC was measured under various combinations of hy-
perparameters such as (k, μ) ∈ {3, 5, 10, 20, 30} × {0.01, 0.1, 1.0, 10, 100, 1000}, 
where k and μ indicate the number of k-nearest neighbors in Eq.(1) and the loss-
smoothness tradeoff parameter in Eq.(2), respectively. Fig. 4(b) and (c) depict the 
changes in the AUC over the hyperparameter variation. Fig.4(b) shows the effect of 
graph sharpening: when compared with single-original, single-sharpened is less sensi-
tive to hyperparameter variation because of noise reduction by graph sharpening. Also 
note that in every comparison the AUC is increased after the original graph is  
sharpened. Fig.4(c) shows that the synergy effect of graph sharpening and ensemble 
learning: when compared with single-original, ensemble-sharpened shows less  
sensitivity and higher accuracy. Also, when compared with single-sharpened, ensem-
ble-sharpened gives a more stabilized performance. 
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(a)                           (b)                             (c)  

Fig. 4. Artificial data: (a) presents the two-moon toy problem. (b) and (c) depict the changes in 
the AUC over hyperparameter variation (k and µ), “(b) single-original vs. single-sharpened” 
and “(c) single-original vs. ensemble-sharpened”, respectively.  

3.2   Real Data 

Table 1 shows the AUC comparison results between “single-original” and “ensemble-
sharpened” for five real-world datasets [15]. Each dataset has two sets of predeter-
mined 12 splits, one is for 10 labeled data and the other is for 100 labeled data. The 
AUC was measured at every combination of hyperparameters (k, μ) ∈ {3, 5, 10, 20, 
30} × {0.01, 0.1, 1.0, 10, 100, 1000}. The Wilcoxon signed-rank test was used to ver-
ify the performances of both methods, where a smaller the value of p stands for a 
more significant difference between them [14]. The values listed in the table are the 
mean and standard deviation of AUC values across the 12 splits in datasets. Most in 
the cases, the proposed method increased AUCs and the effect was statistically sig-
nificant. The maximum avg. increase in AUC, 0.10, was obtained from USPS-100 
labeled dataset. On the other hand, the minimum avg. increase was 0 from BCI-10 
labeled dataset guaranteeing ‘no loss’ even in the worst case. The five pairs of bar 
graphs in Fig.5 visualize the results. 

Table 1. AUC comparison for the five benchmark data sets (mean ± std) 

Dataset (dimension, number of points) Single-Original Ensemble-Sharpened
(proposed method) p-value

(1)Digit1(241, 1500) 10label 0.89 ± 0.04 0.93 ± 0.05 0.00
100label 0.97 ± 0.02 0.99 ± 0.01 0.00

(2)USPS (241, 1500)
10label 0.65 ± 0.09 0.68 ± 0.10 0.00

100label 0.87 ± 0.08 0.97 ± 0.01 0.00

(3)BCI (117,400) 10label 0.50 ± 0.01 0.50 ± 0.03 0.93
100label 0.53 ± 0.03 0.56 ± 0.02 0.00

(4)g241c (241, 1500) 10label 0.55 ± 0.03 0.56 ± 0.05 0.00
100label 0.63 ± 0.05 0.65 ± 0.04 0.00

(5)g241n (241, 1500) 10label 0.55 ± 0.03 0.56 ± 0.04 0.00
100label 0.63 ± 0.04 0.65 ± 0.04 0.00  
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Fig. 5. The AUC comparison of single-original and ensemble-sharpened 

4   Conclusion 

In this paper, we proposed to use ensemble learning and graph sharpening for graph-
based semi-supervised learning. Instead of using a single graph specified to a certain 
value of the hyperparameter in a trial-and-error fashion, we employed a graph ensem-
ble of which committee members trained with various values of the hyperparameter. 
Ensemble learning stabilizes performance by reducing the error variance-and-bias of 
individual learners. Additionally, with ensemble learning, the hyperparameter selec-
tion procedure becomes less critical. The accuracy of an individual graph, on the other 
hand, was improved by the graph sharpening. Graph sharpening removes noisy or 
unnecessary edges from the original graph. This enhances the robustness to noise in 
the dataset. When applied to an artificial problem and five real-world problems, the 
synergy of ensemble learning and the graph sharpening resulted in more significant 
improvement in performance.  
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Abstract. The Self-Organizing Map (SOM), which projects a (high-
dimensional) data manifold onto a lower-dimensional (usually 2-d) rigid
lattice, is a commonly used manifold learning algorithm. However, a
postprocessing – that is often done by interactive visualization schemes
– is necessary to reveal the knowledge of the SOM. Thanks to the SOM
property of producing (ideally) a topology preserving mapping, existing
visualization schemes are often designed to show the similarities local
to the lattice without considering the data topology. This can produce
inadequate tools to investigate the detailed data structure and to what
extent the topology is preserved during the SOM learning. A recent graph
based SOM visualization, CONNvis [1], which exploits the underutilized
knowledge of data topology, can be a suitable tool for such investigation.
This paper discusses that CONNvis can represent the data topology on
the SOM lattice despite the rigid grid structure, and hence can show the
topology preservation of the SOM and the extent of topology violations.

1 Introduction

There have been many research on data projection and visualization motivated
by the idea that the data samples can be represented by a low-dimensional
submanifold even if they are high-dimensional. The visualization of the data
space in low-dimensional (2-d or 3-d) spaces can guide the user for learning the
underlying submanifold and the data structure. A classical technique is principal
component analysis (PCA) which works well when the data lies on a linear
submanifold of the data space. However, real data often lie on nonlinear spaces.
For nonlinear projection, a number of algorithms have been introduced: multi
dimensional scaling (MDS) [2], Isomap [3], locally linear embedding (LLE) [4],
and the self-organizing maps (SOMs) [5] are some popular ones. A recent review
on nonlinear projection schemes can be found in [6].

Among many schemes, SOMs stand out because they have two advantageous
properties: an adaptive vector quantization that results in optimal placement
of prototypes in the data space; and ordering of those prototypes on a rigid

� This work was partially supported by grant NNG05GA94G from the Applied Infor-
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low-dimensional lattice according to their similarities. Due to these properties,
density distribution – and therefore the structure – of a high-dimensional mani-
fold can be mapped (and visualized) on a low-dimensional grid without reducing
the dimensionality of the vectors.

SOMs, however, necessitate a postprocessing (visualization) scheme to reveal
the learned knowledge due to the fact that the 2-d ordered placement of the
quantization prototypes on the lattice is insufficient to show their similarities.
What aspects of the SOM’s knowledge are presented by visualization has great
importance for detailed analysis of the data structure. Various aspects of the
SOM knowledge such as the (Euclidean) distances between the prototypes ad-
jacent in the lattice and the density distribution are presented in several ways
(different color assignments, adaptive cell sizes or cell shapes) [7,8,9,10,11,12].
More review on different SOM visualizations can be found in [13] and [14].

In order to visualize the data structure without postprocessing tools, Adap-
tive Coordinates [15] and the Double SOM [16] update not only the prototypes
but also their positions in the SOM lattice while learning. By these methods,
the SOM does not have a rigid grid anymore and the dissimilarities between
the prototypes are visually exposed by the lattice distance of the prototypes.
However, it is uncertain how they would work for large data volumes and for
high-dimensional data. Another variant of the SOM that enables a direct and
visually appealing measure of inter-point distances on the grid is the visualiza-
tion induced SOM (ViSOM) [17]. The ViSOM produces a smooth and evenly
partitioned mesh through the data points which reveals the discontinuities in the
manifold. The ViSOM is computationally heavy for large data sets due to the
requirement of large number of prototypes even for small data sets. To remedy
this, a resolution enhanced version of ViSOM is also proposed [18].

Recently, a graph based topology visualization for SOMs, CONNvis, which
renders the data topology – represented by a weighted Delaunay graph – on
the SOM lattice is introduced [1]. It has been shown that CONNvis can help
extraction of details in the data structure when the data vectors outnumber the
SOM prototypes [14,19]. This paper demonstrates that when the SOM is used
as a vector quantization algorithm CONNvis can be a useful tool for analysis of
how data topology is mapped on the SOM lattice. Section 2 briefly introduces
the CONNvis, shows examples for several different data sets, and compares the
CONNvis to the U-matrix (a commonly used SOM visualization) [7] and to the
ISOMAP (a popular MDS algorithm) [3]. Section 3 concludes the paper.

2 Data Topology Representation through CONNvis

CONNvis is a rendering data topology – represented by a “connectivity matrix”
CONN – on the SOM lattice [14]. The connectivity matrix [14], CONN, is a
weighted Delaunay triangulation, where the weight of an edge connecting two
prototypes is the number of data vectors for which these prototypes are the best
matching unit (BMU) and the second BMU. CONN indicates the neighborhood
relations of the prototypes with respect to the data manifold because a binarized
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(a) Lsun (b) Delaunay graph (c) CONN (d) CONNvis

(e) Wingnut (f) Delaunay graph (g) CONN (h) CONNvis

Fig. 1. Examples for the connectivity matrix CONN and its visualization, shown with
two simple 2-d data sets from [21]. A 10 × 10 SOM is used to obtain prototypes. Top:
(a) Lsun (dots, 3 clusters) and its prototypes in data space. (b) Delaunay triangulation
of the Lsun prototypes. Empty prototypes are not shown. (c) CONN of Lsun proto-
types. (d) CONNvis (Rendering of CONN on the SOM lattice). Bottom: (e) Wingnut
(2 clusters with inhomogeneous density distribution) (f) Delaunay triangulation of the
Wingnut prototypes (g) CONN of Wingnut prototypes. (h) CONNvis. The disconti-
nuities in the Lsun and Wingnut data sets can be seen through their CONN and their
CONNvis.

CONN is equivalent to the induced Delaunay graph, which is the intersection of
the Delaunay triangulation with the data manifold [20]. This, in turn, makes the
discontinuities (separations) within the data set visible. The weight of an edge,
connectivity strength, show the degree of the similarity with respect to the data
manifold.

Fig. 1 shows examples of CONN for two simple 2-d data sets constructed
by [21]. The first one is called “Lsun” which has three well-separated clusters
(two rectangular and one spherical). The second one, “Wingnut”, has two rec-
tangular clusters with inhomogeneous density distribution within clusters and
similar intra-cluster and inter-cluster distances. For both cases, the cluster struc-
ture (discontinuities in the data) can be seen through CONN regardless of the
variations in cluster characteristics.

For low-dimensional (1-, 2-, 3-d) data sets, CONN can be visualized in the data
space. However, for higher dimensions, it would not be practical to show CONN
in the data space. In such cases, rendering of CONN on the SOM lattice can help
visualize the data structure. This rendering, CONN visualization (CONNvis), is
done by connecting the lattice locations of the prototypes with lines of various
widths and colors. A line between two locations indicates that their prototypes are
adjacent in the data space. The line width, which is proportional to connectivity
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(a) Chainlink (b) CONN (c) CONNvis

(d) 3d2d1d (e) CONN (f) CONNvis

Fig. 2. Examples for topology representation with the connectivity matrix CONN and
CONNvis, shown with two data sets. Top: Chainlink (a) data set (two circles in two dif-
ferent 2-d spaces) (b) CONN (c) CONNvis. Bottom: 3d2d1d (d) data (3-d rectangular,
2-d planar, 1-d line and 1-d circle) (e) CONN (f) CONNvis. For both data sets, CONN
and CONNvis are able represent the data topology despite the different submanifolds
in the data sets.

strengths, shows the local density distribution among the connected units. The
line width hence conveys a sense of the global importance of each connection by
allowing comparison with all others, in this visualization. The gray intensities (al-
ternatively, different colors as in [1]) – dark to light – express the similarity ranking
of the Voronoi neighbors of a prototype i in terms of the strengths of their con-
nectivity to i. These intensities indicate the local importance of a connection since
the ranking does not depend on the size of the receptive field of i, but only on the
relative contribution of each neighbor. The existence of a line between two units,
the line width and the gray intensity defines the similarity between the connected
prototypes. As examples for CONNvis, CONN of the two data sets in Fig. 1 are
rendered on the SOM lattice as shown in Fig. 1.d and Fig. 1.h. CONNvis repre-
sentations of these data sets demonstrates the data topology just as informatively
as CONN in the data space.

To illustrate the representation of data topology with the CONNvis, two more
data sets which have different submanifolds are used. The first data set, Chain-
link, is a 3-d data set with two rings lie in two different 2-d spaces. The second
one, 3d2d1d, has a 3-d rectangular region, a 2-d planar region, a 1-d line and
a circle. Fig. 2 shows these data sets, their CONN and CONNvis. Unlike other
dimensionality reductions, SOM prototypes keep their data dimensionality while
the prototypes are ordered on a 2-d grid. This allows visualizing the representa-
tion of the data topology in the data space and on the SOM. As seen in Fig. 2,
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(a) Lsun (b)Wingnut (c) Chainlink

(d) 3d2d1d

Fig. 3. U-matrix visualization of the SOMs for (a) Lsun in Fig. 1 (b) Wingnut in Fig. 1
(c) Chainlink in Fig. 2 (d) 3d2d1d in Fig. 2. The lighter the gray intensity, the more
similar the neighbor prototypes are. Coarse boundaries of structures in the data can
be seen through the U-matrix. However, finer details may be missed due to the lack of
information about the data topology.

the data topology can be represented through the CONN and CONNvis. Even
though this information is inherent in the SOM, other SOM visualizations may
fail to represent the data topology for these cases due to their consideration
of the prototype itself or its SOM neighbors. CONNvis uses the underutilized
knowledge of the SOM and indicates that SOM can represent data topology to
the extent that can show the separations within the data despite its rigid grid
structure. The use of CONNvis aims to find the separations in the data rather
than a perfect representation of the data topology.

2.1 Comparison of the CONNvis to the U-Matrix

A commonly used SOM visualization is the U-matrix [7]. The U-matrix shows
the (average) distances of a prototype to its lattice neighbors by gray inten-
sities of the cells. This visualization and its variants work well for relatively
simple data. However, they may obscure finer details in complicated data and
they underutilize the data topology. For example, Fig. 3 shows the U-matrix
visualization of the SOM for the four data sets: Lsun, Wingnut, Chainlink, and
3d2d1d. The U-matrix visualizations of the 10 × 10 SOMs provide enough reso-
lution for coarse delineation of the clusters of the Lsun and Wingnut data sets
but may not show detailed boundaries of the clusters. A larger SOM (100×100)
can discover these clusters through a U-matrix as shown in [10], at significantly
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(a) Wingnut (b) 3d2d1d

Fig. 4. ISOMAP mapping of (a) Wingnut in Fig. 1 (b) 3d2d1d in Fig. 2

larger computational cost. The two clusters of the Chainlink data set can be
seen through the U-matrix, with the exception that one circle is captured as a
line and the similarity of the two end points of this line could not be shown. For
the case of the 3d2d1d data, the U-matrix indicates uniform distances among
the prototypes that are lattice neighbors except for the top right of the SOM.
This may indicate a different structure at the top right but details could not be
identified from this visualization.

2.2 Comparison of the CONNvis to the ISOMAP

Another innovative method for data projection is ISOMAP [3]. It projects the
data vectors onto a lower-dimensional space by preserving the relative local
distances between data vectors. The ISOMAP projection of the Wingnut and
3d2d1d data sets onto 2-d space is shown in Fig. 4. (The Lsun and Chainlink data
sets have disconnected groups and the ISOMAP embeds them separately and
hence we omit them for ISOMAP representation). Similarly to the CONNvis,
ISOMAP indicates the two clusters in the Wingnut data set and 3-d, 2-d and 1-d
regions in the 3d2d1d data set, however, it misses the circle structure. ISOMAP
often provides a better mapping than the SOM (hence a better 2-d visualiza-
tion than CONNvis) when the data set has no discontinuities due to the fact
that ISOMAP aims at finding one underlying submanifold. However, ISOMAP
may be less useful than the CONNvis of the SOM in terms of visualization of
discontinuities in the data.

2.3 Evaluation of Topology Violations with CONNvis

The representation of data topology on the SOM lattice with CONNvis also
helps in a detailed assessment of topology preservation for the SOM learning.
If two units are connected (their prototypes are Voronoi-neighbors) and they
are neighbors in the SOM lattice, then the topology of their prototypes is pre-
served. However, there can be cases where connected units are not immediate
SOM neighbors (forward topology violations) or unconnected units are immedi-
ate neighbors in the SOM lattice (backward topology violations). For example,
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the CONNvis of the Lsun and Wingnut data sets, shown in Fig. 1, have no
forward topology violations as expected since these data sets are 2-d. However,
there are backward topology violations which reveal the discontinuities in the
data such as the boundaries of three clusters in the Lsun and two clusters in
the Wingnut data set. The CONNvis of the Chainlink data set (Fig. 1) shows
two forward violations (the lines that connect the ends of the outer ring to the
unit in the inner part) in the SOM whereas the CONNvis of the 3d2d1d data
sets have several forward violations at the left part of the SOM where the 3-d
manifold is mapped.

The strength (line width) of a forward topology violating connection char-
acterizes the degree of the violation. The more data vectors contribute to a
given connection, the more severe the violation is. For a forward violation, low
strength (thin lines) usually indicates outliers or noise while greater strengths
are due to data complexity or badly formed SOM. For example, the violations in
the CONNvis of Chainlink and 3d2d1d are due to data complexity. The folding
length of the violating connection, that is the maximum norm distance between
the connected neural units in the SOM lattice, describes whether the topology
violation is local (short ranged) or global (long ranged).

In most cases, perfect topology preservation is not necessary for capture of
clusters in the data. Weak global violations, or violations that remain within
clusters do not affect the delineation of boundaries. Proper investigation of such
conditions for a trained SOM is therefore important. The CONNvis is a useful
tool for such analysis. Interactive clustering from the CONNvis is explained and
shown powerful in [14].

3 Conclusion

CONNvis is a postprocessing tool for the SOM where the number of data vectors
is much larger than the SOM prototypes (due to the construction of CONN based
on the density distribution). CONNvis drapes the data topology over the SOM
lattice, which in turn, may help analyze the mapping of the SOM, topology
preservation of the SOM, and the extent of forward topology violation at each
prototype. By comparing the CONNvis to the U-matrix and the ISOMAP, it has
been shown here that CONNvis can visualize the power of the SOMs in topology
preservation despite the rigid SOM lattice.

References
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Abstract. This paper proposes a kind of novel kernel functions obtained from 
the reproducing kernels of Hilbert spaces associated with special inner product. 
SVM with the proposed kernel functions only need less support vectors to con-
struct two-class hyperplane than the SVM with Gaussian kernel functions, so 
the proposed kernel functions have the better generalization. Finally, SVM with 
reproducing and Gaussian kernels are respectively applied to two benchmark 
examples: the well-known Wisconsin breast cancer data and artificial dataset. 

Keywords: SVM, Reproducing Kernel. 

1   Introduction 

For the sake of the reproducing kernel functions of  reproducing kernel Hilbert space 
with many good properties, they have been widely applied to many fields [1]-[3]. 
Nonlinear SVM based on kernel technique is a state-of-the-art learning machine 
which have been extensively used as  classification and regression tool, and found a 
great deal of success in many applications [4]-[9]. In this paper, we prove that the 
reproducing kernel functions of  reproducing kernel Hilbert space associated with 
novel inner product are a kind of new kernel functions. We apply SVM with the pro-
posed kernel functions to Wisconsin breast cancer data and artificial data, and demon-
strate that it provides remarkable improvement of support vectors and training time 
compared with that of SVM with the Gaussian kernels. Especially, the proposed ker-
nel functions become more and more efficient with the increase of orders of the space. 

2   Preliminaries 

Definition 1. Let X  be an abstract set, and H  be a Hilbert space of real or complex 
value functions f  defined on the set  X . A function ),( yxK  on XX ×  is called a 

reproducing kernel, if ),( yxK  satisfies the following two properties: 
a) ),( ⋅xK  belongs to H  for all Xx∈ ; 
b) )(),(),( xfyxKyf y =><  for  all  Xx∈  and all Hf ∈ . 

We denote δ as the Dirac function, F  as the Fourier transformation and 1−F  as the 
Fourier inverse transformation in this paper. 
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We denote )(RH n  as the set of real functions that are absolutely continuous and 
square-integrable, with absolutely continuous derivatives up to the order 1−n  and 
square-integrable derivatives up to the order n  on R , where n  is a positive integer. 

We consider the Hilbert space )(RH n  associated with the inner product 
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)(2 xK is the reproducing kernel of )(2 RH  associated with the inner product 
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)(3 xK is the reproducing kernel of )(3 RH  associated with the inner product 
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)(xKn is the reproducing kernel of )(RH n  [1]. 

Theorem 1. The horizontal floating function is a allowable support vector’s kernel 
function if and only if the Fourier transform of )(xK  need satisfy the condition as 
follows: 

0)()exp()2()]([ 2 ≥−= ∫
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dR

d

dxxKxjxKF ωπ .
 

(5) 

More details can be referred to [4]. 

3   Main Results 

Theorem 2. If the reproducing kernel function is redefined as: 
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then it is a allowable support vector kernel function, where  

T
dxxX ),,( 1= ，

T
dyyY ),,( 1=  ， 0>ia ，

+∈ Zd . (7) 

Proof. According to the theorem 1, we only need to prove  
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Substituting (6) into (8), the latter becomes 
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Accordingly, we have 

0)]([ >XKF . (10) 

4   Experiments 

To evaluate the performance of )(xKn , we did simulations on two classification prob-

lems: artificial dataset and Wisconsin breast cancer data classification problem. The 
primary kernel function is fixed to be a Gaussian RBF ( 1=σ ). 

4.1   Artificial Datasets 

Let us consider an artificial two-dimensional data set )},{( yxX = uniformly distrib-
uted in the region ]1,1[]1,1[ −×− , where two classes are separated by a nonlinear 
boundary determined by xy πsin= . Simulation  results for )(xKn  and Gaussian ker-

nel are compared in the table 1. 

Table 1. Comparison about the results for )(xKn  and Gaussian kernel 

Kernel function Training  errors Test errors SV’s (the number of 
support vectors) 

)(1 xK  0 7 11 

)(2 xK  0 4 10 

)(3 xK  0 3 8 

Gaussian kernel 0 7 14 

We should note that, since the data set is randomly generated, results in the test er-
rors and SV’s may change in different trials. However, the above results indicate the 
success of the method. 



 A Class of Novel Kernel Functions 191 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

 

Fig. 1. A two-dimensional artificial data set, where the two classes are denoted by ‘o’ and ‘*’. 

The symbol ‘+’ represents the support vectors of kernel K . 

4.2   Wisconsin Breast Cancer Data Classification Problem 

In this section, a benchmark Wisconsin breast cancer data classification problem is 
tested [10]. The data consists of 10 medical attributes (one of them is the id number 
which we don’t use for the classification task), which are used to make a binary deci-
sion on the medical condition: whether the cancer is malignant or benign. The data set 
consists of 699 instances including missing values. We used a random selection of 
200 training data and 200 testing data, excluding the instances with missing values. 
Experimental results for )(xKn  and Gaussian kernel are compared in the table 2 

which again demonstrates the power of )(xKn . 

Table 2. Comparison about the results for )(xKn  and Gaussian kernel 

Kernel function Training samples Test errors SV’s 

)(1 xK  200 9 37 

)(2 xK  200 9 34 

)(3 xK  200 9 29 

Gaussian kernel 200 9 42 
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Obviously, compared with Gaussian kernels, in terms of training samples and test 
errors under the same conditions, )(xKn  need fewer support vectors, which requires 

less time. With the increase of n , the number of support vector is also declining. 

5   Conclusions and Future Works 

We prove that )(xKn ’s are a class of new kernel functions. We also achieve tremen-

dous success in applying )(xKn ’s as the kernel functions of SVM. Experimental 

results show )(xKn ’s as the kernel functions of SVM are better than Gaussian kernel 

functions. With the increase of n , )(xKn ’s became better and better. Because )(xKn  

is remarkably analogous with the radial basis functions, wavelets and other kernel 
functions, we are exploring to substitute )(xKn  for the radial basis functions, wave-

lets and other kernel functions. We believe that )(xKn  is very attractive so that it can 

be effectively used to solve many hard kernel-based problems.  
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Abstract. Temporal regularity of pattern appearance can be regarded as an im-
portant criterion for measuring the interestingness in several applications like 
market basket analysis, web administration, gene data analysis, network monitor-
ing, and stock market. Even though there have been some efforts to discover  
periodic patterns in time-series and sequential data, none of the existing works is 
appropriate for discovering the patterns that occur regularly in a transactional da-
tabase. Therefore, in this paper, we introduce a novel concept of mining regular 
patterns from transactional databases and propose an efficient data structure, 
called Regular Pattern tree (RP-tree in short), that enables a pattern growth-based 
mining technique to generate the complete set of regular patterns in a database for 
a user-given regularity threshold. Our comprehensive experimental study shows 
that RP-tree is both time and memory efficient in finding regular pattern. 

Keywords: Data mining, pattern mining, regular pattern, cyclic pattern. 

1   Introduction 

Mining interesting patterns from transactional database plays an important role in data 
mining and knowledge engineering research. Different forms of interestingness have 
been investigated and several techniques have been developed in each case. Mining 
frequent patterns [1, 2] that discovers a set of frequently appearing patterns in a data-
base has been studied widely in recent years. However, the number of occurrences 
may not always represent the significance of a pattern. The other important criterion 
for identifying the interestingness of a pattern might be the shape of occurrence. Con-
sider the transactional database in Table 1. It can be observed that patterns “a”, “d” 
and “be” with respective supports 5, 5 and 4 only appear more frequently at a certain 
part of database (i.e., “a” at the beginning, “d” at the end, and “be” in the middle of 
database) than the rest part. Even though such patterns may be frequent in the whole 
database, their appearance behaviors do not follow temporal regularity. In contrast, 
relatively less frequent patterns “c”, “bc”, “ce”, “ef” etc. are almost evenly distributed  
                                                           
* This study was supported by a grant of the Korea Health 21 R&D Project, Ministry for 

Health, Welfare and Family Affairs, Republic of Korea (A020602). 
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Table 1. A transactional database 

Id Transaction Id Transaction Id Transaction
 a d 

a b c e 
a b e f 

4
5
6

a b c e 
a b e f 
b c d 

7
8
9

c d e 
d e f 
b c d 

 
throughout the database. Therefore, they can be more important patterns in terms of 
the regularity of appearance which traditional frequent pattern mining techniques fail 
to discover. We define such a pattern that appears regularly in a database as a regular 
pattern. 

The significance of such patterns with temporal regularity can be revealed in a wide 
range of applications where users might be interested on the occurrence behavior 
(regularity) of patterns rather than just occurring frequency i.e., support. For example, 
in a retail market some products may be sold more regularly than other products. That 
is, it is necessary to find out a set of items that are sold together at a regular interval. 
Also, to improve web site design the site administrator may be interested in regularly 
visited web page sequences rather than heavily hit web pages only for a specific pe-
riod. Such measure can also be useful in network monitoring, stock market, etc. 

Therefore, in this paper, we address the problem of discovering regular patterns in 
a transactional database. We define a new regularity measure for a pattern by the 
maximum interval of its consecutive occurrences in the whole database. Thus, regular 
patterns, defined such way, satisfy the downward closure property [1]. We propose a 
novel tree structure, called RP-tree (Regular Pattern tree), to capture the database 
contents in a highly compact manner and mine regular patterns from it by using an 
efficient pattern growth-based mining technique. Our extensive performance study 
shows that mining regular patterns from RP-tree is highly memory and time efficient. 

The rest of the paper is organized as follows. Sections 2 summarizes the existing 
algorithms to mine periodic and cyclic patterns that are mostly related to our work. 
Section 3 introduces the problem definition of regular pattern mining. The structure 
of RP-tree and regular pattern mining technique are given in Section 4. We report our 
experimental results in Section 5. Finally, Section 6 concludes the paper. 

2   Related Work 

Mining frequent patterns [2, 7, 4], periodic patterns [8, 6, 9] and cyclic patterns [3] in 
static database have been well-addressed over the last decade. Han et. al. [2] proposed 
the frequent pattern tree (FP-tree) and the FP-growth algorithm to mine frequent pat-
terns with a memory and time efficient manner. The FP-growth’s performance gain is 
mainly based on the highly compact support-descending FP-tree structure.  

Periodic pattern mining problem in time-series data focuses on the cyclic behavior 
of patterns either in the whole [8] or at some point [9] of time-series. Such pattern 
mining has also been studied as a wing of sequential pattern mining [9, 6] in recent 
years. However, although periodic pattern mining is closely related with our work, it 
cannot be directly applied for finding regular patterns from a transactional database 
because it considers either time-series or sequential data. 
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Ozden et. al. [3] proposed a method to discover the association rules [1] occurring 
cyclically in a transactional database. It outputs a set of rules that maintains a cyclic 
behavior in appearance among a predefined non-overlapping database segments. The 
main limitation of this method is segmenting the database into a series of fixed sized 
segments, which may suffer from “border effect”. That is, if the sufficient number of 
occurrences of a pattern (to become frequent) occurs in the borders of two consecu-
tive segments, the pattern might be ignored to generate association rules.  

3   Problem Definition 

Let L = {i1, i2, … , in} be a set of items. A set X ⊆L is called a pattern (or an itemset). 
A transaction t = (tid, Y) is a couple where tid is the transaction-id and Y is a pattern. 
A transactional database DB is a set of transactions T = {t1, … , tm} with m = |DB|, 
i.e., total number of transactions in DB. If X ⊆ Y, it is said that X occurs in t and de-

noted as , [1, ]X
jt j m∈ . Thus, { ,..., }X X X

j kT t t= , j ≤ k and ],1[, mkj ∈  is the set of all 

transactions where pattern X occurs. Let 1
X
jt + and X

jt , are two consecutive transactions 

in TX. Then
1

X X X
jjp t t+= − , [1, ( 1)]j m∈ −  is a period of X and 1{ ,..., }X X X

rP p p=  is the 

set of all periods of X in DB. For simplicity, we consider the first and the last transac-
tions in DB as ‘null’ with tfirst = 0 and tlast = tm respectively. Let the max_period of 
X= 1( )X X

jjMax t t+ − , )]1(,1[ −∈ mj be the largest period in PX. We take max_period as 

the regularity measure for a pattern and denote as reg(X) for X.  
Therefore, a pattern is called a regular pattern if its regularity is no more than a 

user-given maximum regularity threshold called max_reg λ, with 1 ≤ λ ≤ |DB|. Regu-
lar pattern mining problem, given a λ and a DB, is to discover the complete set of 
regular patterns having regularity no more than λ in the DB. 

4   RP-Tree: Design, Construction and Mining 

Since regular patterns follow the downward closure property, with one DB scan we 
identify the set of length-1 regular items say, R for a given max_reg. An item header 
table, called regular table (R-table in short), is built with this scan in order to facilitate 
the tree traversal and to store all length-1 items with respective regularity and sup-
port. Each entry in R-table consists of four fields in sequence (i, s, tl, r); item name (i), 
support (s), tid of the last transaction where i occurred (tl), and the regularity of i (r). 
Let tcur and pcur be the tid of current transaction and the most recent period respec-
tively for an item X. The R-table is, therefore, maintained according to the process 
given in Fig. 1. The first transaction (tcur = 1), {ad} initializes all entries for item ‘a’ 
and ‘d’ in R-table, as shown in Fig. 2(a). The next transaction (tcur = 2) sets R-table 
entries for items ‘b’, ‘c’ and ‘e’ with the values {s; tl; r} = {1; 2; 2} and updates the 
same for ‘a’ (Fig. 2(b)). The R-table, after scanning up to tid = 9, is given in Fig. 2(c). 
To reflect the correct period for each item, the whole table is refreshed by updating r 
values (considering tcur = 9) of each item at the end of DB as shown in Fig. 2(d). Once 
the R-table is built, we generate R by removing all irregular items and arranging the 
items in support-descending order to facilitate the RP-tree construction. 
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1. If tcur is X’s first occurrence 
2.         {s =1, tl = tcur, r = tcur};  
3. Else {s = s +1; 
4.           pcur = tcur – tl, tl = tcur; 
5.          If (pcur > r )   
6.               r = pcur ;} 
7. Refresh the table at the end of DB;  

Fig. 1. R-table maintenance 

 

 

Fig. 2. R-table population for the DB in Table-1 

4.1   Construction of an RP-Tree 

With the second DB scan, using the FP-tree construction technique [2], the RP-tree is 
constructed in such a way that, it only contains items in R in R-table order. No node in 
an RP-tree does maintain the support count field. However, the transaction occurrence 
information is explicitly kept in a list called tid-list in the last node (say, tail-node) of 
the transaction. The following example illustrates the construction of an RP-tree. 
Consider the DB of Table 1, and Fig. 3 for the step-by-step RP-tree construction for λ 
= 3. Figure 3(a) shows the R-table (for λ = 3) obtained from the R-table of Fig. 2(d). 
For the simplicity of figures, we do not show the node traversal pointers in trees, 
however, they are maintained in a fashion like FP-tree does. 

Since all the items in tid = 1 are irregular, the first transaction to be inserted is 
{abce} (i.e., tid = 2). After removing irregular item(s) from tid = 2 and sorting the 
regular items, we insert {abce} in the form and order of {bec} in tree with node “c:2” 
being the tail-node that carries the tid for the transaction, as shown in Fig. 3(b). For 
the next transaction (i.e., tid = 3), as in Fig. 3(c), since its (ordered) regular item list 
(b, e, f) shares a common prefix (b, e) with the existing path (b, e, c), one new node 
(“f:3”) is created as a tail-node with value 3 in its tid-list and linked as a child of node 
(“e”). After scanning all the transactions and inserting them in similar fashion, the 
final RP-tree for the DB of Table 1 with λ = 3 is shown in Fig. 3(d). Based on above 
R-table and RP-tree construction techniques, we have the following property and 
lemma of an RP-tree. For each transaction t in DB, reg(t) is the set of all regular items 
in t, i.e., reg(t) = item(t) ∩ R, and is called the regular item projection of t. 

Property 1. An RP-tree maintains a complete set of regular item projection for each 
transaction in a DB only once. 

 

Fig. 3. Construction of an RP-tree 
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Lemma 1. Given a transactional database DB and a max_reg, the complete set of all 
regular item projections of all transactions in DB can be derived from the RP-tree for 
the max_reg. 

Proof. Based on the RP-tree construction mechanism, reg(t) of each transaction t is 
mapped to only one path in it and any path from the root up to a tail-node maintains 
the complete projection for exactly n transactions (where n is the total number of 
entries in the tid-list of the tail-node).                                                                           ■ 

Based on the RP-tree construction process, Property 1 and Lemma 1, each transaction 
t contributes at best one path of the size |reg(t)| to an RP-tree. Therefore, the total size 
contribution of all transactions can be∑ ∈DBt treg |)(|  at best. However, since there is 

usually a lot of common prefix patterns among the transactions, the size of an RP-tree 
is normally much smaller than∑ ∈DBt treg |)(| . One may assume that the structure of 

the RP-tree may not be memory efficient, since it explicitly maintains all tids in the 
tree structure. However, we argue that the RP-tree achieves the memory efficiency by 
keeping such transaction information only at the tail-nodes and avoiding the support 
count field at each node. Moreover, keeping the tid information in tree structure has 
also been found in literature for efficiently mining frequent patterns [5], [7]. To cer-
tain extent, some of those works additionally maintain support count and/or the tid 
information [7] in each tree node.  

 4.2   Mining with RP-Tree 

The support-descending RP-tree, constructed in above example, enables the subse-
quent mining of regular patterns with a rather compact data structure. Similar to FP-
growth-based [2] mining approach, we recursively mine the RP-tree of decreasing 
size to generate regular patterns by creating pattern-bases and corresponding condi-
tional trees without additional DB scan. Before discussing the mining process we 
explore the following important property and lemma of an RP-tree. 

Property 2. Each tail-node in an RP-tree maintains the occurrence information of all 
the nodes in the path (from that tail-node to root) in the transactions of its tid-list. 

Lemma 2. Let Z = {a1, a2, ….., an} be a path in an RP-tree where node an, being the 
tail-node, carries the tid-list of the path. If the tid-list is pushed-up to node an-1, then 
node an-1 maintains the occurrence information of path Z’ = {a1, a2, ..., an-1} for the 
same set of transactions in the tid-list without any loss. 

Proof. Based on Property 2, the tid-list in node an explicitly maintains the information 
about the occurrence of Z’ for the same set of transactions. Therefore, the same tid-list 
at node an-1 exactly maintains the same information for Z’ without any lose.             ■ 

The pattern-base is constructed for each item starting from the bottom of the R-table. 
The pattern-base for an item i, PBi is created by accumulating only the prefix sub-paths 
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of nodes labeled i in the RP-tree. Since i is the last item in the R-table, each node la-
beled i in the RP-tree must be a tail-node. Therefore, based on Lemma 2, the tid-lists of 
all such tail-nodes are pushed-up to respective parent nodes in the RP-tree and in PBi. 
Thus, the parent node is converted to a tail-node if it was an ordinary node; otherwise, 
the tid-list is merged with its previous tid-list. All nodes labeled i in the RP-tree and the 
entry for i in R-table are, thereafter, deleted. The pattern-base for ‘f’ of Fig. 3(d) is 
shown in Fig. 4(a). The tid-list of every tail-node of any PBi is mapped (in temporary 
array) to all items in the respective path to compute the regularity of each item j in R-
tablei. Therefore, it is rather simple calculation to compute reg(ij) from Tij by generating 
Pij, as shown in Fig. 4(b) for the PBf. The conditional tree for i CTi is, then, constructed 
from PBi by removing all irregular items and nodes respectively from R-tablei and PBi. 
The tid-list (if any) of the deleted node is pushed-up to its parent node. The conditional 
tree for ‘f’ can be generated as shown in Fig. 4(c). The whole process of pattern-base 
and conditional tree constructions is repeated until the R-table becomes empty. 

From the above mining process the complete set of regular patterns for a given 
max_reg can be generated from an RP-tree constructed on a DB. The technique is 
efficient due to support-descending item order and performing the mining operation 
from bottom to top. 

5   Experimental Results 

We performed comprehensive experimental analysis on the performance of RP-tree to 
discover regular patterns over several synthetic and real datasets which are frequently 
used in frequent pattern mining experiments, since such datasets maintain the charac-
teristics of transactional database. Due to the space constraint we only report the re-
sults on a subset of them. All programs are written in Microsoft Visual C++ 6.0 and 
run with Windows XP on a 2.66 GHz machine with 1GB of main memory. Runtime 
specifies the total of CPU and I/Os times.  

The memory consumptions of the RP-tree for different values of max_reg over 
dense real dataset chess and sparse synthetic dataset T10I4D100K are reported in Fig. 
5. The more the value of max_reg is, the more the memory RP-tree requires. The 
reason is that, with the increase of max_reg the number of regular patterns increases 
for every dataset, as shown in Table 2. Therefore, the size of RP-tree becomes larger 
to store more patterns. However, it is clear from the figure that, the structure of an 
RP-tree can easily be handled in a memory efficient manner. 

 

Fig. 4. Pattern-base and Conditional tree construction with the RP-tree 
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Fig. 5. Compactness of the RP-tree 

 

Table 2. Pattern count on max_reg 

Dataset max_reg (%) Number of Patterns

T10I4D100K
0.2 
0.6 

19 
309 

chess 
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Fig. 6. Execution time over T10I4D100K 
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Fig. 7. Execution time over chess 

 

We observed the execution time the RP-tree requires in mining regular patterns on 
change of max_reg. The execution time includes the construction of the R-table and 
RP-tree, and corresponding mining. The execution time may vary depending on the 
size of dataset keeping the characteristic fixed. Therefore, to grasp the effect of min-
ing on variation of both max_reg and dataset size, we perform regular pattern mining 
by increasing the size of T10I4D100K (Fig. 6) from 25K to 100K (full dataset) and 
that of chess (Fig. 7) from 1K to 3K (full dataset) with the variation of max_reg. The 
results show that, as per as the partial or whole DB and reasonably high max_reg are 
concerned, mining regular patterns from the corresponding RP-tree is rather time 
efficient for both sparse and dense datasets. 

We also study the scalability of the RP-tree by varying the number of transactions in 
DB. We use real Kosarak dataset for the scalability experiment, since it is a huge 
sparse dataset with large number of distinct items (41,270) and transactions (990,002). 
We divided the dataset into five portions of 0.2 million transactions in each part. Then 
we investigated the performance of the RP-tree after accumulating each portion with 
previous parts with performing regular pattern mining each time. We fixed the 
max_reg with 0.1%. As shown in Table 3, as the DB increases, the execution time and 
required memory increase. However, RP-tree shows stable performance of about linear 
increase of runtime and memory consumption with respect to the size of DB.  

Table 3. Scalability of the RP-tree 

Dataset Size (Million Transactions) Dataset: Kosarak
max_reg = 0.1% 0.2 0.4 0.6 0.8 1.0 

Execution Time (Sec) 57.70 126.23 224.27 364.60 635.20

Memory (MB) 0.74 1.72 4.23 6.64 9.78 
 



200 S.K. Tanbeer et al. 

6   Conclusions 

We have introduced a new interesting pattern mining problem, called regular pat-
terns, that explores the temporal regularity of pattern occurrence in transactional data-
base. To efficiently mine regular patterns, we have also proposed a highly compact 
tree structure called the RP-tree. The experimental results demonstrate that our RP-
tree can provide the time and memory efficiency during the regular pattern mining. 
Moreover, it is highly scalable in terms of time and memory. 
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Abstract. To help people obtain the most important information daily
in the shortest time, a novel framework is presented for simultaneous key
entities extraction and significant events mining from daily web news.
The technique is mainly based on modeling entities and news documents
as weighted undirected bipartite graph, which consists of three steps.
First, key entities are extracted by scoring all candidate entities on a
specific day and tracking their trends within a specific time window.
Second, a weighted undirected bipartite graph is built based on enti-
ties and related news documents, then mutual reinforcement is imposed
on the bipartite graph to rank both of them. Third, clustering on news
articles generates daily significant events. Experimental study shows ef-
fectiveness of this approach.

Keywords: web news mining, entity, mutual reinforcement, event.

1 Introduction

Every day there is a huge amount of new information available to us, and a
large portion of it is news on the web. Online newspapers and news portals have
become one of the most important sources of up-to-date information. However,
without proper organization of the overwhelming information, one can easily
become lost because of its vast size. It is not feasible for a web surfer to go
through all the news without any pre-processing, because the news a person can
read is much less than the amount produced within the same time period on the
web. Thus, there is a growing need for tools that will allow individuals to access
and keep track of this information in a automatic manner. To help people obtain
the most important information daily in the shortest time, a system should be
designed to automatically extract significant ones from web news repository.

In this paper, we are interested in extracting key entities and significant events
from daily text-based web news documents. Our aim is to alleviate the informa-
tion overload problem by focusing on important events, that is, events that are
popular during a specified time period and typically contain several related key
entities that are the basis of events extraction. We introduce two critical proper-
ties of a key entity, “novelty” and “pervasiveness”. For “novelty”, we mean that
the relative importance of an entity is in an ascending trend during the most

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 201–209, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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recent days, for example, one week in our experiment; by “pervasiveness” we
evaluate its popularity on current day. For example, the entity “Buenos Aires”
(Argentine Capital) has both properties on April 12th, 2008, since “Buenos
Aires” was seldom reported (in our news repository) during the past week while
widely mentioned on that day, significant event related to it is that Olympic
flame arrives in Buenos Aires for the first time.Figure 1 shows the system ar-
chitecture of the proposed framework. News documents are downloaded from
several news sites on the web by crawling those sites with reasonable frequency
every day. Fetched documents are firstly stored in local databases, then ana-
lyzed using web news parsing tools to build specific data structure of entities
and documents for further computation. Novel entities among all candidate ones
are extracted as features by taking their “novelty” properties into account. A
bipartite graph is built based on extracted features and documents related to
them. Through mutual reinforcement between features and documents, we can
simultaneously rank both of them. By considering both ranking score and pre-
computed “novelty” value, key entities are extracted on the day. Clustering are
performed on ranked documents, and the ranking score of a cluster is the sum of
its contained elements. Clusters with highest scores are most significant events
on each day. In our implemented online system, multi-document summarization
of each cluster is provided to help user quickly get main knowledge of that event.
In addition to the list of hot entities, one can also see the trends and related
news of them during last week. To the best of our knowledge, this is a novel
framework on the subject.

The rest of this paper is organized as follows. Section 2 briefly reviews the
related work. Section 3 deals with the feature selection issue. Sections 4 and 5
present the proposed extracting method. We report the experimental results in
Section 6 and conclude in Section 7.

2 Related Work

Our work is related to several lines of work in text mining and stream data
mining. Topic detection and tracking (TDT) is the major area that tackles the
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problem of discovering events from the news articles. Most of them focused on
online detection [2,3,4]. Our proposed framework is also based on online news,
however, we intend to extract key entities and significant events while TDT
mainly aims to detect new events.

Capturing variations in the distribution of key terms on a time line is a critical
step in extracting significant events. It is essential to track the terms to deter-
mine what stage of their life cycle they are in [5]. Bursty patterns or events are
recently studied. [8,9] proposed using χ2-test to construct an overview timeline
for the features in the text corpus. In this paper, key entities are also extracted as
features. In addition, our system can simultaneously extract significant events,
which are highly related to those features. [6] proposed an algorithm for con-
structing a hierarchical structure for the features in the text corpus by using an
infinite-state automaton. [14] constructs a feature-based event hierarchy for a
news text corpus, which is mainly based on clustering news documents to form
events and organize them in a hierarchical structure.

There are relatively fewer work which aims to extract significant events. [11]
extracts hot topics from a given set of text-based news documents published
during a given time period, the goal is similar to our work, however, we focus
on hot events on current day, not in past days.

3 Extracting Entities as Features

For news articles, entities are main feature terms, especially named entities (Peo-
ple, Locations, Organizations, etc.), so we treat them as features. In this section,
we focus on extract “novel” entities. Algorithm 1 shows how candidate entities

Algorithm 1. Feature Selection
Require: Entity dict and news data repository.
Ensure: Top n features.

FS = φ
for all entity term t such that t appears in more than two documents do

valcurday = tf/idf value of t
if valcurday > θ then

track its tf/idf value in each of past w days
compute its novelty value using Minimum Least Square
add pair (t, valcurday) into FS

end if
end for
sort FS according to novelty value of entities
return top n terms as features

are selected as features. For each candidate entity, its significance s, on current
day is computed, if s is above a given threshold θ, its significance is computed
for each day in past n days. Then we track its trend by the method of curve
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fitting, such as the simple and effective least square method. The slope of fitted
line k is taken as novelty value of the corresponding entity. The top entities,
such as top 500 in this paper, are extracted as features for further computation.
Entity significance s on a specific day is computed through traditional tf/idf
evaluation method in the information retrieval literature. tf is term frequency
of an entity on a specific day. Since our consideration is news article, news title
is more important than text, a bonus is added to its tf if an entity appears in
news titles. idf of t is the inverse document frequency of term t, which is usually
computed as idf(t) = log N−n(t)+0.5

n(t)+0.5 , where N is the number of documents on
the specific day, and n(t) is the number of documents in which term t occurs.

4 Mutual Reinforcement

In previous step, novel entities are selected as feature terms T = {t1, ..., tm}. Us-
ing traditional inverted indexing structure, all related documents set can be listed
as D = {d1, ..., dn}, each of D contains at least one feature. Taking elements in T
and D as vertices, a bipartite graph can be built from T and D in the following
way: if the feature term ti has relation with document dj , then create an edge
between ti and dj . We specify positive weights on the edges of the bipartite graph
with wij which indicates the weight on the edge (ti, dj). wij is calculated using
the probabilistic model, Okapi BM25: score(d, t) = idf(t) · f(t,d)·(k+1)

f(t,d)+k·(1−b)+b· |d|
avgdl

where f(t, d) is t’s term frequency in the document d, |d| is the length of the
document d (number of terms), and avgdl is the average document length in the
text collection from which documents are drawn. k and b are free parameters,
usually chosen as k = 2.0 and b = 0.75 empirically.

BM25 is a ranking function used by search engines to rank matching docu-
ments according to their relevance to a given search query, representing state-of-
the-art retrieval functions used in document retrieval. We denote the weighted
bipartite graph by G(T,D,W), where W = [wij ] is the m-by-n weight matrix
containing all the pairwise edge weights. For each feature ti and each document
dj we wish to compute their saliency scores u(ti) and v(dj), respectively. To this
end, we state the following mutual reinforcement principle:
A term should have a high saliency score if it appears in many documents with
high saliency scores while a document should have a high saliency score if it
contains many terms with high saliency scores.

The idea is similar to web page ranking method used to find the hub and
authority pages in a link graph[13]. Essentially, the principle indicates that the
saliency score of a term is determined by the saliency scores of the documents it
appears in, and the saliency score of a document is determined by the saliency
scores of the terms it contains. However, unlike web page ranking which totally
depends on the structure of link graph between web pages, since we have prior
information of terms, the “novelty value”, we add this information to the mutual
reinforcement principle. Mathematically, the above statement is rendered as:

u(ti) ∝
∑

v(dj)∼u(ti)
novtiwijv(dj), v(dj) ∝

∑
u(ti)∼v(dj)

novtiwiju(ti)
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where the summations are over the neighbors of the vertices in question, and
a ∼ b indicates there is an edge between vertices a and b, i.e., when computing a
term score, the summation is over all documents that contain the term and when
computing a document score, the summation is over all terms that appear in the
document. Note that the prior information of novelty value is taken into account.
The symbol ∝ stands for proportional to. Now we collect the saliency scores for
terms and documents into two vectors u and v, respectively, the above equation
can then be written in the following matrix format u = 1

σDWv, v = 1
σW

TDu,
where D is a diagnosis matrix where Dii is the pre-computed novelty value of
each corresponding feature. W is the weight matrix of the bipartite graph of
features and documents, WT stands for the matrix transpose of W , and 1

σ is
the proportionality constant. It is easy to see that u and v are the left and right
singular vectors of DW corresponding to the singular value σ. If we choose σ to
be the largest singular value of DW , then its is guaranteed that both u and v
have nonnegative components. The corresponding component values of u and v
give the feature and document saliency scores, respectively.

For the numerical computation of the largest singular value triplet u, σ, v,
we can use a variation of the power method adapted to the case of singular
value triplets: choose an initial value for v to be the vector of all ones. Iterate
the following two steps until convergence, (1)u = DWv, u = u/‖u‖, (2)v =
WTDu, v = v/‖v‖, where the vector norm ‖.‖ can be chosen to the Euclidean
norm, and σ = uTDWv upon convergence. For a detailed analysis of the singular
value decomposition for related types of matrices, the reader is referred to [10].

Algorithm 2. Clustering news documents into events
Require: News documents.
Ensure: News Events.

1. assign each news document to a cluster. Let the similarities between the clusters
the same as the similarities between the items they contain.
2. find the closest (most similar) pair of clusters and merge them into a single cluster.
3. compute similarities between the new cluster and each of the old clusters.
Cluster similarity between X and Y: Sim(X, Y ) = 1

NX×NY

�
x∈X,y∈Y sim(x, y)

4. Repeat steps 2 and 3 until similarity between closest pair is below an threshold.
5. Return each cluster as an event.

Now both rankings of entities and news documents are calculated. Top n entities
are selected as key entities on current day. Next clustering of news documents
will generate significant events.

5 Clustering Documents to Generate Significant Events

In this section, we cluster news documents into groups to generate significant
events. Hierarchical Aggregative Clustering(HAC) is chosen to cluster news doc-
uments. Algorithm 2 shows the method. Note that in algorithm 2, NX and NY
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are number of news documents in cluster X and Y respectively. Only news titles
are taken into account to compute the similarity of two news documents x and y:
Extract named entities NE and other entities OE in each document title, then
sim(x, y) is computed as sim(x, y) = αsim(NEx, NEy) + βsim(OEx, OEy) +
γsim(T itlex, T itley). sim(NEx, NEy) et. can be calculated using string similar-
ity measurement. The sum of α, β, and γ is 1 and they are chosen empirically,
in this paper they are set to 0.5, 0.3 and 0.2 respectively.

The ranking of each cluster(representing an event) is the sum of ranking of
its contained news documents. We select top n (say 50) clusters as significant
events. In the online system1, for each significant event, summary is generated
using multi-document summarization and related pictures in those news are
provided(if exists) to help user quickly acquire an overview of that event. Due
to space size and the aim of this paper, we will not discuss detail of those work.

6 Experimental Study

6.1 Data Sets

About 20 news sites are selected in our current online system, and all of them are
important and popular Chinese web news sites. News sites are crawled every 2
to 3 hours, and the number of news documents fetched everyday is around 3000
in average. They are general news ranging from politics, economics, societies to
sports and entertainment, etc., and most of them are related to China. A news
document parsing tool is developed to automatically extract news texts from
the original html sources. We utilize Chinese words segmenting tool with part-
of-speech tagging to extract candidate entities, then structured data is built and
stored in local databases.

6.2 Key Entities

Figure 2 depicts trends of the most novel entities on April 12th, and May 10th,
2008. Note that they are not the final key entities. Table 3 illustrates the ex-
tracted key entities on April 12th,2008.2 We will see that most of them are related
to significant events on that day. Most of the extracted entities are named enti-
ties. Entities 2,6,13 are people names, entities 1,7,8,9,11,14,16,17,18 are location
names and entities 3,4,5,10,12,15 are general entities.

6.3 Significant Events

Table 4 lists extracted significant events on April 12th,2008. By reading online
news on several news sites, we know that there are several significant topics on
that day: Boao Forum for Asia 2008, which is an important forum for Asia on eco-
nomics; Beijing Olympic torch; Poverty line in China, etc. We can see in table 4

1 URL: http://v.cindoo.com/news/newsminer.html
2 We have translated the experimental results into English in this paper.
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(a) Top 8 novel entities on April 4th, 2008
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(b) Top 8 novel entities on May 10th, 2008

Finance
Burma
Grain depot
Lebanon
Accumulation fund
The Allah Party
Xie Ruilin
Draft

Fig. 2. Top features with high novelty score. (a): Asia, Hu Jintao, Forum, Library,
Annual, Argentine, Energy, Buenos Aires, on April 12th, 2008 and (b): Finance, Burma,
Grain depot, Lebanon, Allah Party, Xie Ruilin, Draft, Accumulation fund, on May 10th,
2008. Note that on the time axis, 7 represents current day, 6-1 represent pre 6 days,
and the tf/idf values are normalized in [0,1].

Table 3. Top 18 Key Entities on April 12th,2008

Asia (0.263602) Hu Jintao (0.229216) Forum(0.160884)
Annual (0.111732) Energy (0.0319571) Long Yongtu (0.011728)
Chile (0.0091095) Kazakhstan (0.00847223) Tanzania (0.0070724)
Climate (0.00653906) Buenos Aires (0.00551221) Theme (0.0054622)
Wright (0.00535269) Mongolia (0.00443333) Heads of State(0.0028912)
Sanya (0.00245002) Qatar (0.00232734) Hainan Province (0.0022878)

Table 4. Top 10 events on April 12th,2008

No. Event

1 Boao Forum for Asia 2008 opens.
2 A dinner hosted by Chinese President Hu Jintao honoring participants at Boao.
3 Hu Jintao meets Xiao Wanchang.
4 CNOOC chief: Energy prices unlikely to soar in short term.
5 European Parliament debates human rights in China.
6 Poverty line to be raised to 1,300 yuan($186) in China.
7 Scientists predict: North Earth will be moist while arid in the south in 10 years.
8 Premier of Malaysia in charge of election defeat and will transfer the power.
9 Chinese Ambassador to Japan went to Nagano preparing for Olympic torch relay.
10 Beijing Olympic torch passing in Buenos Aires.

that events 1,2,3 are related to Boao Forum for Asia; Event 6 is about poverty
line in China; Events 9 and 10 are related to Olympic torch. Event 4 talks about
energy problem, event 5 is about human rights. Events 7 and 8 focus on global
climate and significant political event in Malaysia. It’s clear that all those 10
events are significant general events, which are in areas of politic, economic,
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sports, and social life.Due to space limit, we will not list more results in this
paper, the reader can browse our online system for more recent results.

7 Conclusions and Future Work

In this paper, we have proposed a framework for extracting key entities and
significant events from online news articles that appear in news sites. Our work
makes novel and important contributions in the following aspects: by tracking
history of entities, novel entities are extracted on current day, then a bipartite
graph is built based on those entities and news documents related to them,
and mutual reinforcement principle is imposed on the graph to simultaneously
rank entities and news documents. Experimental study shows effectiveness and
efficiency of our proposed work, which can help people quickly get knowledge of
key entities and significant events on each day. As future work, we are planning
to expand our experiment in two directions. First, we will conduct user studies to
further measure the effectiveness of our proposed framework. Second, we intend
to apply the proposed framework to domain-specific news, such as entertainment
news, sports news and finance news. More precise results are expected.
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Abstract. This paper evaluates the performance of intelligent models using de-
cision trees, rough sets, and neural networks for predicting smokers’ quitting 
behaviour. 18 models are developed based on 6 data sets created from the Inter-
national Tobacco Control Four Country Survey. 13 attributes about smokers’ 
beliefs about quitting (BQ) and 13 attributes about smokers’ beliefs about 
smoking (BS) are used as inputs. The output attribute is the smokers’ status of 
making a quit attempt (MQA) or planning to quit (PTQ). The neural network 
models outperform both decision tree models and rough set models in terms of 
prediction ability. Models using both BQ and BS attributes as inputs perform 
better than models using only BQ or BS attributes. The BS attributes contribute 
more to MQA, whereas the BQ attributes have more impact on PTQ. Models 
for predicting PTQ outperform models for predicting MQA. Determinant at-
tributes that affect smokers’ quitting behaviour are identified. 

Keywords: Decision trees, rough sets, neural networks, tobacco control. 

1   Introduction 

Smoking has long been a recognized global health problem. Various countries have 
attempted to influence the behaviour of smokers using means such as warning labels 
on cigarette packs, increasing the price of cigarettes and TV advertisements. The 
International Tobacco Control (ITC) Policy Evaluation Project aims at investigating 
the psychosocial and behavioural effects of tobacco control policies by conducting 
studies based on survey data from the ITC Four Country Survey (ITC-4C). The ITC 
project involves surveying on adult smokers from the United States, Canada, the 
United Kingdom and Australia [1]. Empirical evidence based on ITC-4C has shown 
that smokers’ internal motivations and beliefs about quitting have been identified as 
key factors to quitting [2]. Tobacco control policies have been implemented by gov-
ernments in all the countries mentioned. The intention of these policies is to encour-
age smokers to quit smoking. 

Among the key research issues to be addressed by the ITC, predicting the response 
of smokers to tobacco control policies has been a significant and challenging research 
task. Existing studies using statistical techniques focus on examining the relationship 
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between government policies and smokers’ behaviours [3][4][5]. However, these 
techniques have limitations in dealing with complex non-linear data. 

To address this important issue, we develop intelligent prediction models using deci-
sion trees (DT), rough sets (RS), and neural networks (NN) to predict smokers’ quitting 
behaviour. In the following sections, we first present the development of models using 
DT, RS, and NN techniques. We then compare the performance of these models in 
terms of their predictive abilities. With the models built, we identify the significant 
attributes that contribute to the smokers’ quitting status. We then discuss how the results 
of this study can be used as guidelines for making effective tobacco control policies. 

2   Building Prediction Models 

2.1   The International Tobacco Control (ITC) Data 

The data used in this study is from the first year of ITC-4C survey and it consists of 
5,450 smokers. Among the smokers, 37.22% made a quit attempt and 75.89% of them 
planned to quit. This implies that some smokers who planned to quit did not make a 
quit attempt within a certain period of time. Prior to actually quitting, significant steps 
taken by most smokers include planning to quit (PTQ) and making a quit attempt 
(MQA). In this paper, we refer to these 2 possible states as being the “status” of the 
smokers. From the ITC-4C data set we know more specifically 90.5% people who 
made a quit attempt actually planned quit and 89.3% people who ultimately quit actu-
ally planned to quit. 

We use MQA or PTQ as the output attribute for our models. As input attributes, 
we use 13 smokers’ beliefs about quitting (BQ) attributes and 13 smokers’ beliefs 
about smoking (BS) attributes. Table 1 summarizes the input and output attributes. 

Table 1.  Input and ouput attributes of prediction models 

Input attributes 
Beliefs about quitting (BQ)    Beliefs about smoking (BS) 

(BQ01) Concern for personal health (BS01) Enjoyment of smoking 
(BQ02) Smoking effecting non-smokers (BS02) Regret of smoking 
(BQ03) Society disapproves of smoking (BS03) Smoking reduces stress 
(BQ04) Cigarette price (BS04) Too much money on cigarettes 
(BQ05) Smoking restrictions at work (BS05) Smoking is important part of life 
(BQ06) Smoking restrictions in public 

places 
(BS06) Smoking helps control weight 

(BQ07) Advice from doctor (BS07) Mixed emotions about smoking 
(BQ08) Stop-smoking medication (BS08) Impact on people important to you 
(BQ09) Quit line advice (BS09) Availability of comfortable  

smoking places 
(BQ10) Advertisement about quitting (BS10) Society disapproves of smoking 
(BQ11) Warning labels on cigarette 

packages 
(BS11)   Medical evidence exaggerates\ 

smoking harm 
(BQ12) Example for children (BS12) Enjoyment considering the 

inevitability of death 
(BQ13) Benefits from quitting (BS13) Smoking is no more risky than 

other risky activities 
Output attribute 

Making a quit attempt (MQA) Planning to quit (PTQ) 
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2.2   Techniques 

Decision trees (DT) are a rule-based recursive structure to perform sequential classifi-
cation and investigate suitable attributes for prediction. Decision trees can handle a 
large number of data quickly and allow missing values to be included without pre-
processing [6]. Rough sets (RS) are an intelligent mathematical tool to deal with 
vague and uncertain data [7]. The rough sets are based on the premise that lowering 
the degree of precision in the data makes the data pattern more visible [8], whereas 
the central premise of the rough set philosophy is that the knowledge consists in the 
ability of classification. Neural networks are widely applied to model non-linear data 
and examine the relationship between input and output attributes [9]. Neural networks 
(NN) consider all input attributes and can be applied to complex modeling. In this 
paper, we vary input attribute categories to investigate the prediction accuracy and 
important attributes of DT, RS and NN models. 

2.3   Models 

We conduct a set of experiments to identify the internal relationships between the two 
quit statuses (MQA and PTQ) of the smokers. 

For the first set of experiments, we use PTQ as our output attribute. For each tech-
nique, the input attributes are split into three groups: 13 BQ attributes, 13 BS attrib-
utes, and 13 BQ attributes plus 13 BS attributes. 

In the second stage, we use MQA as the output attribute for prediction using the 
above three groups of attributes as inputs. In total, we build 18 models for comparison 
and analysis. 

3   Performance Evaluation 

Table 2 shows the prediction rates of DT, RS and NN models generated by the 6 dif-
ferent data sets. All NN models show the highest prediction rates for all data sets, 
whereas RS models have the lowest rates. 

For input attributes of three models, combining BQ and BS attributes together im-
proves the prediction accuracy slightly than using them separately as inputs for all 
three models. As we can see from three models, for predicting MQA, the models de-
veloped using BS attributes has better prediction rates than the ones using BQ  
 

Table 2.  Prediction rates of 18 models 

Input attributes    Model Output  
attributes BQ BS BQ + BS 

MQA 62.60% 64.00% 64.90% Decision  
tree PTQ 80.60% 75.40% 81.30% 
    

MQA 56.78% 58.94% 60.53% 
Rough set PTQ 75.56% 71.74% 78.36% 
     

MQA 64.51% 64.94% 66.89% Neural  
network PTQ 82.26% 79.82% 82.83% 
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attributes. For predicting PTQ, the accuracy rate of the models using BQ attributes is 
better than the ones using BS attributes. This indicates that the set of BS attributes is a 
better prediction for MQA whilst BQ is a better prediction for PTQ. 

In all models, each model has a better predictive accuracy on PTQ than MQA. The 
neural network model developed using both BQ and PS attributes for predicting PTQ 
has the highest predictive ability at 82.83%. 

4   Discussion 

To develop a better prediction model for predicting the effects of tobacco control 
policies, we conducted a performance evaluation study of intelligent models. 18 pre-
diction models including decision trees, rough sets, and neural networks were devel-
oped using different sets of BQ and BS attributes as inputs for two output variables, 
MQA and PTQ. The accuracy rates of three models were compared with in terms of 
their predictive ability. The results of the experiments have practical and theoretical 
implications for tobacco control policy implementing intelligent techniques. The 
findings of the study are summarized as follows. 

4.1   Selection of Prediction Models 

Concerning choice of intelligent techniques, the findings of the study will help to-
bacco policy decision makers choose the better prediction model for given tobacco 
control policies. As shown in Table 2, the accuracy rates of NN models are better than 
that of DT and RS models for all cases. 

This, therefore, suggests that neural networks are more suitable than the other two 
techniques for predicting smokers’ quitting behaviours by identifying the key deter-
minants of them. 

4.2   Determinate Data Sets for Predicting PTQ or MQA 

The experimental result shows that the accuracy rates of the models using both BQ 
and BS attributes as inputs are better than the models using only BQ or BS attributes 
for predicting the PTQ or MQA status of smokers. This suggests that tobacco control 
policy decision makers who aim at developing effective tobacco control policies need 
to consider addressing issues that have impacts on both BQ (“beliefs about quitting”)  
and BS (“belief about smoking”) attributes of smokers. 

The models using BS attributes for predicting MQA has better prediction rates than 
the ones using BQ attributes, while the accuracy rates of the models using BQ attrib-
utes for predicting PTQ are better than the ones using BS attributes. This indicates 
that smokers’ beliefs about smoking contribute more to smokers who make a quit 
attempt, whereas smokers’ beliefs about quitting have more impact on smokers who 
plan to quit. Furthermore, three different cases of input attributes for the output attrib-
ute PTQ have higher accuracy rates than the ones for MQA. This is not surprising 
since the proportion of smokers who is planning to quit (PTQ) is much higher than 
those making a quit attempt (MQA). 

The above findings about determinant input data sets for predicting MQA and PTQ 
suggests that tobacco control policies made with reference to these determinant input 
data sets can considerably influence smokers’ quitting status as identified in this 
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study. The use of various input data sets can be further investigated in order to de-
velop better prediction models as a future research. 

4.3   Influential Input Attributes for Predicting PTQ or MQA 

Table 3 shows the influential input attributes for predicting MQA and PTQ respec-
tively from 18 models, based on different data sets. Input attributes for each data set 
are ranked based on their contribution to prediction ability of each model. The high-
lighted input attributes indicate the common influential attributes from the DT, RS 
and NN models for each same data set. 

The way each technique identifies the important attributes differs. For DT models, 
attribute usage determines the most significant attributes. For RS models, classifica-
tion quality gives as a measure of attribute significance. For NN models, attribute 
weight gives as a measure of attribute significance. Although the techniques use a 
different approach, it is interesting to note that there are some common attributes 
which all 3 techniques agreed as being important. 

Significant BQ attributes. If we restrict the input data set to BQ attributes, all tech-
niques agree that for predicting MQA and PTQ the following attributes are in the top 
5 significant attributes, BQ13, BQ01, and BQ04. Also BQ12 is in the most significant 
5 apart from DT models for MQA. This suggests that the most significant factors 
influencing a smoker to plan to quit and to make a quit attempt are their knowledge of 
the benefits of quitting, their concern for their own personal health, their concern 
regarding the example they are setting for children, and the cost of cigarettes. Thus a 
tobacco control policy which is aimed at educating smokers about the impact smoking 
has on their own and their children’s long term health and quality of life combined 
with cigarette prices that add a significant incentive to quit, appear to be the best basis 
for encouraging smokers to plan to quit and to make a quit attempt. 

Significant BS attributes. The top 6 BS attributes for predicting MQA include two 
common attributes, BS01 and BS07, whereas the significant BS attributes for predicting 
PTQ show two common attributes, BS01 and BS12. For a smoker to plan to quit, en-
joyment of smoking and feelings about the inevitability of death are significant factors. 
Both of these are either very difficult or impossible to influence via policy. For a smoker 
to make a quit attempt, enjoyment of smoking and mixed emotions about smoking are 
significant factors. This suggests that if a smoker can be given an incentive to reconsider 
their smoking behaviour, they may be induced to make a quit attempt. 

Significant BQ+BS attributes. When we combine the BQ and BS attributes as inputs 
for predicting MQA, both DT and RS models agree that BS01, BQ04, BS13, and BS11 
are in the top 9 significant factors for a smoker to make a quit attempt and plan to quit. 
In addition, when we combine the BQ and BS attributes as inputs for predicting PTQ, 
both DT and RS models agree that BS01, BQ04, and BS13 are in the top 9 significant 
factors for a smoker to make a quit attempt and plan to quit. Influencing a smoker’s 
enjoyment of smoking is difficult to accomplish. However, if we consider the other 3 
significant factors, we can suggest that tobacco control policies aimed at educating 
smokers of the harm involved with smoking and convincing them that evidence of the 
harm resulting from smoking has not been exaggerated, combined with judicious ciga-
rette pricing, is likely to encourage a smoker to make a quit attempt and/or plan to quit. 
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Table 3. Influential input attributes of DT, RS and NN models 

Output attribute: MQA 
Input attribute: BQ 

Decision Tree Rough Sets  Neural Networks 
100%    BQ01 
53%    BQ11 
32%    BQ02 
27%    BQ13 
26%    BQ04 

0.124  BQ13 
0.086  BQ04 
0.079  BQ01 
0.078  BQ02 
0.076  BQ12 

0.10355  BQ01 
0.08508  BQ04 
0.08275  BQ08 
0.08213  BQ12 
0.08192  BQ13 

Input attribute: BS 
Decision Trees Rough Sets Neural Networks 
72%    BS01 
70%    BS07 
51%    BS02 
45%    BS13 
10%    BS08 

0.056  BS01 
0.047  BS06 
0.038  BS12 
0.038  BS13 
0.036  BS05 
0.036  BS07 

0.10604  BS08 
0.08817  BS01 
0.08643  BS02 
0.08497  BS04 
0.07949  BS07 
0.07585  BS03 

Input attribute : BQ + BS 
Decision Trees Rough Sets Neural Networks 

100%    BQ01 
60%    BS01 
39%    BQ06 
39%    BQ12 
28%    BS13 
26%    BS08 
22%    BS10 
2%    BS11 
1%    BQ04 

0.134  BQ13 
0.119  BS01 
0.108  BS06 
0.098  BS05 
0.096  BQ04 
0.091  BQ10 
0.091  BS13 
0.082  BS11 
0.071  BS02 

0.04619  BS08 
0.04615  BQ01 
0.04490  BS02 
0.04392  BQ13 
0.04342  BS03 
0.04263  BS01 
0.04207  BS05 
0.04052  BQ09 
0.04035  BS07 

Output attribute: PTQ 
Input attribute: BQ 

Decision Trees Rough Sets Neural Networks 
68%    BQ13 
62%    BQ01 
50%    BQ04 
50%    BQ10 
49%    BQ12 

0.109  BQ13 
0.065  BQ04 
0.064  BQ01 
0.063  BQ12 
0.051  BQ02 

0.11354  BQ01 
0.08179  BQ04 
0.08074  BQ12 
0.07956  BQ13 
0.07897  BQ02 

Input attribute: BS 
Decision Trees Rough Sets Neural Networks 
93%    BS08 
69%    BS12 
63%    BS01 
23%    BS04 
6%    BS06 
6%    BS11   

0.045  BS01 
0.041  BS06 
0.033  BS13 
0.032  BS05 
0.030  BS12 
0.028  BS11 

0.10264  BS01 
0.09481  BS12 
0.08890  BS08 
0.08377  BS04 
0.08313  BS02 
0.07501  BS05 

Input attribute: BQ + BS 
Decision Trees Rough Sets Neural Networks 
65%    BQ10 
62%    BQ01 
52%    BS01 
51%    BS13 
43%    BQ11 
42%    BQ04 
19%    BQ03 

0.062  BQ13 
0.033  BQ12 
0.032  BQ04 
0.029  BS01 
0.026  BQ08 
0.024  BS06 
0.020  BS13 

0.04929  BQ01 
0.04747  BQ13 
0.04530  BS01 
0.04283  BS04 
0.04254  BQ12 
0.04193  BS07 
0.04012  BQ06 
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5   Conclusion 

In this paper, we have built 18 models using decision trees, rough sets and neural 
networks, using 6 data sets created from the ITC-4C data. Smokers’ beliefs about 
quitting and beliefs about smoking are used as input attributes for predicting their 
status of making a quit attempt or planning to quit. The models developed provide 
useful information about the most significant factors encouraging a smoker to plan to 
quit and/or make a quit attempt. The common factors identified from these models 
indicate the knowledge a smoker has regarding the damage caused by smoking, the 
impact on the smokers’ health and well being as well as that of their children and 
cigarette price. Also the credibility of the medical evidence regarding the information 
provided to smokers is important. We have discussed the possible use of these results 
for tobacco control policy makers who wish to develop effective policies that will 
have significant impacts on smokers’ decisions as to whether to try and quit smoking. 
The outcomes of this study provide new insights into how to best address the chal-
lenging issue of predicting the effects of tobacco control polices. 
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Abstract. The depth information in the face represents personal features in de-
tail. In particular, the surface curvatures extracted from the face contain the 
most important personal facial information. These surface curvature and eigen-
face, which reduce the data dimensions with less degradation of original infor-
mation, are collaborated into the proposed 3D face recognition algorithm. The 
principal components represent the local facial characteristics without loss for 
the information. Recognition for the eigenface referred from the maximum and 
minimum curvatures is performed. To classify the faces, the max plus algebra 
based neural networks (morphological neural networks) optimized by hybrid 
genetic algorithm are considered. Experimental results on a 46 person data set 
of 3D images demonstrate the effectiveness of the proposed method. 

1   Introduction 

Today’s computer environments are changing because of the development of intelli-
gent interface and multimedia. To recognize the user automatically, people have re-
searched various recognition methods using biometric information – fingerprint, face, 
iris, voice, vein, etc [1]. In a biometric identification system, the face recognition is a 
challenging area of research, next to fingerprinting, because it is a no-touch style. For 
visible spectrum imaging, there have been many studies reported in the literature [2]. 
But the method has been found to be limited in their application. It is influenced by 
lighting illuminance and encounters difficulties when the face is angled away from the 
camera. These factors cause low recognition. To solve these problems a computer 
company has developed a 3D face recognition system [2][3]. To obtain a 3D face, this 
method uses stereo matching, laser scanner, etc. Stereo matching extracts 3D informa-
tion from the disparity of 2 pictures which are taken by 2 cameras. Even though it can 
extract 3D information from near and far away, it has many difficulties in practical use 
because of its low precision. 3D laser scanners extract more accurate depth information 
about the face, and because it uses a filter and a laser, it has an advantage of not being 
influence by the lighting illuminance when it is angled away from the camera. A laser 
scanner can measure the distance, therefore, a 3D face image can be reduced by a scal-
ing effect that is caused by the distance between the face and the camera [4][5]. Thus 
the use of 3D face image is now being more readily researched [3][6-10]. 

One of the most successful techniques of face recognition as statistical method is 
principal component analysis (PCA), and specifically eigenfaces [11][12]. In this paper, 
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we introduce a novel face recognition method for eigenfaces using the curvature that 
well presenting personal characteristics and reducing dimensional spaces. 

Neural networks have been successfully applied to face recognition problems [13]. 
In this paper, the morphological neural networks (MNNs) based on max plus algebra 
[14][15] are considered to identify the faces. However, the complexity of the MNNs 
increases exponentially with the parameter values, i.e. input number, output number, 
hidden neuron number, etc., and becomes unmanageable. To optimize these complex 
MNNs, the memetic algorithm (hybrid genetic algorithm) [16] is also considered rather 
than the gradient-based learning methods because of its poor convergence properties. 

2   Surface Curvature 

For each data point on the facial surface, the principal, Gaussian and mean curvatures 
are calculated and the signs of those (positive, negative and zero) are used to deter-
mine the surface type at every point. The z(x, y) image represents a surface where the 
individual Z-values are surface depth information. Here, x and y is the two spatial co-
ordinates. We now closely follow the formalism introduced by Peet and Sahota [17], 
and specify any point on the surface by its position vector: 

kyxzyjxiyxR ),(),( ++=  (1) 

The first fundamental form of the surface is the expression for the element of arc 
length of curves on the surface which pass through the point under consideration. It is 
given by: 
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The second fundamental form arises from the curvature of these curves at the point of 
interest and in the given direction: 
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the two fundamental forms become: 

AVVI t=  BVVI t=  (8) 

Then the curvature of the surface in the direction defined by V is given by: 
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Extreme values of k are given by the solution to the eigenvalue problem: 
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which gives the following expressions for k1 and k2, the minimum and maximum cur-
vatures, respectively: 
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Here we have ignored the directional information related to k1 and k2, and chosen k2 
to be the larger of the two. For the present work, however, this has not been done. The 
two quantities, k1 and k2, are invariant under rigid motions of the surface. This is a de-
sirable property for us since the cell nuclei have no predefined orientation on the slide 
(the x – y plane). 

The Gaussian or total curvature K is defined by 

21kkK =  (14) 

and the mean curvature M is defined by 

( ) 2/21kkM =  (15) 

which gives k1 and k2, the minimum and maximum curvatures, respectively. It turns 
out that the principal curvatures, k1 and k2, and Gaussian are best suited to the detailed 
characterization for the facial surface. For the simple facet model of second order 
polynomial of the form, i.e. an 3x3 window implementation in our range images, the 
local region around the surface is approximated by a quadric 

xyayaxayayaxaayxz 11
2

02
2

2001011000),( ++++++=  (16) 

and the practical calculation of principal and Gaussian curvatures is extremely simple. 
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3   Eigenface 

3.1   Computing Eigenfaces 

Consider face images of size N x N, extracted contour line value. These images can 
be thought as a vector of dimension N2, or a point in N2 – dimensional space. A set of 
images, therefore, corresponds to a set of points in this high dimensional space. Since 
facial images are similar in structure, these points will not be randomly distributed, 
and therefore can be described by a lower dimensional subspace. Principal component 
analysis gives the basis vectors for this subspace. Each basis vector is of length N2, 
and is the eigenvector of covariance matrix corresponding to the original face images. 
Let 

1Γ , 
2Γ , … , 

MΓ  be the training set of face images. The average face is defined by 

∑
=

Γ=Ψ
M

n
nM 1

1  (17) 

Each face differs from the average face by the vector Ψ−Γ=Φ ni
. The covariance 

matrix 

∑
=

ΦΦ=
M

n

T
nnM

C
1

1  (18) 

has a dimension of N2 x N2 . Determining the eigenvectors of C for typical size of N 
is intractable task. Once the eigenfaces are created, identification becomes a pattern 
recognition task. Fortunately, we determine the eigenvectors by solving an M x M 
matrix instead. 

3.2   Identification 

The eigenfaces span an M-dimensional subspace of the original N2 image space. The 
M significant eigenvectors are chosen as those with the largest corresponding eigen-
values. A test face image Γ  is projected into face space by the following operation: 

)( Ψ−Γ= T
nn uω , for n=1, …, M, where 

nu  is the eigenvectors for C. The weights 
nω  

from a vector ] . . .  [ '21 M
T ωωω=Ω  which describes the contribution of each eigenface 

in representing the input face image. This vector can then be used to fit the test image 
to a predefined face class. A simple technique is to use the Euclidian distance 

nn Ω−Ω=ε , where 
nΩ  describes the nth face class. In this paper, we consider the 

morphological neural networks to compare with the distance as described next section. 

4   Morphological Neural Networks and Its Optimization 

Morphological neural networks (MNNs) are constructed based on morphological op-
erators [14][15] which are defined as, ‘max{ a, b}’ and ‘a+b’, instead of standard addi-
tion and multiplication in ordinal algebra, respectively. This paper considers the MNNs 
with three layers (input, middle, and output layers), as shown in Fig. 1, where the in-
put, middle, and output layer vectors with NI , Nm , and NO dimensions, respectively. 
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Fig. 1. Topology of the morphological neural networks 

 

According to the definition of morphological operations, the middle layer vector 
can be calculated as 
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and the output layer vector is calculated as 
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To optimize the connection weights of the MNNs, the memetic algorithm [16] is 
also considered rather than the gradient-based learning methods because of its poor 
convergence properties. As proved in [16], the memetic algorithms are more effective 
than the optimization scenario of other genetic algorithms. Therefore, the optimization 
scenario in [16] will be considered in this approach. 

5   Experimental Results 

In this study, we used a 3D laser scanner made by a 4D culture to obtain a 3D face 
image. First, a laser line beam was used to strip the face for 3 seconds, thereby obtain-
ing a laser profile image, that is, 180 pieces and no glasses. The obtained image size 
was extracted by using the extraction algorithm of line of center, which is 640 x 480. 
Next, calibration was performed in order to process the height value, resampling and 
interpolation. Finally, the 3D face images for this experiment were extracted, at 
320x320. A database is used to compare the different strategies and is composed of 92 
images (two images of 46 persons). Of the two pictures available, the second photos 
were taken at a time interval of 30 minutes. 

From these 3D face images, we found the nose tip point and contour line threshold 
values (for which the fiducial point is nose tip), and subsequently extracted images 
around the nose area. To perform recognition experiments for extracted area, we first 
need to create two sets of images, i.e. training and testing. For each of the two views, 46 
normal-expression images were used as the training set. Training images were used to 
generate an orthogonal basis into which each 3D image in training data set is projected. 
Testing images are a set of 3D images extracted local area we wish to identify. 
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Table 1. The comparison of the recognition rate (%) 

  Best1 Best5 Best10 Best15 

MNNs 54.7 67.8 79.6 86.8 k1 

k-NN 42.9 57.1 66.7 66.7 

MNNs 64.0 81.5 85.9 91.1 k2 

k-NN 61.9 78.5 83.3 88.1 

 
Once the data sets have been extracted with the aid of eigenface, the development 

procedure of the MNNs should be followed for the face recognition. The considered 
parameter values for the MNNs are describes as follows: number of input node=46, 
number of hidden node=12, number of output node=46, range of connection 
weights=[-0.5, 0.5], and the data sets are normalized in [0, 1]. The used parameter 
values for the optimization are the same as [16] except the population size (500) and 
maximum generation number (1000). To apply the MNNs to classification problems, 
the output (class) should be discretized as binary. For example, if we assume that 
there are 5 classes (5 persons) in the data sets, the number of output crisp set should 
be 5. If the person belongs to the 2nd-class, the Boolean output can be discretized as 
“0 1 0 0 0”. In this classification problem, the winner-take-all method is used to de-
cide the class of the testing data set. This means that the testing data are classified as 
the class which has the biggest output value. To evaluate the fitness, the root mean 
square error (RMSE) was used. Since a genetic algorithm is a stochastic optimization 
method, ten times independent simulations were performed to compare the results 
with the conventional classification methods, as described in Table 1 and Fig. 2. In 
Table 1 and Fig. 2, the results of the MNNs are averaged over ten times independent 
simulations, and subsequently compared with the results of the conventional method 
(k-nearest neighborhood: k-NN). 
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Fig. 2. The recognition results using eigenfaces for each areas: (a) k1, (b) k2 
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6   Conclusions 

The surface curvatures extracted from the face contain the most important personal 
facial information. We have introduced, in this paper, a new practical implementation 
of a person verification system using the local shape of 3D face images based on ei-
genfaces and MNNs. The underlying motivations for our approach originate from the 
observation that the curvature of face has different characteristic for each person. We 
found the exact nose tip point by using an iterative selection method. The low-
dimensional eigenfaces represented were robust for the local area of the face. To clas-
sify the faces, the MNNs were used. Experimental results on a group of face images 
(92 images) demonstrated that our approach produces excellent recognition results for 
the local eigenfaces. 

From the experimental results, we proved that the process of face recognition may 
use low dimension, less parameters, calculations and less same person images (used 
only two) than earlier suggested. We consider that there are many future experiments 
that could be done to extend this study. 
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Abstract. Mobile devices can now handle a great deal of information thanks to 
the convergence of diverse functionalities. Mobile environments have already 
shown great potential in terms of providing customized services to users be-
cause they can record meaningful and private information continually for long 
periods of time. Until now, most of this information has been generally ignored 
because of the limitations of mobile devices in terms of power, memory capac-
ity and speed. In this paper, we propose a novel method that efficiently infers 
semantic information and overcome the problems. This method uses an effec-
tive probabilistic Bayesian network model for analyzing various kinds of log 
data in mobile environments, which were modularized in this paper to decrease 
complexity. We also discuss how to discover and update the Bayesian inference 
model by using the proposed BN learning method with training data. The pro-
posed methods were evaluated with artificial mobile log data generated and col-
lected in the real world.  

Keywords: Modularized Probabilistic Reasoning, Mobile Application. 

1   Introduction 

Mobile environments have very different characteristics from desktop computer envi-
ronments. First of all, mobile devices can collect and manage various kinds of user 
information, for example, by logging a user's calls, SMS (short message service), 
photography, music-playing and GPS (global positioning system) information.  
Also, mobile devices can be customized to fit any given user's preferences. Further-
more, mobile devices can collect everyday information effectively. Such features 
allow for the possibility of diverse and convenient services, and have attracted the 
attention of researchers and developers. Recent research conducted by Nokia is a 
good example [1]. Especially, the context-aware technique that has recently been 
widely researched is more applicable to mobile environments, so many intelligent 
services such as intelligent calling services [2], messaging services [3], analysis, col-
lection and management of mobile logs [4-6] have been actively investigated. 

However, mobile devices do present some limitations. They contain relatively in-
sufficient memory capacity, lower CPU power (data-processing speed), smaller 
screen sizes, awkward input interfaces, and limited battery lives when compared to 
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desktop PCs. In addition, they have to operate in the changeable real world, which 
means that they require more active and effective adaptation functions [7].  

In this paper, we propose a novel way of analyzing mobile log data effectively and 
extracting semantic information. The proposed method adopts a Bayesian probabilis-
tic model to efficiently manage various uncertainties that can occur when working 
with mobile environments. The proposed method uses a cooperative reasoning 
method with modular Bayesian network (BN) model in order to work competently in 
mobile environments and contains how to discover and update the modular BNs from 
training data based on the previous work [8]. 

There have already been various attempts to analyze log data and to support 
expanded services by using the probabilistic approach. Krause, et al. collected on 
mobile devices and estimated the user's situation in order to provide smart ser-
vices [9]. Horvitz, et al. proposed a method that detected and estimated landmarks 
by discovering a given human's cognitive activity model from PC log data based 
on the Bayesian approach [10]. However, these methods were not suitable for 
mobile devices that were limited in terms of capacity and power. For larger do-
mains, the general BN model requires highly complex computation. This is a 
crucial problem when it comes to modeling everyday life situations with mobile 
devices.  

To overcome these problems, a more appropriate approach was necessary. The fol-
lowing researchers have studied methods of reducing the levels of complexity. Ma-
rengoni, et al. [11] tried to reduce the complexity levels of the BN model by dividing 
it into several multi-level modules and using procedural reasoning of the connected 
BNs (just like chain inference). However, this method required procedural and classi-
fied properties of the target functions. 

Tu, et al. [12] proposed a hybrid BN model that allowed hierarchical hybridiza-
tion of BNs and HMMs. However, it supported only links from lower level 
HMMs to higher level BNs without consideration of links between same level 
BNs. They also remained the hybridization of low and high level BNs as future 
works. 

2   Landmark Reasoning from Mobile Log Data 

The overall process of landmark reasoning from the mobile log data used in this paper 
is shown in Fig. 1. Various mobile log data is preprocessed in advance, and then the 
landmark-reasoning module detects the landmarks. The preprocessing module is op-
erated by the techniques of pattern recognition and simple rule reasoning. The BN 
reasoning module performs probabilistic inference.  

We used modular Baeysian network model proposed in the prior work [8] since it 
can manage the modularized Bayesian networks. It considers the co-causality of the 
modularized BN by n-pass cooperative reasoning [8] with a virtual linking technique, 
which is performed to add the virtual nodes and regulate their conditional probability 
values (CPVs) to apply the probability of the evidence. 
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Fig. 1. The process of the landmark extraction from mobile log data 

3   Modular Bayesian Networks Modeling 

The whole procedure for the modular BN learning method is shown in Fig. 2. The 
method includes a structure learning, modularization, and parameter learning processes.  

Mobile Log data Target Landmark Module Domain

Structure Learning BN Modularization

BN
1

BN
2

BN
n

Parameter Learning

 

Fig. 2. The learning procedure of modular Bayesian networks 

3.1   Bayesian Network Structure Learning Method 

We adopted the domain-constrained BN Structure Learning method [13] for BN 
structure learning, which aims to discover the structure of the BN hierarchically with 
a constrained parent domain of nodes. The algorithm limits the hierarchical level at 
which a node can be positioned and reduces the search domain for the parent of the 
nodes. It can control the general direction of causality and decrease the searching 
complexity. In this paper, we use the algorithm to exclude the arcs between the  
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Table 1. The level and domain definition 

Level Node Domain Parent Domain 
0 LM={lm1,lm2,…} D0=Φ 
1 L={l1,l2,…} D1=L∪LM 

LM is landmark set, L is log context set. 

 

evidence nodes (but we permits arcs between the landmarks.) and maintain the direc-
tion of the arcs in order to use the virtual link technique. Table 1 shows the level and 
domain settings used in this paper. 

Fig. 3 shows the proposed domain-constrained K2 algorithm, based on the K2 algo-
rithm as proposed by Cooper and Herskovits [14], which is the most popular BN 
algorithm and the basis of many advanced discovery algorithms. This algorithm 
adopts a score metric known as the K2 metric, which calculates scores based on the 
difference between the BN graph and the training data distribution. The search proc-
ess of the K2 algorithm is greedy and heuristic. 

 

Sort_nodes_by_topological_order(X, O)  
for i=1 to n do:  

iπ =Φ   // initialize the parent set 

Score[i]=g(xi, iπ )  // k2 metric score of node xi 

Continue=true 
repeat 

Z= arg maxj g(xi, iπ ∪{xj})  and  j<i  and ijx π∉  and xj ∈Dlevel(i) 

Score’[i]= g(xi, iπ ∪{xZ}) 

if Score’[i]>Score[i] then  

Score[i] = Score’[i], iπ = iπ ∪{xZ} 

else  Continue=false 

until | iπ |<MaxParentNum and Continue=true 

Fig. 3. The domain-constrained BN structure learning algorithm. Dk denotes the parent domain 
of kth level, and level(i) means level of xi and MaxParentNum is a limitation of the number of 
parents.  

The K2 algorithm uses a topological order to maintain the graph as the DAG by 
maintaining that the prior node cannot be the child of the posterior node without any 
other DAG checking rules. However, we have to optimize the topological order since 
a different topological order will have led to a different BN structure. In this paper, 
we compute the influence score of all the nodes by using mutual information [15], and 
sorted the topological order with the score. Equations (1) and (2) show the influence 
score and the mutual information calculation. 
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3.2   Automatic Modularization of Bayesian Network Structure 

The network (G) learned by the structure learning method is divided into several 
modules by the proposed modularization process as shown in Fig. 4. It contains defin-
ing the node domain set based on the module domain and the log data set, and making 
the arcs of the module BNs based on the network structure (G), and adding the virtual 
nodes based on the network structure (G).  
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Fig. 4. The modularization procedure from original network into modular BNs  

4   Experiments 

The log data used in this paper include a GPS log, call log, SMS log, picture log, 
music playing log, device charging log, and weather log obtained from a website. We 
collected data from three college students (women) with real-world smart phones for 
totally 16 days. These users performed subtasks (such as writing activity diaries, 
shopping, walking and calling) to make the data more substantial. The experimental 
data was segmented into units of ten minutes. We defined 48 landmarks and used 110 
life log contexts (as evidence). To discover the modular BNs, we divided the land-
marks into four modules based on four categories (Emotion & status, Everyday life, 
Events, School life) as shown in Table 2.  
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Table 2. Module domain definition of landmark nodes 

Domain Landmarks 
Emotion & 
status 

bored, busy, cold, concentration, fret, hungry, joy, overflowing joy, sad, sleepy, surprising, 
throb, tired, troublesome, with leisure, yearning 

Everyday life eat (Chinese), eat (western), eat (Korean), home activity, meet family, moving, ready to go 
out, ride a vehicle, run, sleeping, supper, using vehicle, walk 

Event date with my date, drinking(alcohol), eat (tee), eat out, hair-cut, meet friend, meet kin, take 
a walk, traffic jam, weight-training 

School life employment counsel, extracurricular lecture, go to school, late for school, lecture, school 
activity, school-club activity, study, test in school 

4.1   Performance Evaluation of the Discovered BNs 

In this section, we describes the test result of the landmark extraction model using 16 
days of mobile life log data obtained by the proposed modular BN learning method. 
We set the MaxParentNum parameters (p) as 4 and 8 in the experiment. Fig. 5 shows 
the results of the landmark reasoning evaluation. Because the number of training data 
was small, we used the leave-one-out validation method. We compared the monolithic 
BN and modular BNs with the parameters p=4 and p=8. The computation of the pre-
cision rate is (TP/(TP+FP)), and the hit rate is ((TP+TN)/(TP+TN+FP+FN)), where T 
is true, F is false, P is positive, and N is negative. As shown by the results, the per-
formance of the modular BNs is similar to that of the monolithic BN. 

P: Max. Parent Size
 

Fig. 5. The comparison of landmark extraction performance 

4.2   Complexity Comparison 

\To compare the complexity for BN inference, we conducted mobile device simula-
tion. Its OS was Pocket PC 2003 and it main memory was 44 MB and it was sup-
ported by the Microsoft Pocket PC 2003 SDK toolkit. We tested 10 times of inference 
running with 20 evidences for each run. Table 3 shows the results. Unfortunately, the 
mono- BN have not run on the PDA with memory-out-error. The loading of BN file 
was available but inference was not available since it is too complex. Modular BN 
works well and it takes 4 seconds. 
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Table 3. The running results on simulation of mobile environment 

BN BN file Loading # Inference # Running Time 
Mono BN 10 10 Not Available 

Modular BNs 30 60 4 sec. 
LM is landmark set, L is log context set. 

The average number of nodes, parents, and conditional probability values and the 
level of complexity are calculated by Equation (3), which denotes the simplified time 
complexity of the exact inference of the BN using the Lauritzen Speigelhalter (LS) 
algorithm [16] that is the most popular exact inference algorithm and a junction tree-
based algorithm, where n represents the number of nodes, k represents the maximum 
number of parents for each node used in the LS algorithm [17]. We have replaced the 
maximum clique size with k, since the clique size is proportional to the parents’ size. 
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Fig. 6. The modularization procedure from original network into modular BNs  

The results show the proposed approach requires less time complexity for expres-
sion of probability distribution and inference of landmark. 

5   Concluding Remarks 

In this paper, we introduced the modularized BN model for efficient operations in 
mobile environments, and then discovered the modular BNs automatically from the 
given training data. In experimental results with the real world mobile life log data, 
we observed that the proposed method was able to reduce the level of complexity.  

However, in this paper, we did not sufficiently cover the temporal properties of 
human landmarks since we did not use a dynamic BN model but only a BN model. In 
the future, we need to continue research using a dynamic BN model that manages 
temporal features well. Also, experiments with sufficient real world data should be 
conducted for a longer period of time. 
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Abstract. Skin analysis has potential uses in many fields, including computer 
assisted diagnosis for dermatology, topical drug efficacy testing for the pharma-
ceutical industry, and quantitative product comparison for cosmetics. In medi-
cine, skin pores are the openings of hair follicles, oil glands, and sweat glands. 
There are many skin problems associated with skin pores, such as blackheads 
which are not dirt and cannot be washed away, enlarged pores which are due to 
over activity of the sebaceous glands in the skin. In computer-aided skin analy-
sis, skin pores are helpful features for skin image registration, skin texture  
modeling, and skin statement evaluation. In this paper we mainly focus on im-
age-based skin pores detection problem and propose an integrated solution 
based on fuzzy c-mean algorithm. In our work, research images include images 
taking by digital camera with long focus lens and images taking by microscope. 
A global luminance proportion method will be used for skin image preprocess-
ing because of reflection and interreflection of light on the skin surface. We 
provide experiments to demonstrate the effective and efficiency of our solution. 

Keywords: Skin pores detection, Luminance proportion, Fast fuzzy c-mean, 
Skin Wrinkle, Skin analysis. 

1   Introduction 

Recently, Skin analysis has been applied in many fields both image-based and model-
ing-based analysis, involving computer assisted diagnosis for dermatology, topical 
drug efficacy testing for the pharmaceutical industry, and quantitative product com-
parison for cosmetics. Quantitative features of skin surface are the significant but 
difficult task. The skin surface is a complex landscape influenced by view direction 
and illumination direction [1]. That means we can take skin surface as a type of tex-
ture, but this texture is strongly affected by the light and view direction, and even the 
same skin surface looks totally different. In medical skin research and computer ani-
mation, much work has been done in this area [1], [2], [3].  

In our great deal of work in skin analysis, such as image registration for cosmetic 
evaluation, skin blackheads detection, and skin texture modeling, we find the skin 
pores are the important feature on the skin surface. In the image registration project 
for cosmetic evaluation, we compare two images from the same skin surface. One is 
taken without using cosmetic, and the other is taken after four weeks lasted using 
cosmetic. Effective cosmetic can improve skin surface and wrinkle, which means the 
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two images for registration are not totally same. According to the medicine, skin 
pores are inherited, and we cannot change their size, no matter what the cosmetic 
firms’ advertisements. The certain conditions may make pores “appear” larger or 
smaller, but the position and basis character will be maintained. We choose the same 
skin pores from the two images and finish the image matching on rotation and transla-
tion. In the skin blackheads detection project, we detect skin pores on the nose and 
evaluate the current skin statement including quantity and area of blackheads. In Our 
current project 3D skin wrinkle reconstruction, skin pores detection can help us do 
sparse stereo matching which is the preprocessing for image rectification before dense 
stereo matching. Other difficulty for skin analysis is acquiring the good data. In our 
work, we take photos by digital camera with long focus lens for clear skin surface. 
For the image-based skin evaluation, we make the plaster cast and take photos under 
microscope. 

Image segmentation is the basic operation which separates objects from the back-
ground in image. There are many segmentation algorithms using intensity threshold, 
edge detection and region based approaches, such as Otsu’s method, watershed, 
Gaussian mixture model [4], level set [5], c-means [6], and so on. For skin image, 
objects are pores and wrinkles which cross each other and form the basic skin struc-
ture called grid texture [7]. If we take skin grid as the object in the image, then the 
background color is close to the object in the skin surface. Also the color has changed 
by the view direction and light direction.  

In this paper, we conclude our previous work and focus on pores detection in the 
skin image. A preprocessing algorithm for illumination balance is used firstly. In the 
segmentation part, a fast fuzzy c-means algorithm is applied for initial segmentation, 
and we set a ratio to separate pores from wrinkles on the skin. The paper is arranged 
as follows. In Section 2, we introduce our illumination balance algorithm for image 
preprocessing. The fast fuzzy c-means algorithm is explained in section 3, and also a 
threshold is set for selection pores from wrinkle. Results for pores segmentation are 
presented in Section 4 together with a comparison between the proposed and other 
existing algorithms. Finally, we concluded our work in Section 5. 

2   Global Luminance Proportion 

Generally skin images can be totally different even by a slight different position be-
cause there are influenced highly by light. To solve this problem, we proposed a 
global luminance proportion algorithm. The method compensates every area of differ-
ent luminance proportion in order to make the luminance of part area near to that of 
the whole area. 

Suppose an image with size NM × , and the gray level is from 0 to L. We calcu-

late the global average luminance gLum . Then we divide image into blocks with size 

nm× , and calculate the average luminance in each image block lLum . For each 

image block the difference from whole image luminance is decided by 

gllum LumLum −=∆ . It means that in high intensity block the difference is lager 

than zero; otherwise it is less than zero. In our algorithm, we don’t add the global 
difference to each block directly, but do the interpolation between each block until the 
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difference matrix size equals to the original image NM × . That is the difference of 
luminance for each pixel in the image compared with the global average luminance. 
Combined the difference with original pixel luminance, we get a global luminance 
proportion image.  

Our algorithm is summarized as follows: 

1. for image do: 
a. Calculate average luminance   
b. Split the image S in V sub-block )()2()1( ,,, V

iii SSS , and calculate average 

luminance for each sub-block. 
c. Obtain luminance difference matrix D

2. Interpolation algorithm for matrix D until element number in matrix equals to 
NM

3. Merge matrix D and original image S into new image with size NM
 

3   Image Segmentation 

In our research, we want to separate the skin grid structure including pores and wrin-
kles first. Then we select pores from wrinkle through setting a threshold. The previous 
work has been done in paper [7]. They perform an energy transformation to map the 
pixels from grayscale space into energy space. The filtering can be manually turned to 
get a different result. Normal curvature of the energy surface is utilized to identify the 
principal direction and the ridge centerlines can be detected at the image locations 
where the principal direction is perpendicular to the normal vector. Through energy 
transform, both pores and wrinkles can be emphasized. For pores detection, we don’t 
need to detect wrinkles, and pixel luminance intensity of pores is not larger than the 
wrinkles’. We apply an image segmentation algorithm in skin image directly. In im-
age registration system under microscope, the process should be completed fast, and 
high accuracy also is required. In other automatic systems, such as blackheads detec-
tion on the nose, skin texture modeling, the same requirements are proposed. In gen-
eral, the fuzzy c-means approach is effective for image segmentation automatically. 
For pores detection, through reducing data store space and simply the object function, 
we accelerate the fuzzy c-means approach for initial image segmentation. 

3.1   The Fast Fuzzy C-Means Algorithm 

Fuzzy c-mean (FCM) is an unsupervised clustering algorithm that has solved many 
problems successfully including feature analysis, clustering and classifier design. A 
generalization of the FCM algorithm was proposed by Bezdek [1981] through a fam-
ily of objective functions. For image segmentation, it is better than the hard c-means 
algorithm at avoiding local minima; FCM can still converge to local minima of the 
squared error criterion [8]. On the other hand, FCM is suit for data clustering in the 
high dimensional feature space.  

The FCM minimize a weighted squared error criterion function based on fuzzy cri-
terion. It is defined as follows: 
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If ε<−+ bb VV )1( , iteration stops, otherwise it continues. Whereε is the thresh-

old we set to determine the processing termination.  
In fact, FCM is the ultimate method of solving the problem of non-convex optimi-

zation iterative algorithm. It’s the algorithm with high time consuming, especially for 
the high resolution image. We are inspired in formula (2), in which only the calcu-
lated sum of different data is necessary not the each data. After we obtain the required 
sum of data, we do not need to store the individual data. This helps us to reduce the 
data store space. Another inspiration comes from formula (1) through experiment. 
The linear distance is given by the equation 
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It produces almost the same results in practice, with the clustering center values 
identical to those from the least square method. In our research, linear distance meas-
ure is chosen to simplify the computation. 
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3.2   Pores Detection 

After the initial image segmentation, pixels in image are labeled to 8-connectivity. In 
this part we classify the skin pores and wrinkles from 8-connectivity labeled image. At 
first we compute the quadric moment for classifying pores and wrinkles. After that, we 
separate skin pores by calculating the ration between row and column moments. 

Step 1, Computing moments at each region 
The moment of row and column is defined in the following: 
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Where ∑
∈

=
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p 1 , ∑
∈

=
Labelj

q 1 , { }Labelyxyxyx ∈= ),(|),(),( , and ),( yx  de-

scribes the pixel in label area position. rc mm , are the mean of column and row value 

separately. 
Step2, Pores and wrinkles classification by calculating ratio 
We calculate the ratio through formula (6) as follows, after acquiring the value of 

moments from step 1.  

%100
2

1 ×=
µ
µ

ratio  (6) 

The threshold for ratio is decided by the experience. For each region labeled if ratio 
lies in 0.1 and 6.5, it means the pore; otherwise, it is the wrinkle, and we will remove it. 

4   Experiment 

To illustrate the validity of the solution proposed in the paper, we use threshold seg-
menting method (TS), fuzzy based histogram algorithm (FTS) and our proposed 
method (FFCM) to detect the pores in our test images respectively, and make a com-
parison between them. In our experiment, we have two type images, one type taken 
by digital camera with long focus lens involving the nose image for blackheads detec-
tion; another type taken by microscope and the image from the plaster cast which is 
the sampling on the skin surface. Our system performs on the personal computer with 
Intel Core 2Duo 2.66GHz CPU and 2G memory.  

   For luminance proportion part, we use bicubic [9] interpolation algorithm for lu-
minance difference matrix with the same size with original image. In threshold seg-
ment method, we calculate the maximum and minimum grayscale value in the image, 
and get the global threshold by average the two values. Actually, it is an old but effi-
cient segmentation method. The fuzzy based histogram method was proposed in paper 
[10]. In this method, the threshold is decided through index of fuzziness and image 
entropy. It is another effective algorithm for global segmentation. In the FCM 
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method, 00001.0=ε our experiment results are shown in figure 1 and figure 2 in the 
following. For the nose image, only the pores are on the skin surface. We don’t need 
separate pores from wrinkle through a ratio. For the skin surface under microscope, 
the post-processing of pores and wrinkles classification is necessary. Table 1 gives the 
time consuming comparison of the different segmentation approaches for nose image 
(size 512×512) in figure 1 image B. The values given in the list are calculated average 
values from several experiments.  

For the skin image, we do the post-processing for pores and wrinkles classification. 
In our research, we want to detect the pores not skin grid structure. The pores detec-
tion result is shown in figure 3. Compared with the original image, there are some lost 
pores in our final result. Except professional pores detection like the nose blackheads 
measurement, we don’t need to detect all the pores on skin image exactly. Because 
pores detection is not the main research purpose for image registration in cosmetic 
evaluation and skin texture modeling. The purpose that we focus on pores detection is 
to select skin features for skin analysis and skin texture modeling. In fact, it is a hard 
problem especially to deal with the real skin image without a skin sampling plaster 
cast under microscope. 

Table 1. Performance comparisons 

Performance  TS FTS FCM FFCM 
CPU time (s) 0.0313 0.1719 16.5274 5.6875 

 

            A                               A1                            A2                             A3

            B                               B1                            B2                            B3  

Fig. 1. The results are from nose image for blackheads detection. Among them A is the original 
image, and A1, A2, A3 are the detection results through TS, FTS, and FFCM algorithm respec-
tively based on image A before luminance proportion. B is the original image after luminance 
proportion, and B1, B2, B3 are the detection results through TS, FTS, and FFCM algorithm 
respectively based on image B. 
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            A                              A1                            A2                             A3

            B                              B1                            B2                             B3  

Fig. 2. The results are from skin image for image registration. Among them A is the original 
image, and A1, A2, A3 are the detection results through TS, FTS, and FFCM algorithm respec-
tively based on image A before luminance proportion. B is the original image after luminance 
proportion, and B1, B2, B3 are the detection results through TS, FTS, and FFCM algorithm 
respectively based on image B. 

            A                                                   B  

Fig. 3. The pores detection result. A is the original skin image and B shows the pores detection 
result. 

5   Conclusion 

Skin analysis is a meaningful research for both image-based skin texture and model-
ing based skin surface. Through a number of projects related with skin analysis, we 
find the pores detection is very significant for skin measurement, skin feature extrac-
tion and 3D skin modeling. In the paper, we proposed a solution for pores detection in 
which the luminance proportion algorithm is very useful to deal with the problem 
caused by light influence, and FCM algorithm is effective for skin image segmenta-
tion. The skin pores detection is useful for skin analysis feature selection, although it 
is a hard problem because of the skin surface influenced by view direction and lumi-
nance direction strongly. 
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Abstract. A feature based relation classification approach is presented, in 
which probabilistic and semantic relatedness features between patterns and rela-
tion types are employed with other linguistic information. The importance of 
each feature set is evaluated with Chi-square estimator, and the experiments 
show that, the relatedness features have big impact on the relation classification 
performance. A series experiments are also performed to evaluate the different 
machine learning approaches on relation classification, among which Bayesian 
outperformed other approaches including Support Vector Machine (SVM). 

Keywords: Information extraction, relation classification, feature-based, relat-
edness information. 

1   Introduction 

Extracting relationships between entities from text is one of the most challenging 
issues in information extraction. The task of relation extraction is identifying relation-
ships between two or more entities in given context. Feature-based relation extraction, 
which has been broadly employed in these years [1-3], investigates various features 
including lexicon, part-of-speech (POS) information, syntactic information and se-
mantic knowledge to represent relation candidates, and classifies the relations with 
diverse classifiers.  

In this paper, aiming at building domain ontology from texts, the problem of intra-
sentence relation extraction is dealt with. The relation candidates are detected from 
Wikipedia texts with lexical patterns, and classified into certain relation types which 
are predefined for IT domain. The well known features, including word, POS and 
syntactic information [1-3], are employed with the relatedness features between pat-
terns and relation types which are proposed in this paper. The relatedness information 
is acquired from WordNet [4] – which is semantic relatedness information; and from 
training corpus – which is probabilistic relatedness information. The experiments in 
this paper show that the relatedness information contributes to the classification per-
formance in a significant way.  

The evaluation on feature impact is also an important issue in feature based rela-
tion classification. To adopt the features in the order of their importance and avoid 
employing noisy features, we evaluated the impacts of all features by using Chi-
square estimator [5]. The experiments show that, the relatedness features have big 
impact on the relation classification performance.  
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The contributions of this paper are as following: 1) semantic and probabilistic re-
latedness features are proposed for feature-based relation classification; 2) the impor-
tance of each feature set is evaluated, so that the features can be adopted gradually 
based on their importance; 3) a series experiments are performed to evaluate the dif-
ferent machine learning approaches on relation classification task.  

The rest of the paper is organized as follows: Section 2 gives the problem defini-
tion. Section 3 presents how the relation types and patterns are selected, with a de-
scription on entity detection and pattern-based relation detection. Section 4 presents in 
detail the feature sets which are employed in this paper. Section 5 describes the ex-
perimental evaluation, and draw to conclusion in Section 6. 

2   Problem Description 

The research problem of this paper is extraction of explicit relationships between 
entities occur in a sentence. The entities can be domain specific terms, noun phrases, 
and named entities. The entities and the relation candidates are detected by a pattern 
matching approach, and then classified to certain relation types. Given entities e1 and 
e2 occur in context W, which matches given pattern p. What we want to predict is its 
relation type r: 

f:(e1, e2, p, W) r 

The relation candidates are represented with features, and then put into the relation 
classifier to predict its relation type r. The relation classifier is trained with labeled 
data, which already verified by human annotators.  

The relation type r can be one of isa, usedFor, produces, provides, and no-relation. 
Considering each relation type already has its own patterns predefined, the multi-
classification task can be transferred into a binary classification task, in which the 
predicted result (classification category) is either yes or no for certain relation type r.  

3   Pattern-Based Relation Detection 

3.1   Relation Types and Patterns 

The four relation types in this paper are selected according to their frequencies in IT 
domain:  

- isa: a subclass or instanceOf relation between two classes or an instance and a class.  
- usedFor: in a relation of “A usedFor B”, domain A can be used for, or used in B.   
- produces: range is generated, created, or manufactured by domain.  
- provides: range is offered, provided, or supported by domain.  

Not only the relation types, but also the lexical patterns are predefined for each re-
lation type. For example, isa relation has patterns “be, be a form of, such as”, provides 
has patterns “provide, offer, invest”, produces has patterns “produce, invent, estab-
lish”, usedFor has patterns “be used for, be used as, be available for”. In practice, the 
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patterns consist of a sequence of word and POS pairs with syntactic dependency rela-
tions among the words. Figure 1 shows an example of dependency structure for a 
sentence “GMail is a special kind of free web-based e-mail”, which matches a prede-
fined isa pattern. In the pattern, noun phrases annotated as Domain and Range match 
to entities in text to identify hypernym and hyponym of isa relation. This pattern can 
capture potentially relevant linguistic relations which are hardly found in simple pat-
tern matching method.  

NP1 is/V kind/N of/PREP NP2

pcompmoddet
comp

subj

GMail/N is/V a/DET kind/N of/PREP

pcomp
moddet

comp

subj

web-based/A e-mail/N

attr

isa(GMail, web-based e-mail)

special/A

attr

a/DET
(Domain)

(Range)

Pattern

Parsed text

Matched 
relation

free/A

attr

MAIN

 

Fig. 1. A pattern, parsed text and matched isa relation 

3.2   Pattern Matching 

We analyze dependency structure of Wikipedia text to apply the defined dependency 
based patterns. For the linguistic analysis, we use Connexor syntactic dependency 
parser [6], which provides dependency structure along with grammatical function 
assignment, part-of-speech and lemmatization (Figure 1). After the linguistic analysis, 
we recognize entities in sentences. The entities are matched Domain or Range nodes 
of patterns and become two arguments in relation candidates. Nouns or noun phrases 
equal to Wikipedia page names are recognized as entities. In Figure 1, “GMail” and 
“web-based e-mail” are selected as entities. 

The analyzed sentences are matched to the list of patterns sequentially. For a given 
pattern, starting from main node, its child nodes are recursively matched to the sen-
tence structure. In Figure 1, once the main node “is/V” is found in a sentence struc-
ture, its two nodes and their links, (is/VsubjNP1) and (is/Vcompkind/N), are 
checked again. Referring expression and negative expression are not allowed in 
matching process although their syntactic structure matches to a pattern. Referring 
modifiers, such as “the”, “his” and “this”, refer other entities within the same context, 
and whose meaning depends on the context where it is used. Modifiers such as “not”, 
“no” and “neither” contribute to negative relations. Structure based pattern matching 
enables to extract long distance relations by modifiers or nested phrases. 
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4   Feature-Based Relation Classification 

Select what kind of features has strong impact on the classification performance. The 
features computed in this paper are described below, with an example of parse tree 
given in Figure 2 for a sentence “Application streaming is a relatively new form of 
software distribute method using application virtualization”. The relation candidate 
(application streaming, software distribute method) is extracted with an isa pattern 
“be a * of”. 

 

Fig. 2. The parsing results on given example 

Word features: the most basic features the relation candidate has. It includes the string 
which match the pattern (PAT_be_a_relatively_form_of), the main word of the pattern 
(PAT_be), the domain and range entities of the relation candidate (DOM_ 
application_streaming, RAN_software_distribution_method), the headwords of the entities 
(WH1_streaming, WH2_method), and all words of the two entities (WM1_application, 
WM1_streaming, WM2_software, WM2_distribution, WM2_method).  

Context features in word level: the words after the domain entity (WA#) and before 
the range entity (WB#) in the parse tree. # can be 1 or 2, means the position of the 
words in the context: 1 is right before or after the entity, 2 is the other one (WB1_of, 
WB2_form, WA1_be, WA2_a). It is also a word level feature.  

POS features: POS tag of all above word level features (PM1_N, PM1_N; PM2_N, 
PM2_N, PM2_N; PB1_PREP, PB1_N; PA1_V, PA2_DET). 

Syntactic features: syntactic tags of all above word level features (TM1_>N, 
TM1_NH; TM2_>N, TM2_>N, TM2_NH; TB1_N<, TB2_NH; TA1_VA, TA2_>N).  

Dependency features: dependency tags of all above word level features (RM1_attr, 
RM1_subj; RM2_attr, RM2_attr, RM2_pcomp; RB1_mod, RB2_comp, RA1_main, 
RA2_det). 

Relatedness features: the probabilistic relatedness information between the pattern 
and the relation type (PATProb:0.7), the probabilistic and semantic relatedness 
information between the main word of the pattern and the relation type 
(PATMainProb:0.5, PATSim:1).  

Probabilistic relatedness information is acquired from labeled data, by calculating 
the percentage of positive cases of the patterns (or main words of the patterns) in the 
relation type. Actually it is the accuracy of the patterns shown in pattern matching 
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procedure. For example, the pattern “be a form of” has 71.87% of accuracy (PAT-
Prob:0.7), and the patterns which have “be” as their main words have accuracy 
53.02% in average (PATMainProb:0.5).  

The semantic relatedness between the main word “be” and the relation type isa is 1 
(PATSim:1), it is acquired from WordNet. For certain relation type, collect the main 
words of its patterns {w1,… wi,…wn}, for example, {use, employ, available} for rela-
tion type usedFor, the semantic relatedness between the main word wi and the relation 
type r, is related to how many semantically closed words employed for the relation 
type. The more similar words of wi employed in the patterns for the relation type r, 
the higher relatedness score wi gains for r (Equation 1). The relatedness score wi is 
normalized by the maximum score among all main words {w1,… wi,…wn}, which 
means, the relatedness score is a positive decimal less than 1 (Equation 2).  

Let dis(wi, wj) indicate the distance between wi and wj in WordNet, sim(wi) be the 
semantic relatedness of wi, , we have:  

1

( ) 1/ ( , )
n

i i j
j

score w dis w w
=

=∑  (1) 

1
( ) ( ) /{max ( )}

n

i i j
j

sim w score w score w
=

=  (2) 

In equation (1), the distance of the words in the same synset is 1, the one of direct 
hyponym and hypernym is 2, and it is infinity if there is no path between two words 
in WordNet.  

To given example {use, employ, available} for relation type usedFor, score(use) 
and score(employ) are both 2, while score(available) is 1, because dis(use, employ)=1 
(these two words are in the same synset in WordNet), and dis(available, available)=1 
too. According to equation (2), the final semantic relatedness sim(use) is 1, while 
sim(available) is 0.5. 

5   Experiments 

5.1   Evaluation Method 

Four different possible outcomes of a single prediction are described in Table 1. The 
true positive and true negative are correct classifications. A false positive is when the 
outcome is incorrectly predicted as yes (or positive), when it is in fact no (negative). A 
false negative is when the outcome is incorrectly predicted as negative when it is in 
fact positive. Precision, recall and F-measure are evaluated for positive cases of rela-
tion r; while accuracy is evaluated for both cases.  

Table 1. Different outcomes of binary prediction 

Predicted results 
 

Yes No 
Yes True positive (a) False negative (b) 

Actual results 
No False positive (c) True negative (d) 
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5.2   Dataset and Performance 

Wikipedia pages in IT domain are downloaded for the experiments. The relation  
candidates are extracted from the first sections of the pages, which normally are  
definitions and core descriptions, by matching predefined patterns on parsed texts. 
Connexor parser [6] is used for parsing, a machine learning software WEKA [7] and 
SVM toolkit LibSVM [8] is adopted for relation classification.  

Table 2. Dataset  

Relation type 
Pattern 
number 

Training set 
(positive cases) 

Test set 
(positive cases) 

isa 89 35,389 (54.7%) 1,158 (50.2%) 
usedFor 22 720 (43.2%) 126 (42.9%) 
produces 46 1,038 (51.4%) 155 (38.1%) 
provides 17 1,803 (48.2%) 317 (47.3%) 

The data set used in the evaluation is as Table 2: the first column is the relation 
type; the second column shows the number of patterns which are adopted in the rela-
tion candidate extraction; the relation candidates which already verified by human 
annotators are separated to training set in third column and test set in forth column, 
where the percentages of positive cases show how many of the candidates are really 
hold the relation type - it is the accuracy of pattern matching module indeed, and can 
be considered as baseline of the relation classification system.  

The evaluation results on the different relation types are given by Bayesian classi-
fier in WEKA [7] (Table 3).  

Table 3. Performances on different relation types  

Relation type Accuracy Precision Recall F-measure 

isa 74.7% 70.5% 82.5% 76.0% 

usedFor 61.2% 54.0% 69.0% 60.6% 

produces 71.0% 67.8% 68.8% 68.3% 

provides 64.7% 63.0% 64.4% 63.7% 

5.3   Evaluation on Feature Selection 

For the evaluation of features, we evaluated the impact of all features using Chi-
square estimator [5] which is provided by WEKA [7]. The Chi-square evaluates fea-
tures individually with respect to the classification categories in training data. The 
average ranking of each feature is as following: word and context feature sets are on 
the top, then relatedness feature set is next, with POS feature set, dependency feature 
set, and syntactic feature set follow next.  
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Fig. 3. The contribution of feature sets for isa relation classification (Bayesian) 

To evaluate the contribution of each feature set, we conducted iterative isa relation 
classification experiments with Bayesian classifier. New feature set is increasingly 
added in the order of Chi-square ranks. From Figure 3, we can see that as the feature 
sets are added, both accuracy and F-measure also increased. Although precision do 
not significantly changed, recall increases significantly as features are added. This 
result indicates that we can detect correct relations using simple word-level informa-
tion such as ‘word’ and ‘context’ feature sets; however, to extract more relations (to 
increase recall), we need to apply additional information because the features general-
ize conditions for relation extraction.  

5.4   Evaluation on Different Machine Learning Approaches 

The performances of Bayesian classifier, Naïve Bayesian classifier, Nearest Neighbor 
classifier, decision tree, and SVM are evaluated in this section. The prior four classi-
fiers are provided by WEKA [7] and SVM is provide from LibSVM [8].  

Bayesian classifier and Naïve Bayesian classifier are simple probabilistic algo-
rithms which apply ‘Bayes' theorem’. The term ‘Naïve’ is because it is based on the 
assumption that the attributes on the training samples are independent and there is 
no hidden or latent attributes [9]. Instance based learning is a non-parametric  
inductive learning paradigm that stores training instances in a memory on which 
predictions of new instances are based. In our experiment, we used IB1 [10], a NN 
classifier that uses Euclidian distance metric. Decision tree is a top-down induction 
method. C4.5 is the advanced version of decision tree algorithm [11]. SVM, based 
on a statistical learning theory, starts to learn the data in the high dimensional fea-
ture space, in the learning phase, by minimizing the magnitude of the weight vector 
constrained by the separation into an unconstrained problem with the help of multi-
plier parameter. In this stage, SVM extracts the support vectors only. Based on the 
support vectors information, SVM produces the final output function in the decision 
phase [12]. 
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Fig. 4. Comparison of different relation classifiers for isa relation 

As Figure 4 shows, Bayesian classifier shows the best F-measure in the evaluation, 
although the recall of the SVM is the highest one.  

6   Conclusion 

In this paper, a feature-based approach for relation classification is presented. Both 
probabilistic and semantic relatedness information between patterns and relation types 
is employed as features. The probabilistic relatedness information can be acquired 
from training data, while the semantic relatedness can be calculated using WordNet or 
other similar taxonomies. The experiments on feature-selection with Chi-square esti-
mator showed that the relatedness feature set has high impact in the relation classifi-
cation, and even outperforms the impact of POS, syntactic or dependency feature set. 
A series of experiments is also performed to evaluate the different machine learning 
approaches, including Bayesian, Naïve Bayesian, NN, Decision tree, and SVM. The 
evaluation result shows that the Bayesian classifier outperforms other classifiers.  

As the future work, we are focusing on how to use unlabeled data in an efficient 
way for a large scale task – extract relations from web scale texts. In the meanwhile, 
with noticing that the performance given in this paper is still not good enough for 
practical using in the ontology building field, we are also exploring relatedness infor-
mation between the entity terms and the relation types, while this paper only focus on 
the pattern related relatedness. 
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Abstract. In this paper a novel technique useful to guarantee privacy of sensi-
tive data with specific focus on numeric databases is presented. It is noticed that 
analysts and decision makers are interested in summary values of the data rather 
than the actual values. The proposed method considers that the maximum in-
formation lies in association of attributes rather than their actual proper values. 
Therefore it is aimed to perturb attribute associations in a controlled way, by 
shifting the data values of specific columns by rotating fields. The number of 
rotations is determined via using a support function for association rule han-
dling and an algorithm that computes the best-choice rotation dynamically. Fi-
nal summary statistics such as average, standard deviation of the numeric data 
are preserved by making bin average replacements for the actual values. The 
methods are tested on selected datasets and results are reported. 

1   Introduction 

Privacy is defined as “freedom from unauthorized intrusion” [15]. It is a deterrent 
against individually identifiable data in the process of knowledge extraction. Data min-
ing technology is used for extracting knowledge from vast quantities of data. However 
the use of this technology has raised the concern that individual privacy is violated. 
Therefore the data mining technique must ensure that any information disclosed 

1. cannot be traced to an individual; or 
2. does not constitute an intrusion. 

There are multiple approaches to achieve these goals[15]. Data perturbation is one 
of the methods for preserving privacy[2][12][15]. In perturbed data bases, if unauthor-
ized data is accessed, the true value is not disclosed. Data perturbation techniques in 
effect distort the data in different ways before presenting it to the data mining algo-
rithm, thus individually identifiable (private) values are not revealed. The privacy-
preserving properties of such databases are a result of the perturbation. In this paper a 
composite novel method for data perturbation is proposed. 

2   Related Work 

In order to distort the data and preserve individual privacy, researchers have employed 
methods such as data encryption[11][13], Data randomization[12][15], Data swapping 
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[1],Data anonymization[4][6][7],Geometric transformation[2][11] and Nearest Neighbor 
Data Substitution (NeNDS)[11].The Fast Fourier Transform (FFT) and Wavelet trans-
formation based data perturbation methods also have been reported [20] .  

3   Motivation 

Motivation for our approach is the observation that maximum information lies in the 
association of attributes (tuples) rather than the attribute value proper. Therefore it is 
proposed to break this association of attributes in a controlled and well recorded man-
ner in order to allow only the legitimate users to access the original data. The integrity 
of the horizontals in the table is broken by shifting the data values of specific col-
umns(fields) by rotating the fields. The number of rotations to be performed is evalu-
ated by considering the internal associations of the data.  

Illustration : Consider the following two matrix instances 

a11 a12 a13 a1n

a21 a22 a23 a2n

a31 a32 a33 a3n

… … … ...
am1 am2 am3 amn

a11 a22 a13 a1n

a21 a32 a23 a2n

a31 a42 a33 a3n

… am2 … …
am1 a12 am3 amn

Matrix-a Matrix-b  

Fig. 1. matrix-a original table, matrix-b perturbed table 

Let aij indicate the atomic value in the ith row and jth column. Let N be an integer 
indicating number of rotations and R be the number of tuples in the table(matrix). In 
our approach we try to perturb the ith row by rotating jth column by N times. The col-
umn “j” will be chosen depending upon the confidentiality associated with it. The 
Number of rotations N on jth column is computed as a function of S, the support.  
N=ƒ(support).  The new value of data in the ith row after perturbation in jth column 
gets changed depending on N and R values in the table. The new perturbed value will 
be obtained by  

aij= ai (j+N) mod R (1) 

Choice of number of rotations N on the field is critical to the method of field rota-
tions. Proper value of N is computed by finding association rules and their support 
values. 

3.1   Association Rule 

If  I={i1,i2,i3,....im} is an item set then an association rule is an implication of the form 
X⇒Y,where X⊂ I , Y⊂ I and XnY=φ is true[5][15]. The support S is a number  
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indicating percentage of transactions containing X∪Y in the total number of transac-
tions in a data base. Therefore support S is formally defined as in equation-2 below. 

 

S= |X∪Y| / | Tn | (2) 

Tn=Total number of transactions in a data base D.  

3.2   Our Approach 

In our first approach we mine the data base and find all the association rules that sat-
isfy minimum support criteria.We then choose a new value of support which is near to 
the actual support value of the association rule. 

Let Sa be the actual support and Sk be the chosen approximate support nearest to Sa 
for an association rule. Sk =(k x SA) where k is a fraction 1>k>min_support; Suppose 
I={A,B,C,D,E,F}is an item set and X⇒Y is the only association rule which meets the 
minimum support criteria. If support for this rule is 60% then as per the above nota-
tions Sa=60 and  with k=0.98(assumed) , Sk = 58.8~59; We also note that X⊂ I and 
Y⊂ I. If  BC⇒ADF is the rule then we try to rotate the fields contributing each of 
B,C,A,D,F such that their new support is adjusted to 59.our algorithm computes the 
best possible rotation number N for each column that is participating in association 
rule.N=ƒ(support). It is to be recalled that even after perturbation the summary statis-
tics for association rule mining have to remain same,this is achieved here by making 
an approximation on Sk and computing the N values for field rotations.The following 
Table-1 illustrates how our algorithm converges on N value. It shows N[array] vectors 
being formed for attributes X and Y in the association rule X⇒Y. 

Maximum rotations that one can perform on any table is equal to the number of tu-
ples R in the table. The Table-1 shows support value listing for all possible rotations (1 
to R) in Y attribute for every single rotation in X attribute (Nx1 denotes one rotation in 
X attribute, Nx2 denotes 2 rotations in X attribute etc). Suppose that S64 is the nearest 
best support, then it indicates 6 rotations on X attribute and 4 rotations on Y attribute.  

Table 1. N[array] vectors being formed for attributes X and Y 

Number of
rotations in X

attribute

Number of
rotations in Y

attribute

Calculated support
for X-->Y in each set of
rotations for X and Y

Nx1 (Ny1...NyR) (S11..S1R)

... (Ny1...NyR) ...

NxR (Ny1...NyR) (SR1...SRR)
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3.3   The Metadata Structure 

In the process of perturbation by field rotations , our algorithms will optimize the 
number of rotations required on each field and return such statistics on field rotation, 
these statistics are preserved for any future recovery of the original dataset. This 
metadata structure is the key for original data recovery and this table will be stored at 
a secured place by the data owner. The sample metadata structure is shown in table-2. 
The integers in the table-2 indicate the number of rotations. 
 

Table 2. Meta data structure showing number rotations on each field in a table  

Table Field1 Field2 Field3 Field4 .. fieldN
T1 2 4 25 7 .. 8
T2 3 8 6 1 .. 15
T3 … …. … .. .. ..  

3.4   Numeric Data Perturbation 

Numeric data is perturbed by replacing the proper values by bin averages see table-3. 
A bin is a prespecified set of records. 

Definition . Average of a set of  N numbers is always equal to the average of sub set 
average of  N numbers.  
Let N={n1,n2,n3................nk} be a set of k numbers with average AVGN .We can 
form i subsets from N where k≥i ≥1; If AVGSi is the average of ith subset then 
AVGN= 1/i ∑k

i=1 AVGSi  is true. 

Table 3. Numeric data perturbation where original numbers are replaced by their bin averages 

F1 F2 Root
Ave
rage

Division
around
root

avg

Lvel1
Aver
ages

Division
Around
Level
avg

Final
Aver
ages

Origi
nal
Values

Pertu
rbed
values

aa 12 34 54 54 12 9.5
bbb 20 43 43 20 17.5
cc 34 54

43.6
34

38.5
34 38.5

ddd 54 7 20 54 54
xxx 43 12 15

17.5
43 38.5

yyy 15 15 12 15 17.5
zzz 7 26.4 20

13.5
7

9.5

R
E
P
L
A
C
I
N
G

7 9.5
 

Table-3 illustrates our scheme for numeric data perturbation. Here the complete 
data set is divided and conquered around the arithmetic average recursively, till the 
bin size reaches specified minimum.In our approach bin size is not fixed but com-
puted dynamically depending upon the minimum value of  level averages. 
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Average of perturbed values=26.5 (suggests summary statistic do not change even 
after perturbation by binning by averages) 

4   Algorithms  

Algorithm-1 : Binning by averages 

Step 0: Let j be the attribute that is to be perturbed by binning.
Step 1: Define the stopping criterion, minimum size of the subset(bin)
Step 2: Find the average of the attribute j.
Step 3: Partition j into two subsets based on the average.
Step 4: Repeat steps 2 and 3 on each of the subsets.
Step 5: Check the minimum size of the bin,stop if stopping criterion is met.
Step 5: Replace each value in j by its subset average.

 

Algorithm-2: Rotation number computation and field rotation 

Step 1 : Mine the table and get the association rules.
Step 2 : Compute the support for each association rule.
Step 3 : Get the minimum support value and identify the valid

association rules.
Step 4: Fix k value (1≥k≥0) and compute Sk= (k *Sa ) for each valid

association rule, Sa is the actual support of the association rule.
Step 5: In X⇒Y kind of association rules, For each rotation in X, rotate

all Y member attributes and compute the support values in each
case of rotation and record the number of corresponding
rotations.

Step 6: Identify the rotation on X and Y that gives Sk value of support.
Step 7: Repeat step 5 and 6 for each association rule obtained in step 3

and Sum the number of rotations if similar attribute is
encountered in X⇒Y rule.

Step 8: To obtain the final indicator about the number of rotation on
each attribute Get the summed value on number of rotations
from step 7 and operate modulus R on this number ,R is the total
number of tuples in the given table. The resulting integer is the
exact rotations to be carried out on that attribute.

Step 9:Lock other columns in the table and rotate the only column
containing the attributes visible in step 8.

Step 10:Repeat step 9 for all valid attributes and get the perturbed table.
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5   Experiments and Results 

We tested our implementations on market basket dataset and weather condition data 
set. Market basket data is from the source [16].This data set contained 18 attributes 
and 1000 tuples. The table contains attributes like personal information and purchased 
items information. Weather condition data is used for weather forecast. Weather con-
dition data is obtained from the source[16]. This data set contains 7 attributes and 
4184 tuples. The weather condition table contains attributes like pressure, tempera-
ture, time, power etc. 

The number of association rules generated before perturbation and after perturba-
tion for a minimum support of 40% is found as recorded in table-4. 

Table 4. Number of Association rules generated for min_spport=40% 

Number of Association rules generated
Dataset

Before perturbation After perturbation
Percentage of

matching in rules
Market basket data 66 62 92%
Weather condition 38 34 93%  

We trained a Neural Net classifier from [16] with unperturbed data sets and ob-
tained estimated and analysis accuracies table-5 for the selected data sets. Then we 
perturbed each dataset by rotating the fields 

Table 5. Classifier accuracies before and after perturbation 

Market basket dataset
Perturbation

state
Estimated
Accuracy

Analysis Accuracy

NO 57.94 59.12
YES 57.28 59.20

Weather Condition dataset
Perturbation

state
Estimated
Accuracy

Analysis Accuracy

NO 98.36 98.71
YES 98.62 98.72

 

6   Conclusion and Future Work 

Disclosing distorted data instead of the original data is a natural way to protect pri-
vacy. The essential requirement by any such data distortion method is that the sum-
mary statistics of the data should not change in the process of distortion, otherwise the 
data becomes irrelevant for analysis. Therefore revealing information while preserv-
ing privacy is a  challenge. We presented a method where in summary statistics such 
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as average of the data is not changing even after perturbing by bin averages. The field 
rotation is a simple method and when the number of rotations to be carried out on 
each field is made as a dependent function on the support value of the association 
rule, it helps to preserve summary statistics from association rule mining . Future 
work lies in giving a theoretical proof for the simple observations made in this paper 
and in conducting some more tests with standard data sets. Complexity analysis of the 
algorithms developed in the paper and adoption of the perturbation techniques in real 
world applications need to be looked into to increase the practical importance of the 
observations. 
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Abstract. Existing weighted frequent pattern (WFP) mining algorithms
assume that each item has fixed weight. But in our real world scenarios the
weight (price or significance) of an item can vary with time. Reflecting such
change of weight of an item is very necessary in several mining applications
such as retail market data analysis and web click stream analysis. In this
paper, we introduce a novel concept of adaptive weight for each item and
propose an algorithm AWFPM (adaptive weighted frequent pattern min-
ing). Our algorithm can handle the situation where the weight (price or
significance) of an item may vary with time. Extensive performance analy-
ses show that our algorithm is very efficient and scalable for WFP mining
using adaptive weights.

Keywords: Data mining, knowledge discovery, weighted frequent pat-
tern mining, adaptive weight.

1 Introduction

Weighted frequent pattern (WFP) mining is more practical than traditional
frequent pattern mining [1], [7], [10], [11] because it can consider different se-
mantic significance (weight) of items. In many cases, the item in a transaction
can have different degree of importance (weight). For example, in retail appli-
cations the expensive product may contribute a large portion of overall revenue
even though it does not appear in a large number of transactions. For this rea-
son, WFP mining [2], [3], [4], [5], [6] was proposed to discover more important
knowledge considering different weights of each item, which plays an important
role in the real world scenarios. Weight based pattern mining approach can be
applied in many areas, such as market data analysis where the prices of products
are important factors, web traversal pattern mining where each web page has
different strength of impact, and biomedical data analysis where most diseases
are not caused by a single gene but by a combination of genes.

Even though WFP mining can consider application-specific diverse weights of
each item during the mining process, it is not enough to reflect the real world
environment where the significance (weight) of an item can vary with time. In real
world scenarios, the significance of each item might be widely affected by many
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factors. Peoples’ buying behaviors (or interests) are changing with time, so they
may affect the significances (weights) of products in retail markets. The weights
of seasonal products may also vary when the season changes from summer to
winter or winter to summer. Web click stream analysis can be another example
of this. The significance of each web page (or web site) may change with time
depending on the popularity, political issues, public events, and so on.

Motivated by these real world scenarios, we propose a new strategy for han-
dling adaptive weights in WFP mining. As in the real world business market
the weight (importance or price) of an item may vary due to the environmental
change in different time periods, in this paper, we introduce a novel concept of
adaptive weight for each item in WFP mining. Our proposed approach keeps
track of varying weights of each item batch by batch in a prefix tree. To handle
the adaptive weights during the mining process we propose a new algorithm
AWFPM (adaptive weighted frequent pattern mining). Our algorithm can han-
dle the situation where the weight (importance or price) of an item may vary
with time. It exploits a pattern growth mining technique to avoid the level-wise
candidate generation-and-test problem. Furthermore, it requires only one scan
of a database and therefore eligible for stream data mining [8], [9].

The remainder of this paper is organized as follows. In Section 2, we de-
scribe background. In Section 3, we explain our proposed AWFPM algorithm
for weighted frequent pattern mining using adaptive weights. In Section 4, our
experimental results are presented and analyzed. Finally, in Section 5, conclu-
sions are presented.

2 Background

A weight of an item is a non-negative real number which is assigned to reflect the
importance of each item in the transaction database [2], [3]. For a set of items
I = {i1, i2, ......in}, weight of a pattern P{x1, x2, .......xm} is given as follows:

Weight(P) =

∑length(P )
q=1 Weight(xq)

length(P )
(1)

A weighted support of a pattern is defined as the resultant value of multiplying
the pattern’s support with the weight of the pattern [2], [3]. So the weighted
support of a pattern P is given as follows:

Wsupport(P) = Weight(P) × Support(P) (2)

A pattern is called a weighted frequent pattern if the weighted support of the
pattern is greater than or equal to the minimum threshold [2], [3].

In the very beginning some weighted frequent pattern mining algorithms
WARM [5], WAR [6] have been developed based on the Apriori algorithm [1]
using candidate generation-and-test paradigm. Obviously, these algorithms re-
quire multiple database scans and result in poor mining performance. WFIM
[2] is the first FP-tree [7] based weighted frequent pattern algorithm using two
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database scans over a static database. They have used a minimum weight and
a weight range. Items are given fixed weights randomly from the weight range.
They have arranged the FP-tree [7] in weight ascending order. To extract the
more interesting weighted frequent patterns, WIP [3] algorithm introduces a new
measure of weight-confidence to measure strong weight affinity of a pattern.

WFIM [2] and WIP [3] showed that the main challenging problem of weighted
frequent pattern mining is that the weighted frequency of an itemset (or a pat-
tern) does not have the downward closure property as in frequent pattern mining.
This property tells that if a pattern is infrequent then all of its super patterns
must be infrequent. Consider the item “a” has weight 0.6 and frequency 4, the
item “b” has weight 0.2 and frequency 5, the itemset “ab” has frequency 3. Ac-
cording to equation (1), the weight of the itemset “ab” will be (0.6 + 0.2)/2
= 0.4 and according to equation (2) its weighted frequency will be 0.4 × 3 =
1.2. Weighted frequency of “a” is 0.6 × 4 = 2.4 and “b” is 0.2 × 5 = 1.0. If
the minimum threshold is 1.2, then pattern “b” is weighted infrequent but “ab”
is weighted frequent. WFIM and WIP maintain the downward closure property
by multiplying each itemset’s frequency by the global maximum weight. In the
above example, if item “a” has the maximum weight which is 0.6, then by mul-
tiplying it with the frequency of item “b”, 3.0 can be obtained. So, pattern “b”
is not pruned at the early stage and pattern “ab” will not be missed.

Zhang et al. [4] proposed a new strategy(“Weight”) for maintaining the asso-
ciation rules in incremental databases by using the weighting technique to high-
light new data. Any recently added transactions are assigned higher weights.
Moreover, all transactions in a database are given the same weight. They did
not use different weights for individual items or transactions. Their algorithm
is based on the level-wise candidate set generation-and-test methodology of the
Apriori [1] algorithm. Therefore, for a particular dataset, they generate a large
number of candidates and need to perform several database scans to get the final
result.

In the existing weighted frequent pattern mining works, no one proposed any
solution for adaptive weighted frequent pattern mining, where the weight of an
item may be changed in any batch of transactions. Therefore, we propose a novel
algorithm for adaptive weighted frequent pattern mining.

3 Our Proposed Algorithm

Definition 1. Adaptive weighted support of a pattern P is defined by

AWsupport(P)=
N∑

j=1

Weightj(P )×Supportj(P ) (3)

Here N is the number of batches. Weightj(P ) and Supportj(P ) are the weight
and support of pattern P respectively in the jth batch.We can calculate the value
of Weightj(P ) by using equation (1). For example, the AWsupport of pattern
“bd” in the first, second and third batches are ((0.9 + 0.3) / 2) × 1 = 0.6, ((0.7
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Table 1. An example of transaction database with adaptive weights

Batch TID Trans. Weight

T1 a, b, d a b c d e
1st T2 c, d 0.45 0.9 0.2 0.3 0.5

T3 a, b

T4 b a b c d e
2nd T5 b, c, d 0.6 0.7 0.4 0.5 0.4

T6 c, e

T7 a, c, e a b c d e

3rd T8 a 0.5 0.3 0.7 0.4 0.45
T9 a, c

Fig. 1. Constructed tree after inserting 1st, 2nd and 3rd Batches

+ 0.5) / 2) × 1 = 0.6 and ((0.3 + 0.4) / 2) × 0 = 0 respectively in Table 1. So,
total AWsupport(“bd”) = 0.6 + 0.6 + 0 = 1.2.

Definition 2. A pattern is called a adaptive weighted frequent pattern if the
adaptive weighted support of the pattern is greater than or equal to the minimum
threshold. For example, if the minimum threshold is 1.2, then “bd” is a adaptive
weighted frequent pattern in Table 1.

At first we describe the construction process of our tree structure to capture
transactions having items with adaptive weights. Header table is also maintained
in our tree like FP-tree [7]. The first value of the header table is the item id.
After that the frequency and weight information of an item is kept in batch
by batch fashion inside the header table. The tree nodes only contain item id
and its batch by batch frequency information. To facilitate the tree traversals
adjacent links are also maintained (not shown in the figure for simplicity) in our
tree structure like FP-tree.

Consider the example database shown in Table 1. After reading a transaction
from database, at first the items inside it are sorted according to lexicograph-
ical order and then they are inserted into the tree. Fig. 1 shows the tree after
capturing the transactions of batch 1, 2 and 3. As batch-by-batch frequency
information is kept separately in each node of the tree, we can easily discover
that which transactions have been occurred in which batch. For example, we
can easily detect that the batch number of transaction “c, d” and “c, e” is 1
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and 2 respectively from Fig. 1. Our tree structure holds the following important
property.

Property 1. The total count of frequency values of any node in the tree is
greater than or equal to the sum of total counts of frequency values of its children.

Now we discuss the mining process of our proposed AWFPM algorithm using FP-
growth approach [7]. As discussed in Section 2, the main challenging problem
in this area is that the weighted frequency of an itemset does not have the
downward closure property and to maintain this property we have to use the
global maximum weight. The global maximum weight is the maximum weight of
all the items in the global database. In our case, global maximum weight is the
highest weight among all the weights in all batches. For example, in Table 1, item
“b” has the global maximum weight 0.9. We will refer this term as GMAXW.
Local maximum weight is needed when we are doing the mining operation for
a particular item. It is not always the GMAXW. For example, in the database
of Table 1, item “e” has not been occurred with item “b” and “d”. As a result,
in the mining operation the conditional tree of “e” can only contain items “a”
and “c”. Here we do not need to use GMAXW. Local maximum weight can
maintain the downward closure property. The local maximum weight for “e”
is the maximum weight of the items “c”, “a” and “e”, which is 0.7. We will
refer local maximum weight as LMAXW. Using LMAXW in place of GMAXW
reduces the probability of a pattern to be a candidate.

Consider the database presented at Table 1, tree constructed for that database
in Fig. 1 and minimum threshold = 1.2. Here GMAXW = 0.9. After multiplying
the total frequency of each item with GMAXW, the adaptive weighted frequency
list is < a : 4.5, b : 3.6, c : 4.5, d : 2.7, e : 1.8 >. As a result, all items are single
element candidates. Now we construct the conditional trees for these items in a
bottom up fashion and mine the adaptive weighted frequent patterns. At first
conditional tree of bottom most item “e” is created by taking all the branches
prefixing item “e” and deleting the nodes containing an item which can not be a
candidate pattern with item “e” shown in Fig. 2(a). For item “e”, LMAXW = 0.7
as it has occurred only item “a” and “c”. Item “a” and “c” has total frequency
1 and 2 respectively with item “e”. So, after multiplying these frequencies with
LMAXW = 0.7, we get the adaptive weighted frequency list < a : 0.7, c : 1.4 >
for item “e”. As item “a” has low adaptive weighted frequency with item “e”,
it has to be deleted to get the conditional tree of “e”. As a result, Candidate
patterns “ce” and “e” are generated here.

For the item “d”, the LMAXW = 0.9 and adaptive weighted frequency list
is < a : 0.9, b : 1.8, c : 1.8 >. By deleting item “a” we get the conditional tree
of item “d” (shown in Fig. 2(b)). Candidate patterns “bd”, “cd” and “d” are
generated here. For the pattern “dc”, the adaptive weighted frequency list is
< b : 0.9 >. As a result, no conditional tree or candidate pattern is generated
for pattern “dc”. For the item “c”, the LMAXW = 0.9 and adaptive weighted
frequency list is < a : 1.8, b : 0.9 >. By deleting item “b” we get the conditional
tree of item “c” (shown in Fig. 2(c)). Candidate patterns “ac” and “c” are
generated here. For the item “b”, the LMAXW = 0.9 and adaptive weighted



Mining Weighted Frequent Patterns Using Adaptive Weights 263

Fig. 2. Mining Operation

frequency list is < a : 1.8 >. Conditional tree of item “b” is created in Fig. 2(d)
and patterns “ab” and “b” are generated here. Last candidate pattern “a” is
generated for the top most item “a”. After testing all these candidate patterns
with their actual adaptive weighted frequency using equation (3), we can get six
adaptive weighted frequent patterns. Here are the six adaptive weighted frequent
patterns with their adaptive weighted support: < b, d : 1.2 >,< a, c : 1.2 >,<
c : 2.4 >,< a, b : 1.35 >,< b : 3.2 > and < a : 2.4 >.

4 Experimental Results

To evaluate the performance of our proposed algorithm, we have performed
several experiments on both IBM synthetic dataset (T10I4D100K) and real-life
dataset mushroom from frequent itemset mining dataset repository (http://
fimi.cs.helsinki.fi/data/). These datasets do not provide the weight values
of each item. As like the performance evaluation of the previous weight based
frequent pattern mining [2], [3], [4], [5], [6], we have generated random numbers
for the weight values of each item, ranging from 0.1 to 0.9. We compare the
performance of our algorithm with the existing algorithm, “Weight” [4]. Our
programs were written in Microsoft Visual C++ 6.0 and run with Windows
XP operating system on a Pentium dual core 2.13 GHz CPU with 1GB main
memory.

The mushroom dataset contains 8,124 transactions and 119 distinct items. Its
mean transaction size is 23, and it is a dense dataset. Almost 20% ((23/119)
× 100) of its distinct items are present in every transaction. We have divided
this dataset into 3, 6 and 9 batches. From now we will denote N to represent
the number of batches. When N = 3, the first and second batches contain 3000
transactions and the third/last batch contains 2124 transactions. For N = 6 and
9, all the batches contain 1500 and 1000 transactions respectively except the
last batch. The numbers of transactions in the last batches are the remaining
transactions at the last. For each batch we have generated new weight value of
each item. We have used N = 3 for the existing algorithm, “Weight”. Fig. 3

http://
fimi.cs.helsinki.fi/data/
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Fig. 4. Performance on T10I4D100K

shows the runtime performance curves for mushroom. The minimum threshold
range of 10% to 30% is used in Fig. 3.

The T10I4D100K dataset contains 100,000 transactions and 870 distinct items.
Its mean transaction size is 10.1, and it is a sparse dataset. Around 1.16% ((10.1 /
870) × 100)of its distinct items are present in every transaction. We have divided
this dataset into 3, 5 and 10 batches. For N = 5 and 10, all the batches contain
20000 and 10000 transactions respectively. For N = 3, the first two batches con-
tain 35000 transactions and the last batch contains 30000 transactions. For each
batch we have generated new weight value of each item. We have used N = 3 for
the existing algorithm “Weight”. Fig. 4 shows the runtime performance curves
for T10I4D100K. The minimum threshold range of 1% to 5% is used in Fig. 4.
The experimental results in Figs. 3 and 4 demonstrate that by using an efficient
tree structure, the single database scan approach, and the pattern growth mining
technique, our algorithm performs better than the existing algorithm.

Prefix tree based frequent pattern mining research work [10], [11] showed that
the memory requirements for the prefix trees are quite possible and efficient
by using the gigabyte-range memory available recently. Our proposed AWFPM
algorithm can also mine adaptive weighted frequent patterns efficiently by using
a prefix tree. Moreover, it can save huge memory space by keeping batch by batch
transaction information in the prefix tree in a compact format. It requires much
less memory compared to the existing algorithm “Weight”. In the mushroom
dataset (N =3), our algorithm and the existing algorithm require 0.59 MB and
1.26 MB memory respectively. In the T10I4D100K dataset (N =3), our algorithm
and the existing algorithm require 12.72 MB and 17.61 MB memory respectively.

5 Conclusions

In this paper we introduced a novel concept of adaptive weight for each item
in weighted frequent pattern mining and we provided an algorithm to efficiently
mine adaptive weighted frequent patterns. Our main goal is to find the weighted
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frequent patterns using adaptive weights that can truly reflect the real world
scenarios. By keeping batch by batch frequency and weight information, our pro-
posed algorithm AWFPM can accurately mine the adaptive weighted frequent
patterns. Moreover, it exploits a pattern growth mining technique to avoid the
level-wise candidate generation-and-test problem. Our approach is also applica-
ble in real time data processing like data stream as it requires only one database
scan. Extensive performance analyses show that our algorithm is efficient in both
dense and sparse datasets to mine adaptive weighted frequent patterns.
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Abstract. Manifold learningmethodsmodelhigh-dimensionaldata thro-
ugh low-dimensional manifolds embedded in the observed data space. This
simplification implies that their are prone to trustworthiness and continu-
ity errors. Generative Topographic Mapping (GTM) is one such manifold
learning method for multivariate data clustering and visualization, defined
within a probabilistic framework. In the original formulation, GTM is opti-
mized by minimization of an error that is a function of Euclidean distances,
making it vulnerable to the aforementioned errors, especially for datasets
of convoluted geometry. Here, we modify GTM to penalize divergences be-
tween theEuclideandistances fromthedatapoints to themodel prototypes
and the corresponding geodesic distances along the manifold. Several ex-
perimentswith artificial data show that this strategy improves the continu-
ity and trustworthiness of the data representation generated by the model.

1 Introduction

Manifold learning methods model high-dimensional data under the assumption
that they can be faithfully represented by a low-dimensional manifold embedded
in the observed data space. This simplifying assumption makes these methods
prone to two types of potential errors: data point neighbourhood relations that
are not preserved in their low-dimensional representation, which hamper the
continuity of the latter, and spurious neighbouring relations in the representa-
tion that do not have a correspondence in the observed space, which limit the
trustworthiness of the low-dimensional representation.

Amongst density-based methods, Finite Mixture Models have established
themselves as flexible and robust tools for multivariate data clustering [1]. In or-
der to endow Finite Mixture Models with data visualization capabilities, which
are important for data exploration, certain constraints must be enforced. One
alternative is forcing the mixture components to be centred in a low-dimensional
manifold embedded into the usually high-dimensional observed data space. Such
approach is the basis for the definition of Generative Topographic Mapping
(GTM) [2], a flexible manifold learning model for simultaneous data cluster-
ing and visualization whose probabilistic nature makes possible to extend it to
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perform tasks such as missing data imputation [3], robust handling of outliers,
and unsupervised feature selection [4], amongst others.

In the original formulation, GTM is optimized by minimization of an error
that is a function of Euclidean distances, making it vulnerable to continuity
and trustworthiness problems, especially for datasets of complex and convoluted
geometry. Such data may require plenty of folding from the GTM model, re-
sulting in an unduly entangled embedded manifold that would hamper both the
visualization of the data and the definition of clusters the model is meant to pro-
vide. Following an idea proposed in [5], the learning procedure of GTM is here
modified by penalizing the divergences between the Euclidean distances from
the data to the model prototypes and the corresponding approximated geodesic
distances along the manifold. In this paper, we assess to what extent the result-
ing Geo-GTM model, which incorporates the data visualization capabilities that
the model proposed in [5] lacks, is capable of preserving the trustworthiness and
continuity of the mapping.

2 Manifolds and Geodesic Distances

Manifold methods such as ISOMAP [6] and Curvilinear Distance Analysis [7] use
the geodesic distance as a basis for generating the data manifold. This metric
favours similarity along the manifold, which may help to avoid some of the
distortions that the use of a standard metric such as the Euclidean distance may
introduce when learning the manifold. In doing so, it can avoid the breaches of
topology preservation that may occur due to excessive folding.

The otherwise computationally intractable geodesic metric can be approxi-
mated by graph distances [8], so that instead of finding the minimum arc-length
between two data points lying on a manifold, we would set to find the shortest
path between them, where such path is built by connecting the closest suc-
cessive data points. In this paper, this is done using the K-rule, which allows
connecting the K-nearest neighbours. A weighted graph is then constructed by
using the data and the set of allowed connections. The data are the vertices,
the allowed connections are the edges, and the edge labels are the Euclidean
distances between the corresponding vertices. If the resulting graph is discon-
nected, some edges are added using a minimum spanning tree procedure in order
to fully connect it. Finally, the distance matrix of the weighted undirected graph
is obtained by repeatedly applying Dijkstra’s algorithm [9], which computes the
shortest path between all data samples.

3 GTM and Geo-GTM

The standard GTM is a non-linear latent variable model defined as a mapping
from a low dimensional latent space onto the multivariate data space. The map-
ping is carried through by a set of basis functions generating a constrained mix-
ture density distribution. It is defined as a generalized linear regression model:

y = φ(u)W, (1)
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where φ are R basis functions, Gaussians in the standard formulation; W is a
matrix of adaptive weights wrd; and u is a point in latent space. To avoid com-
putational intractability, a regular grid of M points um can be sampled from
the latent space, which acts as visualization space. Each of them, which can be
considered as the representative of a data cluster, has a fixed prior probability
p(um) = 1/M and is mapped, using (1), into a low-dimensional manifold non-
linearly embedded in the data space. A probability distribution for the multivari-
ate data X = {xn}N

n=1 can then be defined, leading to the following expression
for the log-likelihood:

L(W, β|X) =
N∑

n=1

ln

{
1
M

M∑
m=1

(
β

2π

)D/2

exp
{
−β/2‖ym − xn‖2

}}
(2)

where ym, usually known as reference or prototype vectors, are obtained for each
um using (1); and β is the inverse of the noise variance, which accounts for the
fact that data points might not strictly lie on the low dimensional embedded
manifold generated by the GTM. The EM algorithm is an straightforward al-
ternative to obtain the Maximum Likelihood (ML) estimates of the adaptive
parameters of the model, namely W and β. In the E-step, the responsibilities
zmn (the posterior probability of cluster m membership for each data point xn)
are computed as

zmn = p(um|xn,W, β) =
p(xn|um,W, β)p(um)∑

m′ p(xn|um′ ,W, β)p(um′ )
, (3)

where p(xn|um,W, β) = N (y(um,W), β).

3.1 Geo-GTM

The Geo-GTM model is an extension of GTM that favours the similarity of
points along the learned manifold, while penalizing the similarity of points that
are not contiguous in the manifold, even if close in terms of the Euclidean dis-
tance. This is achieved by modifying the standard calculation of the responsibili-
ties in (3) proportionally to the discrepancy between the geodesic (approximated
by the graph) and the Euclidean distances. Such discrepancy is made operational
through the definition of the exponential distribution

E(dg|de, α) =
1
α

exp
{

−dg(xn,ym) − de(xn,ym)
α

}
, (4)

where de(xn,ym) and dg(xn,ym) are, in turn, the Euclidean and graph dis-
tances between data point xn and the GTM prototype ym. Responsibilities are
redefined as:

zgeo
mn = p(um|xn,W, β) =

p′(xn|um,W, β)p(um)∑
m′ p′(xn|um′ ,W, β)p(um′)

, (5)

where p′(xn|um,W, β) = N (y(um,W), β)E(dg(xn,ym)2|de(xn,ym)2, 1). When
there is no agreement between the graph approximation of the geodesic distance
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and the Euclidean distance, the value of the numerator of the fraction within
the exponential in (4) increases, pushing the exponential and, as a result, the
modified responsibility, towards smaller values, i.e., punishing the discrepancy
between metrics. Once the responsibility is calculated in the modified E-step,
the rest of the model’s parameters are estimated following the standard EM
procedure. Each data point xn can then be visualized in latent space as the
mean of the estimated posterior distribution:

umean
n =

M∑
m=1

umz
geo
mn, (6)

4 Experiments

Geo-GTM was implemented in MATLAB R©. For the experiments reported next,
the adaptive matrix W was initialized, following a procedure described in [2],
as to minimize the difference between the prototype vectors ym and the vectors
that would be generated in data space by a partial Principal Component Analysis
(PCA). The inverse variance β was initialised to be the inverse of the 3rd PCA
eigenvalue. This initialization ensures the replicability of the results. The latent
grid was fixed to a square layout of approximately (N/2)1/2×(N/2)1/2, where N
is the number of points in the dataset. The corresponding grid of basis functions
was equally fixed to a 5 × 5 square layout for all datasets.

4.1 Quantitative Evaluation of the Mappings

As mentioned in the introduction, data neighbourhood relations that are not
preserved in the low-dimensional representation, hamper the continuity of the
latter, while spurious neighbouring relations in the low-dimensional representa-
tion that do not have a correspondence in the observed space limit its trustwor-
thiness. In order to evaluate and compare the mappings generated by GTM and
Geo-GTM, we use here the trustworthiness and continuity measures developed
in [10]. Trustworthiness is defined as:

T (K) = 1 − 2
NK(2N − 3K − 1)

N∑
i=1

∑
xj∈UK(xi)

(r(xi, xj) −K), (7)

where Uk(xi) is the set of data points xj for which xj ∈ ĈK(xi) ∧ xj /∈ CK(xi)
and CK(xi) and ĈK(xi) are the sets of K data points that are closest to xi

in the observed data space and in the low-dimensional representation space,
respectively. Continuity is in turn defined as:

Cont(K) = 1 − 2
NK(2N − 3K − 1)

N∑
i=1

∑
xj∈VK(xi)

(r̂(xi, xj) −K), (8)
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Fig. 1. The three datasets used in the experiments. (left): Swiss-Roll, where two con-
tiguous fragments are identified with different symbols in order to check manifold
contiguity preservation in Fig. 2. (middle): Two-Spirals, again with different symbols
for each of the spiral fragments. (right): Helix.

where VK(xi) is the set of data points xj for which xj /∈ ĈK(xi) ∧ xj ∈ CK(xi).
The terms r(xi, xj) and r̂(xi, xj) are the ranks of xj when data points are
ordered according to their distance from the data vector xi in the observed
data space and in the low-dimensional representation space, respectively, for
i �= j.

4.2 Datasets

Three artificial 3-dimensional datasets, represented in Fig. 1, were used in the ex-
periments that follow. The first one is the Swiss-Roll dataset, consisting on 1000
randomly sampled data points generated by the function: (x1, x2) = (t cos(t),
t sin(t)), where t follows a uniform distribution U(3π/2, 9π/2) and the third
dimension follows a uniform distribution U(0, 21). The second dataset, herein
called Two-Spirals, consists of two groups of 300 data points each that are sim-
ilar to Swiss-Roll although, this time, the first group follows the uniform distri-
bution U(3π/4, 9π/4), while the second group was obtained by rotating the first
one by 180 degrees in the plane defined by the first two axes and translating it
by 2 units along the third axis. The third dataset, herein called Helix, consists of
500 data points that are images of the function x = (sin(4πt), cos(4πt), 6t−0.5),
where t follows U(−2, 2). Gaussian noise of zero mean and standard deviation
(σ) of 0.05 was added to Swiss-Roll and Two-Spirals. A higher level of Gaussian
noise (σ =0.20) was added to Helix.

4.3 Results and Discussion

The goal of the experiments is twofold. Firstly, we aim to assess whether the
proposed Geo-GTM model could capture and visually represent the underlying
structure of datasets of smooth but convoluted geometry better than the stan-
dard GTM. Secondly, we aim to evaluate and compare the trustworthiness and
the continuity of the mappings generated by GTM and Geo-GTM.
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Fig. 2. Data visualization maps for the Swiss-Roll set. (Left): standard GTM; (right):
Geo-GTM.

Fig. 3. Visualization maps for the Two-Spirals set. (Left): standard GTM; (right):
Geo-GTM.

The posterior mean distribution visualization maps for all datasets are dis-
played in Figs. 2 to 4. Geo-GTM, in Fig. 2, is shown to capture the spiral
structure of Swiss-Roll far better than standard GTM, which misses it at large
and generates a poor data visualization with large overlapping between non-
contiguous areas of the data. A similar situation is reflected in Fig. 3: The two
segments of Two-Spirals are neatly separated by Geo-GTM, whereas the stan-
dard GTM suffers a lack of contiguity of the segment represented by circles as
well as overlapping of part of the data of both segments. The results are even
more striking for Helix, as shown in Fig. 4: the helicoidal structure is neatly
revealed by Geo-GTM, whereas it is mostly missed by the standard GTM. The
former also faithfully preserves data continuity, in comparison to the breaches
of continuity that hinder the visualization generated by the latter. Remarkably,
Geo-GTM is much less affected by noise than the standard GTM, as it recovers,
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Fig. 4. Data visualization maps for the Helix set. (Left): standard GTM; (right): Geo-
GTM.
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Fig. 5. Trustworthiness (top row) and continuity (bottom row) for (left column): Swiss-
Roll, (middle column): Two-Spirals, and (right column): Helix, as a function of the
neighbourhood size K

in an almost perfect manner, the underlying noise-free helix. This is probably
due to the fact that this model favours directions along the manifold, minimizing
the impact of off-manifold noise.

The trustworthiness and continuity for all datasets are shown in Fig. 5. As
expected from the visualization maps in Figs. 2-4, the Geo-GTM mappings are
far more trustworthy than those generated by GTM for neighbourhoods of any
size across the analyzed range. The differences in continuity preservation are
smaller although, overall, Geo-GTM performs better than GTM model, specially
with the noisier Helix dataset.
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5 Conclusion

In this brief paper, we have introduced a variation of the manifold learning GTM
model, called Geo-GTM, and shown that it is able to faithfully recover and
visually represent the underlying structure of datasets of smooth but convolute
geometries. It does so by limiting the effect of manifold folding through the
penalization of the discrepancies between inter-point Euclidean distances and
the approximation of geodesic distances along the model manifold.

The reported experiments also show that the mappings generated by Geo-
GTM are more trustworthy than those generated by the standard GTM, while
preserving continuity better. Moreover, Geo-GTM has been shown to recover the
true underlying data structure even in the presence of noise. This capability of
the model should be investigated in detail in future research, using both synthetic
and real data sets.
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Abstract. The Fractional Auto-Regressive Integrated Moving Average
(FARIMA) model is often used to model and predict network traffic
demand which exhibits both long-range and short-range dependence.
However, finding the best model to fit a given set of observations and
achieving good performance is still an open problem. We present a strat-
egy, namely Aggregating Algorithm, which uses several FARIMA models
and then aggregates their outputs to achieve a guaranteed (in a sense)
performance. Our feasibility study experiments on the public datasets
demonstrate that using the Aggregating Algorithm with FARIMA mod-
els is a useful tool in predicting network traffic demand.

1 Introduction

Prediction using time series models has many important applications. One of
these applications is network traffic demand prediction where having observed
network traffic demand in the past (for example, each hour for a finite period of
time), we want to predict the future demand. Successful network traffic demand
prediction can be used to improve the Quality of Service, to route packages in
a more efficient way or to solve some other problems in a network. It has been
shown that network traffic demand typically has both long-range and short-
range dependence ([13]). Fractional Auto-Regressive Integrated Moving Average
(FARIMA) model has been proposed for modeling and prediction of such network
traffic demand ([3,14,9]) and fairly good results can be achieved. However, it is
still an open problem on how to find the best possible model for a given set of
observations.

In this paper, we suggest a different approach by considering the problem of
prediction with expert advice. In this setting we have a set of models (i. e. ex-
perts) and instead of finding the best possible model for a dataset and predicting
absolutely well, we aim to perform, on average, almost as well as the overall best
expert. In particular, we describe one optimal strategy, namely Aggregating Al-
gorithm ([11]) to mix predictions of the experts (models’ outputs) so that there
is a guaranteed upper bound on the regret term (the difference between the loss
of the algorithm and the loss of the best expert). Therefore, the proposed ap-
proach is a reliable method in minimizing risks of having bad performances of a
prediction system.

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 274–281, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The rest of the paper is organized as follows. Section 2 briefly describes the
FARIMA model and its parameter estimation. Section 3 describes Aggregating
Algorithm and Section 4 discusses the experimental setup and experimental
results. Finally Section 5 presents a conclusion and possible directions for further
research.

2 Fractional Auto-Regressive Integrated Moving Average
(FARIMA)

For the network traffic demand prediction problem, we have observations x1, x2,
. . . ; xi ∈ R ∀i and try to find a sequence of functions:fn : x1, . . . , xn −→ xn+1,
such that its predictions are close to real observed values (in a sense). This
problem is naturally related to the discrete time series analysis.

In this section we briefly describe FARIMA, which was introduced in [4,5] and
has been used to model and predict processes with long-range dependence, such
as network traffic demand, electricity demand and financial data (when we can
assume that the variance is constant). The FARIMA model is a generalization
of the Auto-Regressive Moving Average (ARMA) model which works well with
processes having short-range dependence and linear dependence between the
observations. We assume that FARIMA model can model network traffic demand
well (with appropriately chosen parameters) as there exist a number of research
papers ([13,14]) supporting this statement.

Consider a time series process {Xt, t ∈ Z} which is weakly stationary (has
a finite mean and the covariance depends only on the difference between the
parameters).

Definition 1. The autocovariance function of process {Xt} is γ(s, t) = E[(Xs −
µ)(Xt − µ)], where µ = EXt.

As for weakly stationary processes the covariance depends only on the difference
between two parameters we can write γ(s, t) = E[(Xs − µ)(Xt − µ)] = E[(X0 −
µ)(Xt−s−µ)] = γ(t−s). We consider long-range dependent time series processes:

Definition 2. The time series process {Xt, t ∈ Z} is called long-range depen-
dent if

∑∞
h=−∞ |γ(h)| = ∞.

It is often assumed that the autocovariance function of a long-range dependent
process can be written in the form γ(h) ∼ h2d−1l1(h), where l1(h) is a slowly
varying function and d reflects the order of long-range dependency.

Formally a FARIMA process {Xt} can be defined by

φ(B)Xt = θ(B)(1 −B)−dεt,

where B is the backshift operator defined as BkXt = Xt−k, φ(B) = 1 + φ1B +
. . .+ φpB

p and θ(B) = 1 + θ1B + . . .+ θqBq are the autoregressive and moving
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average operators respectively; φ(B) and θ(B) have no common roots, (1−B)−d

is a fractional differentiating operator defined by binomial expansion

(1 −B)−d =
∞∑

j=0

ηjB
j = η(B) ,where ηj =

Γ (j + d)
Γ (j + 1)Γ (d)

for d < 1
2 , d �= 0,−1,−2, . . ., and where Γ (z) =

∫∞
0
tz−1e−t dt is the Gamma

function (see [7,2]) and ε is a white noise sequence with finite variance. We call
such process {Xt} a FARIMA(p, d, q) process.

Parameter estimation is the first step in fitting a FARIMA model (to some
data), which can then be used to predict next values of the time series. The para-
meter estimation problem for FARIMA involves estimation of d which describes
the long-range dependence and estimation of φ(B) and θ(B) which describe the
short-range dependence. There exist different techniques to estimate the para-
meters associated with a FARIMA process. In this paper, we assume that the
knowledge of the model orders p and q is available. Parameter d is related to
the Hurst parameter H via the equation H = d+ 1

2 . The following procedure is
used to estimate parameter d and the polynomial coefficients of φ(B) and θ(B)
with fixed parameters p and q:

1. Estimate the parameter d = H − 0.5, where H is Hurst parameter and is es-
timated using Dispersional analysis (also known as the Aggregated Variance
method), see [10,1] for more details.

2. Differentiate the data with the estimated parameter d.
3. Use the Innovations Algorithm ([2]) to fit a Moving Average model into the

data.
4. Estimate the coefficients of φ(B) and θ(B) ([2]).

3 Aggregating Algorithm

FARIMA models can efficiently represent time series data which exhibit both
long-range and short-range dependence. However, it is still an open question on
how to fit the best model given the data. To overcome the difficulty of choosing
the best parameters of a model, we propose a new approach and describe a
strategy to mix outcomes of several models according to their individual losses.
Our aim is not to find the best model predicting network traffic demand, but
to find an efficient way to use good models so that we can have a guaranteed
performance.

This problem has been studied extensively in the area of prediction with
expert advice and can be described in the form of a game. In the game, there
are experts who can give advice on predictions of the possible outcome and we do
not know which expert can perform well in advance. At each round of the game,
experts give their predictions based on the past observations and we can study
the experts’ predictions in order to make our prediction. Once our prediction is
made, the outcome of event is known. As a result, the losses suffered by each
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expert and our algorithm are calculated. Our aim is to find a strategy which can
guarantee the total loss (i. e. the cumulative loss on all rounds of the game) is
not much worse than the total loss of the best expert during the game.

Now we will give a more formal definition of the prediction with expert advice.
Considering a game between three players, Nature, Experts, and Learner, let Σ
be a set called signal space, Ω be a set called sample space, Γ be a set called
the decision space, and Θ be a measurable space called the parameter space. A
signal is an element of the signal space, an outcome is an element of the sample
space and a decision is an element of the decision space. The loss function
λ : Ω × Γ → [0, ∞] which measures the performance of Experts and Learner is
also part of the game. At each round T = 1, 2, . . ., the perfect-information game
is described below.

1. Nature outputs a signal xT ∈ Σ.
2. Experts make measurable predictions ξT : Θ → Γ ; where ξT (θ) is the pre-

diction corresponding to the parameter θ ∈ Θ.
3. Learner makes his own prediction γT ∈ Γ.
4. Nature chooses an outcome ωT ∈ Ω.
5. Experts’ loss calculation LT (θ) =

∑T
t=1 λ(ωt, ξt(θ)).

6. Learner’s loss calculation LT =
∑T

t=1 λ(ωt, γt).

Learner wants to minimize the regret term, i. e. the difference between the to-
tal loss of the algorithm and the total loss of the best expert. Many strategies
have been developed for Learner to make his prediction γT such as following
the perturbed leader and gradient descent. In this paper we consider the case
Ω ⊂ R, Γ ⊂ R and present one of the methods solving the problem, namely
Aggregating Algorithm (AA). This algorithm has many theoretical advantages
([11]), one of which is a guaranteed optimal performance (which cannot be im-
proved).

Aggregating Algorithm works as follows: at each step t it re-computes weights
of the experts (represented by their probability distribution) and mixes all ex-
perts’ predictions according to this distribution. Thus the AA gets a mixture
of the experts’ predictions (a generalized prediction), then it finds the best (in
some sense) prediction from Θ. There are two parameters in the AA: learning
rate is η > 0 (β is defined to be e−η) and P0 is a probability distribution on set
Θ of experts. Intuitively P0 is the prior distribution, which specifies the initial
weights assigned to the experts. In this way, at each step t of the algorithm the
AA performs the following actions to make the prediction at the step 3 in the
above game:

3.1 Updating experts’ weights according to the previous losses:

Pt−1(dθ) = βλ(ωt−1, ξt−1(θ))Pt−2(dθ), θ ∈ Θ.

3.2 Predictions’ mixing according to their weights:

gt(ω) = logβ

∫
Θ

βλ(ω, ξt(θ))P ∗
t−1(dθ), (1)
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where P ∗
t−1(dθ) is a normalised probability distribution, i. e. P ∗

t−1(dθ) =
Pt−1(dθ)
Pt−1(Θ) and if Pt−1(Θ) = 0, AA is allowed to choose any prediction. On
this step we get gt(ω) which is a function Ω → R.

3.3 Looking for an appropriate prediction from Γ : γt(gt).

In [11] (Lemma 2) it is proved that in the case of the square-loss function,
i. e. λ(ω, γ) = (ω − γ)2, η ≤ 1

2Y (where Y is a bound for |yt|)

γt =
gt(−Y ) − gt(Y )

4Y
(2)

is a prediction from Θ.
The formula (2) gives us the final prediction at step t. In our experimental

setting experts correspond to FARIMA models and ξt(θ) corresponds to the
prediction at step t given by a specific FARIMA model denoted by θ. As we use
only a finite number of experts the integration in the formula (1) is now a sum.
Preprocessing of the datasets can ensure |Y | = 1.

In this paper we consider square loss. Assuming that the number of experts
is finite, it has been proved ([12]) that the accumulative loss of the AA LT (A)
is bounded by for all round T of the game and each expert θ as LT (AA) ≤
LT (θ) + ln(n) where n is the total number of experts.

4 Experiments and Results

In this section we describe the experiments carried out to evaluate the perfor-
mance of the AA. Two publicly available datasets are used ([8,6]). For illustration
purpose, the measurement time interval is set to 1 second on these two datasets
and we use only relatively small extracts of these datasets: from each of them two
extracts of 360 entries are obtained and there are now four sets for our experi-
ments, namely A, B, C and D. Each of these four sets is divided into two parts
of 180 observations. The first part (training set) is used for fitting a FARIMA
model and estimating the corresponding parameters. The second part (test set)
is used to run experiments in the online mode, i. e. after making a prediction, we
receive the true value of network traffic demand. In our experiments the datasets
are preprocessed by the following operations: substraction of the mean value and
then division by the absolutely maximum entry.

In the experiments, the FARIMA models with different sets of parameters p
and q (since the parameter d is estimated with a method which we consider re-
liable) are experts and a finite number of FARIMA models are considered in the
AA. It has been suggested that the orders p and q of a FARIMA model are rela-
tively small. Therefore, we use the models with parameters 0 ≤ p, q ≤ 3, p+ q �= 0
(altogether we used 15 experts — FARIMA models). The prior distribution on the
all 15 experts used in the AA is chosen to be uniform. The learning rate η of the
AA is set to be 1

2 . During the experiments, the window size is not fixed so that at
each step of the algorithm we use all the previous observations.
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Table 1. Experimental results (accumulated square loss)

Algorithm Dataset A Dataset B Dataset C Dataset D
FARIMAbest 7.40 5.79 3.23 15.85

parameter (p,q) (3, 0) (0, 3) (1, 1) (1, 0)

FARIMAworst 125.38 28.92 158.35 102.65
parameter (p,q) (1, 2) (1, 2) (3, 1) (2, 2)

AA − FARIMA 7.83 5.90 3.39 15.92

Number of experts better than AA 2 8 9 1
Number of experts worse than AA 13 7 6 14

Avr. diff. between good experts and AA 0.39 0.05 0.07 0.08
Avr. diff. between of bad experts and AA 14.45 11.86 42.82 14.73

Meanbest 12.25 9.62 5.22 18.41
parameter 1 15 5 1

Meanworst 20.17 12.54 6.27 25.15
parameter 56 1 41 49

Constant 18.68 10.63 5.67 23.62

To compare the performance of the FARIMA model with other methods
we consider the naive algorithm Mean which gives the mean value of several
previous observations (we also tried the Median algorithm which performed
slightly worse on all datasets) and Constant which gives the mean value of the
whole dataset. The square-loss function is used as the metric to compare their
performance.

The summary of the experimental results is shown in Table 1. It can be seen
that AA-FARIMA performs not much worse than the best model (expert) and
the differences between the total losses of the best experts and the worst experts
are large. The experimental results show that the FARIMA model outperformed
simple methods Mean and Constant. For each dataset, all the experts can be
divided into two categories: good experts (the experts performing better than
the AA) and bad experts (the rest of the experts). We can see that for two out of
four datasets (i. e. datasets A and D) there are only 1 or 2 good experts and for
the rest of the datasets the experts are divided almost equally between the two
groups. In all cases, however, the total loss of the AA is very close to the average
total loss of the good experts, but are significantly smaller than the average total
loss of the bad experts. It means that if we are unlucky to use one of the bad
experts as our prediction model then the AA outperforms it significantly. On
the other hand, if we choose a good expert as the prediction model, then the
AA is not much worse than this model.

Figure 1 shows the performance of the two algorithms, namely the best
FARIMA model and AA-FARIMA on dataset D. The best FARIMA model pre-
dicts the peaks but gives absolutely smaller values than the real demand as the
algorithm is not confident in its predictions. The most interesting trend which
can be seen in this figure is that AA-FARIMA at the beginning differs slightly
from the best FARIMA model, but towards the end of the experiment it gives
practically the same predictions as the best FARIMA model, which is the best
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Fig. 1. Observed and predicted network traffic demand for dataset D (showing first 40
observations)

expert in this example. It means that the AA is able to recognize the best expert
and follow its predictions effectively.

5 Conclusions

FARIMA processes have been used with some success for modeling and predic-
tion of the network traffic with both short and long range dependence. However,
it is still an open problem on how to find the best possible model for a set of
observations and achieve good performance. The experimental results showed
that choosing wrong parameters of FARIMA models can lead to worse predic-
tion performance. To address the issue of guaranteed performance of using the
FARIMA model, we considered the framework of prediction with expert advice
and presented a strategy, namely Aggregating Algorithm which can minimize the
risk of choosing wrong parameters of the model at the cost of a slightly higher
total loss comparing to that of the best expert. We believe that it is worth tol-
erating some additional loss in order to be more confident in the performance
of the algorithm. In other words, its performance will not differ too much from
that of the best model. The experiments demonstrated the usefulness of the AA
in predicting network traffic demand with a performance guarantee.

One of other advantages of the AA is that it can deal with the cases where the
best model can be different at different times. It means that if the parameters of
the process change over time and the model which was the best at the beginning
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does not perform well any more, then its weight in the AA will be decreased over
the time and eventually its prediction will practically not be taken into account
in prediction. We are planning to carry out experiments to explore this feature.
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Abstract. Several algorithms for induction of decision trees have been
developed to solve problems with large datasets, however some of them
have spatial and/or runtime problems using the whole training sample
for building the tree and others do not take into account the whole train-
ing set. In this paper, we introduce a new algorithm for inducing decision
trees for large numerical datasets, called IIMDT, which builds the tree
in an incremental way and therefore it is not necesary to keep in main
memory the whole training set. A comparison between IIMDT and ICE,
an algorithm for inducing decision trees for large datasets, is shown.

Keywords: Decision trees, supervised classification, large datasets.

1 Introduction

The main objective of a supervised classification algorithm is to determine the
class of a new object (described by an attribute set) based on the information
contained in a set of previously classified objects (training set — TS). There
are different algorithms for solving the supervised classification problem [1] like:
statistical algorithms, distance-based algorithms, neural networks, decision trees,
etc. Decision trees are very popular in Data Mining [2], because of their simple
construction.

A decision tree (DT) is a tree structure formed by nodes (internal nodes and
leaves) and edges. Internal nodes are characterized by one or more test attributes
and each node has one or more children. Each one of the edges has a value for
the test attibute, this value determines the path to be followed in the tree. On
the other hand, leaves contain information that allows to determine the class of
an object. To classify a new object, it traverses the tree starting from the root
until a leaf is reached, when the object arrives at a leaf it is classified according
to the information stored in that leaf.
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There are several algorithms for inducing a DT [3,4, 5, 6,7]. However, not all
of them can handle large datasets, because they need to keep in main memory
the whole training set for building the DT [8]. Some algorithms for induction of
DT have been developed to work with large datasets [9,10,11,12,13,14], however
the required space to store the data in some of them is at least double the space
required for the whole training set, and in some other algorithms the DT is built
based only on a small subset of the training objects, but this subset could be
not representative of the whole training set.

In this paper we introduce a new Incremental Induction of Multivariate DT
algorithm for large datasets (IIMDT), which consider the whole training set for
building the tree but it is not stored in main memory. IIMDT processes the
training objects one by one, in this way only the processed object must be kept
in main memory at each step.

The rest of this work is organized as follows: Section 2 presents some works
related to DT induction algorithms for large datasets, in Section 3 the proposed
algorithm is introduced, Section 4 shows the experimental results and a compar-
ison against other DT generation algorithms. Finally in Section 5 conclusions
and future work are presented.

2 Related Work

Currently, there are several algorithms for inducing DT for large datasets. SLIQ
[9] solves the problem of storing in main memory the whole training set repre-
senting the attributes by lists that store the values of the attributes, for each
object, these lists can be stored in disk. Additionally, SLIQ uses a list that con-
tains the class of each object and the number of the node where this object is
stored in the tree. However, this last list must be stored in main memory, which
could be a problem for large datasets, because the size of the list depends on
the number of objects in the training set. SLIQ sorts the numerical attributes
before building the DT, therefore it is not necessary to carry out this procedure
when each node is expanded.

SPRINT [10] is an improvement of SLIQ, the difference lies in how SPRINT
represents the lists for each attribute. This algorithm adds a column to each
list for storing the class of each object, hence SPRINT does not need to store
in main memory any whole list, however, since it has to read all the lists for
expanding each node, the processing time could be too large if the training set
has a lot of objects.

CLOUDS [11] simplifies SPRINT, representing the numerical attibutes by in-
tervals, in this way CLOUDS reduces substantially the required time for choosing
the atributes that will represent the internal nodes of the DT. A drawback of
SPRINT and CLOUDS is that they require at least double the required space
for storing the training set.

RainForest [12] follows the idea of representing the attributes by lists, never-
theless it tries to reduce these lists storing only all the different values for each
attribute, thus the list size will not be of the number of training objects but
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equal to the number of different values. These lists are stored in main memory,
therefore if the attributes had a lot of different values in the training set, the
available space could not be enough.

BOAT [13] is an incremental algorithm that avoids to store the whole training
set in main memory using only an object subset for building the DT. Starting
from this subset BOAT applies the bootstrapping technique for generating mul-
tiple DT and combining them. Afterwards BOAT verifies the whole training set
to refine the constructed DT.

ICE [14] is another incremental algorithm that also is based on a subset for
building the DT. This algorithm divides the training set in subsets called epochs,
for each epoch ICE builds a DT, which is used to obtain a subset of objects.
These subsets, obtained from each epoch, are joined for building the final DT.
ICE does not guarantee that the obtained subset is representative of the whole
training set.

3 IIMDT Algorithm

In this section we introduce IIMDT, an incremental algorithm for building a
DT for large datasets. Following the idea proposed in [7], IIMDT builds a mul-
tivariate DT considering all the attributes for the internal nodes, therefore our
algorithm does not access the training set for choosing test atributes in each
node expansion. Our algorithm processes the objects of the training set one by
one, in this way it does not need to keep in memory the whole training set to
generate the DT, but only the object that is being processed.

To build the DT, the proposed algorithm begins with a root node initially
empty and without descendants. Each object of the training set will traverse the
tree until a leaf is reached, in which the object will be stored. When a leaf has
s stored objects there are two cases:

1. If the leaf contains objects from more than one class, it will be expanded
generating one edge for each class of objects in the node. Each generated
edge will lead to an empty leaf and the attributes values associated to each
edge will be taken from a representative object obtained from the objects
in the node that belong to the class of the edge. Once the attributes values
are obtained, the s stored objects are deleted from the node. In order to al-
low the nodes to be expanded having objects from different classes, IIMDT
reorganizes the training set alternating objects from each class. This reor-
ganization process is very fast; in the experiments the time required for this
reorganization will be included as part of the IIMDT runtime.

2. If the leaf has objects belonging to the same class, it will not be expanded,
but the attributes values associated to the representative object obtained
from the stored objects are combined with attributes values associated to
the input edge of the leaf. The s stored objects in the leaf are deleted and
the counter of objects in the leaf is restarted to 0.

To traverse the tree an object O starts at the root. When O arrives to an
internal node, O follows the path of the edge that best matches its attribute



A New Incremental Algorithm for Induction of Multivariate Decision Trees 285

values. When all the objects had been processed for building the tree, IIMDT
assigns to each leaf the majority class of objects stored in that leaf. The IIMDT
algorithm is as follows:

Input: TS(training set), s
Output: DT (decision tree)
Step 1: ReorganizeTS(TS)
Step 2: ROOT ← CreateNode()
Step 3: For each Oi ∈ TS, do

UpdateDT(Oi, ROOT )
Step 4: AssignClassToLeaves()

UpdateDT(Oi, ROOT) is as follows:

UpdateDT (Oi, NODE)
If NODE.numObj < s, then

AddObjNode(NODE, Oi)
NODE.numObj = NODE.numObj + 1
If NODE.numObj = s, then

ExpandNode(NODE)
NODE.numObj = NODE.numObj + 1

Else /* NODE.numObj > s */
For each edge Rj ∈ NODE, do

simi[j] = Similarity(Oi, NODE.ORj)
Edge = max

i
(simi[i])

UpdateDT (Oi, NODE.Edge)

Similarity(Oi, NODE.ORj) computes the similarity between the object Oi and
the representative object of the edge j; ExpandNode(NODE) is as follows:

ExpandNode (NODE)
If NODE.classes > 1

For each class Ci ∈ NODE, do
Ri ← CreateEdge()
ORi = ObtainRepObj(Ci, NODE)

For each egde Ri ∈ NODE, do
leafi ← CreateNode()

Delete(NODE.Obj)
Else

OR = ObtainRepObj(C, NODE)
Combine(OR,NODE.OR)
Delete(NODE.Obj)
NODE.numObj = 0

Once the DT have been constructed, it can be used to classify unseen objects
traversing the tree until a leaf is reached and assigning the class associated to
that leaf.

4 Experimental Results

To show the performance of IIMDT, experiments with four datasets, described
in Table 1, were done. All our experiments were performed on a Pentium 4 at
3.06 GHz, with 2 GB of RAM running Kubuntu 7.10. In all the experiments, the
mean was used to obtain the representative objects and for combining attribute
values the average between them was used. The value of s was determined ex-
perimentally testing over the datasets of Table 1, different values for s from 50 to
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Table 1. Description of the datasest used in the experiments

Dataset # Classes # Objects # Attributes
Letter [15] 26 20,000 16
Poker [15] 10 1,000,000 10

SpecObj∗ [16] 6 884,054 5
GalStar∗ [16] 2 4,000,000 30

Table 2. Results obtained for Letter

Algorithm Time (sec) Accuracy rate Size
IIMDT 2.97 87.6 522.2

ICE 5.42 75.4 946.6
C4.5 6.08 87.4 2163.4

900 with increments of 50 were tested; s = 100 yielded the best results, therefore
this value was used for the experiments.

In the experiments we evaluated the execution time (including the induction
time and the classification time, and for IIMDT also including the reorganization
time), the accuracy rate over a testing set, and the number of nodes of the
generated DT.

For Letter we used five-fold cross-validation over the whole set. For this
dataset, IIMDT was compared against C4.5 and ICE, an algorithm for building
DT for large datasets (for our experiments we implemented ICE based on [14]).
Since Letter is relatively small we could apply the C4.5 algorithm for comparing
the accuracy of the algorithms for large datasets. The results for this dataset
are shown in Table 2, in this experiment IIMDT is similar to C4.5 and improves
ICE in accuracy, but IIMDT builds a tree with less nodes in a shorter time.

Using Poker, SpecObj and GalStar datasets the performance of the DT algo-
rithm IIMDT when the size of the training set increases was evaluated. For these
datasets we compared IIMDT against ICE. For Poker and SpecObj we used a test
set with 400,000 objects and with the remaining objects of the dataset we created
different-size training sets (20,000, 40,000, from 50,000 to 450,000 with increments
of 50,000, and for the Poker dataset also a 500,000-object training set).

Fig. 1 shows the results obtained for Poker. As we can see the processing time
spent by IIMDT was lower than ICE’s for large datasets and both algorithms
obtained similar accuracy. Besides, the DT generated by IIMDT has less nodes
than the tree generated by ICE. For example, for the 500,000-object training
set, IIMDT generated a DT with 7,281 nodes, while the DT generated by ICE
had 11,327 nodes.

Fig. 2 shows the results for SpecObj. Based on these results we noticed that
IIMDT improves to ICE in accuracy. Although the processing time of ICE is
lower than the IIMDT’s, we can observe that the processing time of ICE grows
faster than the IIMDT’s, therefore for a larger dataset, the time of IIMDT will
be lower that the time of ICE. About the number of nodes, we noticed that both
IIMDT and ICE build similar DT. For example, for the 20,000-object training
set the DT generated by IIMDT had 400 nodes and the DT generated by ICE
had 379 nodes.
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Fig. 1. Processing time and accuracy rate for Poker
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For GalStar we used a test set containing 100,000 objects and with the remain-
ing objects of the dataset we created different-size training sets (from 100,000 to
3,900,000 with increments of 100,000). Fig. 3 shows the results with this dataset.
As we can noticed the processing time spent by IIMDT was significantly lower
than ICE’s and both algorithms obtained similar accuracy. For this dataset, ICE
builds trees with less nodes than IIMDT, for example, for the 100,000-training
set the generated DT of ICE had 673 nodes while the generated DT of IIMDT
had 1393 nodes, however the processing time spent by ICE was higher that
IIMDT’s.

5 Conclusions and Future Work

Decision trees are a useful tool for solving supervised classification problems,
however when we have large datasets the DT construction process could be
very expensive. In this paper a new incremental induction of mutivariate DT
algorithm called IIMDT was introduced, which builds a DT for large numerical
datasets in an incremental way and without storing the whole training set in
main memory. The experimental results show that IIMDT builds a DT in a
shorter time than ICE, one of the algorithms for inducing decision trees for
large datasets, obtaining a similar accuracy rate.

The choice of the parameter s is closely related to the performance of our
algorithm, therefore as future work we will study the effect of varying s. Besides
we will work on the problem of DT induction for large mixed datasets, because
many problems are described by this kind of data.
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Abstract. By 2006, the number of mobile subscribers in Africa outnumbered 
that of fixed line subscribers with nearly 200 million mobile subscribers across 
the continent [1][2]. By the end of 2007, it was estimated that the number of 
mobile subscribers would exceed 278 million subscribers [2]. Mobile Teleph-
ony has been viewed as a critical enabling technology that is capable of boost-
ing local economies across Africa due to the ease of roll out of wireless  
technologies in comparison to fixed line networks. With the boom in wireless 
networks across Africa, a growing demand to effectively predict the rate of 
growth in demand for capacity in various sectors of the network has risen with 
cellular network operators. This paper looks at using Spectral Analysis tech-
niques for the extraction of features from cellular network traffic data that could 
be linked to subscriber behavior. This could then in turn be used to determine 
capacity requirements within the network. 

Keywords: Cellular networks, cellular network traffic, spectral analysis, feature 
extraction. 

1   Introduction 

Wireless networks across Africa have witnessed an incredible boom with rates of 
growth far exceeding expectations. In spite of having 34 of the poorest countries in 
world according to the UN, mobile penetration rates stood at 22.0 subscribers per 100 
inhabitants [2][3]. Statistics have shown that the mobile market in Africa has been the 
fastest growing market over the last five years [1]. Africa had achieved a mobile sub-
scriber growth rate of 46.2% between 2001 and 2005. The boom in the telecommuni-
cations market in most African countries has been fueled by the ease of deployment 
and novel business models which are prevalent in these countries. Mobile networks 
are vital part of most sectors of society in Africa on which people depend on for a 
livelihood [3]. Due to the constant growth in demand for capacity in the network, a 
systematic approach to cellular network planning is crucial to maintain effective 
growth and returns on investments [4]. With the availability of relatively accurate data 
from a cellular network, network planning that takes into consideration tele-traffic 
issues is vital for the long-term characterization of subscriber behavior [6]. With the 
drastically varying socio-economic status of various sectors of a typical developing 
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country, traffic trends that are generated from various sectors of a network can vary 
tremendously. By determining various types of traffic classes that contribute to the 
traffic loads in a given network, the long term traffic trends can be predicted for the 
purposes of capacity planning The building of an accurate classification mechanism 
that is able to categorize various sectors of a mobile subscriber market into traffic 
classes and then predict the long term traffic demand that would be generated by the 
identified traffic classes would be beneficial to a mobile network provider in their 
network planning strategy. In this study, a sample of daily traffic variations of a typi-
cal urban area in South Africa is considered as an input to a feature extraction method 
that makes use of a typical robust graph fitting method to generate linear and non-
linear (bias) components.  

2   Tele-Traffic Modeling 

Traditional network planning strategies employ an analytic approach in which radio 
network requirements are determined in the initial stages, focusing on radio frequency 
modeling [5]. The basic idea behind tele-traffic modeling in cellular networks lies in 
the ability of the model to capture important statistical properties of related data of the 
underlying environment. As mobile communications have radically changed from a 
technological perspective as well as from a service usage perspective, the design crite-
ria of next generation cellular networks have to be altered [4]. One of the drawbacks 
of commonly used network planning methods is their inability to address the eco-
nomical aspects of system deployment [6] and the neglect of factors such as user 
behavior and demand distribution. One method of predicting traffic generated within 
a region is by determining the type of region that the prediction is required for and 
then interpolating measured values obtained from network elements [7]. By assuming 
that each ground pixel in a service area generates an amount of traffic based on the 
land use type, the traffic generated within a cell may be determined using a linear 
combination of land use distribution values [7]. Traditional tele-traffic modeling tech-
niques are practical only in environments that are well defined in terms of demo-
graphics and geography. One way of modeling traffic would be propose a mobility 
model to evaluate radio performance by monitoring Base Station Site (BSS) meas-
urements [8]. Using statistical modeling techniques, it is possible to derive distribu-
tions that fit the measured data. The Least Square Method (LS) is a common method 
of fitting data to model functions of different complexities. The LS method deter-
mines the minimum averaged square deviations between sample points and a predic-
tive line that passes through mean values of given ‘x’ and ‘y’ values [9]. The use of 
the Kolmogorov Smirnov goodness of fit test could be used for the derivation of dis-
tributions to fit measured data as shown in [8]. A more robust method for model fit-
ting could be based on spectral estimation techniques. These methods may be used to 
distinguish between spectral lines that are very closely spaced in frequency. The bene-
fit of the method is the automatic separation of components in comparison to similar 
methods. The following section describes the use of spectral estimation technique for 
model fitting.  
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3   Model Fitting Using Semi-parametric Methods 

Spectral estimation methods can be classified into parametric and non-parametric 
methods. A combination of the two methods may be referred to as a semi-parametric 
method that is based on the method presented in [10] and [11]. An overview of the 
method is described below. 

3.1   Overview of the Method 

A system of linear differential equations is used as a mathematical model to represent 
the distribution of traffic generated in various cells in a typical cellular network. Ac-
cording to this assumption, the output signal ( )ky  from such a system that is uni-

formly sampled at sampling times of skT  can be parameterized using the sum of a 

series of n  exponential functions as 

                                    
( )[ ]kjdjAky iii

n

i
i θϕ +=∑

=

exp)exp()(
1

,                             (1) 

where sT  is a constant sampling interval, sii Tfπθ 2= , and sii Td δ= . The model 

parameters include frequencies, if , damping factors, iδ , amplitudes, iA  and phases 

iϕ , ni …,2,1= . Since real signals are only considered here, the signal poles defined 

by ( )ii fj πδ 2exp + , ni …,2,1= , appear in complex conjugate pairs. The signal (1) 

complies with the linear difference equation (Auto Regressive (AR) model) and may 
be represented as follows. 

                                
( ) ( ) mnnkikyxky

n

i
i ++==−+∑

=
…,1,0

1
,                           (2) 

where ix  are the AR model coefficients and mn +  is the total number of signal sam-

ples. The signal model (1) is extended when analyzing the recorded signals in practi-
cal situations. There are additional signal components in some cases which originate 
from non-linearity, trends or unobservable control inputs. The extension of the signal 
model (1) for cellular network traffic applications is given by 

                                              ( ) ( ) ( )ksksky ∆+= ,                                                       (3) 

where ( )ks  is the measured signal sample and ( )ks∆  is the residual between the 

measured signal and the linear signal in equation (1). The residual is modeled using 

( ) ( )[ ] ( )kksEks ε+∆=∆ ,                                                    (4) 

where ( )[ ]ksE ∆  (the expected value of ( )ks∆ ) is the bias component that represents 

the trend in the variation in the cellular network traffic system and ( )kε  is the sto-

chastic noise component which is assumed to be independent and identically distrib-
uted Gaussian noise. Substituting (3) into (4), the following constraint is obtained. 
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( ) ( ) ( ) ( )[ ] ,0
1

=−∆+−+∆+ ∑
=

n

i
i iksiksxksks  .  (5) 

where k = n + 1, …n+m. 

3.2   Matrix Formulation 

There are two possible matrix formulations of (5). The first formulation is obtained 
directly using 

                           0bAxbAx =∆+∆++ .                                           (6) 
All the residuals are grouped together in the vector s∆  as follows. 

 ( ) 0sxDbAx =∆++                                                (7) 

3.3   Optimization Problem 

If the linear model of order n  is known in advance (size of the coefficient vector, x ), 
the optimal estimate of the residual vector s∆  can be obtained by minimizing the 
second norm of the noise component while satisfying the constraints given in (5). 
When n  is not known, the optimization problem can be formulated as an equality 
constrained least squares problem of minimizing the second norm of the noise com-
ponent plus a penalty term. This puts a limit on the size of vector x , i.e. 
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subject to                              ( ) 0sxDbAx =∆++ ,                                                      (8) 

where ( ) ( )SISIW −−= T . I  is the identity matrix, S  is the Local Polynomial Ap-

proximation (LPA) smoothing matrix used to estimate ( )sE ∆  as sS∆ , and µ  is a 

penalty factor [12]. In (8), the initial size n  of the coefficient vector x  should be 
assumed greater than the actual value. The penalized least squares method shrinks the 
coefficients by imposing a penalty on their size. This method automatically selects the 
order n  by shrinking or setting some coefficients to zero. The LPA smoothing matrix 
is constructed by locally fitting (on a moving window of selected data samples) a 
polynomial of any order. Usually, a linear polynomial is used to smooth residuals s∆  
(filter out noise), and to estimate the expectation ( )sE ∆  in the optimization problem 

of (8) [13]. It should be highlighted that the estimates are linear in s∆  (the smoothing 
matrix S  does not involve s∆ ). 

3.4   Iterative Solution 

The constrained optimization problem (8) can be reformulated using Lagrange multi-
pliers as shown in the following expression. 
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( ) ( )[ ]sxDbAxxxsWsxs ∆++++∆∆=∆ TTTL λµλ

22

1
,, ,                         (9) 

where λ  is a vector of Lagrange multipliers. A necessary condition for a local  

minimum of (9) is that the estimate )ˆ,ˆ,ˆ( λxs∆  is a stationary point of the Lagrangian 

function (9). The stationary point condition at )ˆ,ˆ,ˆ( λxs∆  is obtained by setting the 

derivatives of Lagrangian in (9) to zero, i.e. 

( ) 0xDsW0s =+∆→=∇∆ λ̂ˆˆ TL  

( ) 0AAx0x =∆++→=∇ λµ ˆˆˆ
T

L  

                   ( ) 0sxDbxA0 =∆++→=∇ ˆˆˆLλ .                               (10) 

To find the stationary point )ˆ,ˆ,ˆ( λxs∆ , the condition in (10) is linearized around 

),,( )()()( kkk λxs∆ . The resulting Newton’s method generates a sequence of approxi-

mations to the stationary point by solving the linear system in each set of iterations. 

4   Cellular Network Traffic Feature Extraction 

Cellular network traffic data from typical cellular network in an urban area in South 
Africa is used as an input signal to the above method. The traffic data consists of 
periodic daily traffic distributions measured during peak-to-peak hours. The meas-
urements were taken over a two year period. The traffic distributions were provided 
as input to the semi-parametric method to extract the linear component and the resid-
ual between the measured signal and the linear signal. A set of sample sites were 
selected to determine the variations that would be experienced in traffic distributions 
in the area under study. In the study, two distinct groups of site locations were consid-
ered. The first was a set of sites that existed in typical business activity areas such as 
central business districts or commercial areas. The second set consisted of sites  
 

 

Fig. 1. Generated Linear and Bias (residual) components of measured signal (daily traffic) in a 
business area 
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Fig. 2. Generated Linear and Bias (residual) components of measured signal (daily traffic) for 
suburban area 

located in suburban areas in the area under study. The following figure shows the 
output generated for a site centered in a business area. 

Similar outputs were generated for sites that were located in suburban areas. The 
output generated for one of the sites considered is shown in the following figure. 

5   Interpretation of Results Obtained 

One of the primary objectives of the study was to determine traffic variations that 
could lead to a rise in demand for capacity in the network, whether the traffic de-
mands were seasonal (occurring only for specific periods), and the frequency of oc-
currence of the variations in demand for capacity. In the business type area, the traffic 
distribution of the sites considered yielded traffic dips that occurred at specific peri-
ods of the year. The dips in the traffic were cyclic and occurred on a yearly basis. This 
is accounted for due to the drop in business activity that experienced in these areas 
typically towards the end of the year. It was shown that dominant drops in the residual 
signal existed as illustrated in the following figure. 

 

Fig. 3. Detection of the drop in traffic in business areas 

The secondary peaks were indicative of secondary traffic variations experienced 
during the rest of the year (such as during vacation periods during the year) for which 
capacity provisioning would have to be made in the network to ensure optimum  
quality of service. 

Dominant 
Drops
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Similarly, for the suburban type area, the traffic distribution of the sites considered 
yielded in this case traffic peaks that occurred at specific periods of the year. The 
traffic peaks in the traffic were cyclic and occurred on a yearly basis, and some cases, 
more than once in a year. This is accounted for in the rise in traffic activity in the 
suburb area under consideration during typical holiday periods. This was experienced 
predominantly in the middle and end of the year, and in some cases, at quarterly in-
tervals. In the case of suburban sites, the residual component showed dominant peaks 
in the distribution as illustrated in the following figure. 

Primary 

Secondary 

 

Fig. 4. Detection of traffic peaks in suburban areas 

6   Conclusion 

This study showed the use of semi-parametric methods for the purposes of model 
fitting of cellular network traffic. The purpose of the study was to determine if the 
method could be used for the extraction of features from typical cellular network 
traffic distributions. The extraction of linear and bias (residual) components of the 
signal was shown. For the two types of areas considered, the variation in traffic 
signals was clearly shown. It was shown that dominant dips in the signal occurred 
for sites in business areas whereas dominant peaks occurred for typical suburban 
areas. 

The determination of capacity requirements for cellular network sites that experi-
ence traffic variations in the network is of great importance for a typical cellular  
network provider and the network planners and optimization teams. The increase in 
demand for capacity in the network needs to be determined to optimally provide for 
capacity enhancements in the network. This study showed a method of determining 
periodic variations in the traffic growth/slumps in the network. From this information, 
a provider is able to determine whether there is a need for capacity up-
grades/downgrades at specific sites and whether a cyclic trend is experienced at spe-
cific sites. The benefit of the method is the ability of the method to detect dominant 
features that could be indicative of large shifts in the traffic behavior experienced at 
specific sites. 
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Personalized Document Summarization Using  
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Abstract. Recently, the necessity of personalized document summarization re-
flecting user interest from search results is increased. This paper proposes a per-
sonalized document summarization method using non-negative semantic feature 
(NSF) and non-negative semantic variable (NSV) to extract sentences relevant 
to a user interesting. The proposed method uses NSV to summarize generic 
summary so that it can extract sentences covering the major topics of the docu-
ment with respect to user interesting. Besides, it can improve the quality of per-
sonalized summaries because the inherent semantics of the documents are well 
reflected by using NSF and the sentences most relevant to the given query are 
extracted efficiently by using NSV. The experimental results demonstrate that 
the proposed method achieves better performance the other methods. 

1   Introduction 

With the fast growth of the Internet access by personal user, it has increased the ne-
cessity of the personalized information seeking and personalized summaries. The 
automatic summarization is the process of reducing the sizes of documents while 
maintaining their basic outlines. That is, it should distill the most important informa-
tion from the document. It can be either generic summaries or query based summa-
ries. A generic summary distills an overall sense of the documents’ contents whereas 
a query based summary only distills the contents of the document relevant to the 
user’s query [5].  

If the summary is personalized according to user interests, the user can save time not 
only in deciding whether it is interesting or not, but also in finding the information 
without having to read the full text. The personalized summarization is the process of 
summarization that preserves the specific information that is relevant for a given user 
profile rather than information that truly summarizes the content of the search results 
[1]. To build a personalized or user-adapted summary a representation of the interests of 
the corresponding user is studied [1, 9, 11, 12, 13]. Diaz and Gervas proposed personal-
ized summarization using combination of generic method by using the information of 
position and personalized method by using similarity between sentences and user inter-
esting [1]. However, this method may produce poor personalized summarization in the 
case that the information of position and similarity does not reflect the user interesting. 
Park also proposed personalized summarization using combination of generic method 
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by using Relevance Measure (RM) and query-based summarization by using non-
negative matrix factorization (NMF) [9]. However, this method may select the meaning-
less sentences in the case that user interesting does not reflect the generic summaries, 
since the RM use a simple similarity between sentence and whole document.  

In this paper, we propose a method using non-negative semantic features and non-
negative semantic variables by NMF to summarize a personalized summarization 
with regard to a given query. The NMF can find a parts representaion of the data 
because non-negative constraints of the NMF are compatible with the intuitive no-
tions of combining parts to form a whole, which is how the NMF learns a parts-based 
representation. Also it can represent a large volume of information efficiently because 
of the sparsely distributed representation of NMF [3, 4, 14]. The non-negative seman-
tic feature matrix (NSFM) and the non-negative semantic variable matrix (NSVM) are 
calculated from NMF.  

The propose method has the following advantages: First, it can select sentences 
covering the major topics of the document with respect to user interesting by using 
NSV. Second, it can improve the quality of document summarization since extracting 
sentences to reflect the inherent semantics of a document by using NSFM and NSVM. 
Third, it can select sentences that are highly relevant to a user interesting because it 
can chooses the sentences related to the user’s query relevant semantic features that 
well represent the structure of a document. 

The rest of the paper is organized as follows: Section 2, we describe the NMF algo-
rithm in detail and In Section 3, the personalized document summarization method is 
introduced. In Section 4 describe Related Works. In Section 5 shows the evaluation 
and experimental results. Finally, we conclude in Section 6. 

2   Non-negative Matrix Factorization 

In this paper, we define the matrix notation as follows: Let X*j be j′th column vector 
of matrix X, Xi* be i′th row vector, and Xij be the element of i′th row and j′th column. 

Non-negative matrix factorization (NMF) is to decompose a given m×n matrix A 
into a non-negative semantic feature matrix W and a non-negative semantic variable 
matrix H as shown in Equation (1). 

WHA ≈  (1) 

where W is a m × r non-negative matrix and H is a r × n non-negative matrix. Usually 
r is chosen to be smaller than m or n, so that the total sizes of W and H are smaller 
than that of the original matrix A. 

We use the objective function that minimizes the Euclidean distance between each 

column of A and it approximation WHA =
~

, which was proposed in Lee and Seung 
[3, 4]. As an objective function, the Frobenius norm is used [14]: 
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We keep updating W and H until ),( HWEΘ  converges under the predefined 

threshold or exceeds the number of repetition. The update rules are as follows: 
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3   Personalized Document Summarization Using NSF and NSV 

In this paper, we propose a personalized summarization method using NMF and NSV. 
The proposed method consists of the preprocessing phase, the generic summarization 
phase, the personalized summarization phase, and combination of generic and person-
alized summarization phase. 

3.1   Preprocessing Phase 

In the preprocessing phase, after given documents are decomposed into individual 
sentences, we remove stop-words and perform words stemming. Then we construct 
the weighted term-frequency vector for each sentence in documents using Equation 
(4) [10]. Let A be m × n matrix, where m is the number of terms and n is the number 
of sentences in the whole documents. Let element Aji be the weighted term-frequency 
of term j in sentence i. 

Aji = Lji·G(j) (4) 

where Lji is the local weight(term frequency) for term j in the sentence i, and G(j) is 
the global weight(inverse document frequency) for term j in the whole documents 
[10]. That is, 

G(j) = log(N/N(j)) (5) 

where N is the total number of sentences in the whole documents, and N(j) is the 
number of sentences that contain term j. 

3.2   Generic Summarization Phase 

We modify our previous generic summarization method using non-negative semantic 
variable by NMF [8]. We define the semantic weight of a sentence weight( ) as  
follows: 

∑
=

=
n

q
iqi HHweight

1
*)(  (6) 

The weight (Hi*) means the relative relevance of i’th semantic feature (W*i) among 
all semantic features. The generic relevance of a sentence means how much the sen-
tence reflects major topics which are represented as semantic features. 

We compute the relevance score of each selected sentence with a user interesting 
by Equation (7). The relevance score means how much the selected sentence reflects 
user interesting which are represented as the semantic weight of a sentence. 

kiii oAqsimHweightr ××=
→

),()( **  (7) 
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where ri is a relevance score of i’th sentence, sim() is a cosine similarity function, 
→
q is a query for user interesting, A*i is a i’th sentence, ok is a order score. 

The cosine similarity function between the vector of a’th sentence A*a and the vec-
tor of b’th sentence A*b is computed as follows [10].  
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We define the order score ok as Equation (9).  

01.0)1(200.1 ×−×−= kok  (9) 

where k is a number of the selected sentences for generic document summary. The 
order score ok reflects the weight of rank of the selected sentence to the relevance 
score. 

The proposed algorithm for generic document summarization is as follows: 
1. Decompose the document D into individual sentences, and let k be the 

number of sentences for generic document summarization. 
2. Perform the stopwords removal and words stemming operations. 
3. Construct the weighted terms by sentences matrix A using Equation (4). 
4. Perform the NMF on the matrix A to obtain the matrix H using Equation (3) 
5. for each sentence j 

calculate the semantic weight of sentence j weight(Hj*). 
6. Select k sentences with highest semantic weight values, and add it to the 

candidate sentence set. 
7. Compute the relevance score for each selected sentences using Equation (7) 

3.3   Personalized Document Summarization Phase 

We modify our previous query based document summarization method [6] using 
NMF for personalized summarization. The personalized summarization phase is de-
scribed as follows.  

To evaluate the degree of similarity of the semantic feature vector W*l with regard 
to the query q  as the correlation between the vector W*l and q  used Equation (8). 

To select those sentences of a document that is most relevant to a given query, per-
sonalized score e, is defined as follows.  

),( *

→
×= qWsimoe lki  (10) 

where ei is a personalized score of i’th sentence, ok is order score, k is the number of 
extract sentences.  
We use the following personalized summarization algorithm: 

1. Decompose the document D into individual sentences, and let k be the num-
ber of sentences for the selected sentences. 

2. Perform the preprocessing phase. 
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3. Construct the weighted terms by sentences matrix A using Equation (4). 
4. Perform the NMF on the matrix A to obtain the matrix W and the matrix H 

using Equation (3). 
5. Select a column vector W*p of matrix W whose similarity to the query is the 

largest using Equation (8). 
6. Select the sentence corresponding to the largest index value of the row vec-

tor Hp*, and include it in the candidate sentences set. 
7. Compute the personalized score ei using Equation (10). 
8. If the number of selected sentences reaches the predefined number k, then 

stop the algorithm. Otherwise go to step 5 to find the next most similar col-
umn vector excluding W*p. 

 

In step 5, the fact that the similarity between W*p and the query is largest means the 
p’th semantic feature vector W*p is the most relevant feature to the query. In step 6, it 
selects the sentence that has the largest weight for the most relevant semantic feature. 

3.4   Combination of Generic and Personalized Document Summarization Phase 

The combination of generic and personalized summarization phase extracts top k 
ranked sentences from the candidate sentences set for automatic personalized sum-
mary. This phase is described as follows: We normalize the relevance scores and the 
personalized scores. We then calculate the ranking score of the candidate sentences by 
using Equation (11). 

iii errs +=  (11) 

where rsi is a ranking score of i’th sentence. 

4   Related Works 

The previous studies for personalized summarization are as follows: Tombros and 
Sanderson proposes a query biased summaries. Their method generates user adapted 
summaries by combining title score, heading score, term occurrence information, and 
query score [12].  

Sanderson proposes a accurate user directed summarization using best passage op-
erator and query expansion from Local Context Analysis (LCA). His method selects 
the passage most relevant to the query, previously expanded with the words that occur 
most frequently in the context in which the words of the query appear in the first 
document retrieved [11].  

Varadarajan and Hristidis proposes query specific document summarization 
method by identifying the most query relevant fragments and combining them using 
the semantic associations within the document [13].  

Diaz and Gervas propose automatic personalized summarization using combination 
of generic and personalized methods. Their generic summarization methods combine 
position method with thematic word method. Their personalized method is to select 
those sentences of a document that are most relevant to a given user model [1]. 
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Park proposed a automatic personalized summarization using NMF and Relevance 
Measure [9]. This method use combination of generic by Relevance Measure and 
personalized summarization method by NMF to extract the important sentences.  

Park et al. proposed a query based summarization method using NMF [6]. This 
method extracts sentences using the similarity between a query and semantic features 
extracted by NMF. Park et al. also proposed a multi-document summarization method 
based on clustering using NMF [7]. This method clusters the sentences and extracts 
sentences using the cosine similarity measure between a topic and semantic features. 
This method improves the quality of summaries and avoids the topic to be deflected 
in the sentence structure by clustering sentences and removing noise. Park proposed a 
generic summarization method using non-negative semantic variable by NMF [8]. 
This method extracts sentence to reflect major topics in document which are repre-
sented as semantic features.  

5   Experimental Results 

As an experimental data, we used Yahoo-Korea News1. We gave a query to retrieve 
news documents from Yahoo-Korea News. Three independent evaluators were em-
ployed to manually create summarization on the 200 document from the retrieved 
Yahoo Korea news documents with respect to 10 queries. Each document in Yahoo 
Korea news has an average of 9.08 sentences selected by evaluators. Table 1 provides 
the particulars of the evaluation data set. The retrieved news documents are preproc-
essed using HAM (Hangul Analysis Module) which is a Korean language analysis 
tool based on Morpheme analyzer [2]. 

Table 1. Particulars of the Evaluation Data Corpus 

Document attributes Yahoo-Korea News 

Number of docs 200 
Number of docs with more than 10 sentences 136 

Avg sentences / doc 10.1 
Min sentences / doc 9 
Max sentences / doc 86 

In this paper, we used the recall (R), precision (P), and F-measure to evaluate the 
performance of the proposed method. Let Sman, Ssum be the set of sentences selected by 
the human evaluators, and the summarizer, respectively. The standard definitions of 
recall (R), precision (P), and F-measure are defined as follows [10]: 
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= 2  (12) 

We evaluated 4 different summarization methods such as the UPS, the QNMF, the 
PNMFR, and the PSFV. The UPS denotes Diaz’s method [1] using user-model based 
 

                                                           
1 http://kr.news.yahoo.com (2008) 
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Fig 1. Evaluation Results using Yahoo-Korea News 

personalized summarization. The QNMF denotes our previous method using query 
based document summary by QNMF [6]. The PNMFR also denotes our previous 
method using NMF and Relevance Measure for personalized summary [9]. The PSFV 
denotes the proposed method. 

The evaluation results are shown in Figure 1. The average recall of PSFV is ap-
proximately 15.59% higher than that of QNMF, 11.93% higher than that of UPS, and 
5.73% higher than that of PNMFR. The average precision of PSFV is approximately 
16.22% higher than that of QNMF, 11.21% higher than that of UPS, and 5.31% 
higher than that of PNMFR. The average F-measure of PSFV is approximately 
15.50% higher than that of QNMF, 13.18% higher than that of UPS, and 4.91% 
higher than that of PNMFR. 

The result shows that recall, precision, and F-measure of UPS are better than those 
of the QNMF because the UPS influences generic summary to user’s interesting. The 
result shows that recall, precision, and F-measure of PNMFR are better than those of 
the UPS because the PNMFR generates more meaningful summary by reflecting the 
inherent semantics of document with respect to generic summary. The PSFV shows 
best performance. The proposed method generates meaningful personalized summary 
by means of the semantic feature and semantic variable reflecting the inherent struc-
ture in document for user interesting. 

6   Conclusion 

A personalized summary adapt to user to correctly identify whether a document is 
really interesting for him without having to read the whole document. In this paper, 
we use semantic variable and cosine similarity to summarize the generic summary. 
Also we apply NMF to reflect the inherent semantics of documents for personalized 
summary. We use combination of generic and personalized method to extract the 
meaningful sentences. The proposed method can select sentences covering the major 
topics of the document with respect to user interesting. Besides, it can improve the 
quality of document summarization since extracting sentences to reflect the inherent 
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semantics of a document with respect to a given query. Experimental results show 
that the proposed method outperforms the 3 different summarization methods.  

In the near future, we plan to enhance the personalized summarization method by 
using a variety of weighting terms. We anticipate that it can improve the accuracy of 
automatic personalized summarization. 
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Abstract. Large-scale collaboration is a key success factor in today scientific 
experiments, usually involving a variety of digital resources, while Cooperative 
Information Systems (CISs) represent a feasible solution for sharing distributed 
information sources and activities. On this premise, the aim of this paper is to 
provide a paradigm for modeling scientific experiments as distributed processes 
that a group of scientists may go through on a network of cooperative e-nodes 
interacting with one another in order to offer or to ask for services. By discuss-
ing a bioinformatics case study, the paper details how the problem solving strat-
egy related to a scientific experiment can be expressed by a workflow of single 
cooperating activities whose implementation is carried out on a prototypical 
service-based scientific environment. 

Keywords: E-organizations, Cooperative Information Systems, Bioinformatics. 

1   Introduction 

Scientific researches vary greatly in their complexity, function and application and 
embrace information technology at all levels. Among the most common ICT  
technologies supporting scientific laboratories there are toolkits specifically aimed at 
supporting experiments and general purpose software tools that are still essential in 
enabling them (e.g., graphical tools, mathematical tools, data mining tools). This 
combination of computational resources can be especially effective in conjunction 
with the use of more widely deployed infrastructures such as Web Services or Grid 
computing. 

As many present scientific experiments start to generate lots of data that are often 
scattered over many sites, a networked computer is no longer a technical support, but 
becomes an integrated part of the experiment. On these premises, the concept of 
“what an experiment is” moves from the idea of a local laboratory activity towards a 
computer and network supported cooperative application. For such applications, the 
concept of Cooperative Information System (CIS) [1] offers feasible solutions for in-
terconnection, integration and large information sources sharing during experiment 
planning and execution. 
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However, the definition of a scientific CIS poses hard technical challenges deriving 
from the need of data access and integration, as well as from the scale, heterogeneity, 
distribution and dynamic variation of information. Specifically, the design of a scien-
tific CIS involves at least two basic issues: 

• the definition of a conceptual collaboration framework stating the virtual envi-
ronment where a cooperative experiment is carried out; 

• the design of a distributed architecture for executing cooperative scientific ex-
periments based on a platform for integrated use of heterogeneous applications 
and software tools. 

According to the conceptual framework presented in [2], this paper describes a ser-
vice-based approach aimed at defining a scientific CIS for scientific experiments. The 
proposed paradigm models scientific experiments as “ad hoc” business processes exe-
cuted by groups of scientists on a network of cooperative e-nodes interacting to offer, 
or to ask for, services. Each e-node has a local configuration and a set of shared re-
sources, while services correspond to different scientific functionalities across re-
search domains, and encapsulate computing and simulation capabilities.  

The problem solving strategy related to a scientific experiment is modeled as a 
workflow of single cooperating activities, each performed by a set of e-services in a 
global experimental environment. The physical distribution of resources and access 
problems are masked via the service interfaces.  

This paper focuses on experiments in the area of bioinformatics, although the pro-
posed experimental space can be extended to various application fields such as 
mathematics, physics and computational science.  

The paper is organized as follows. Section 2 reviews related work on cooperative 
systems and e-services. Section 3 describes the proposed scientific CIS. As a case 
study, Section 4 focuses on micro-array data classification experiments and presents a 
prototypical application environment based on Web Services. Finally, Section 5 gives 
the conclusions and future work.  

2   Related Work  

Various studies in the literature have stressed that a key success factor to promote re-
search intensive products is the vision of a large scale scientific exploration carried 
out in a networked cooperative environment in the style of Cooperative Information 
Systems [1]. The focus is on high performance computing infrastructures, e.g. of grid 
type [3], supporting flexible collaboration and computation on a global scale [4]. The 
availability of such open virtual cooperative environments should lower barriers 
among researchers taking advantage of individual innovation and allowing the devel-
opment of collaborative scientific experiments [5]. 

By applying Web Services [6] and grid computing [3], an experiment or a simula-
tion can be executed in a cooperative way on various computational nodes of a net-
work, allowing resource exchange among researchers. Moreover, cooperation among 
scientists involves the integration of a variety of information and data sources, the in-
teraction with physical devices, as well as the use of existing software systems. This 
scenario is similar to that of enterprise environments, whose progress requires large-
scale cooperative processes and efficient access to very large data collections and 
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computing resources [7][8]. Hence, existing enterprise models can be useful for de-
signing cooperative scientific experiments as scientific CIS [2]. 

3   The Cooperative Service-Based Framework 

We aim to define a collaborative environment where, analogously to a manager in a 
Virtual Enterprise, a Chief Scientist plans, designs and coordinates a scientific experi-
ment in a temporary and dynamic virtual organization. Such organization is enabled by 
geographically distributed and networked laboratories each devoted to information 
processing. 

Specifically, a scientific experiment is regarded as a process whose tasks can be 
decomposed and made executable as granular services individually. The decomposi-
tion is formalized by a workflow designed by the Chief Scientist who is in charge of 
coaching partners through the entire experiment life-cycle, from the definition of the 
experiment workflow to the results validation.  

While many networked resources (services, applications, databases, and so on) can 
be associated to a single functional task, the design of the experiment workflow is 
based on a structured and complete vision of the experimental processes and of the 
available resources that we model in a single framework inspired by the SOA para-
digm [9]. As shown in Fig. 1, the framework has a layered structure involving four 
levels of abstraction. 

At the process layer, the experiment is formalized by an abstract workflow out of 
the available scientific services. The workflow includes points of access to remote in-
formation sources and points of cooperation with other e-nodes as well as possible 
destinations of processed information. At this level, the scientist uses his/her knowl-
edge of the scientific process to connect the dots between the experimental strategy 
and its execution that occurs in the lower layers. 

The service layer models granular tasks performed by each e-node or other local 
control activities. Services organize their activity on the basis of both local and net-
work information sources and are related to the particular scientific context through 
the workflow describing the experiment plan. 

 

 

Fig. 1. The cooperative service-based framework for scientific experiments 
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The component layer expresses the software components invoked at the service 
layer, while the resource layer collects physical resources related to the activities as-
signed to each e-node. Their granularity and type can vary from the file, to the data-
base or data warehouse, to the physical devices used in the experiment. Portions of 
local information sources can be declared as “public” by the e-node and hence be-
come part of the network (i.e., remotely accessible). 

The illustrated framework defines the service-based organization of processes and 
resources in carrying out collaborative experiments where the physical distribution of 
resources and access problems are masked via the service interface. As new informa-
tion sources and processing techniques become available, they are simply represented 
as new services at suitable levels thus ensuring the environment scalability. 

4   A Case Study 

To illustrate how a scientific experiment can be formalized and executed in the 
outlined framework, let us consider a case study from the bioinformatics field. 
Specifically, we focus on processing micro-array data since they exemplify a situa-
tion that will be increasingly common in applications of machine learning to mo-
lecular biology. Micro-array technology [10] enables to put the probes for the 
genes of an entire genome onto a chip, such that each data point provided by an 
experimenter lies in the high-dimensional space defined by the size of the genome 
under investigation. Related data are characterised by many variables, involving up 
to thousands of genes, but only a handful of observations, the biological samples. 
As such, micro-array data are prime examples of extremely small sample-size but 
high-dimensional data.  

Any micro-array experiment involves a number of activities (i.e., image process-
ing, feature selection, clustering of genes with similar expression profiles, etc.). We 
focus on the classification experiments aiming at identifying genes whose expression 
patterns have meaningful biological relationships to a specific physio-pathological 
condition [11], [12], [13].  

4.1   Characterizing Micro-array Classification Services 

A collaborative environment for solving micro-array data classification problems 
should include the following minimal set of services. 

Data Extraction Services. Online in the Web, a wide variety of useful scientific and in 
particular bio data are available for classification experiments. Data can be 
downloaded from many organizations, each identified through an URL address, and 
usually differ by their format (i.e. RES, GCT, CLS etc). Data Extraction Services deal 
with pre-processing of these data in order to map different dataset categories into a 
format suitable for the classification process.  

Experiment  Services. In terms of experiment design, the classification process can 
be partitioned into functional sub-modules, that we call experiment services, where 
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single computing functions are isolated and exposed as specific services to facilitate 
modularity and re-use. Typical experiment services are data mining algorithms and 
feature selection procedures both available as open-source or proprietary tools.  

Visualization Services. Visualization Services deal with the proper visualization of the 
experiment results in graphs and/or textual descriptions accessible from any web 
browser.  

4.2   Running Micro-array Classification Experiments 

According to the proposed approach, the experiment is carried out on a network of 
cooperative e-nodes interacting with one another in order to offer or to ask for ser-
vices. Based on J2EE [14] and Oracle [15] platforms, we implemented a prototypical 
e-node that we call local pool since it can be conceived as grouping a set of different 
local digital resources. The e-node makes services available on a data mining tool op-
erating on a relational DBMS.  
 

J2EE application server

Network 
client

SOAP

SOAP

DBMS 
server

Data extraction
Web Services

data, models 
and procedures

JDBC connection

Local Pool

Internet

UDDI

SOAP

SOAP

Experiment Services

Visualization Services

…………….

 

Fig. 2. The system deployment 

As Fig. 2 shows, a network client allows the scientist to define the workflow that 
expresses the experiment plan. A data extraction service is offered as a local service 
dealing with pre-processing of data downloaded from public repositories in order to 
allow their storage into a DBMS according to a suitable format. Data extraction is car-
ried out by a Java module exposed as a Web Service in order to be adopted and in-
voked by other experiments. Experiment and visualization services available on the 
Internet can be selected through an UDDI registry and included into the experiment 
workflow.  

The Chief Scientist creates the workflow model that characterizes the distributed 
experiment in terms of selection and choreography of resources available both on the 
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Web and at the local site. The actor who performs the workflow design is the domain 
expert, often not very familiar with low level technical problems. To face this issue, 
our implementation is based on Taverna [16] that has been designed in order to assist 
a workflow definition and execution and to analyze its outputs. Whereas other tools 
stress technical requirements, Taverna is mainly concerned with planning activities. 
Through searching, selecting and linking Web Services, Taverna allows the graphical 
definition of the experiment workflow and makes it possible to discover and select the 
necessary resources. 

4.3   Planning Micro-array Classification Experiments 

The experiment planning involves two phases. First, as modeled at the process layer 
of the proposed framework, the scientist locates the digital resources needed to per-
form the experiment and defines the experiment workflow by using a graph structure. 
The workflow details the experiment plan according to available resources (accessed 
as Web Services or grid services) as well input and output data.  

During the second phase, the workflow is transformed into an operational schema 
that provides a more formal specification of services that the framework models at the 
second layer. This schema is expressed in the Scufl format [17] and saved as an XML 
file. Then, the workflow and the associated experiment get executed in a cooperative 
way on the network and results are stored into suitable locations (e.g., into a database 
or in specified network storage areas) as specified by the workflow.  

As an example of experiment planning, we consider a micro-array data classifica-
tion problem related to acute myeloid and lymphoblastic leukemia [18] and to acute 
lymphoblastic leukemia [19] datasets, both investigated in [11][12][13].  

The network resources available for this experiment are a set of Web Services [20] 
that provide the following classes of experiment services: 

– Feature ranking/selection services: extract a (possibly small) subset of attributes 
from the original dataset. Significant attributes are kept, while irrelevant attributes 
are removed. 

– Filtering services: reduce the size of the original dataset by keeping only a subset of 
all the attributes (e.g., those selected by feature selection), and remove all the  
others. 

– Classification services: build a classification model (classifier) for the given data-
set, using classification algorithms such as Bayesian Networks, Support Vector 
Machines, k-Nearest-Neighbor, etc. 

– Model testing services: test the classification model on an independent set of data 
and measure the number of correctly classified vs. misclassified instances. 

– Model application services: apply the classification model to a set of unlabeled 
data, and make a prediction of the class (label) of each instance. 

Fig. 3 shows an example of workflow generated with Taverna for planning and 
executing the micro-array classification experiments described above. The workflow 
components are described in the following. The arrows represent the flow of data 
among available services. 
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Fig. 3. The experiment workflow 

Workflow inputs: 
– trainingIn, testIn, applyIn: input files for classification, model testing and model 

application services  
– attNum: number of attributes used in feature selection  
– classifier: the specific classification service used to build the classification model 
– labels: list of labels (classes) used in making predictions 
– testOut, applyOut: output files for model testing and model application services  
 
Workflow services: 
– AttributeSelect: performs a feature selection on a dataset and outputs a list of fea-

tures (Web Service) 
– DatasetFilter: performs filtering on a dataset and output the reduced dataset (Web 

Service) 
– ClassifierBuild: builds, encodes and outputs the classification model (Web Service) 
– ModelTest: tests/validates the classification model and outputs results (Web Ser-

vice) 
– ModelApply: applies model and outputs results (Web Service) 
– Write_Text_File: writes data into a file (I/O tool) 

5   Conclusions 

We have illustrated how a service-based approach can be applied for modeling scien-
tific cooperative experiments. Even if focused on bioinformatics, the proposed ap-
proach is quite general and flexible, being adaptable to different scientific contexts. 
What remains open, however, are many questions about the realization of a scientific 
CIS. The implementation effort described here involves just a prototypical environ-
ment based upon Web Services technology and applied to data mining experiments. 
In future research works, we are going to implement the proposed approach to ex-
periments that require a parameterized execution of a large number of jobs: each is 
executed in a dynamic environment where resources are unknown a priori and may 
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need agile adaptation to changes. Moreover, we plan to study how to monitor and 
control workflow execution including hierarchical execution with sub-workflows cre-
ated and destroyed when necessary. 
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Abstract. In the natural brain, memory retaining, reconfiguration and
retrieval are very important functions for maintaining the fresh memory.
Especially reconfiguration takes an important role for arranging more
relevant information to the personal aspect and purpose closely. The
closely rearranged information is easy to be activated for processing. In
this perspective, the strategy for reconfiguration of Personal Knowledge
Network was proposed. Personal Knowledge network is reconstructed by
Type matching selection and knowledge reconfiguration algorithm. The
proposed system was applied to the Virtual Memory and tested with the
sample data.

1 Introduction

Recently the new theory was reported that rearranging process occurs in the real
brain when the new learned data comes in and updating process is needed. That
is, the connected structure of neural network continues to be updated dynami-
cally. The neural network is composed of neurons and their connections storing
the information signals. The structure of personal neural network has a different
forms in accordance with personal experience, learning and properties. Though
the same input data comes in, it is differently interpreted because the connection
structure and properties have a personal difference. In this perspective, it means
that a person has an unique personal knowledge network based on the personal
characteristics and interests.

As a philosophical concept, there is one concept called as ’Qualia’[1]. It is broadly
defined as ”The ’What it is like’ character of mental states. The way it feels to have
mental states such as pain,seeing red, smelling rose,etc.”. According to narrower
definitions, qualia are ineffable, intrinsic,private and directly or immediately ap-
prehensible in consciousness. This concept can be adopted to define the personal
properties. For recent years many studies about ’Qualia’ are progressing.

In this paper, Personal Knowledge Network Reconfiguration strategy was de-
signed by Self Type Matching Rule.

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 314–320, 2008.
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First, adopting the partial concept of qualia five Types are defined as Self
Type for representing the properties. Also Self Energy defining the inside en-
ergy is assigned to the individual knowledge node. Self Type and Self Energy
are important factors for deciding the properties of personal knowledge nodes.
Using theses properties the forms of Personal knowledge node and network are
designed. Second,the methods of Knowledge Reconfiguration and retrieval are
described. Third,this system was applied to the virtual memory and tested with
sample data.

2 A Design of Knowledge Network

2.1 Self Type Matching

Type is defined as a factor representing the property of a thing and is classified
to five types, M,F,E,K and S. These five types can be flexibly designed for the
application area. We also defined Type matching rule. Type matching rule is
used for selecting the knowledge from master Knowledge Network. There are
two types of matching relations,Attracting Relation and Rejecting Relation.

Attraction Relation Attracting degree di

M ⊕ � F d1=0.5
F ⊕ � E d2=0.5
E ⊕ � K d3=0.5
K ⊕ � S d4=0.5
S ⊕ � M d5=0.5

Rejecting Relation Rejecting degree di

M � � E d1=-0.5
E � � S d2=-0.5
S � � F d3=-0.5
F � � K d4=-0.5
K � � M d5=-0.5

The matching rule ’M ⊕ �(0.5) F’ means that M type helps F type with
attracting degree 0.5. The value ds of ’M ⊕ �(ds) S’ is derived from ’M ⊕ �(0.5)
F ⊕ �(0.5) E ⊕ �(0.5) K ⊕ �(0.5) S’. The attracting degree of multiple
relation is calculated by the following equation(1).

ds =
{∏n

i=1(−1)n+1di if Typei �= Typej
1 otherwise (1)

The value of ds in ’M ⊕ �(ds) S’ is 0.0625. If the value of ds is positive, it is
attracting relation. Otherwise, the minus value means rejecting relation.
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2.2 The Representation of Knowledge Node and Knowledge
Network

• Knowledge node

Knowledge node is an basic atom composing the Knowledge Network. It contains
’Name’,’Type’,’Energy’ attributes which can identify itself. Knowledge node is
represented as a form of ’struct’.

struct k − nodei〈Name, Type, Energy〉

The term of Energy describes Self Energy value of [-1.0,1.0] inside the individ-
ual knowledge node. The minus value means a negative state and the plus value
means a positive state. If the value of Self Energy is zero, it is on the neutral point.

• Knowledge Network

Knowledge Network is connected by associative relations between Knowledge
nodes and contain the information. It is represented as

〈 K − nodei, Rij ,K − nodej 〉

where K − nodei is the name of knowledge node and Rij is connection strength
between two knowledge nodes. Rij is calculated by equation (2).

Rij = P (K − nodei|K − nodej) (2)

This form is implemented by array and used during the process of Knowledge
Network Reconfiguration and Thinking Chain Retrieval.

3 Personal Knowledge Network Reconfiguration

3.1 Knowledge Network Representation

As shown in Figure 1, Personal Knowledge Reconfiguration is the process of ex-
tracting the Type matching knowledge nodes from Master Knowledge Network
and reconstructing Personal Knowledge Network. Personal Knowledge Reconfig-
uration has two stages for making the personal aspect reflected structure. First
stage is Type Matching Selection. In this stage,with the keyword the system
selects Type matched nodes by Type matching rule and calculates matching
degree. During this Selection mechanism,the only attracting relations are con-
sidered and the rejecting cases are discarded. Second stage is Network Recon-
figuration. The selected knowledge nodes start to be connected one by one and
their new connection strengths are calculated by equation (3).

Rnew
ij = (Rij + dS)/2.0 (3)

The complete personal knowledge network is used for knowledge retrieval
process,inference and decision making.

Knowledge Reconfiguration Mechanism is as following algorithm 1.



Personal Knowledge Network Reconfiguration 317

Algorithm 1 : Knowledge Reconfiguration

* Knowledge type matching selection
STEP1 : Input Keyword.
STEP2 : Search ID of knowledge node matched with the Keyword.
STEP3 : If found != true

stop.
Else Select the matched knowledge node and associative relation with Type

matching rule.
Calculate the matching degree.
Construct the extracted knowledge Network.

* Knowledge network concatenation in the personal site.
STEP4 : Search the matched knowledge node with the
Keyword in the previous knowledge network
in the personal site.

STEP5 : If found != true
Attach the extracted knowledge network to the
starting node.
Else Attach the extracted knowledge network to the
searched node.
Calculate the new connection strength.

STEP6 : Output the concatenated knowledge network.
STEP7 : Stop.

Fig. 1. Personal Knowledge Network Reconfiguration

4 Experiment

This reconfiguration mechanism was applied to the virtual memory and tested
with Master knowledge Network frame with virtual knowledge nodes shown in
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Fig. 2. Master Knowledge Network

Fig. 3. Personal Knowledge Network : Type M

Fig. 4. Personal Knowledge Network : Type K

figure 2. Figure 3 describes activated state by Type Matching Selection about
the input Type M. The shaded blocks represent the activated status of knowl-
edge node. In this case only knowledge nodes which has positive value of Type
Matching degree are selected for reconfiguration. Figure 4 also shows the acti-
vated result of Input Type K. Using the selected knowledge nodes this system
produce the result of network reconfiguration mechanism as depicted in Figure
5. As a result it was shown that the knowledge reconfiguration mechanism was
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Fig. 5. The result of Reconfiguration :Type M

successfully processed. This reconfiguration mechanism can be used for imple-
menting the concept of personalization in the intelligent system.

5 Conclusions

In this study,adopting the partial concept of qualia Self Type and Energy are de-
fined and Personal Knowledge Network Reconfiguration strategy by Type match-
ing Selection was proposed. It was applied to the virtual memory and tested with
virtual knowledge nodes in Virtual Memory. As a result of experiment, the re-
configuration mechanism was successfully processed. This mechanism can be
applied to many areas related to intelligent system design and developed to the
more efficient mechanism.

References

1. Wikipedia dictionary, http://en.wikipedia.org/wiki/Qualia
2. Shim, J.Y.: Knowledge Network Management System with medicine Self Repairing

strategy. In: Kang, L., Liu, Y., Zeng, S. (eds.) ICES 2007. LNCS, vol. 4684, pp.
119–128. Springer, Heidelberg (2007)

3. Shim, J.Y.: The design of Self Internal Entropy Balancing System with Incarnation
process. In: Li, K., Fei, M., Irwin, G.W., Ma, S. (eds.) LSMS 2007. LNCS, vol. 4688,
pp. 55–62. Springer, Heidelberg (2007)

4. Shim, J.Y.: Intelligent capsule Design for the multi functional aspects. In: Li, K.,
Fei, M., Irwin, G.W., Ma, S. (eds.) LSMS 2007. LNCS, vol. 4688, pp. 719–725.
Springer, Heidelberg (2007)

5. Bruce Goldstein, E.: Sensation and Perception, 5th edn. Brooks/Cole Publishing
Company (1999)

http://en.wikipedia.org/wiki/Qualia


320 J. Shim

6. Arbib, M.A., Grethe, J.S.: Computing the brain: A guide to Neuroinformatics.
Academic Press, London (2001)

7. Zhong, N., Liu, J.: Intelligent Technologies for Information Analysis. Springer,
Heidelberg (2004)

8. Giudici, P.: Applied Data Mining: Statistical Method for Bussiness and Industry.
Wiley, Chichester (2003)

9. Schacter, D.L., Scarry, E.: Memory, Brain, and Belief. Harvard University Press,
Cambridge (2000)

10. De Raedt, L., Siebes, A.: PKDD 2001. LNCS (LNAI), vol. 2168. Springer, Heidel-
berg (2001)

11. Cloete, I., Zurada, K.M.: Knowledge Based Neuro Computing. MIT Press, Cam-
bridge (2000)



A Theoretical Derivation of the Kernel Extreme

Energy Ratio Method for EEG Feature
Extraction

Shiliang Sun

Department of Computer Science and Technology,
East China Normal University, Shanghai 200241, China

slsun@cs.ecnu.edu.cn

Abstract. In the application of brain-computer interfaces (BCIs), en-
ergy features are both physiologically well-founded and empirically effec-
tive to describe electroencephalogram (EEG) signals for classifying brain
activities. Recently, a linear method named extreme energy ratio (EER)
for energy feature extraction of EEG signals in terms of spatial filtering
was proposed. This paper gives a nonlinear extension of the linear EER
method. Specifically, we use the kernel trick to derive a kernelized version
of the original EER feature extractor. The solutions for optimizing the
criterion in kernel EER are provided for future use.

Keywords: brain-computer interface (BCI), extreme energy ratio (EER),
EEG signal classification, feature extraction, kernel machine.

1 Introduction

A brain-computer interface (BCI) is a direct connection between the brain and
external devices, namely independent of peripheral nerves and muscles [1,2].
BCIs have some latent applications, for example, serving as a communication
and control channel for motor-disabled people, alarming paroxysmal diseases
for neuropaths, manipulating equipments in inconvenient environments. Dur-
ing recent years, research on BCIs has attracted much interest among different
disciplines such as neurophysiology, biomedical engineering and computer sci-
ence. This paper investigates feature extraction of electroencephalogram (EEG)
signals in EEG-based BCIs from the aspect of computer science.

An EEG-based BCI refers to a BCI adopting EEG signals as the information
carrier. EEG signals are brain activities recorded by electroencephalography us-
ing electrodes mounted on the scalp, which is a convenient and inexpensive means
to monitor brain activities. A general EEG-based BCI, as given in Fig. 1, consists
of four basic components, which are EEG signal acquisition, feature extraction,
pattern classification and device control. Each component is indispensable in
order for a BCI to operate successfully. We will study EEG signal feature ex-
traction using machine learning methodologies in this paper. Specifically, energy
feature extraction in terms of spatial filtering will be focused on.

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 321–329, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. A block diagram of a general EEG-based BCI

Spatial filtering methods transform EEG signals by combining recordings from
different and often adjacent electrodes. Typical spatial filtering methods include
Laplacian derivation, common average reference, common spatial patterns (CSP)
and extreme energy ratio (EER) [2,3]. The Laplacian derivation derives the sec-
ond spatial derivative and can be quantified by manipulating the voltages of the
current site and its surrounding sites. As the name signifies, the method of com-
mon average reference converts voltages employing the mean voltage of all the
recording electrodes as a reference. The spatial filtering method of CSP leads to
signals which discriminate optimally between two classes of brain activities [4].
There are mainly two operations embodied in the CSP method, namely whiten-
ing transform and projection transform. As reported in the literature, using the
same classifiers the classification performance obtained by the CSP method is
usually as good as, or higher than, those obtained previously by other filtering
methods [4].

The recently proposed EER method is theoretically equivalent to CSP, but
has an intuitive interpretation and a lower computation burden [3]. Compu-
tationally, it only needs a generalized eigenvalue decomposition between two
covariance matrices respectively belonging to two different categories. However,
EER is still a linear method which may prevent itself from extracting nonlinear
energy features. This is the motivation of this paper. Here we provide a nonlinear
extension of the EER method called kernel EER by means of the kernel trick [5].

In this paper, we only consider feature extraction for binary classification,
since the proposed method can be simply extended from binary to multiclass case
by standard one-versus-one or one-versus-rest division. The rest of this paper is
organized as follows. Section 2 summarizes the EER method and also gives some
necessary information on problem background and variable conventions. Section
3 presents the kernel EER method and its optimization process. Finally, Section
4 gives conclusions and future work directions on possible experiments using the
kernel EER method.

2 A Brief Review of the EER Method

Scalp EEG waves reflect inside brain activities which come from some inherent
signal sources of neuron clusters lying beneath the surface of the brain cor-
tex [6,7]. Here the process of spatial filtering is assumed to be recovering these
latent sources. Energy features of one or multiple sources can be extracted from
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each class of brain activities, which are calculated as the variances of these
sources.

2.1 One Source from Each Class

The EER method is based on covariances of EEG signals from two different
classes denoted as classes A and B (e.g., two different mental imagery tasks).
Denote an EEG sample as an N × T matrix X , where N is the number of elec-
trodes and T is the number of snapshots in the sample. For EEG-signal analysis,
the mean value of X can be regarded to be zero as bandpass filters are usually
adopted. In addition, to eliminate the energy differences caused due to differ-
ent recording instants, a normalization is often performed [3]. The estimation
for the covariance of one EEG sample can be represented as C = 1

TXX
�. The

covariances CA and CB respectively for classes A and B can be obtained as the
average of all related covariances calculated from single samples.

Consider only one source from each class is to be recovered with spatial fil-
ter φ. Then for the EEG sample X , the spatially filtered signal will be φ�X .
The signal energy after filtering can be represented by the sample variance as
1
T φ

�X(φ�X)� = φ�Cφ. The discriminative EER criterion is defined as

R(φ) � φ�CAφ

φ�CBφ
, (1)

which indicates the energy ratio after spatial filtering for two classes A and B.
For succeeding classification we can optimize (1) to find the filter φ∗ which

maximizes or minimizes the ratio [3]. Therefore, there are in fact two optimal
spatial filters φ∗max and φ∗min to be sought which satisfy φ∗max = arg maxφR(φ)
and φ∗min = argminφR(φ). It turns out that the optimal spatial filters φ∗max

and φ∗min are two eigenvectors respectively corresponding to the maximal and
minimal generalized eigenvalues of the matrix pair (CA, CB). Vectors φ∗max and
φ∗min are then normalized to have unit length. For a new EEG sample, its energy
feature will be a vector consisting of two entries which are respectively the energy
values of the sample spatially filtered by φ∗max and φ∗min.

2.2 Multiple Sources from Each Class

Recovering only one source from each class is often insufficient to describe the
inherent brain activities. Thus, the demand of extracting multiple sources from
each class is put forward. For multidimensional signals, since eigenvalues of a
covariance matrix can be explained as the variances on principal directions of
the corresponding data distribution, the determinant of a covariance matrix
represents the product of the signal energies from all of the principal directions.
Therefore, determinant can be used to extend the former EER to energy-feature
extraction of multiple sources.

Suppose there arem sources to be extracted from each class of brain activities,
then the EER method will search for 2m sources totally, half of which maximize
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the object criterion and the other half minimize it. Let the m spatial filters for
extracting m sources constitute a spatial filter bank Φ � [φ1, φ2, . . . , φm]. Now
the discriminative EER criterion can be written as

R(Φ) � |Φ�CAΦ|
|Φ�CBΦ| , (2)

where like R(φ) in (1), R(Φ) indicates the energy ratio of EEG signals after
spatial filtering for two classes A and B. The optimization task is to find the
filter bank Φ∗ which maximizes or minimizes the ratio. The two optimal spatial
filter banks Φ∗

max and Φ∗
min which give two extreme criterion values should satisfy

Φ∗
max = argmaxΦR(Φ) and Φ∗

min = argminΦR(Φ).
The solution is that Φ∗

max consists of m eigenvectors corresponding to the m
maximal generalized eigenvalues of the matrix pair (CA, CB), while Φ∗

min consists
of m eigenvectors whose corresponding generalized eigenvalues are minimal [3].
When used for filtering, each column in Φ∗

max and Φ∗
min is normalized to have

unit length. For a new EEG sample, its energy feature can be taken as a vector
consisting of 2m entries, which are the energy values of the sample respectively
filtered by the 2m spatial filters coming from two filter banks Φ∗

max and Φ∗
min.

3 Kernel EER: A Kernelized Extension of EER

The EER method is capable of extracting energy features of EEG signals through
the learned linear spatial filters. However, due to this limitation of linearity in
the desirable transform, EER can not guide the learning of nonlinear spatial
filters for energy-feature extraction. Since the nonlinear combination of signals
from different electrodes may provide features which are more discriminative,
or there may be a latent nonlinear structure in the signal distribution, it makes
sense for us to devise nonlinear spatial filters for extracting energy features of
EEG signals.

We propose to adopt the kernel trick [8], which is widely applied such as in
kernel principal component analysis [9], kernel Fisher discriminant analysis [10],
and support vector machines [11], to define a nonlinear generalization of the
original EER method. In other words, the optimal spatial filters will be looked
for in a kernel space F , which is related to the original space R

N by a possibly
nonlinear map Ψ

R
N → F , x �→ Ψ(x) .

One important feature of the kernel trick is that it adopts kernel functions
(Mercer kernels) to facilitate the calculation of dot products in the kernel space
with signal representations in the original space [12]. For instance, for a kernel
function k(·, ·) and two vectors x and y from the space R

N , we have (Ψ(x) ·
Ψ(y)) = k(x, y). Typical kernel functions include radial basis functions, polyno-
mial functions, and sigmoid kernels [11].

We give some new notations. Define XAp = {xAp

1 , . . . , x
Ap

T } (p = 1, . . . , tA)
and XBq = {xBq

1 , . . . , x
Bq

T } (q = 1, . . . , tB) to be samples from two different
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classes A and B with tA and tB being their corresponding sample numbers.
One sample is composed of T N -dimensional snapshots (one snapshot is the
EEG recording at an instant of time). The total snapshot set is defined as X =
{XAp} ∪ {XBq} = {x1, . . . , xl} with l = T (tA + tB). The covariances of signals
from Ap and Bq in the kernel space are respectively computed as

CΨ
Ap

= 1
T

∑T
i=1(Ψ(xAp

i ) −mΨ
Ap

)(Ψ(xAp

i ) −mΨ
Ap

)�,

CΨ
Bq

= 1
T

∑T
i=1(Ψ(xBq

i ) −mΨ
Bq

)(Ψ(xBq

i ) −mΨ
Bq

)�, (3)

where mΨ
j (j = {Ap, Bq}) is the one-sample mean with mΨ

j = 1
T

∑T
i=1 Ψ(xj

i ).
Because the possibly high dimensionality of the kernel space, the covariances
are usually not computed explicitly but represented by the images of individual
snapshots for the convenience of further processing.

The signal covariances from classes A and B in the kernel space can be rep-
resented as

CΨ
A =

1
tA

tA∑
p=1

CΨ
Ap
, CΨ

B =
1
tB

tB∑
q=1

CΨ
Bq
. (4)

3.1 One Source from Each Class

As a nonlinear generalization of (1), we define the discriminative criterion of
kernel EER for learning optimal nonlinear spatial filters as

RΨ (ω) � ω�CΨ
Aω

ω�CΨ
Bω

, (5)

where ω ∈ F , and RΨ (ω) indicates the energy ratio after spatial filtering for two
classes A and B in the high dimensional space F . It is acknowledged that any
significant ω must lie in the span of the images of all given snapshots [5]. Hence,
ω can be expressed in the following form

ω =
l∑

i=1

αiΨ(xi) , (6)

where αi (i = 1, . . . , l) are scalars.
Based on (4) and (6), the numerator in (5) can be rewritten as

ω�CΨ
Aω =

1
tA

tA∑
p=1

ω�CΨ
Ap
ω . (7)

And ω�CΨ
Ap
ω can be reformulated as

ω�CΨ
Ap
ω =

1
T
ω�

T∑
i=1

(Ψ(xAp

i ) −mΨ
Ap

)(Ψ(xAp

i ) −mΨ
Ap

)�ω
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=
1
T
ω�

T∑
i=1

(Ψ(xAp

i )Ψ�(xAp

i ) −mΨ
Ap

(mΨ
Ap

)�)ω

=
1
T

α�NApα , (8)

where α� = [α1, . . . , αl], NAp = KAp(I−1T )K�
Ap

, (KAp)l×T is the kernel matrix

for the class A with (KAp)ij = k(xi, x
Ap

j ) = (Ψ(xi) · Ψ(xAp

j )), I is the identity
matrix and 1T is the matrix with each element being 1/T [10]. Define NA =
1
tA

∑tA

p=1NAp , we have

ω�CΨ
Aω =

1
T

α�NAα . (9)

Analogously, the denominator in (5) can be obtained as

ω�CΨ
Bω =

1
T

α�NBα , (10)

where the specific formulation of NB can be naturally transferred from that of
NA.

Combining (9) and (10), the kernel EER criterion can be equivalently simpli-
fied as

RΨ (α) � α�NAα

α�NBα
.

On the analogy of solving EER, the solutions αmax and αmin that maximize
and minimize RΨ (α) can be given as the two eigenvectors respectively corre-
sponding to the maximal and minimal generalized eigenvalues for the matrix
pair (NA, NB). Accordingly, the optimal kernel spatial filters ωmax and ωmin are
obtained in terms of (6).

It should be noted that in order to make ω in (6) have unit length, constraints
about α should be added. Formally, substituting (6) into ω�ω = 1 gives

[
l∑

i=1

αiΨ
�(xi)][

l∑
j=1

αjΨ(xj)] = 1 , (11)

that is
α�Klα = 1, (12)

where Kl is an l × l matrix with (Kl)ij = k(xi, xj).
For a new EEG sample Y consisting of T snapshots, that is

Y = [y1, . . . , yT ],

the filtered sample by the nonlinear spatial filter ω (for example, ωmax or ωmin)
will be

ω�Ψ(Y ) =
l∑

i=1

αiΨ
�(xi)[Ψ(y1), . . . , Ψ(yT )]
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= [
l∑

i=1

αi(Ψ(xi) · Ψ(y1)), . . . ,
l∑

i=1

αi(Ψ(xi) · Ψ(yT ))]

= [
l∑

i=1

αik(xi, y1), . . . ,
l∑

i=1

αik(xi, yT )] .

The variance of ω�Ψ(Y ) is the extracted energy feature. Therefore, the energy-
feature vector of Y after nonlinear spatial filtering includes two entries, which
are respectively the variances of ω�

maxΨ(Y ) and ω�
minΨ(Y ).

3.2 Multiple Sources from Each Class

To generalize (2) to nonlinear spatial filtering, that is, to extractm sources from
each class of brain activities in the kernel space, a kernel spatial filter bank
Ω � [ω1, . . . , ωm] should be learned for each class where ωj ∈ F (j = 1, . . . ,m).
Consulting the former explanation of determinant for describing energy, the
discriminative kernel EER criterion can be defined as

RΨ (Ω) � |Ω�CΨ
AΩ|

|Ω�CΨ
BΩ| . (13)

Let α�
j = [αj

1, . . . , α
j
l ] (j = 1, . . . ,m) be possible coefficient vectors. Similar

to (6) we can find the expansion for ωj using αj

ωj =
l∑

i=1

αj
iΦ(xi) . (14)

Suppose Z = [α1, . . . ,αm] is a matrix composed of all the coefficient vectors.
Repeating the operations as in (7) ∼ (10), we can get a formulation equivalent
to the criterion of (13)

RΨ (Z) � |Z�NAZ|
|Z�NBZ| .

By analogy with solutions for EER, the matrices Zmax and Zmin that max-
imize and minimize RΨ (Z) are trivial to derive. Namely, Zmax consists of m
eigenvectors of the matrix pair (NA, NB) which correspond to the m maximal
generalized eigenvalues, while Zmin consists ofm eigenvectors whose correspond-
ing generalized eigenvalues are minimal. Accordingly, the optimal kernel spatial
filter banks Ωmax and Ωmin which optimize RΨ (Ω) can be derived in terms of
(14). Of course, each column in Zmax and Zmin should be normalized as in (11)
and (12) in order to make ωj (j = 1, . . . ,m) be unit vectors. We can see that
when m = 1, (13) degenerates to (5) with the same solutions and thus (5) is a
special case of (13).

The m-dimensional signal after spatial filtering by Ω (for example, Ωmax or
Ωmin) for an EEG snapshot yj (j = 1, . . . , T ) from the sample Y is

Ω�Ψ(yj) = [ω1, . . . , ωm]�Ψ(yj)
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= [ω�
1 Ψ(yj), . . . , ω�

mΨ(yj)]�

= [
l∑

i=1

α1
i k(xi, yj), . . . ,

l∑
i=1

αm
i k(xi, yj)]� . (15)

Thereby, the filtered signal for Y can be obtained by applying (15) for every
snapshot

Ω�Ψ(Y ) = [Ω�Ψ(y1), . . . , Ω�Ψ(yT )].

For feature extraction with intent to classification, given the input Y we ac-
tually obtain a 2m-dimensional filtered signal concatenated by Ω�

maxΨ(Y ) and
Ω�

minΨ(Y ). The variance on each dimension serves as a feature, and the complete
feature vector includes 2m such entries.

4 Conclusion

In this paper, a nonlinear energy feature extractor named kernel EER for learning
optimal spatial filters for classification is proposed. It is a kernelized version of
the linear EER method. We provide details for solution solving in kernel EER.

The contribution of this paper is on theoretical derivation of the kernel EER
method. As an important future work, we will conduct experiments with various
kernel functions to evaluate the performance of the kernel EER method.
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Abstract. This paper gives an outline of a non-invasive brain machine in-
terface (BMI) implemented for controlling a motorized wheelchair online.
Subjects were trained by using an effective feedback training method, and
they could then control the wheelchair freely, similar to controlling it with
a joystick.

Keywords: BMI, EEG, Wheelchair, Feedback training.

1 Introduction

On of the most processing paradigms in BMI is motor imagery paradigm[2]
in which the mu (8-13 Hz) and beta rhythm (14-30 Hz) of the sensorimo-
tor cortex are used. The oscillations of the mu and beta rhythm of the sen-
sorimotor cortex decrease when a movement is being prepared or during a
movement−this is called event related desynchronization (ERD). After a move-
ment occurs, the oscillations increase−this is called event related synchroniza-
tion (ERS). If a person imagines that s/he is moving the left hand, a strong
ERD occurs at the right side of the sensorimotor cortex. On the other hand,
if a person imagines that s/he is moving the right hand, ERD occurs at the
left side. In foot imagery, ERD occurs in the foot area of the sensorimotor cor-
tex. By using this phenomenon, it is possible to control an object by extracting
commands from brain signals. In the case of motor imagery paradigm, the sub-
ject is not exposed to any stimulation; therefore, there is no risk of fatigue.
However, considerable amount of time and effort is required to train the sub-
jects, and generally, the accuracy is lower than other paradigms such as P300
or SSVEP. Thus, the key points of the motor imagery paradigm are (i) how to
train the subjects with minimum time and effort, and (ii) how to obtain high
performance.

In this study, through effective signal processing methods and a feedback
training method, we minimized the training time and effort required by the
subjects and maximized the accuracy. The trained subjects could freely control
a wheelchair with multi degrees of freedom and requiring fast response time by
using the motor imagery paradigm.

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 330–337, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2 Materials and Methods

2.1 Construction of Wheelchair System

The wheelchair system used in this study consists of several processing units (see
Figure 1 (a)) and operates as follows. It contains the signal acquisition block that
is used to measure the electroencephalograph (EEG) signals from the brain (the
EEG system used in this study was obtained from GTEC technologies located
in Austria). It also contains a signal preprocessing block for artifact rejection
and noise reduction (we used the blind source separation (BSS) method). For
extracting the features of the signals, it contains spatial filters that can efficiently
detect the ERD phenomenon. Linear support vector machines (SVMs) are then
used to classify the signals after extracting the features. The classified signals are
then transformed to the command output that is used to control the wheelchair.
Finally, the wheelchair movement provides feedback to the user. In this system,
the wheelchair turns to the left, if the user imagines clenching the left hand.
Conversely, it turns to the right, if the user imagines squeezing the right hand.
If the user imagines walking with both feet, the wheelchair moves forward.

2.2 Signal Acquisition

EEG signals were referentially recorded using the G-TEC system with 5 Ag/AgCl
electrodes placed over the primary motor cortex−the region related to hand and
foot motor imagery (See Figure 1 (b)). The reference electrode was mounted on
the right ear and the grounding electrode was mounted on the forehead (Fpz).
The sampling frequency rate was 256 Hz. The EEG signals were bandpass-filtered
between 8 Hz and 30 Hz, and a 50 Hz notch filter was applied to reject the AC ar-
tifacts. All electrode impedances were maintained below 10 kΩ. The measured
signals then entered the overlapping sliding windows with a length of 1 s for pro-
viding continuous feedback. Since the sliding time of the windows was 125 ms, the
wheelchair could receive a new command every 125 ms.

2.3 Signal Preprocessing

A second-order BSS algorithm was applied to enhance the signal and to atten-
uate the artifacts. For the BSS procedure, we applied a modified and improved
real-time AMUSE algorithm [3] since such an algorithm enables a very rapid and
reliable estimation of independent components with automatic ranking (sorting)
according to their increasing frequency contents and/or decreased linear pre-
dictability. The AMUSE algorithm can be considered as 2 consecutive PCAs.
One PCA is applied to the input data and the next PCA (SVD) is applied to
the time-delayed covariance matrix of the output from the previous stage. In the
first step, standard or robust prewhitening (sphering) was applied as a linear
transformation as follows;

z(t) = Qx(t), (1)
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where Q = R− 1
2

x of the standard covariance matrix. Further,

Rx = E{x(t)xT (t)} (2)

and x(t) is a vector of the observed data for time instant t. Next, SVD was
applied to a time-delayed covariance matrix of the pre-whitened data as follows:

Rz = E{z(t)zT (t− 1)} = UΣVT (3)

where Σ is a diagonal matrix with decreasing singular values and U and V are
matrices of eigenvectors. Then, a demixing (separating) matrix was estimated
as follows:

W = UTQ. (4)

The estimated independent components were obtained as follows:

Y = WX, (5)

where X = [x(1),x(2), · · · ,x(N)].
The AMUSE BSS algorithm enabled us in automatically ranking the EEG

components. The undesired components corresponding to the artifacts were re-
moved and the remaining useful (significant) components were projected back
to the scalp level by using the pseudo inverse of W. The enhanced EEG signals
(X̂), which are the input of the wheelchair system, were obtained as follows:

X̂ = W+Y. (6)

2.4 Feature Extraction

We used spatial filters to extract the features that distinguish each data group
optimally. The filters were obtained by a common spatial pattern (CSP) method
[6] from the multichannel EEG signals. Computationally, this method is parallel
by nature and requires only scalar products. Therefore, this method is optimal
for real-time applications.

The enhanced EEG data of a single trial is represented as an N×T matrix
X̂, where N is the number of channels (i.e., recording electrodes) and T is the
number of samples per channel. The normalized spatial covariance of EEG can
be obtained from

C =
X̂X̂

T

trace(X̂X̂
T
)

(7)

where T denotes the transpose operator and trace(X) is the sum of the diago-
nal elements of X. For the 2 distributions to be separated (e.g., left and right
movement imagery), the spatial covariance Cd∈[a,b] is calculated by averaging
the trials of each group. The composite spatial covariance matrix is as follows:

Cc = Ca + Cb. (8)
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Cc can be factored as Cc = UcλcUT
c , where Uc is the matrix of eigenvectors

and λc is the diagonal matrix of eigenvalues. Note that throughout this section,
the eigenvalues have been assumed to be sorted in the descending order.

The whitening transformation

P =
√
λ−1UT

c (9)

equalizes the variances in the space spanned by Uc,i.e., all eigenvalues of PCcPT

are equal to 1. If Ca and Cb are transformed as

Sa = PCaPT and Sb = PCbPT (10)

then Sa and Sb share common eigenvectors, i.e.,

if Sa = BλaBT then Sb = BλbBT and λa + λb = I (11)

where I is the identity matrix. Since the sum of the 2 corresponding eigenvalues
is always equal to 1, the eigenvector with the largest eigenvalue for Sa has the
smallest eigenvalue for Sb and vice versa. This property renders the eigenvec-
tor B useful for the classification of the 2 distributions. The projection of the
whitened EEG onto the first and last eigenvectors in B (i.e., the eigenvectors
corresponding to the largest λa and λb) provides feature vectors that are opti-
mal for distinguishing between the 2 populations of the EEG in the least-squares
sense.

With the projection matrix W = (BTP)T , the decomposition (mapping) of
a trial X̂ is given as follows:

Z = WX̂. (12)

The signals Zp(p = 1 · · · 2m) that maximize the difference in variance between
the 2 groups are those associated with the largest eigenvalues λa and λb. These
signals are the m first and last rows of Z by the calculation of W

fp = log(
var(Zp)∑2m
i=1 var(Zi)

). (13)

After selecting Zp, the normalized variance was calculated. Next, we obtained
the features fp that are used to calculate a linear classifier by taking log to have
normal distribution. The CSP method can be used for classifying only 2 groups
of data. Therefore, in this study, for classifying 3 groups of data, we used the
total CSP features that are the summation of the CSP features of each of the
2 groups. The total CSP features of the 3 groups were used at the input of a
linear classifier.

2.5 Classification

We used the linear SVMs for classifying the feature vectors obtained from the
EEG data into each class of motor imagery. The basic idea of the SVMs classi-
fication is to find such a separating hyperplane that corresponds to the largest
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possible margin between the points of different classes. This then led to the fol-
lowing learning algorithm for linear SVMs. To enable the classifier to correctly
classify the training data points x1, · · · , xn with labels y1, · · · , yn drawn from
+1/-1, the following constraints need to be satisfied:

w · xi + b+ ξi ≥ 1 if yi = 1 (14)

w · xi + b+ ξi ≤ −1 if yi = −1 (15)

where ξi is the distance of the misclassified points from the hyperplane.

2.6 Stop Command Using EMG Signal

Controlling of a wheelchair only by EEG signals is not always perfect; therefore,
we need a more reliable channel for stopping the wheelchair. We employed muscle
activity for this purpose. The EMG signal was measured at a cheek muscle, and
the wheelchair was made to reliably stop with this signal. The EMG signal at
the cheek muscle was sampled at 256 Hz with 12-bit resolution. The signal was
digitally rectified, averaged for 5 ms, and filtered through a 2nd-order low pass
filter with a cut-off frequency of approximately 3 Hz.

fEMG(t) =
n∑

j=1

hjEMG(t− j + 1) (16)

h(t) = 6.44 × (exp−10.80t − exp−16.52t) (17)

The coefficient hj in (16) can be acquired by digitizing h(t) in (17) discretely.
The resulting signal is closely similar to the actual tension; therefore, it is called
quasi-tension ([1],[4],[5]). A threshold value is first decided. If the EMG value
exceeds the threshold value, the wheelchair will be stopped.

2.7 Experiments

Three healthy men (age: 27-33 years) participated in the experiments. Each
subject sat in front of a computer and performed an imaginary movement of the
hand and foot. When an arrow appeared on the monitor, the subject performed
1 of 3 imaginary movement based on the direction of the arrow. If the arrow
pointed to the right, the subject imagined clenching the right hand. Similarly,
if the arrow pointed to the left, the subject imagined squeezing the left hand.
Further, when the arrow pointed upward, the subject imagined walking with
both feet.

When there was a blank page on the computer monitor for 2 s (see Figure 1
(c)), the subject relaxed. Further, when an arrow appeared on the monitor, the
subject performed an imaginary movement based on the direction for 3 s. We
defined 5 s as one trial. After defining 30 trials as 1 set, we performed 7 sets
of experiments for each subject. The EEG signals obtained after performing the
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Fig. 1. (a) Conceptual block diagram of the wheelchair controlled with EEG signals.
(b) Electrode placement. (c) Imaginary movement task. (d) Visual feedback training.

first set were used to train the parameters of the spatial filter and the linear
SVMs. Next, from the second set, the parameters of the spatial filter and the
linear SVMs were updated for every set and visual feedback was provided every
125 ms, which represents the probability of selecting each case, to the subject
to help imaginary movement, as shown in Figure 1 (d).

3 Results

After completing the experiment, subject 1 who showed a good result was asked
to sit on the implemented wheelchair ( figure 3 (a)) and drive the wheelchair
on an 8-shape course while avoiding 2 obstacles, as shown in Figure 3 (b). He
continued driving the course 10 times and could efficiently control the wheelchair
without colliding against any obstacles or the wall. On an average, approximately
22.88 s (standarddeviation ± 0.16s) was the time required to drive the course.
Further, when driving the course with a joystick, the time required was 16.96
s(standarddeviation± 0.086s).

Figure 2 (a) represents the error rate for each set. The error rate decreased
with every set. Subject 1 adapted to the experiment at an early stage and showed
stable results after set 4. Subjects 2 and 3 did not adapt to the experiment at
an early stage like subject 1; however, the error rate decreased with every set.
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Fig. 2. (a) Error rates of each set of experiment with visual feedback. (b) Error rates
of each set without visual feedback.

4 Discussion

Figure 3 (c) represents the most significant spatial patters (i.e., the first and
last columns of W−1 in eq. 12) for the well-trained subject 1. The first row in
the figure represents the spatial pattern when the subject imagined clenching
the left (L) and right (R) hands. When the subject imagined squeezing the left
hand, increased EEG signals were observed at the left side of the sensorimotor
cortex. On the other hand, decreased EEG signals were observed at the right side.
When the subject imagined clenching the right hand, increased EEG signals were
observed over electrodes C4 and FC4 located at the right side of the sensorimotor
cortex. The second row in the figure represents the spatial pattern when the
subject imagined clenching the right hand and walking with both feet. The EEG
signals increased at the right side of the sensorimotor cortex when the subject
imagined clenching the right hand. When the subject imagined walking with
both feet, the EEG signals over the electrode Cz located at the foot area of the
sensorimotor cortex decreased and strong EEG signals occurred at both sides of
the sensorimotor cortex. The third row in the figure indicates the spatial pattern
when the subject imagined walking with both feet and squeezing the left hand.
When the subject imagined walking with both feet, increased EEG signals were
observed over electrodes C3 and FC3 located at the left side of the sensorimotor
cortex. Further, strong EEG signals were observed over electrodes C4 and FC4
at the right side. When the subject imagined clenching the left hand, the EEG
signals were stronger over the broad area of the left side of the brain. The above
results are well-matched with the ERD phenomenon.

Figure 2 (b) shows the error rate for subject 4 who carried out the experi-
ment without any visual feedback. Each set was completed and the EEG signals
obtained from each set were then used to update the parameters of the spatial
filter and the linear SVMs, similar to the experiment using the visual feedback.
As observed in Figure 2 (b), the error rate decreased by set 3 but not after
that. When these error rates are compared with the error rates in Figure 2 (a)
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Fig. 3. (a) An actually implemented wheelchair system. (b) Wheelchair obstacle course.
(c) The most significant spatial patters for subject 1.

(with visual feedback), the difference is evident. When visual feedback is pro-
vided every 0.125 s, the subjects can adapt to the experiment more easily and
within a short period of time. The human brain has the ability to change the
neural activities while learning new things. This is known as neuroplasicity. The
results of the above experiment indicate that when the visual feedback training
method is used, neuroplasicity can occur more easily and within a short period
of time.
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Abstract. A novel multi-resolution approach is presented for vessel seg-
mentation using multi-scale fuzzy clustering and vessel enhancement fil-
tering. According to geometric shape analysis of the vessel structure with
different scale, a new fuzzy inter-scale constraint based on antistrophic dif-
fusion linkagemodel is introducedwhich builds an efficient linkage relation-
ship between the high resolution feature images and low resolution ones.
Meanwhile, this paper develops two new fuzzy distances which describe the
fuzzy similarity of line-like structure in adjacent scales effectively. More-
over, a new multiresolution framework combining the inter- and intra-scale
constraints is presented. The proposed framework is robust to noisy vessel
images and low contrast ones, such as medical images. Segmentation of a
number of vessel images shows that the proposed approach is robust and
accurate.

1 Introduction

Vessel segmentation is an important area in medical image processing. The vessel
segmentation methods were widely investigated in the past. Early conventional
approaches for vessel segmentation are matched filter methods [1] and morpho-
logical methods [2]. In these approaches, detection accuracy and validity of post
processing are undesirable. Recently, active contour (snake) models [5-8] have
become effective tools for extraction of the region of interests(ROI), which were
widely used for vessel segmentation, but the methods are almost computation
expensive.

Recently, Multiscale or multiresolution approaches for medical image analysis
have gained considerable attention. Keon et al developed a new multiscale image
segmentation technique[3], i.e. the hyperstack. The conventional (single-parent)
hyperstack is characterized by the fact that a voxel at one level of the hyperstack
is connected to at most one (parent) voxel in next higher layer. The extension,
probabilistic (multiparent) hyperstacks, is introduced, in which children are al-
lowed to link to multiple parents, but its computational cost is very expensive.
In the hyperstack segmentation method, many linkage criteria are proposed to
build the most possible child-parent relationship, which demonstrates the sim-
ilarity between the voxels at adjacent level efficiently. Some fuzzy clustering
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approaches based on multiresolution framework were proposed recently to im-
prove the segmentation result[4].

This paper develops a novel fuzzy segmentation framework based on multi-
scale vessel filtering and the similarity between different scales. The first step of
the approach is to build the feature images and relationship between child-parent
scales. The fuzzy clustering combining the inter-scale and intra-scale constraints
is then applied for image segmentation.

2 Multiscale Vessel Analysis

The multiscale vessel enhancement filtering was first presented in Reference [9].
The filter depends on the eigenvalues λσ,κ (κ= 1,2,3; σ is the scale) of the Hessian
Matrix of the second order image structure. The eigenvalues show the speed of
intensity variation in the images. The correspondencing eigenvectors express
three orthonormal directions: υσ,1 indicates minimum intensity variation, i.e.,
the direction along the vessel. υσ,2 and υσ,3 are orthogonal to υσ,1 . The ideal
tubular structure in 3D images is:|λσ,1| ≈ 0,|λσ,1| � |λσ,2|,λσ,2 ≈ λσ,3. Three
basic ratios for distinguishing tubular structure and background are defined in
Reference [9].

RB =
|λ1|√
|λ2λ3|

, RA =
|λ1|
|λ2|

, S =
√∑

j≤D

λ2
j (1)

And, the vessel enhancement filter ν(x, σ) at location x and at scale σ is also
defined. The vesselness measure provided by the filter response at different scales
can obtain a final estimate of the vesselness or vessel probability:

ν(x, σ) = {
0 ifλ2 > 0 or λ3 > 0
(1 − exp(− R2

A

2α2 )) exp(− R2
B

2β2 )(1 − exp(− S2

2c2 ))
(2)

α, β, c are parameters, which control the sensitivity of the line filter to the mea-
sures. The filter is applied at multiple scales that span the range of expected
vessel widths according to the image anatomy. The response of multi-scale filter
will be maximum at the scale that approximately matches the size of the vessel
to detect. Therefore, the maximum response at the matched scale is applied to
obtain a final estimate of vesselness or vessel probability:

ν(x) = max
σmin≤σ≤σmax

ν(σ, x) (3)

3 Nonlinear Diffusion Linking Model

In this section, we introduced the nonlinear diffusion linking model[11]. Three
steps, blurring and subsampling, creating the feature images and linking, build
different scales or layers in the linking model.
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3.1 Blurring and Subsampling

Perona and Malik showed that a scale-space could be represented by a progres-
sion of images computed by the heat diffusion equation[10]. The pixel values
at high level may be computed by successively applying diffusion equation and
then subsampling. We use the P-M diffusion equation to blur the vessel image
after several iterations to reduce the noise influences.

3.2 Creating the Feature Images

Now, a series of vessel intensity images at different scales (layers or levels) are
created. The vesselness response (equation 3) is calculated in the layers respec-
tively and then the feature images based on the response are used to build the
linking model mentioned below.

3.3 Linking

In the linking step, the parent-child relationship between any two adjacent layers
is defined. Meanwhile, the spatial relationship, between the image elements of
two successive layers of the scale space, is always known. For example: in a 2*2
subsample scale space, a pixel in higher level is the parent of four nearest image
elements (children) in lower level. Here, this parent is called explicit parent,
because it is exclusive. Similarly, the four children are called explicit children.

However, this relationship is ambiguous or fuzzy in a linked model . The
similarity between a child image element and its possible parents is defined to
describe how similar they are. Two usual similarity criteria for linking were
presented [6]. The potential parent with the highest affection value is selected to
be the child’s parent. This affection is defined as: L(x, y) = (ω1 · SI(x, y) + ω2 ·
SG(x, y))/(ω1 + ω2), where ω1 and ω2 are weight values. SI and SG are the two
similarity criteria[6]. x and y are a given child and potential parent respectively.

4 Multi-resolution Fuzzy Segmentation Framework

4.1 Self-similarity and Constraints of Inter- and Intra-Scale

There is self-similarity in a series of images of scale space, because all of them
are the approximate representation of original image with different scales.

(1) The similarity in a scale. The similarity in a scale shows obvious clustering
features, where the children belonging to identical class are similar.

(2) The similarity between two successive scales. The children are related to
their parents, and the children both inherit the features of their parents, and
show some new features.

In order to better describe the relations, some mathematical symbols are
introduced. Let X(L) = {X(L)

k |k ∈ I(L)} be the image (or feature image of
the image) in level L. x(L)

k is the image value or feature vector of the pixel k,
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I(L) is the data set. The labeled image is denoted by l(L) = {l(L)
k |k ∈ I(L)},

where l(L)
k ∈ {1, 2, . . . , c} represents the label of the pixel k, c is the number of

clustering. The multiresolution segmentation is described as: given X(L+1) and
l(L+1) in the higher level L+ 1 , the optimal estimation about l(L) should obey
the self-similarity of both inter- and intra-scale. Let P (x(L)

k ) be defined as the
parent of the pixel k in level L according to the linking model, and PS(x(L)

k )
be the explicit parent of pixel k according to the spatial relationship. P (x(L)

k ) is
defined as:

P (x(L)
k ) = argmax{L(x(L+1)

m , x
(L)
k )} m ∈ Np(PS(x(L)

k )) (4)

Where Np(PS(x(L)
k )) is defined as the neighbors of PS(x(L)

k ) , L(x, y) is the
affection value between x and y described in the above section. The equation (4)
is straightforward. The linked parent P (x(L)

k ) should be the pixel with maximum
affection value in the neighbors of the explicit parent obtained by the spatial
relationship. The neighbors decide the search volume of potential parents. For
example, the 4-neighbors or 8-neighbors is usual search volume. Similarly, the
linked child can be obtained from the linking relationship. Let S(x(L+1)

k ) be the
most possible child of pixel x(L+1)

k :

S(x(L+1)
k ) = argmax{L(x(L+1)

k , x(L)
m )} m ∈ Nc(x

(L+1)
k ) (5)

Where Nc(x
(L+1)
k ) denotes the explicit children of pixel x(L+1)

k . For example,
every pixel in the level L+ 1 has four explicit children in the level L, if the 2*2
subsample is applied in the construction of the linking model. S(x(L+1)

k ) is the
child with the maximum affection value in the four children.

4.2 Multi-resolution Fuzzy Segmentation Energy Function

According to the self-similarity described above, the fuzzy distances should in-
clude two parts: (1) the fuzzy distance in a scale. (2) the fuzzy distance between
two adjacent scales. The intra-scale distance is defined in the conventional FCM.
The similarity between adjacent scales shows that the fuzzy clustering, the par-
ent and its children belong to, is similar. Moreover, the clustering centers in
two adjacent levels are also close. Therefore, two inter-scale fuzzy distances, i.e.
‖P (x(L)

k ) − v(L+1)
i ‖ and ‖v(L)

i − S(v(L+1)
i )‖ , are introduced, where v(L)

i is the
clustering center in Level L. In figure 1, the dashed line represents the parent-
child relationship based on the linking model. The first fuzzy distance shows the
distance between the linked parent P (x(L)

k ) of a pixel x(L)
k and the corresponding

clustering center v(L+1)
i in the higher level. The second fuzzy distance describes

the distance between two corresponding clustering centers of the adjacent levels.
The two distances should be minimized while the fuzzy clustering converges in
a global optimal solution. The inter-scale constraint between the current level L
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Fig. 1. The inter-scale fuzzy distance

and higher Level L+ 1 is defined as follows:

J (L,L+1)
m (U ;V ;X) =

n∑
k=1

c∑
i=1

u
(L)m
ik [α·‖P (x(L)

k )−v(L+1)
i ‖2+β·‖v(L)

i −S(v(L+1)
i )‖2]

(6)
Where α, β are parameters, which control the sensitivity of inter-scale constraint.
The membership value uik defines the grade of a feature point xk belonging to
the cluster center vi . In most cases, m is set to be 1.5. L and L+ 1 denote the
adjacent levels. n and c are the number of feature points and fuzzy clustering
respectively. According to FCM, the intra-scale constraint in Level L is defined
as follows:

J (L)
m (U ;V ;X) =

n∑
k=1

c∑
i=1

u
(L)m
ik · [ω‖x(L)

k − v(L)
i ‖2] (7)

Where ω is a parameter. Integrate (6) and (7), the multiresolution energy func-
tion combining the inter- and intra-constraint is defined as:

E(U (L), V (L)|U (L+1), V (L+1)) = J (L)
m + J (L,L+1)

m (8)

4.3 Multiresolution Fuzzy Segmentation Algorithm

Obviously, the optimal problem in every level is to minimize the energy function
described above:

(U (L), V L) = argminE,
c∑

i=1

u
(L)
ik = 1 for all xk (9)

From Lagrange method, the iteration equations of multiresolution fuzzy cluster-
ing in level L can be obtained:

u
(L)
ik =

( 1
H )

1
m−1∑c

i=1(
1
H )

1
m−1

(10)

v
(L)
i =

∑n
k=1[u

(L)m
ik · (ω · x(L)

k + β · S(v(L+1)
i ))]∑n

k=1[u
(L)m
ik · (β + ω)]

(11)
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whereH = [ω‖x(L)
k −v(L)

i ‖2+α·‖P (x(L)
k )−v(L+1)

i ‖2+β ·‖v(L)
i −S(v(L+1)

i )‖2]. The
segmentation begins from the top level, where the pre-segmentation is performed
by a conventional clustering method, such as FCM. The equation (10) and (11)
are the iteration equations of multiresolution fuzzy clustering in level L.

5 Experiments

We design two groups of experiments in this section. In the first group, a 185*189
synthetic image is drawn to describe the real vessel branches, where a line-like
hierarchy structure represents the vessel or other line-like structures. Next we
design two groups of images based on the synthetic image for simulating the
real vessel images. The first group is Gaussian noise images with zero mean and
different standard deviation. The standard deviations of Fig. 2(1) to Fig. 2(4) are
25,35,45,55 respectively. The images in the second group are blurred images and
different Gaussian templates are applied on them. From Fig. 3(1) to Fig. 3(4),
the standard deviations of templates are 2, 3, 4, 5.

1 2 3 4

5 6 7 8

Fig. 2. Synthetic images with different noise and segmentation results

Fig2(5)-(8) and Fig3(5)-(8) are the segmentation results of the images above
respectively, which demonstrates the performance of our approach. It is robust
to noisy and smooth images.

In the following experiments, we present the segmentation results of 2D med-
ical pulmonary vessel image. Meanwhile, some very small regions in the seg-
mentation results are ignored automatically, because they may be false images
or noises. Fig. 4(4) is the final result, where the vessels, especially narrow thin
branches, can be extracted successfully. Moreover, many blurry and even broken
branches can be captured and connected automatically.

The parameters α ∈ [0.5, 10], β ∈ [1, 3] represent the confidence in the inter-
scale constraints. When the noise becomes more serious, α,β should increase
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1 2 3 4

5 6 7 8

Fig. 3. Synthetic images with different gaussian smooth and segmentation results

1 2 3 4

Fig. 4. The segmentation results of pulmonary vessel image. (1) original image, (2)
feature image of vessel enhancement filtering in the coarse scale. (3) The segmentation
result of coarse feature images. (4) The final result.

accordingly. In most cases, the value of α, β can be set as an integer, where the
increment is 1. In the above experiments,we choose α ∈ [0.5, 1],β = 1,ω = 1.The
computation efficiency of proposed model is very desirable, which is close to con-
ventional FCM. Every computation time of the above experiments approximates
to several seconds, where our model is programmed by Matlab 7 in the computer
with CPU P4-1.6GHz.

6 Conclusion

In this paper, we proposed a novel efficient multi-resolution fuzzy segmentation
framework, which is based on the shape analysis of multi-scale vessel images
using the multiscale vessel enhancement filter. This model is not only efficient
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for the vessel segmentation, but also for other line-like structures. This proposed
segmentation schema is based on the fact that the image segmentation results
should be optimized simultaneously in different scales. Two fuzzy distances de-
fined based on the constraint showed the similarity of parent-child pixels and
clustering centers in successive scales. We developed a new energy function and
then embedded it into the conventional fuzzy clustering. The approach is robust
to noisy and low contrast vessel images, because the optimization is applied
in different scale. We segmented several images including synthetic vessel and
pulmonary vessel images with different noise and contrast. Segmentation results
showed that the proposed approach is robust for extracting the objects.
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Abstract. The use of domain ontologies is becoming increasingly popular in 
Medical Natural Language Processing Systems. A wide variety of knowledge 
bases in multiple languages has been integrated into the Unified Medical Lan-
guage System (UMLS) to create a huge knowledge source that can be accessed 
with diverse lexical tools. MetaMap (and its java version MMTx) is a tool that 
allows extracting medical concepts from free text, but currently there not exists 
a Spanish version. Our ongoing research is centered on the application of bio-
medical concepts to cross-lingual text classification, what makes it necessary to 
have a Spanish MMTx available. We have combined automatic translation 
techniques with biomedical ontologies and the existing English MMTx to pro-
duce a Spanish version of MMTx. We have evaluated different approaches and 
applied several types of evaluation according to different concept representa-
tions for text classification. Our results prove that the use of existing translation 
tools such as Google Translate produce translations with a high similarity to 
original texts in terms of extracted concepts. 

Keywords: Semantic techniques, data pre and post processing, information fil-
tering, recommender systems. 

1   Introduction 

The volume of published biomedical information is increasing every year. The prolif-
eration of online sources such as scientific repositories, clinical records databases, 
knowledge databases, etc., has produced an information overload that surpass the 
amount of information that researchers can cope with. This scenario makes it neces-
sary to develop tools that help access and visualization of specific information useful 
for biomedical researchers. Pubmed1, a service of the U.S. National Library of Medi-
cine, constitutes an example of a huge source of biomedical information, since it in-
cludes over 17 million citations from multiple life science journals, among which 
stand out Medline [1]. 
                                                           
1 http://www.ncbi.nlm.nih.gov/pubmed/ 
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Several attempts to develop common biomedical terminologies that help improving 
interoperability between medical resources have appeared within the last few years. 
However, it has not been until the appearance of UMLS (Unified Medical Language 
System) [3] that there is a unified way to access multiple and complementary re-
sources. UMLS includes more than 60 families of controlled vocabularies and re-
sources such as SNOMED-CT, MeSH, ICD-10 or Gene Ontology. This knowledge 
has proved useful for many applications including decision support systems, man-
agement of patient records, information retrieval and data mining. 

The MetaMap system [2] is an online application developed at the National Library 
of Medicine (NLM) that allows mapping text to UMLS Metathesaurus concepts, 
which is very useful for interoperability among different languages and systems 
within the biomedical domain. MetaMap Transfer (MMTx) is a Java program that 
makes MetaMap available to biomedical researchers in controlled, configurable envi-
ronment. Currently there is no Spanish version of MetaMap, which difficult the use of 
UMLS Metathesaurus to extract concepts from Spanish biomedical texts. Developing 
a Spanish version of MetaMap would be a huge task, since there has been a lot of 
work supporting the English version for the last sixteen years. 

Our ongoing research is mainly focused on using biomedical concepts for cross-
lingual text classification [4]. In this context the use of concepts instead of bag of 
words representation allows us to face text classification tasks abstracting from the 
language. In this paper we evaluate the possibility of combining automatic translation 
techniques with the use of biomedical ontologies to produce an English text that can 
be processed by MMTx.  

1.1   Project Description  

MIRCAT (Multilingual Information Retrieval based on Concepts and Automated 
Translation) is a cross-lingual system to retrieve biomedical documents significantly 
related to medical records. Given a query in Spanish, it retrieves a list of medical 
records ordered by relevance in two steps: 1) the query is expanded using concepts 
included in a biomedical ontology; 2) medical records are ranked using a representa-
tion based on biomedical concepts. Then, the user can choose a record and the system 
will retrieve several lists of ranked documents as follows: a) Spanish news; b) English 
news; c) Spanish article abstracts; and d) English article abstracts. This last step uses 
concepts to rank the documents against the selected medical record. 

Throughout all the phases we need to obtain a semantic document representation, 
which makes it definitely crucial to use an accurate system to extract concepts from 
text. Since we are mainly working with UMLS, we face the issue that currently there 
is only an English version of MetaMap and MMTx. The development of an equiva-
lent tool in Spanish would require a huge amount of work and specific knowledge 
and, although it would be a very valuable task, we wonder if it is really a must. 

The key point for us at current stage is to evaluate the need to develop a Spanish 
version of MMTx, against the possibility of using automatic translation systems (such 
as Google Translator or Systran) to obtain an English representation for a Spanish 
text, and then to apply MMTx to English text and obtain a semantic representation 
that should include (almost) the same concepts as in Spanish. 



348 F. Carrero, J.C. Cortizo, and J.M. Gómez 

2   Related Work 

The most widely used text representation in text classification tasks such as Informa-
tion Retrieval (IR) or Text Categorization (TC) has been, by far, the bag of words 
model [12]. In this representation, a document is represented as vector of terms and 
associated weights. Terms are usually stemmed words, and weights are computed as a 
function of their occurrences in documents and the whole text collection, like TF.IDF 
weights. This representation does not capture the full meaning of texts, but it is 
enough to build reasonably effective text classifiers.  

However, there have been several attempts to design text representations that better 
capture the semantics of documents. These approaches rely on the emergence of 
wide-coverage semantic resources like WordNet. For instance, some authors have 
demonstrated that using WordNet concepts (synsets) instead of, or added to, words 
can improve Information Retrieval [9] and Text Categorization [8]. 

A major point is that concepts can be language-independent (as in EuroWordNet), 
what allows full cross-language retrieval and categorization [10]. However, concept 
based representations (concept indexing) are doomed with the limited effectiveness of 
current free text Word Sense Disambiguation (WSD) approaches. The effectiveness 
of an average WSD system rarely exceeds 60% on ambiguous words (see e.g. Sen-
seval [13] results) on running text, a level that is hardly reached on short texts like 
search engine queries. On the other side, previous works have demonstrated that the 
effectiveness of text classification can be improved even in the presence of an impor-
tant percentage of disambiguation errors. 

A promising issue is that there are high quality semantic resources in the domain of 
biomedicine, like the Unified Medical Language System (UMLS) or SNOMED. 
These resources have been successfully used in several text classification tasks. For 
instance, [14] reports good results when using UMLS concepts for concept indexing 
in the European Project MUCHMORE. Also, [11] presents the MorphoSaurus system, 
which makes use of UMLS for concept indexing in cross-language retrieval, in com-
parison with query translation, with results that support concept indexing. 

Regarding translation, a full report of the current state of the art is beyond the 
scope of this paper. Instead, let us remark that the system we employ, Google statisti-
cal translator, has top performed in the most recent NIST Open Machine Translation 
Competition (2006). The strength of this translation tool relies on the huge amount of 
data it makes use for computing the statistical metrics of its model. 

3   Spanish MMTx 

We have developed two versions of Spanish MMTx: A first simple approach uses 
Google Translator to obtain an English version of the text and then applies English 
MMTx to extract concepts. This approach, ignoring the quality of general translation, 
presents some important mistakes when translating some technical biomedical terms, 
keeping them in Spanish. 

The second approach delegates to Google Translator to obtain the general translation, 
but uses a custom UMLS ontology mapper to translate biomedical terms. The first ver-
sion of the custom UMLS ontology mapper has been created building a sub-ontology of 
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UMLS by using only the “isa” relation. Then, for each of the concepts included, all 
Spanish and English string representations have been stored. Considering this mapper, 
this second approach involves the following steps: 

 

1. Search the original Spanish text and substitute each of the found concepts 
by its concept ID. In case of ambiguity, the chosen concept is the one with 
higher level in the ontology. 

2. Send the text from the first step to Google Translator, retrieving an Eng-
lish version with the general translation. 

3. Search the English version and replace the concept IDs with a string rep-
resentation. If there are several representations, we chose to use the short-
est one. 

4. Use the English MMTx to extract the concepts.  

4   Experiments 

In the previous section we stated our hypothesis: using automated translation com-
bined with the use of domain ontologies and MMTx, we could avoid the need of a 
specific Spanish MetaMap. To test the validity of this hypothesis, we need to compare 
the concepts extracted by MMTx from English texts to the concepts extracted by 
MMTx from Spanish texts previously translated to English. 

4.1   Description an Goals  

For testing our hypothesis, we needed a corpus of biomedical documents in both lan-
guages: Spanish and English. MedLine Plus stores health-related news articles ex-
tracted from Reuters Health and HealthDay. All these news articles are tagged with a 
set of related MedLine Plus pages, which can be considered as topics or categories 
(there are over 750 different diseases or conditions treated as topics). MedLine Plus 
contains medical information in English and also some of the contents in Spanish. We 
developed a spider that, once a month, downloaded all the English and Spanish news 
articles and checked the correspondence among news. From over 2000 news 
downloaded since December 2007, we were able to detect 600 news articles available 
in both languages and we built the collection using those items. 

Our approach in this paper evaluates concept based document representations for 
no particular text classification task. The main goal is to establish whether our ap-
proach could produce benefits to any text task or if it should not be considered. 

From our original bilingual collection of news articles, we have generated 3 differ-
ent collections: 

• ENG: Containing the original English documents. 
• ENG_TRANS: Containing the Spanish documents automatically translated 

to English using Google Translator. 
• ENG_UNMKD: Containing the translations to English by means of Google 

Translator and domain ontologies (UMLS), as described in section 3. 
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4.2   Possible Documents Representation  

There are two important considerations from the MMTx representation. A string like 
C0331964 represents a concept. Some phrases are represented by a conjunction of 
concepts, which is represented by several strings connected by ‘|’. There are some 
phrases that appear several times, meaning that there are ambiguities or different 
possible concepts or combination of concepts that represents that phrase. 

We should translate the MMTx representation to a representation containing a list 
of concepts. Paying attention to the previous considerations of the MMTx representa-
tion, we should deal with compound concepts and with ambiguities. We have devel-
oped 4 possible data representations according to this: A1, A2, B1, B2. 

 

• Document representations starting with an ‘A’ (A1 and A2) uses compound 
concepts. That means that a compound concept like C0205388| 
C0439227|C0439228 would be treated as a simple one like 
C0331964.  

• In document representations starting with a ‘B’ (B1 and B2) compound con-
cepts are divided into simple concepts as indexing units. A concept like 
C0205388|C0439227|C0439228 is transformed into 3 different con-
cepts (C0205388, C0439227 and C0439228). 

• Document representations ending with ‘1’ (A1 and B1) resolve the ambiguity 
by adding all the concepts contained in all the possible interpretations of the 
phrase.  

• Document representations ending with ‘2’ (A2 and B2) ignore the ambigui-
ties by choosing the first possibility for each phrase. 

• We have also tested a word based representation as baseline. 

A1 document representation is more complex and nearer to the human understand-
ing and B2 document representation is the simplest one and nearer to the standard 
machine representation for text mining tasks. More complex document representation 
generates more different concepts. Table 1 shows the number of global concepts for 
each document representation. 

Data representations containing a lot of features do not usually perform very well 
in text tasks, especially in text classification, as many classifiers degrade in predic-
tion accuracy when faced with many irrelevant features or redundant/correlated 
ones [5]. The explanation to this phenomenon may be found in the “curse of dimen-
sionality”, which refers to the exponential growth of the number of instances 
needed to describe the data as a function of dimensionality (number of attributes). 
Zipf’s Law can be used to solve this problem without facing any concrete task, by 
filtering the features appearing in more than M% of the documents and the ones 
appearing in less than N% of the documents. We have filtered the concepts accord-
ing to this, with M=10% and N=1%. The global number of concepts after this filter-
ing process is shown in Table 1. 
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Table 1. Different concepts for each document representation and number of concepts after 
filtering 

Document representation Total Filtered 
A1 45.280 2.368 
A2 21.257 1.415 
B1 9.990 2.293 
B2 8.148 1.653 
Word 15.966 2.665 

Table 2. Average similarities between document representations generated from translated 
texts and the representations generated from the original English texts 

Document representation TRANS UNMKD 
A1 56.86±8.37 54.31±7.90 
A1+Zipf 65.87±11.11 63.23±10.99 
A2 60.79±6.78 58.07±6.40 
A2+Zipf 65.80±9.56 62.94±9.51 
B1 79.42±6.43 76.55±5.54 
B1+Zipf 77.63±8.85 75.00±8.56 
B2 78.38±6.21 74.76±5.38 
B2+Zipf 76.38±8.53 73.59±8.18 
Word 75.11±6.13 72.69±8.09 
Word+Zipf 73.45±5.21 70.30±7.55 

 

4.3   Results 

Table 2 resumes the results of these experiments. We have computed the similarity 
between the original ENG documents and the translated ones (ENG_TRANS and 
ENG_UNMKD) for each possible representation. Then, we have calculated the aver-
age value and standard deviation for the 600 news items in the global collection.  

5   Discussion of the Results 

Considering the four representations described above, the worst results in terms of 
similarity are achieved with the most complex and near-to-humans representation 
(A1). On the other side, B1 is a less complex and near-to-humans representation, and 
produces the best results of the series. This proves that our model seems to be more 
suitable for tasks that manage the concepts on a plain bag-of-concepts way. 

The use of Zipf’s law improves the results within the A representations, while 
makes the values obtained for B get worse. The reason for A may possibly be that this 
representation produces too many different concepts, because some of them are made 
up of combinations of simpler ones and many of them appear few times on the text. 
Since we keep only the most relevant concepts, it seems to eliminate some of the 
concepts that make the difference for each pair of documents. The loss of precision 
obtained with representation B may come from the fact that the initial number of 
concepts is already low. 
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Relating to the difference between the results when applying simple or complex 
custom UMLS concepts mapper, it is clear that the complex one currently does not 
improve the translation over the simple one, although the difference isn’t too high. It 
may be to some extent due to several limitations on the translator that are described 
below but, however, there are enough things to improve on the mapper. 

It is interesting to see how simple conceptual representations (B1 and B2) obtains 
better similarity values than baseline word-based representations. Also, we consider 
that values of 79,42% for the simple mapper and 76,55% for the complex one are 
promising enough to continue with our research on improving the models. Specially, 
we find that there is a broad field to improve the complex UMLS ontology mapper. 

6   Conclusions and Future Work 

To date, there isn’t an effective tool to extract UMLS concepts from Spanish texts. 
Our experiments on creating a Spanish MMTx combining existing English MMTx 
and automatic translators have shown to be promising for tasks such as Text Catego-
rization and Information Retrieval as the concept based representation of translated 
text does not vary much from the concept based representation of English documents. 
However, it is out of the scope to evaluate the correctness and quality of translation. 
Of course, a specific Spanish MMTx will always be more accurate than this model, 
but the key point is to consider if such a huge task would improve further results in 
TC and IR. 

Our next step will be to apply the Spanish MMTx to diverse text mining tasks, like 
Text Categorization or Information Retrieval. Testing the documents representations 
evaluated in this paper on real text tasks, will allow us to conclude if there is any need 
to build a Spanish MMTx from scratch. 

We will try modifying our custom UMLS ontology mapper, using more semantic 
relations and keeping only those concepts that can be considered to belong to the 
biomedical domain. From a more practical point of view, we are currently developing 
more sophisticated techniques to retrieve similar documents based on conceptual 
representations using probabilistic models, machine learning algorithms [7] and fea-
ture selection techniques [6]. 
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Abstract. We study averaging schemes that are specifically adapted to the analy-
sis of electroencephalographic data for the purpose of interpreting temporal in-
formation from single trials. We find that a natural assumption about processing
speed in the subjects yields a complex but nevertheless robust algorithm for the
analysis of electrophysiological data.

1 Introduction

In electroencephalographic (EEG) data noise levels of −25dB are not uncommon [1],
for electromyography (EMG) or functional magnetic resonance imaging (fMRI) the
situation is similar. The arising problem of the recovery of relevant information from
such data has been dealt with extensively [2,3,4]. It seems reasonable to exploit intrinsic
structures in the data, i.e. to identify patterns in the data that reoccur under specific
conditions, e.g. at the onset of a stimulus or in relation with other events in the course
of the experiment.

A straight-forward solution consists in averaging single-trial event related potentials
(ERPs) in order to obtain an averaged ERP (AERP) that is expected to be comparable
across different experimental setups [3]. The reliability of the AERP allows for the iden-
tification of characteristic features of the time course of the signal such as the latency
and amplitude of major minima and maxima, which may be used iteratively to further
improve the process of averaging. We will discuss several algorithms that are not only
theoretically justified, but have proven useful also in an experimental project [5,6]. Sys-
tematic changes in the AERP components between different experimental conditions
are consistent with the hypothesis that ERP components do reflect stages of information
processing in the brain. In this interpretation, the idealized noisefree ERP represents the
signal of interest and variability across trials is merely noise.

The data that gave rise to this studies has been obtained in a series of EEG ex-
periments. A subject was engaged in a priming task (cf. [5] for more details on the
priming effect) and supposed to respond to a stimulus. The stimulus configuration pre-
sumably triggered various modes of internal processing in the subject, cf. Fig. 1. Some
of the behavioral effects turned out to be fragile and require a large number of trials to
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Fig. 1. Time course of a trial of the psychophysical experiment. Subjects are asked to identify
the green (light gray) stimulus in presence of a red (dark gray) distractor. If the target matches
the written word then the correct response is “yes”. Stimulus presentations are interleaved with
response-to-stimulus intervals (RSI) and fixation phases. Depending on which stimuli from the
previous trial are repeated, reaction time can be increased or decreased.

become significant. The underlying information processing mechanisms are studied by
simultaneous EEG recordings which we assumed to obey the following conditions.

1. The EEG signal contains the relevant components of the neural activity.
2. Task-specific activations form a significant fraction of the EEG signal.
3. The brain solves similar tasks in a similar way.

The signal can now be defined as a minimal variance curve within the data set ob-
tained for many repetitions of the same task. The axioms imply that variations due to
external conditions should be excluded and that the external conditions and even the
state of the subject should be kept as constant as possible for all trials. Yet, data mining
techniques reveal that for comparable data only a fraction of 60% of the pooled epochs
contribute to the AERP waveform while the other 40% just increase the variance [7].

Thus, it cannot be decided unambiguously whether the variability of the ERPs is
caused by the stochastic nature of the underlying neural dynamics or by the application
of different strategies to the task. A plot of the single-trial ERPs and the AERP, see
Fig. 3, points already to a basic problem: Simple averaging will deteriorate in particular
late components of the ERP (such as the Late Positive Complex) which which make the
interpretation of these components difficult.

2 Models for Event-Related Potentials

The signal-to-noise ratio (SNR) of EEG data is typically enhanced by combining data
epochs that are supposed to contain a certain signal component as a pointwise average

〈si(t)〉i =
1
N

∑N

i=1
si(t) i = 1, . . . , N. (1)

Here si(t) is the measurement of the ith trial, 1, . . . , n, at time t. The signal-plus-noise
(SPN) model [8] or fixed-latency model [9] underlying this average assumes that (i)
signal and noise add linearly, (ii) the signal is identical in all trials, and (iii) noise is a
zero-mean random process drawn independently for each trial.



356 M. Ihrke, H. Schrobsdorff, and J.M. Herrmann

Assuming additive zero-mean noise, i.e. 〈ε(t)〉 = 0 ∀t, we can represent the data
by si(t) = u(t) + εi(t), where u(t) denotes the signal that is to be recovered from
s(t). Under the above conditions the pointwise average is an unbiased and optimal
estimate in the mean-square error sense. It has been argued on theoretical grounds, that
an improvement beyond pointwise averaging is not possible if no a priori knowledge
about the characteristics of signal and noise is given [10]. However, the requirement of
a smooth temporal structure of the data [9] may already serve as a prior that may indeed
lead to an improvement.

An argument against the stationarity of u comes from the analysis of the residuals
ζavg
i obtained by subtracting the mean from the raw data ζavg

i (t) = si(t) − 〈si(t)〉i. The
fact that the repetition of a task is typically accompanied by coherent on-going neural
activity [11] can be analyzed as follows. Given the SPN model, ζavg

i should not con-
tain any event-related modulation because the noise is assumed to be independent and
identically distributed. Therefore statistical coherence measures such as the autocorre-
lations

(ζavg
i � ζavg

i )(τ) =
∫
ζavg
i (t)ζavg

i (t+ τ) dt (2)

and the spectral densities

PSD(ζavg
i ) = F{ζavg

i � ζavg
i } (3)

computed on ζavg
i should not show any event-related modulation (i.e. a flat spectrum and

cross correlations that behave like a δ-function at zero are to be expected). Empirical
evidence shows that these assumptions are violated for real data [11, 8], see Fig. 2.
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Fig. 2. Coherence measures computed on residuals ζavg. (a) The variance σ2 over trials shows
event-related modulation for the residuals after subtracting the average. Given the SPN model,
we expect a flat curve as obtained from computing σ2 on the single-trial denoised residuals ζden

i .
(b) Crosscorrelation computed on the residuals for a sample trial. Again, unexpected (from SPN)
correlations show up for ζavg

i whereas the function approximates a δ-function for the denoised
single-trial residuals.

Extending the SPN model, the variable latency model (VLM) [2] introduces a trial-
dependent scaling factor αi and a time lag τi

si(t) = αiu(t+ τi) + εi(t). (4)

One possibility to obtain the τi is the maximization of the crosscorrelation τi =
argmaxt(〈si〉i � si)(t) between the data and the pointwise average 〈si〉i. After this
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transformation, the data can be interpreted by the SPN model. However, in an empiri-
cal evaluation of analytically derived predictions of this model, patterns that were not
consistent with the predictions were found [8]. We were hence led to reconsider the
fact that the intertrial variability of the evoked potential can go beyond the simple time
shift [12]. A more general model for order-preserving time warping is given by

si(t) = αi(t)u(φ−1
i (t)) + ε(t), (5)

where φi are monotonous functions that map the time scale of the individual trials to that
of a template υ (i.e. ||uυ(t) − ui(φi(t))|| is minimal). The functions αi > 0 determine
the local scaling of the curve. The advantage of this variable-components-plus-noise
model (VCPN) is illustrated by Fig. 3. The VCPN model (5) models temporal variations

0 500 1000 1500

−10

0

10

µV

ms

Fig. 3. “Smearing” of components in the simple average due to temporal variance. Two input
signals (gray curves) were simulated according to the model in Eq. 5. An averaging procedure
incorporating temporal variance would produce a curve similar to the red (solid) one.

of the individual signals in addition to differences in scale and is thus able to identify
systematic distortions due to single-trial fluctuations that otherwise are averaged out.
The functions φi require some regularization that we achieve by crossvalidation.

We use two datasets, one containing artificial data the other one consisting of real
EEG data. The real data reported in this chapter were obtained in a study featuring
a picture-identification task (for details cf. [5, 6]), see Fig. 1. The artificial data was
generated according to the VCPN model introduced in Eq. 5 (Sect. 2).

3 Dynamic Time Warping

Unsupervised classification techniques can help to identify ERPs that were generated
by distinct processing mechanism in the brain. The temporal variance introduced in this
way, however, is not resolved by the VCPN model (5). Averaging techniques should,
therefore, be applied selectively to trials within distinct clusters. Dynamic time warp-
ing (Fig. 5) will be shown to provide a distance measure that directly implements the
assumptions on the relevant features.

Selective averaging schemes use only specific episodes for averaging [13] in order to
exclude artefacts such as muscular activity. In order to reduce visual inspection of the
data it is possible to assist the selection process by clustering [14]. An inherent problem
of any clustering algorithm is the decision about a sensible number of clusters. If a spe-
cific experimental design allows a theory-driven estimate of that number it is of course
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to be preferred. Otherwise, e.g. strategies based on within-cluster scatter coefficients
can be applied (e.g. [15]). Further improvement is possible by exploiting spatial rela-
tions among the electrodes, although this somewhat reduces the spatial resolution. ERP
onset latencies are considered by variable-latency averaging [2] similarly as in VLM
(4). Adjacent response-overlap averaging (ADJAR) [16] aims at removing temporal jit-
ter arising from the response time variations of the preceding trial although this scheme
seems restricted to short RSIs.

Finally, dynamic time warping (DTW), which has been first used in speech analy-
sis [17], appears to present a more suitable approach to EEG analysis. DTW tries to
align a trial time course to a template, see Fig. 6b). First, a pointwise dissimilarity mea-
sure between two signals s1, s2 is defined, e.g.

d(s1(t1), s2(t2)) := |s̃1(t1) − s̃2(t2)| + |s̃1′(t1) − s̃2′(t2)|, (6)

where s̃(t) := (s(t) − 〈s(t)〉t)〈s(t)2〉−1/2
t is the normalized signal and s′ the first

derivative of s. The distance (6) gives rise to derivative DTW [18] because it is based
on amplitude and slope of the signal.

An optimal map is determined by a path pi that satisfies recursively

if pi = (j, k) then pi+1 ∈ {(j + 1, k), (j, k + 1), (j + 1, k + 1)} (7)

and minimizes the sum of the selected elements djk of the dissimilarity matrix [3]

djk = d(s1(j), s2(k)). (8)

This path can be found by backtracking through the cumulated cost matrix

Djk = djk + min {Dj,k−1,Dj−1,k,Dj−1,k−1}, (9)

i.e. via the minimum of the downward, right, and down-right neighbors, from DJ,K

to D1,1. The final element DJ,K constitutes a measure for the dissimilarity of the two
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curves based on their overall shape. Once this path is available, it is easy to average the
curves (called averaging dynamic time warping, ADTW) to reduce both temporal and
scale variance (see Fig. 6) by setting

DADTW{s1, s2}(t) = (s1(j) + s2(k))/2, (10)

where (j, k) = pt as introduced in Eq. 7 and t = 1, . . . , J +K .
ForN trials, a straightforward solution proposed in [3] is to simply combine pairs of

single-trial ERPs using ADTW. In a next step, pairs of the results from this combination
can be averaged again and the entire process iterated until only one average is left.
Starting from Eq. 10, we proceed recursively, namely
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DADTW{s1, . . . , s2N}(t) = DADTW {DADTW {s1, . . . , sN} ,DADTW {sN+1, . . . , s2N}} (t).
(11)

It is further possible to introduce constraints on the DTW method that penalize path
deviations [3] from the main diagonal, thereby reducing the bias on the cost of an in-
creased variance. Before applying the DTW algorithm, it should be ensured that trials
are sufficiently similar to each other, e.g. by applying time warping only within distinct
clusters. In the next section, we propose to apply external time markers that can act as
an objective reference for trial matching and advanced averaging.

4 Enhancing Averaging by Integrating Time Markers

An extension of DTW incorporates information about latency variability by hierarchi-
cally choosing pairs of similar trials before averaging. The cumulated path coefficient
obtained from DTW is used as a measure for the dissimilarity of two time courses,
cf. Fig. 6. After selecting the minimum element from the matrix ∆ij = DTW{si, sj}
by (i, j) = arg min(j,k)∆jk , the minimal-dissimilarity trials are combined and row
i and column j are removed from ∆jk . This procedure is iterated until the matrix is
empty. The complete process is repeated with about half the number of pairwise av-
eraged trials. The entire tree-like process is continued until all trials are merged. The
scheme is called pyramidal ADTW (PADTW) because the subdivision scheme of the set
of trials. For realistic data, the procedure performs substantially better than DTW [6].

Some experimental setups suggest an alignment of the data w.r.t. response markers,
i.e. instead of stimulus-locked now response-locked ERPs are used. In Ref. [4] it was
proposed to stretch or compress the single-trial signals in order to match the average
reaction time by moving the sampling points in time according to a temporal low-order
power law. We employ instead a more flexible approach that integrates prior knowledge
about an arbitrary number of markers by applying ADTW separately to the segments
and concatenating them within the PADTW algorithm. However, this approach is equiv-
alent to calculating the pointwise dissimilarity matrix djk from equation (6) for trial j
and k on the complete dataset and manipulate this matrix before continuing with the
steps outlined in the PADTW algorithm. In the manipulated matrix, the fields corre-
sponding to an event in both trials are set to zero (minimal dissimilarity). This instructs
the algorithm that the points of the two signals match and forces the DTW-path to lead
through these points. It follows naturally that not only two but arbitrarily many time-
markers can be integrated to guide the formation of the average. This approach has been
used in Ref. [6], where the onset of an eye movement served as an additional marker.

5 Conclusion

In order to robustly extract meaningful signals from noisy electrophysiological data,
averaging over many similar trials is unavoidable. The nature of these data sets, i.e. cor-
relations between electrodes, clustered time courses across trials and prior knowledge
from the design of the experiment, suggests a number of more complex procedures
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for cleaning data and enhancing the quality of the signal. We have discussed here the
possibility to reduce the variablity of the data by allowing for variable internal process-
ing speeds. The specific application to EEG data does not limit the generality of the
approach which may as well be used for other imaging techniques.
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Abstract. Quantitative descriptors of intrinsic properties of imaging data can
be obtained from the theory of random matrices (RMT). Based on theoretical
results for standardized data, RMT offers a systematic approach to surrogate
data which allows us to evaluate the significance of deviations from the random
baseline. Considering exemplary fMRI data sets recorded at a visuo-motor task
and rest, we show their distinguishability by RMT-based quantities and demon-
strate that the degree of sparseness and of localization can be evaluated in a strict
way, provided that the data are sufficiently well described by the pairwise cross-
correlations.

1 Analysis of Image Sequences

In order to reveal significant features in empirical data there is often no other option
than to compare certain data features to corresponding quantities in surrogate data [1].
By shuffling, boosting, randomizing or rearranging the data otherwise, a baseline is ob-
tained that may reveal potentially interesting features in the data. The actual process
of generation of surrogate data remains a matter of an on-going debate. For low ran-
domization contrasts will be faint, while at strong shuffling any feature may appear
significant. In high-dimensional problems the data are often sparse and thus not suffi-
ciently representative for the underlying distribution. By reference to random matrices
we suggest a more systematic framework for providing baselines to data features of
potential interest and reduction of the data space such that other methods may become
feasible for a further analysis of the data. We further present an approach to the identi-
fication of different experimental conditions by rating the difference of a quantity from
Random Matrix Theory (RMT) calculated for the two conditions relatively to the re-
spective deviations from the theoretical value. Of particular interest is, furthermore,
that RMT provides descriptions of spatial properties of the data, that can be used for
the discrimination of active and non-active brain voxels which forms an essential step
in the analysis of fMRI data.

Data features of interest can thus be obtained by a comparison of the statistical prop-
erties of the eigenspectrum as well as the spatial properties of the eigenvectors of the
data correlation matrix with those of random matrices. The data structures that do not
conform to the RMT predictions deviate from universality and can be characterized as
significant.
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2 RMT for Data Processing

Random matrix theory studies ensembles of matrices that are given by a distribution
over the set of all matrices. A frequently used ensemble is the Gaussian Orthogonal
Ensemble (GOE) which stands for the set of matrices with entries drawn independently
from a fixed Gaussian distribution. Interestingly, in the limit of high dimensions all
matrices of the ensemble tend to share certain properties, e.g. the eigenvalue distrib-
ution. In this sense the properties of the ensemble are universal. Although RMT has
been originally established in the field of physics [2,3] it has turned out to be applica-
ble to a number of phenomena such as the stock market [4] and EEG recordings [5].
It permits the identification of features which are universally present in large classes of
systems [6]. Theorems in RMT usually hold for matrices of infinite size. In many cases
finite size corrections are available [7], which turn out to be helpful for the dimension-
alities considered here. In addition, we include also numerical results of the finite size
effects when comparing to the standard RMT ensembles.

The data from an fMRI experiment are given as an (M × T )-matrix X where M
denotes the number of voxels in an image (volume) and T is the length of the trial
measured by the number of time steps. If Xi denotes the time series of activities of
voxel i then its centered and variance-normalized version

Dit =
(
Xit − T−1

∑
t
Xit

)(
T−1

∑
t

(
Xit − T−1

∑
t
Xit

)2
)−1/2

(1)

gives rise to the data correlation matrix by the matrix product C = DD�, where
D = {Dit}. Eigenvalues and the eigenvectors of C are calculated by a singular value
decomposition on the data matrix D. The temporal average (1) may as well be replaced
by a spatial average [8] to obtain spatial correlation matrices of the form C′ = D′�D′

with D′ being the spatially centered data. Correlation matrices are characterized by
non-negativity and bounded entries. In order to satisfy this property an ensemble of
random correlation matrices (RCE) is defined [9]. Matrices C in RCE can be obtained
from matrices B by C = BB�, where B is a matrix of random elements with zero
mean and unit variance. While the RCE is naturally better suited as a baseline to the
data, the GOE will be used as a further reference.

After normalization, the bulk of the spectrum of the data correlation matrix con-
forms to the predictions of RMT up to finite-size corrections and can thus be understood
as a stochastic invariant of the data. Singular data features that were found to deviate
strongly from RMT can be interpreted as a consequence of physiological or task-related
effects. The deviations serve as a criterion for the relevance of these directions in the
data space. Alternatively, we analyzed what features contribute most to the deviations,
similarly as in projection pursuit. In a sense, RMT yields a baseline against which the
relevant, i.e. not the invariantly present data features, may become evident.

3 Higher-Order Data Characteristics from RMT

Universality of the results from RMT is revealed only after normalization. This is
achieved by the so-called unfolding procedure [10] that generates a uniform eigen-
value distribution by subtracting the smooth part of the spectrum in order to reveal
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fluctuations of the eigenvalues. In local unfolding the eigenvalues εi are transformed
by εi+1 = εi + (λi+1 − λi)/Ki, where Ki is the local mean level spacing Ki =

1
2k+1

∑i+k
j=i−k(λj+1−λj). The number 2k+1 of consecutive level spaces in the running

average is a free parameter of the model. Here the unfolded eigenvalues were obtained
by performing local unfolding of the cumulative density function with k = 20.

A simple statistical quantity in RMT is the (nearest-neighbor) level-space distrib-
ution P (s), i.e. the probability P (s) that two adjacent eigenvalues are separated by a
distance si = εi+1−εi. It provides information on short range spectral correlations. For
the GOE, P (s) obeys the Wigner surmise [11] P (s) = (π/2)s exp

(
−πs2/4

)
. Instead

of calculating the level space distribution directly, the more robust integrated form

N(s) =
∫
P (s)ds (2)

is used, resulting inNRMT (s) = 1−exp
(
−πs2/4

)
for the GOE. SinceNRMT(s) holds

in the limit of infinite spectra, small differences are observed for finite-size ensembles.
Higher-order information can be found in the number varianceΣ2(L) defined as the

variance of the number of unfolded eigenvalues in an interval of length L.

Σ2(L) =
〈
N2(L, ε0)

〉
− 〈N(L, ε0)〉2 (3)

N(L, ε0) counts the number of levels in the interval [ε0, ε0+L] of unfolded eigenvalues
and the averages are over ε0. For a GOE the number variance in the limit of large matrix
size is given by Σ2(L) = 2π2(ln(2πL) + 1.5772 − π2/8) [12,6]. Apart from finite
size effects, Σ2 saturates when L approaches the width of the unfolding procedure k.
We will hence restrict comparisons involvingΣ2(L) to L values below k.

4 Statistical Analysis of Eigenvectors

The concepts of the entropy localization length and the width of an eigenvector cover
two main aspects, namely the sparsity of the eigenvectors and the relative location of
their large components, respectively. The entropy localization length is based on the
Shannon entropy [13,7,14] which is defined as

H
(n)
N = −

∑N

i=1
wn

i ln(wn
i ), (4)

where wn
i ≡ (un

i )2 and un
i denotes the ith component of a normalized eigenvector n

(n = 1, · · · , N ) of the data correlation matrix. The entropy H(n)
N gives a measure of

the number of components in an eigenvector that are significantly large. In the case of
extreme localization, i.e. wn

i = (0, · · · , 0, 1, 0, · · · , 0) we have H(n)
N = 0. In the case

of fully extended eigenvectors, i.e. wn
i = (1/N, · · · , 1/N), we find H(n)

N = ln(N),
which resembles a typical eigenvector of a random matrix. In the large-N limit Eq. 4
behaves asHN = ln(Nα/2) + 1/N where α ≈ 0.96 is a constant shift.

The entropy localization length lnH is defined as

lnH = N exp
(
H

(n)
N −HN

)
= (2/α) exp

(
H

(n)
N

)
. (5)
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Fig. 1. Integrated level space distribution (left) and differences from the theoretical prediction
(right) for the two fMRI data sets. (REST: top row, TASK: bottom row).

The entropy localization length (5) represents the effective number of large com-
ponents of an eigenvector but without providing any information about their location.
Eigenvectors of the same entropy localization length may have different structure de-
pending on the location of the large/small components. Additional information can be
expressed by the width of an eigenvector lc [14]

l(n)
c =

{∑N

i=1
wn

i [(ix − ncx(n))2 + (iy − ncy(n))2]
}1/2

, (6)

where (ix, iy) denotes the position of a voxel i and ncx, ncy are the components of the
center of mass nc =

∑
i iw

n
i . Small lc implies localization of activity in a component.

5 Results for an Illustrative Data Set

Four sets of matrices were constructed corresponding to the ensembles RCE and GOE
and the two conditions in the fMRI experiments. In the first condition the subject was
in a resting state (REST) while in the second condition a visuo-motor task (TASK) was
to be performed allowing for investigation on the significant features represented by
physiological and stimulus influences respectively. The integrated level space distrib-
ution (2) does not indicate a significant deviation from the surrogate data, cf. Fig. 1.
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Fig. 2. (left) Number variance for the fMRI data sets (REST and TASK) and the random sets
(GOE and RCE). Number variance with the Nl = 10 (middle) and the Nl = 20 (right) largest
eigenvalues were discarded before the analysis.

This confirms earlier findings in EGG data [5] and suggests the consideration of more
complex statistical quantities.

The fMRI data sets differ from the synthetic sets with respect to the number variance,
while the difference between the synthetic data set is insignificant. The number variance
of the TASK data deviates stronger from the GOE/RCE sets than the REST set which
is mainly caused by the fact that stimulus-related activity is present in the eigenvectors
of the TASK data. After discarding from the analysis a number Nl = 10 of the largest
eigenvalues the REST results converge to the GOE/RCE behavior, see Fig. 2. The TASK
results are affected only when the random “bulk” is exposed after the removal of at least
Nl = 20 eigenvalues. By continuously increasing Nl the REST data set shows a sub-
Gaussian behavior which implies that the bulk of the REST spectrum is more rigid than
the GOE and RCE spectra. The rigid parts of the spectrum contribute little to Σ2(L).
In the fMRI data sets the largest eigenvalues are least rigid. This is similar in the RCE,
while in the GOE the spectrum looses rigidity at both edges. If we select only the rigid
parts of the spectra the sub-Gaussian behavior of the REST data set is seen to vanish.
Exclusion of an increased number of large eigenvalues from the analysis of the TASK
data set shows a slow tendency to approach the GOE/RCE curve. This suggests that the
rest of the spectrum still carries information which, however, cannot be separated by
second-order statistics used in the current approach.

Fig. 3 shows the entropy localization length lH and the width of the eigenvector lc
of the eigenvectors of the correlation matrix of one slice of the fMRI data and a GOE-
like matrix for comparison. Both lH and lc of the RCE sample is similar to GOE and
are not shown here. For the GOE sample, neither lH nor lc present a systematic depen-
dency on the eigenvalue number. On the contrary, the entropy localization length lH and
the width of the eigenvector lc of both fMRI data sets deviate from the random cases.
These deviations are noticeable in the eigenvectors corresponding to the largest eigen-
values which exhibit small values of lH and thus contain a small number of relative
high components. The largest lH value corresponds to the eigenvector with the largest
eigenvalue and indicate global activation. Towards the center of the spectrum the eigen-
vectors show similar behavior as random vectors since the lH values are around the
number of their components.
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Fig. 3. Entropy localization length of the eigenvectors of a GOE-like matrix (a) and of the eigen-
vectors of a covariance matrix of fMRI data (c). In (a) the mean lH (black line) is very close to
the total number of eigenvectors N indicating that the eigenvectors are extended. In (b) and (d)
the width of the eigenvectors of a GOE-like matrix and of those of a covariance matrix of fMRI
data is shown respectively. In (e) and (f) magnification of plots (c) and (d) are shown respectively.
The index n of the eigenvectors is in descending order according to the corresponding eigenvalue.

Additional information about the structure of the eigenvectors is provided by their
width lc. Eigenvectors with similar eigenvalues, in particular when these are large, ex-
hibit different degrees of sparsity depending on the relative location of their high-value
components. Although their entropy localization length is smaller than that of the bulk
of the spectrum, their effective components are distributed from high localization to
high extendedness. We propose to combine information given by the entropy local-
ization length lH and the width of the eigenvector lc to select potentially interesting
eigenvectors. In the first step the candidate vectors are these with a limited number of
large components and are represented by small lH . In the second step we check for lo-
calization and small lc values. Because such features might be present in eigenvectors
with small eigenvalues, the variance of the eigenvalues must be also taken into account.
Fig. 4 illustrates this concept for the eigenvectors of the correlation matrix of one layer
of the fMRI data and a GOE matrix for comparison.

We propose to combine information from entropy length lH and eigenstate width lc
to select interesting eigenvectors. Firstly, candidate vectors are selected that comprised
from a limited number of large components and have small lH . Secondly, we check for
localization and small lc values. Because this combination might be present in eigen-
vectors with small eigenvalues, the variance of the eigenvalues must be also taken into
account. Fig. 4 illustrates this concept for the eigenvectors of the correlation matrix of
one layer of the fMRI data and a GOE matrix for comparison.
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Fig. 4. Entropy localization length lH as a function of the eigenvalue and the width of the eigen-
vectors lc for a slice of fMRI data (a) and a GOE-like matrix (b). The height of the vertical lines
represent the eigenvalues of the corresponding eigenvectors. In bottom row a localized eigenvec-
tor with small lH , small lc and large eigenvalue is shown (c) and an extended eigenvector with
relatively high lH and lc from the bulk of the spectrum (d).

6 Discussion

We have presented an approach based on random matrix theory that provides a cri-
terion to discriminate between noise-like and relevant components in fMRI data. The
criterion is based on the extensively studied statistical properties of the eigenvalues and
the eigenvectors of random matrices [6,12,13,14] as compared with those of data corre-
lation matrices. The data components that share the same behavior with random vectors
can be interpreted as unstructured noise while those that deviate from the RMT pre-
dictions are considered as potentially interested for further processing. The approach
was also evaluated to simulated data sets of several conditions and various localization
properties and the results were again compared with those from the GOE/RCE ensem-
bles. The statistical analysis of the eigenvalues and the eigenvectors of the artificial sets
clearly revealed the correct number of relevant eigenvectors. Although the simulated
data sets were rather simplistic they provide good evidence of the applicability of the
current approach in correlational analysis of fMRI data.

The analysis of the statistical properties of the eigenvalues of the data correlation
matrices showed that the level space distribution for the two experimental conditions
does not exhibit any significant deviations from RMT predictions. On the other hand,
the number variance gives evidence of the significance of the data features. The number
variance of both data sets deviates from RMT but it is more prominent in the condition
when the subjects were engaged in a sensory-motor activity. The exclusion of subsets
of eigenvalues shows that these deviations occurred predominantly at large eigenvalues,
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which became visible by the differences of the Σ2 between the two fMRI data sets as
well as between the fMRI data sets and the GOE/RCE ensembles.

We also studied the spatial properties of the eigenvectors in terms of the number
of their effective components and their localization given by lH and lc respectively.
The combination of lH and lc offers an addition criterion for selecting the appropriate
number of significant eigenvectors since stimulus related ones are expected to be of a
limited number of large components gathered in localized regions.

In the present study we have been working with rather abstract features. This has
the advantage that these can be compared across different trials, sessions and subjects
serving thus the data meta-analysis. Further, it should be noticed that while the imple-
mentation of the RMT approach was on spatial PCA it can be applied as well to spatial
PCA or to matrices obtained by ICA.
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Abstract. This paper proposes a robust algorithm for adaptive mod-
elling of EEG signal classification using a modified Extended Kalman Fil-
ter (EKF). This modified EKF combines Radial Basis functions (RBF)
and Autoregressive (AR) modeling and obtains better classification per-
formance by truncating the filtering distribution when new observations
are very informative.

Keywords: Extended Kalman Filter, Informative Observation, Logistic
Classification, Truncated Filtering.

1 Introduction

The goal of Brain Computer Interfacing (BCI) is to enable people with severe
neurological disabilities to operate computers by manipulation of the brain’s
electrical activity rather than by physical means. It is known that the genera-
tion and control of electrical brain activity (the electroencephalogram or EEG)
signals for a BCI system often requires extensive subject training before a reliable
communication channel can be formed between a human subject and a computer
interface [1,2]. In order to reduce the overheads of training and, importantly, to
cope with new subjects, adaptive approaches to the core data modelling have
been developed for BCI systems. Such adaptive approaches differ from the typi-
cal methodology, in which an algorithm is trained off-line on retrospective data,
in so much that the process of ‘learning’ is continuously taking place rather
than being confined to a section of ‘training data’. In the signal processing and
machine learning communities this is referred to as sequential classification. Pre-
vious research in this area applied to BCI data has used state space modelling of
the time series [3,4,5]. In particular Extended Kalman Filter (EKF) approaches
have been effective [3,5]. In these previous models, based upon the EKF, the
variances of the observation noise and hidden state noise are re-estimated using
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a maximum-likelihood style framework, ultimately due to the work of Jazwin-
ski [7]. In previous work [6], we developed a simple, computationally practial,
modification of the conventional EKF approach in which we marginalise (inte-
grate out) the unknown variance parameters for variances by applying Bayesian
conjugate priors [8]. This enabled us to avoid the need for spurious parame-
ter estimation steps which decrease the robustness of the algorithm in highly
non-stationary and noisy regions of data. The EKF offers one framework for ap-
proximating the non-linear linkage between observations and decisions (via the
logistic function). In all this prior work, however, the output function assumed
the target labels (the decision classes) to be time independent, i.e. there is no
explict Markov dependency from one decision to the next. This is a poor model
for the characteristics of the BCI interface, at the sample rate we operate at
(over 0.2s intervals), in which sequences of labels of the same class persist for
several seconds before making a transition.

The algorithm presented here employs both a set of non-linear basis functions
(thus making it a dynamic Radial Basis Function (RBF) classifier) and an au-
toregressive (AR) model to tackle this Markov dependency of the labeling. In
addition, our approach modifies a filtering step by truncating the filtering dis-
tribution in terms of new observations. This modified filtering step provides a
robust algorithm when given labels (i.e. as training data) are very informative.
Moreover, this algorithm does not have to approximate the convolution of a lo-
gistic function and Normal distribution using a probit function, which can lead
to poor performance for the EKF [5,6].

2 Mathematical Model

We consider an observed input stream (i.e. a time series) xt at time t = 1, 2, · · · , T
which we project into a non-linear basis space, xt → ϕ(xt). We also (partially)
observe zt ∈ {0, 1} such that Pr(zt = 1|xt,wt) = g(f(xt,wt)) where g(·) can
be logistic model or probit link function which takes the latent variables to
the outcome decision variable. In this paper, we use the logistic function, i.e.
g(s) = 1/(1 + e−s). The state space model for the BCI system can hence be
regarded as a hierarchical model in that the noise of observations influences
the model indirectly through the logistic regression model g(·). Such indirect
influence makes for a more complicated model, but we can circumvent much of
this complexity by forming a three stage state space model and by introduc-
ing an auxiliary variable yt. The latter variable acts so as to link the indirect
relationships between observations and the logistic regression model given by

p(zt|yt) = g(yt)zt(1 − g(yt))1−zt

yt = aBwT
t ϕt(xt) + (1 − a)yt−1 + vt

wt = Awt−1 + Lht (1)

where vt ∼ N (0, κ) and ht ∼ N (0, τI). The variable a denotes a convex mixing
ratio between the Radial Basis Function (RBF) and the Autoregressive (AR)
model. To simplify notation, we use ϕt instead of ϕt(xt) i.e.
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ϕt = ϕt(xt) =
[
xT

t , {φ
(1)
t (xt)}T , · · · , {φ(Nb)

t (xt)}T , 1
]T

(2)

and φ(i)
t (xt) is the response of the ith Gaussian basis function for i ∈ {1, · · · , Nb}

at time t. Here, Nb is the number of Gaussian basis functions and the basis
functions are chosen in random. In adaptive classification, there are two steps in
our state space model which perform model inference:

– Prediction: p(wt, yt|z1:t−1,x1:t−1)
– Filtering: p(wt, yt|z1:t,x1:t)

after which we obtain ȳt|t =
∫

yt
yt

[∫
wt
p(wt, yt|z1:t,x1:t)dwt

]
dyt.

2.1 Prediction

p(wt, yt|z1:t−1,x1:t−1)

=
∫

p(wt, yt,wt−1, yt−1|z1:t−1,x1:t−1)dwt−1dyt−1

=
∫

p(yt|wt, yt−1)p(wt|wt−1)p(wt−1, yt−1|z1:t−1,x1:t−1)dwt−1dyt−1

=
∫ [∫

κ

p(yt|wt, yt−1, κ)p(κ)dκ

] [∫
τ

p(wt|wt−1, τ)p(τ)dτ

]
×p(wt−1, yt−1|z1:t−1,x1:t−1)dwt−1dyt−1 (3)

≈
∫

N
(

yt; aϕT
t Bwt + (1 − a)yt−1,

(
α∗

κ

βκ

)−1
)

N
(

wt;Awt−1,

(
α∗

τ

βτ

)−1

LLT

)

×N
([

yt−1

wt−1

]
;µt−1|t−1, Σt−1|t−1

)
dwt−1dyt−1

=
∫

N
([

yt

wt

]
;
[

1 − a aϕT
t BA

0 A

] [
yt−1

wt−1

]
, Σ

)
N

([
yt−1

wt−1

]
;µt−1|t−1, Σt−1|t−1

)
dwt−1dyt−1

= N
([

yt

wt

]
;Sµt−1|t−1, Σ + SΣt−1|t−1ST

)
(4)

where

S =
[

1 − a aϕT
t BA

0 A

]
, Σ =

[
Σy Σc

Σc Σw

]
,

Σy = E[(yt − E(yt))(yt − E(yt))T ] = a2ϕT
t BL

(
α∗τ
βτ

)−1

LT BTϕt +
(
α∗κ
βκ

)−1

,

Σw = E[(wt − E(wt))(wt − E(wt))T ] = L
(
α∗τ
βτ

)−1

LT ,

Σc = E[(yt − E(yt))(wt − E(wt))T ] = aϕT
t BL

(
α∗τ
βτ

)−1

LT . (3)

2.2 Filtering

In the filtering step, our EKF uses a new observation zt. In general, p(wt, yt|z1:t,
x1:t) is used with the following form:
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p(wt, yt|z1:t,x1:t) ∝ p(zt,wt, yt|z1:t−1,x1:t−1)
= p(zt|yt)p(wt, yt|z1:t−1,x1:t−1). (4)

It is difficult to obtain a full distribution for the EKF filtering step so previous
approaches approximated the convolution between the normal distribution and
a logistic function using the probit function [5,6]. However, if the new obser-
vation is very informative, filtering can be improved without the need for the
approximation, which is one of the major sources of non-linearity in logistic EKF
filtering. We can obtain better filtering distributions by truncation as we do not
need the convolution approximation. Hence we obtain
p(wt, yt|z1:t,x1:t)

= p(wt, yt|z1:t−1,x1:t, zt) =
{
p(wt, yt|z1:t−1,x1:t−1)Iyt≥0(yt) if zt = 1
p(wt, yt|z1:t−1,x1:t−1)Iyt<0(yt) if zt = 0

where IC(yt) =
{

1, if yt satisfies C
0, otherwise,

=
{
p(wt|yt, z1:t−1,x1:t−1)p(yt|z1:t−1,x1:t−1)Iyt≥0(yt) if zt = 1
p(wt|yt, z1:t−1,x1:t−1)p(yt|z1:t−1,x1:t−1)Iyt<0(yt) if zt = 0

≈
{
p(wt|yt, z1:t−1,x1:t−1) [p(yt|z1:t−1,x1:t−1)Iyt≥0(yt)] if zt = 1
p(wt|yt, z1:t−1,x1:t−1) [p(yt|z1:t−1,x1:t−1)Iyt<0(yt)] if zt = 0

=
{

N (wt; µ̂w,t|t−1, Σ̂w,t|t−1)
[
N (yt;µy,t|t−1, Σy,t|t−1)Iyt≥0(yt)

]
if zt = 1

N (wt; µ̂w,t|t−1, Σ̂w,t|t−1)
[
N (yt;µy,t|t−1, Σy,t|t−1)Iyt<0(yt)

]
if zt = 0

where

{
µ̂w,t|t−1 = µw,t|t−1 +Σc,t|t−1Σ

−1
y,t|t−1(yt − µy,t|t−1)

Σ̂w,t|t−1 = Σw,t|t−1 −ΣT
c,t|t−1Σ

−1
y,t|t−1Σc,t|t−1

≈ N (wt; µ̂w,t|t−1, Σ̂w,t|t−1)N (yt;µy,zt, Σy,zt) for zt ∈ {0, 1}

where
µy,zt=1 = EN (yt;µy,t|t−1 ,Σy,t|t−1)Iyt≥0(yt)(yt)
µy,zt=0 = EN (yt;µy,t|t−1 ,Σy,t|t−1)Iyt<0(yt)(yt)
Σy,zt=1 = VN (yt;µy,t|t−1,Σy,t|t−1)Iyt≥0(yt)(yt)
Σy,zt=0 = VN (yt;µy,t|t−1,Σy,t|t−1)Iyt<0(yt)(yt)

(5)

and E(·) and V(·) denote mean and covariance of the truncated normal distrib-
ution respectively. The calculation of the mean and covariance of the truncated
normal distribution is described in the appendix. Therefore, we have

p(wt, yt|z1:t,x1:t) = N
��

yt

wt

�
; µt|t, Σt|t

�
= N

��
yt

wt

�
;

�
µy,t|t
µw,t|t

�
,

�
Σy,t|t Σc,t|t
Σc,t|t Σw,t|t

��

(6)
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where

µy,t|t = µyt,zt

Σy,t|t = Σyt,zt

Σc,t|t = Σc,t|t−1Σ
−1
y,t|t−1Σyt,zt

µw,t|t = µw,t|t−1 + Σc,t|t−1Σ
−1
y,t|t−1(µy,zt − µy,t|t−1)

Σw,t|t = Σw,t|t−1 + Σc,t|t−1Σ
−1
y,t|t−1Σy,ztΣ

−1
y,t|t−1Σc,t|t−1 − Σc,t|t−1Σ

−1
y,t|t−1Σ

T
c,t|t−1

(7)

3 Results for Experimental Data Set

3.1 Data Acquisition

Data used in this experiment consisted of two channels of EEG, recorded at
256Hz placed over the central portion of the head and one channel of muscle elec-
trical activity (EMG), recorded at 1024Hz over the muscles of the right fore-arm.
The EMG was then down-sampled to 256Hz and muscle contraction strength for
movement and non-movement detection was evaluated via a simple windowed
peak and trough detection; this then formed a movement / non-movement label.

3.2 Feature Extraction and Basis Formation

The second reflection coefficient of a second-order autoregressive (AR) model [10]
were calculated over each EEG signal once every 78ms using a sliding one-second-
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Fig. 1. Comparison of different EKF algorithms: a) trajectories with true labels (blue)
and missing labels (red), b) Standard EKF (fixed τ̃ and κ̃ are used), c) Modified EKF
(marginalising both τ and κ), d) hybrid EKF using marginalistion and truncation
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Fig. 2. Comparison of Cross Entropy: the method proposed in this paper outperforms
other EKF approaches

long window, forming a set of feature vectors xt. These vectors were projected
into a non-linear latent space using a set of Gaussian basis functions (Nb = 10),
providing the stream of ϕt.

3.3 Performance Comparison

In this paper, hyper-parameters defining prior distributions over τ and κ are
given by ατ = 2, βτ = 100, ακ = 5, and βκ = 0.1. Since there is no proper model
in dynamics for our model, we used a transition kernel based on random walks so
that the matrices of Eq. (1) are known as A = B = L = INw where INw denotes
an Nw ×Nw size identity matrix and Nw is the number of elements of wt. For
comparison, fixed τ̃ and κ̃ are chosen by τ̃ = E(τ |ατ , βτ ) =

∫
τp(τ |ατ , βτ )dτ

and κ̃ = E(κ|ακ, βκ) =
∫
κp(κ|ακ, βκ)dκ where τ̃ . Also, p(w0) = N (·;µ0, Σ0)

where µ0 = 0 and Σ0 = τ0I respectively. Here τ0 = 2000000. Fig. 1 shows
the comparison of several methods. The first plot of the figure shows the labels:
inactive (zt = 0), active (zt = 1) and unknown labels (zt = −1) in the movement
respectively. The algorithm receives no label information after t = 1000 samples.

Fig. 2 demonstrates the comparison of the cross entropy of the several meth-
ods. The cross entropy of the tth sample is defined by

Ecross
t = − log p(zt|z̃t) = − log

{
z̃zt

t (1 − z̃t)1−zt
}

(8)

where zt and z̃t represent for underlying labels and the posterior of estimated
labels respectively.

4 Conclusion and Future Work

In this paper, we propose a dynamic Bayesian model for adaptive classification in
time series based on a Bayesian version of the modified Extended Kalman filter
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which combines Radial basis function and autoregressive model. The AR model
explains the Markov dependency of the output function so that it provides the
possibility of improvement in conventional EKF classification. This proposed
algorithm also employs truncation of filtering distribution to obtain a better
classifier when the observation is very informative. The critical data-specific
sensitivity of our model is to the hyper-parameter a. In principle this can be
inferred from a section of labelled data or set via knowledge of the typical within-
state times. This requires a more extensive testing against a larger number of
data sets than presented in this pilot study and this will be the focus of future
work.
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Appendix

4.1 Laplace Approximation

In Eq. (3), the non-Gaussian distribution generated from the marginalisation
and logistic model are approximated by Gaussian distributions using the Laplace
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approximation. Let π(wt) be the non-Gaussian distribution of interest. Then,
we have

π(wt) = (2π)Nw/2 β
ατ
τ

Γ (ατ )
Γ (α∗τ )[

βτ + 1
2 (wt − wt−1)T (wt − wt−1)

]α∗
τ
. (9)

In order to find the mode of π(wt), we use log of the distribution given by

Lwt = log π(wt) = −α∗q log
[
βτ +

1
2
(wt − wt−1)T (wt − wt−1)

]
+ c (10)

where c = −Nw/2 log(2π) + ατ log βτ − logΓ (ατ ) + log(α∗τ ). Using the first
derivate of Lwt in terms of wt, we have

dL

dwt
= − α∗τ

βτ + 1
2 (wt − wt−1)T (wt − wt−1)

(wt − wt−1) = 0 (11)

and a mode can be easily obtained by wt = wt−1. In addition, using the sec-
ond derivative of the Lwt , we can obtain the covariance of the approximated
distribution as follows:

d2L

dw2
t

∣∣∣∣
wt=wt−1

=
α∗τ
βτ
. (12)

Now, we have an approximated distribution

π(wt) ≈ N
(

wt;wt−1,

(
α∗τ
βτ

)−1
)
. (13)

4.2 Truncated Normal Distribution

Suppose we condition on Yt ∈ θ = [θ1, θ2], where −∞ < θ1 < θ2 < ∞. When
we have the normal distribution with mean µ = µy,t|t−1 and standard deviation
σ =

√
Σy,t|t−1, the conditional density of Yt is

p(yt|θ) =
1
σφ

(
yt−µ

σ

)
Φ
(

θ2−µ
σ

)
− Φ

(
θ1−µ

σ

) , θ1 ≤ yt ≤ θ2 (14)

where φ(·) and Φ(·) denote normal distribution function and normal cumulative
distribution function respectively.

µy,zt=1 = E[Yt|Yt >= 0] = µ+ σ
φ(−µ

σ )
1 − Φ(−µ

σ )

µy,zt=0 = E[Yt|Yt < 0] = µ− σ
φ(−µ

σ )
Φ(−µ

σ )

Σy,zt=1 = V[Yt|Yt >= 0] = σ2

{
1 +

−µ
σφ(−

µ
σ )

1 − Φ(−µ
σ )

−
[
φ(−µ

σ )
1 − Φ(−µ

σ )

]2
}

Σy,zt=0 = V[Yt|Yt < 0] = σ2

{
1 +

µ
σφ(−

µ
σ )

Φ(−µ
σ )

−
[
φ(−µ

σ )
Φ(−µ

σ )

]2
}
. (15)
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Abstract. XML query languages such as XQuery, XSLT and SQL/XML
are mainly dependent on XPath as the search and extraction language.
XPath expressions often define complicated navigations which require
expensive query processing costs especially when they are executed over
large collections of XML documents. In this paper, we describe an ap-
proach of exploiting materialized XPath views to improve the efficiency
of relational query processing of XML queries. The main contribution of
this paper is to show that an intuitive and very cheap Data Guide syn-
opsis of XML path summaries in addition a light-wight tracing of XPath
steps can significantly reduce the XML query-evaluation costs in the rela-
tional hosts. Our experiments shows that the overhead introduced by the
use of path summaries and an additional path identifier of node-based
relational encoding of the XML documents is negligible but can result
in significant reduction of the processing costs of relational evaluation of
XML queries.

1 Introduction

XML has been acknowledged as the defacto standard for data representation
and exchange over the World Wide Web. In recent years, XML has found prac-
tical application in numerous domains including data interchange, streaming
data and data storage. As XML continues to grow in popularity, large repos-
itories of XML documents are going to emerge, and users are likely to pose
increasingly more complex queries on these data sets. As a simple XML query
language but with sufficient expressive power, XPath has become increasingly
popular and is also used as the sub-language of other XML query languages such
as XSLT, XQuery and SQL/XML [4]. XPath expressions often define compli-
cated navigation over the XML trees. Hence, the evaluation of XPath expressions
may require expensive query processing costs especially when they are executed
over large collections of documents. Several techniques have been proposed to
speed up the evaluation of XPath queries. Indexing techniques [12,13], structural
join algorithms [3,8,16] and materialized views [1,2,17] are three well-known ap-
proaches that can significantly accelerate the performance of the evaluation of
XML queries. In this paper we consider the problem of improving the efficiency
of evaluating XML queries on relational databases using materialized views in a
special form of very efficient Data Guide-based XML path summaries. The work
of this paper is based on three main building blocks:
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1) A purely relational approach of evaluating XML Queries [7,9,10,11].
2) Data Guide-based summary synopsis for XML documents [5].
3) A variant of the projection paths technique presented by Marian and Siméon

in [14] to statically analyse and infer the relevant paths used within a given
XQuery expression during compilation time.
We propose a framework for exploiting these three components to expedite

the processing of XML queries. Aligned with the compositional nature of the
XQuery expressions where sub-expressions are combined with each other to form
the final query, the XQuery-to-SQL translation approach described in [7,9,10,11]
has the same compositional nature. We describe a simple and intuitive approach
to speed-up the SQL evaluation of XPath sub-expressions in the XML queries
using a new introduced pre-computed or materialized Guide Node notion. This
guide node represents the connection between each group of nodes in the source
XML document and their associated representative PathID in the Data Guide-
based path summary synopsis. We believe that our approach can be applied to
any other relational-based implementation of XML queries in a similar way.

The remainder of this paper is organized as follows. Section 2 presents a
brief overview of the relevant aspects of the basis relational approach of XQuery
processing. Section 3 describes the used Data Guide-based path summaries syn-
opsis and introduces the Guide Node notion. Section 4 presents the enhanced
SQL translation of XPath sub-expression in the XQuery context using the in-
ferred Guide Node information. Experimental evaluation for the Guide Node-
based SQL translation of XQuery expressions is presented in Section 5 before
we conclude in Section 6.

2 Relational Evaluation of XML Queries

The XQuery-to-SQL Translation approach presented in [7,9,10,11] is based on
three main components:
1) An efficient pre/size/level relational encoding of XML documents [12].
2) The loop-lifting compilation technique for translating the XQuery expressions

into relational algebraic plans [7,10,11].
3) A translation mechanism for translating the intermediate algebraic plan into

SQL translation script [10].
In the following subsections we give a brief overview of the three main compo-
nents. For more details we refer the reader to the following literature [7,9,10,11]

2.1 Relational Encoding of XML Documents

Having an appropriate XML storage scheme is a crucial part for any relational
implementation of an XQuery processor. The work of [9,10] has been based on
the efficient and scalable pre/size/level relational encoding scheme described by
Grust in [12]. In this encoding the information of the XML node hierarchy is
mapped to a relational table which preserves the structural relationship between
the XML nodes. The encoding is obtained by a single sequential document read
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Table 1. XPath axes evaluation conditions

XPath Axis Axis Conditions
self pre(x) = pre(y) ∧ kind(y) = att
attribute parent(y) = pre(x) ∧ kind(y) = att
parent parent(x) = pre(y) ∧ kind(y) = att
child parent(y) = pre(x) ∧ kind(y) = att
descendant pre(y) > pre(x) ∧ pre(y) ≤ pre(x) + size(x) ∧ kind(y) = att
descendant-or-self pre(y) ≥ pre(x) ∧ pre(y) ≤ pre(x) + size(x) ∧ kind(y) = att
ancestor pre(y) < pre(x) ∧ pre(x) ≤ pre(y) + size(y) ∧ kind(y) = att
ancestor-or-self pre(y) ≤ pre(x) ∧ pre(x) ≤ pre(y) + size(y) ∧ kind(y) = att
following pre(y) > pre(x) + size(x) ∧ kind(y) = att
following-sibling pre(y) > pre(x) ∧ parent(y) = parent(x) ∧ kind(y) = att
preceding pre(y) + size(y) < pre(x) ∧ kind(y) = att
preceding-sibling pre(y) < pre(x) ∧ parent(y) = parent(x) ∧ kind(y) = att

where a pre-order rank is assigned for each node v in the XML tree and a node-
tuple descriptor is inserted in the encoding relation which contains the following
information: Size(v) represents the number of nodes in the sub-tree bellow the
node v, Level(v) represents the number of intermediate levels between the root
node and a node v, Parent(v) stores the pre-order rank for each node’s parent,
Kind(v) stores the kind of the encoded document node (document, element,
attribute, text, name space, or processing instruction node), Name(v) stores the
tag name for the element nodes, and Value(v) stores the atomic values for nodes
with the kind of text or attribute and stores null for the nodes of the other types.

Based on the defined encoding scheme, the evaluation conditions of the 12
XPath axes could be defined as depicted in Table 1. A sample interpretation
of the XPath axes evaluation conditions is for example: given two XML nodes
x and y in an XML tree T, y is a descendant of x if and only if (pre (y) >
pre(x)) ∧ (pre (y) ≤ pre(x) + size(x)) ∧ (kind(y) �= att). Using these evaluation
conditions, translating the XPath expressions into SQL Queries is a straightfor-
ward process. An XPath expression with a series of location steps represented
as S1/S2/.../Sn is converted into a series of n join queries between n instances
of the pre/size/level encoding relation where the node sequence output by axis
step Si is the context node sequence for the subsequent step Si+1.

2.2 Algebraic Compilation of XQuery Expressions

The loop lifting compilation technique [10,11] compiles XQuery expressions into
equivalent relational query plans using a very simple form of tuple-based rela-
tional algebra that can efficiently fit within the capabilities of SQL-based systems
[10,11]. The principal idea behind the compilation scheme is that every XQuery
expression occurs in the scope of an iteration. The iterations of each scope are
encoded by a column iter in the associated relational representation. A loop of n
iterations is represented by a relation loop with a single column iter of n values
(1,2,...,n) and the compilation of variables bound (x) in the iterations of FLWOR
expression is represented by encoding all bindings of x in a single relation where
each tuple of the encoding relation (i, p, x) indicates that for the i-th iteration,
the item at position p stores the value x.
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2.3 SQL Translation of Relational XQuery Plans

The translation of relational algebraic plans into its equivalent SQL scripts is eas-
ily achieved by traversing DAG-shaped intermediate relational XQuery plans in
a bottom up fashion and then translating each algebraic operator into its equiv-
alent SQL evaluation step using a set of well-defined SQL translation templates
for the algebraic operators. The generated SQL scripts are standard SQL:1999
code which can be executed on any conventional RDBMS [9].

3 Path-Based Materialization Views

3.1 XML Paths Summary

In our approach we use an XML path summary synopsis which represents a
concrete implementation for the Data Guide summary structure [5]. The root
node of the data guide represents the root element of the document and every
node is a Guide node. Every Guide node represents a correspondent node for
all nodes in the source XML document which are sharing the same rooted path
starting from the root node. Figure 1 illustrates an example of the data guide
tree synopsis of the well-known ”auction.xml” XML document of the XMark
benchmark [15]. We construct the data guide path summary representation of
the XML document during the normal parsing and shredding process of the
XML document into the encoding pre/size/level relational scheme. Data Guide
is known to be very efficient in terms of memory usage. The size of Data Guide
is proportional to the number of distinct root-to-leaf paths and is not related
to the XML document size. Hence, the Data Guide size of an XMark document
instance with a size of 10 MB is equivalent to the Data Guide size of another
instance with a size of 100 MB.

As illustrated in Figure 1, each Guide Node is identified with its pre-order
rank according to its position in the summary tree structure. Hence, each Guide
Node with its associated pre-order rank represents a form of PathID for their cor-
respondent nodes in the source XML documents. We extended the pre/size/level
encoding relation of the source XML document with an additional attribute to
store the PathID information for each node. Additionally, we build a partitioned
B-tree index [6] over the (PathID, pre) attributes to form the basis of a mate-
rialized view which establishes the link between each node in the source XML
document and its correspondent Guide Node (PathID) in the Data Guide. The
main limitation of the Data Guide is that it does not capture the order informa-
tion of the XML document and does not support the tracking of order-sensitive
XPath axes. However, the needs of using these axes are in practice much less
than the order-insensitive axes they are also out of the scope of this paper.

3.2 Relational Analysis of Projection Paths (Guide Nodes)

In the algebra of the loop-lifting compilation, the XPath evaluator operator ( )
is responsible for representing the XPath steps. It receives a relation for the
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Fig. 1. Data Guide of XMark document

associated live nodes of the XML fragment and an input context relation (ctx )
with the schema (iter, item) where the iter column represents the iteration scope
of each node and the item column stores the node identifiers of the input context
nodes. In our approach we statically analyze the XPath evaluator operator during
compile-time to infer the relevant PathID(s) and to keep track of the guide
node(s) of node identifiers through the sequence of the context relations. The
idea of guide node(s) tracing is very similar to the idea presented by Marian and
Siméon in [14]. However, in [14] they use the information of the relevant paths
to minimize the main memory requirement of the Galax XQuery processor while
in our approach it is used to minimize the cost of evaluating a sequence of XPath
steps. In our approach, we use an annotation for the item columns to store the
node identifiers of the context nodes which we name as a Guide Node annotation.
An item column of the context relation (ctx ) annotated with the Guide Node
property X indicates that the list of the node identifiers stored in the item
are corresponding to the node with the pre-order rank X of the Data Guide.
Having an input context relation where the item column is annotated by the
Guide Node property X . Applying the XPath evaluator operator (�item:(α,n))
over the context relation ctx annotates the item column of the resulting context
relation with the Guide Node property equal to Y , where Y is the set of the pre-
order rank(s) of the resulting node(s) from applying the path step (α, n) where α
represents the XPath step and n represents the node test over the Guide Node X
in the XML Data Guide. More detailed explanation for this annotation process
will be presented in the example of Section 4.

4 Rewriting SQL Translation of XML Queries Using
Guide Node Annotation

In Section 2, we described the conventional approach for translating the XPath
expression into SQL queries using the pre/size/level encoding. In this section we
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represent our mechanism of rewriting the SQL evaluation of XPath expressions
using materialized PathID information and the inferred Guide Node annotation
in order to show that the rewritten query can be more efficient if it utilizes the
knowledge of the structural summary. Our mechanism is based on the observa-
tion that we can rewrite the SQL translation of the rooted XPath expressions in
the relational algebraic plan using the Guide Node information of the last path
step in the rooted sequence. To illustrate let us consider the following example:

S1
for $x in doc("auction.xml")/site/open_auctions/open_auction
return $x

Doc auction. xml

℮ pos: item

child:: site

child::open_auctions

Serialize

π item

1

2

3

5

7

6

child::open_auction

4

Guide Node: item (0)

Guide Node: item (1)

Guide Node: item (40)

Guide Node: item (41)

Guide Node: item (41)

Guide Node: item (41)

Fig. 2. Relational algebraic plan of the XQuery expression S1

Figure 2 illustrates the relational algebraic plan of the XQuery expressions S1.
Based on the pre/size/level encoding, the conventional SQL translation of the
sequence of XPath steps of the operators 7�, 6�, 5�, 4� is:

1 SELECT d4.pre as item
2 FROM document AS d1,document AS d2,document AS d3,document AS d4
3 WHERE d1.kind = ’Doc’ and d1.name=’auction.xml’
4 AND d2. pre >= d1.pre AND d2.pre <=d1.pre + d1.size
5 AND d2.level=d1.level+1 AND d2.name=’site’ AND d2.kind=’Elem’
6 AND d3. pre >= d2.pre AND d3.pre <=d2.pre + d2.size
7 AND d3.level=d2.level+1 AND d3.name=’open_auctions’ AND d3.kind=’Elem’
8 AND d4. pre >= d3.pre AND d4.pre <=d3.pre + d3.size
9 AND d4.level=d3.level+1 AND d4.name=’open_auction’ AND d4.kind=’Elem’;

where line number 3 represents the evaluation conditions of the operator 7�,
lines 4 and 5 represent the evaluation conditions of the operator 6�, lines 6 and
7 represent the evaluation conditions of the operator 5�, lines 8 and 9 represent
the evaluation conditions of the operator 4�.

The inference process of the guide node information starts with the algebraic
operator which represents the call of the XQuery built-in function fn : doc
7�. At this time, the item column of the operator 7� is annotated with the
root guide node (0) of the data guide. The inference processes of the guide node
information is achieved by traversing the relational algebraic plan in a bottom-up
fashion where each occurrence of an XPath navigation step �Item:(α,n) is applied



384 S. Sakr

over the Data Guide. For example, using the Data Guide of XMark document
(Figure 1) and by applying the path step �Item:(child,site), the algebraic operator
6� is annotated with the guide node (1). Similarly, the algebraic operators 5�,
4� are annotated with the guide node (40,41) respectively. Hence, using the
inferred Guide Node information, we can discard the operators 7�, 6�, 5� and
use the Guide Node property of the algebraic operator 4� to rewrite the SQL
translation of the same combined XPath steps translation pattern as follows:

SELECT pre AS item FROM document WHERE path_Id = 41;

Clearly, the rewriting mechanism with the Guide Node information can achieve
a significant improvement in the execution times of the evaluation of XPath
steps especially in the cases of rewriting long sequence of XPath steps as well
as in the cases of processing large XML documents. In addition, rewriting the
SQL evaluation of XPath expression using the guide node information could be
considered as a form of schema aware optimization. By applying the guide node
inference mechanism, we could avoid the evaluation of XPath expressions which
yield to an empty sequence of context nodes. Applying the path steps of such
path expression over the Data Guide tree will yield to an algebraic operator with
an empty set of guide node annotations. Such instances of the algebraic operators
could be simply pruned and translated into a very cheap SELECT statement
from an empty table instead of using the relatively expensive conventional SQL
translation. Moreover, although the above information may also be inferred from
a DTD or XML Schema definition for the structure of the XML document (if it
is available), the Data Guide information is still more precise as it only accounts
for the paths occurring in the data.

5 Experiments

In this section we report on the experimental evaluation our approach. The
experiments are performed on a DB2 9 server installation on a PC with 3.2
GHZ Intel Pentium 4 processor and 1 GB of main memory storage. We used an
XMark document instance with a size of 30 MB (scaling factor 0.25). Figure 3
indicates the percentage of speed-up improvement on the execution times of the
SQL-based relational evaluation of the 20 XMark benchmark queries [15] using
the inferred Guide Node information over the conventional SQL translation. The
reported percentage of speed up improvements are computed using the formula:
(1− G

C %) where G represents the execution time of the SQL translation with the
Guide Node information and C represents the execution time of the conventional
translation. The results of this experiment confirm the efficiency of the Guide
Node based translation over the conventional SQL translation. The execution
times of most of the queries could significantly benefit from the guide node
information. Q15 and Q16 gain the highest percentage of improvement because
of the the long sequences of path steps. The lowest percentage of performance
are gained by the queries Q8 to Q12 because the dominating bulks of execution
times are consumed by the join operations.
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Fig. 3. The speedup improvement for evaluatingXMark queries set using path summaries

6 Conclusion

We have described an approach for accelerating the evaluation of XPath expres-
sion in the context of XML queries using a special form of materialized view
represented in the form of partitioned B-tree index. The proposed approach is
very cheap in terms of main memory requirement and additional overhead of
the storage space. It uses a light-wight analysis of the relational XQuery plans
to directly access the nodes of the relevant paths. Our experiments have shown
that this approach can significantly improve the execution time of XPath ex-
pressions and consequently the execution time of any relational evaluation of
any container query language such as: XSLT, XQuery or SQL/XML.
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Abstract. Relevance vector machines (RVM) is a machine learning approach with 
good nonlinear approximation capacity and generalization performance. In order to 
solve the inverse model for nonlinear systems, a multiple relevance vector ma-
chines (MRVM) based inverse dynamics model identification approach was pre-
sented. The input and output variables were allocated into multiple calculational 
subspaces according to their differential orders for the system. The RVM was put 
forward to identify the influence of the outputs to the inputs with a certain differen-
tial order in each subspace. Moreover, another RVM was delivered to connect all 
subspaces, such that the MRVM based inverse dynamics identification model for 
the nonlinear systems was constructed. At last it was applied to identify the inverse 
dynamics of a high temperature exchanger for the generator. And the result vali-
dates the effectiveness of the proposed approach. 

Keywords: Inverse dynamics, Relevance vector machines, Nonlinear system, 
Sparse Bayesian learning, Identification. 

1   Introduction 

Inverse system theory is an effective tool for general nonlinear system control through 
finding the Inverse of the system [1]. And the identification of the inverse dynamics 
model is vital for its applications, such as adaptive inverse control, direct inverse 
control, α-th order inverse control and so on [2, 3]. 

Briefly, the identification of the inverse dynamics model is to calculate the input 
variables according to the output processes of the system. Due to its complexity, the 
nonlinear system modeling is very hard, which results in more difficult identification 
for the inverse dynamics. So it has been one of the bottlenecks for the research on the 
inverse system theory. Recently, some methods have been developed to identify the 
inverse dynamics model, such as artificial neural networks (ANN) and support vector 
machines (SVM) [4, 5]. 

According to the inverse system theory, the inputs of a system can be inverted 
through analyzing the historic inputs and outputs sequence. To model this inverting 
process, an inverse dynamics model of the system can be obtained. For an arbitrary 
nonlinear Multiple Input and Multiple Output (MIMO) discrete system G, there are [6]: 
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0),...,,,,...,,( )1()()1()( =−− uuuyyy jjiiG  (1) 

where y =[y1, y2, …, yp]
T, is the output vector, u=[u1, u2, …, uq]

T, is the input vector, 

i=-r, -r+1, …,-1, 0, 1, …, m, j=1, 2, …, n and )(iy  is the i-th order differential of y. 

Suppose that the nonlinear discrete system G is reversible. When inverting the in-
puts from a certain output processes of a system, the input vector u can be computed 
from:  

),,,,...,,( )1()1()()1()( uuuyyyu −−= jjiif  (2) 

Sometimes the integral of the outputs should be taken into account. However, it 
can only influence the physical structure and do not affect the identification method 
for the inverse dynamics. In traditional identification methods, the differential vari-
ables of the system were taken to the inputs of the mapping networks directly, which 
transformed the multi-order dynamic time model to be the static spatial model. Unfor-
tunately, as u=[u1, u2, …, uq]

T is a q-dimensional vector and y =[y1, y2, …, yp]
T p-

dimensional, the input dimension of a multi-order differential mapping networks is 
p×i+q×j. When the number of the input and output variables is bigger, the nonlinear 
mapping methods, either ANN or SVM, involve high-dimensional matrix calculation, 
which lead to the complicated calculations, morbid matrix, even modeling failure. 

Instead of employing one single model, the approach that connects multiple sub-
models so as to improve the regression performance has been used for modeling re-
searches [7]. To reduce the dimension while identifying the inverse dynamics, the 
complicated model was converted to be the synthesis of multiple simple sub-models. 
The inputs and outputs were allocated into multiple calculational subspaces according 
to their differential orders for the system. And the relevance vector machines (RVM) 
was employed to identify the influence of output processes to the inputs with a certain 
differential order in each subspace. Moreover, another RVM was delivered to connect 
all subspaces, such that the multiple relevance vector machines (MRVM) based in-
verse dynamics identification model was constructed. 

2   Modeling Approach Based on MRVM 

2.1   Decompositions of the Identification Model 

Two crucial factors should be taken into consideration for the identification of the 
inverse dynamics: the positive dynamics model (1) and the expression of the inputs 
from the positive dynamics model (2). But it is very difficult to obtain such a closed 
form for an actual system. RVM is a machine learning approach firstly proposed by M.T. 
Tipping [8]. As is researched, the SVM does suffer from a number of disadvantages, 
notably the absence of probabilistic outputs, the requirement to estimate a trade-off 
parameter and the need to utilize Mercer kernel functions. So the RVM, a Bayesian 
treatment of a generalized linear model of identical functional form to the SVM is 
offered to map the relation of (2) instead of a closed form. It suffers from none of the 
above disadvantages, and examples demonstrate that for comparable generalization 
performance, the RVM requires dramatically fewer kernel functions.  
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According to differential orders of variables, the inputs of (2) are segmented so 
as to establish i+1 independent calculational subspaces. In each subspace, the k-th 
order ( ],0[ ik ∈ ) outputs of the system and the inputs (y(k), u(j), u(j-1) ,…, u(1) ) are 

selected as the inputs of the sub-model. And a RVM is offered to estimated u from 
this subspace. 

2.2   The Nonlinear Identification/Regression Algorithm of the RVM 

Let nonlinear functions f0(.),f1(.), f2(.), …, fi(.) be the regression of (y(k), u(k) ) with different 
orders 0, 1, …, i to u. Owing to the nonlinear generalization performance of RVM, 
i+1 independent RVM networks are proposed to map functions f0(.),f1(.), f2(.), …, 
fi(.): 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

+=

+=

+=

−
+

−

−

i
jji

ii

jj

jj

fRVM

fRVM

fRVM

εuuuyu

εuuuyu

εuuuyu

),,,(ˆ:

...

),,,(ˆ:

),,,(ˆ:

)1()1()()(
1

1
)1()1()()1(

12

0
)1()1()(

01

 (3) 

In the sparse Bayesian learning we are given a set of examples of input vectors 
x={x1, x2, …, xn, …, xN}T along with corresponding output t={t1, t2, …, tn, …, tN}T. 
The learning target of RVM is to learn a model of the regression on the inputs with the 
objective of making accurate predictions of t for values of x. Suppose that the predic-
tions comprises an unknown functions and some noises [9]: 

εwxt += );(y  (4) 

Where, w={w1, w2, …, wi, …, wM}T is the weights of the model. ε ={ ε 1, ε 2, …, ε n, 
…, ε N}T is the noise. );( wxy  is the function that is given from: 
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where )(xΦ  is the “design” matrix, i.e. 
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In the SVM )(xΦ  must be Mercer kernel functions. However, RVM has not this 

limitation. The spare Bayesian framework assumes an independent zero-mean Gaus-

sian noise model, with variance 2σ , giving a multivariate Gaussian likelihood of the 
target vector t: 
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The prior over the parameters is mean-zero Gaussian: 
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where α -hyper parameters. This introduction of an individual hyper parameter for 
every weight is the key feature of the model, and is ultimately responsible for its spar-
sity properties. The posterior over the weights is then obtained from Bayes’ rule: 

( )
⎭
⎬
⎫

⎩
⎨
⎧ −Σ−−Σ= −

−+−

)()(
2

1
exp2),,|( 12

1
2

2

)1(

µwµwαtw T
N

p πσ T (9) 

with 
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where A=diag( Nααα ,...,, 10 ) and B= NI2−σ . Note that 2σ  is also treated as a hyper 

parameter, which may be estimated from the data.  
By integrating out the weights, the marginal likelihood for the hyper parameters 

can be obtained:  
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The next step is to define hyper priors over 2,σα  and integrate out the hyper pa-

rameters. However, the marginalization 2, MPMP σα  can not be performed in closed 

form so that two alternative formulae for iterative re-estimation are used to solve the 
differential coefficient of (11): 

2/ ii
new
i µγα =  (12) 

Where iµ  is the i-th posterior weights which can be computed from (10), and 

iiii Σ−= αγ 1 , which can be interpreted as a measure of how “well-determined” each 

parameter iw  is. For the noise variance, both methods lead to the same re-estimate: 
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The spare Bayesian learning does not estimate from (12)-(13) and renew (9)-(10) 
iteratively until the convergence is obtained. During re-estimation, many of the 

∞→iα , which imply that the corresponding kernel functions can be pruned. When 

the convergence is achieved, according to the 2, MPMP σα  and new data set ∗x , we can 

compute regression posterior distribution: 
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MP . So the nonlinear regression is: 
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So the RVM based on the spare Bayesian learning could be treated with fewer 
relevance vectors than support vectors of SVM. Although the simulations show that 
the regression performance of the RVM is similar to the SVM, thanks to fewer rele-
vance vectors, the estimation speed can be improved dramatically. Taking into  
account its nonlinear regression performance, the RVM can be employed for the 
nonlinear mapping for the identification of the inverse dynamics model. 

2.3   Synthesis of Sub-networks Based on MRVM 

According to the decomposition for the calculational subspaces for the inverse dy-
namics modeling, a synthesis RVM is offered to map the connection relation of sub-
spaces fi+1(.). So (2) is written as: 

1
)1()1()()(

)1()1()()1(
1

)1()1()(
011

)),...,,,(...,

),,...,,,(),,...,,,((ˆ:

+
−

−−
++

+

=

i
jji

i

jjjj
ii

f

fffRVM

εuuuy

uuuyuuuyu
 (16) 

In this way, a complicated high-dimensional model is simplifies as i+1 low-
dimensional sub-networks and one synthesis network. This modeling approach takes 
into consideration the influences of both time and spatial scales to the inverse dynam-
ics of the nonlinear dynamic system. For each sub-network, parameters can be trained 
separately so that the morbid matrix and divergence problems for a high-dimensional 
model can be avoided. Fig. 1 shows the framework of MRVM based identification 
model for the inverse dynamics. 
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Fig. 1. The framework of MRVM based identification for the inverse dynamics model 

3   The Identification Steps 

Following steps show how to identify a MRVM based inverse dynamic model: 
Step 1: Identification data acquisition. Acquire data continuously in accordance 

with the differential orders of the system. The given outputs is 

( )1()1()()1()( ,,,,...,, uuuyyy −− jjii ) and the inputs to be identified is u. So a set of 

sample for identification is { })1()1()()1()( ,,,,...,,; uuuyyyu −− jjii . 

Step 2: Data segmentation. The next set of sample is 

{ }uuuyyyu ,,,,...,,; )2()1()1()2()1()1( −−−−−− jjii . If the order recurs for (m+n) times, 
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(m+n) sets of sample can be obtained. In actual identifying processes the sampling 
frequencies of the inputs and outputs are not always the same. Fortunately, it will 
affect the sparsity of data block rather than the model results. 

Step 3: Construct RVM sub-models using m-dimensional sample. Arranging sam-
ples in accordance with their orders, we can construct i+1 independent sub-networks 
RVMk ( ],0[ ik ∈ ) whose input is (y(k), u(j) , u(j-1) ,…, u(1) ) and output u. 

Step 4: Construct the synthesis network to map the relations between different cal-
culation subspaces. The rest n-dimensional samples are utilized by RVMi+1 to connect 
all subspaces so as to obtain the final identification model of the inverse dynamics. 
The former m-dimensional samples are not employed in this step in that different 
samples can improve the identifying capacity for different conditions. 

Step 5: Test the trained nonlinear inverse dynamics model with testing samples. If 
the precision is acceptable, the nonlinear networks are employed to be the identifica-
tion model which reflects the inversion of the system variables with different differen-
tial orders on input variables. 

Having considered the dynamic variety of the nonlinear system, MRVM based ap-
proach employs the nonlinear regression network RVM and temporal-spatial trans-
formation method to map functions f0(.), f1(.), …, fi(.). Hence each sub-network has 
definite physical meanings. During the synthesis step of all sub-networks, RVM is 
also proposed to represent the dynamic function fi+1(.). Comparing with linear synthe-
sis methods, such as LS, Principal Component Analysis, RVM can reduce the regres-
sion error for the nonlinear problem to improve further identification precision for the 
inverse dynamics model. 

4   Examples of the Inverse Dynamics Identification 

There is a high temperature exchanger in a 600 MW supercritical generator that the 
steam temperature of the boiler fluctuates resulting from the variety of the spray flow 
rate of the cooler. It can be simplified as a SISO nonlinear system whose input u is the 
spray flow rate (kg/s) of the cooler, and the output y, the steam temperature (℃). 
According to the mechanism analysis [10], when the load of the generator is 100%, 
the transfer function of the system is -0.185/(1+18s)2.  

The proposed approach is applied to model the inverse dynamics characteristics. 
Let the input be u(t)=sin(πt/80)+1.5cos(πt/50)+2sin(πt/30) so as to drive the system. 
In the identification process, let x=(y(-1), y(-2), u(1)) be the inputs of the inverse system 
and u be the inverse dynamics object to be identified. Set the sampling interval be 2s 
to acquire 300 sets of sample. 200 sets of sample are employed for sub-models train-
ing and the rest for synthesis RVM training. After constructing the MRVM based 
inverse dynamics identification model, randomly generate other 300 sets of testing 
sample, the furnished model is offered for the inverse dynamics identification. The 
identification results of the model are shown in Fig. 2. And the identification errors 
are shown in Fig. 3. 

Root Mean Square Error (RMSE) and Maximal Absolute Error (MAXAE) are selected 
as error weight parameters. Computing from the above results, RMSE=0.3188(kg/s) and 
MAXAE=0.9187(kg/s), which shows that the proposed identification approach has better 
nonlinear inverting performance for the system.  
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Fig. 2. Comparison between identified and actual results 

 

Fig. 3. Identification errors of the inverse dynamics model 

5   Conclusions 

The inputs of the system can be inverted from the historical input-output sequences. 
The inverse dynamics can be modeled from this process. In the paper a MRVM based 
identification approach of the inverse dynamics model was presented. According to 
their differential order for the system, the inputs and outputs were allocated into mul-
tiple calculational subspaces, RVMs. Another RVM was delivered to connect all 
subspaces. In this way, a complicated high-dimensional model is simplified as the 
synthesis of low-dimensional networks. This modeling approach takes into consideration the 
influences of both time and spatial scales to the inverse dynamics of the nonlinear system. A 
simulation example is put forward at last, the result shows that the proposed method 
has simple dynamic structure and clear physical meanings, which features in good 



394 C. Li et al. 

identification precision. The proposed modeling approach provides a novel tool for 
inverse dynamics identification. 
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Abstract. Real world inconsistent information often has to do with not only 
what conflicting circumstances are but also when they happen. In this paper we 
present our research work on the temporal characteristics of inconsistent infor-
mation that can exist in an intelligent system. To facilitate the discussions, we 
use knowledge base (KB) to refer to the component in an intelligent system that 
contains knowledge about a problem domain. Knowledge in a KB can be repre-
sented in terms of different formalisms, and plays a pivotal role in how an intel-
ligent system accomplishes its intended tasks. The main results reported in this 
paper include: (1) establishing a formal definition for temporal inconsistency 
for knowledge in a KB in terms of the interval temporal logic; (2) describing a 
systematic approach to identifying conflicting intervals for temporally inconsis-
tent assertions in a KB; and (3) delineating the semantic difference between the 
classical and temporal inconsistency.  

Keywords: interval temporal logic, KB inconsistency, temporal inconsistency, 
conflicting intervals. 

1   Introduction 

Inconsistency in knowledge and information is ubiquitous in the real world and in the 
fields of computer science and artificial intelligence. Even though many of the con-
flicting cases we face are inconsequential, negligible, or unimportant. Sometimes the 
consequence of such inconsistent information can be grievous, detrimental, costly and 
devastating. When Ariane 5 launch vehicle was lost shortly after its lift off in 1996 
due to a failed run-time check, the cause was traced back to the reuse of Ariane 4’s 
software and the two had inconsistent launch trajectories [3]. The loss of the payload 
stood at more than 370 million dollars. Another high profile case was the Therac-25 
accidents [12], one of the most widely cited software-related accidents in safety-
critical systems. Therac-25 was a computerized radiation therapy machine. Software 
coding errors contributed to six known accidents where massive overdoses were in-
volved by the Therac-25, with resultant deaths and serious injuries during the period 
from June 1985 to January 1987. 

When inconsistency in a knowledge base (KB) results in two conflicting decisions 
such as “fire the spacecraft’s engine” and “do not fire the spacecraft’s engine,” a critical 
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issue is whether the two commands are issued at the same time or coincide in time. In 
general for two conflicting propositions, we are interested in knowing not only that they 
are inconsistent, but also when they become inconsistent. If the time intervals at which 
they each hold do not overlap, i.e., they do not occur simultaneously in the same time 
period, then there will not be a contradiction. To study the temporal properties of incon-
sistent information that exists in a decision making process, we need to resort to a tempo-
ral logic to formally establish temporal relationships between time periods of 
propositions and to reason about the presence or absence of temporal inconsistency with 
regard to a given KB. There are a number of temporal logic formalisms [1-2,4,7,14]. In 
this work, we choose to adopt James Allen’s interval temporal logic [1-2], which is based 
on characterizing actions and events in terms of interval relationships.  

Though there have been numerous studies on knowledge base inconsistency [5,8-
11,13,15-19] and on temporal logic and its applications [1-2,4,7,14], respectively, the 
issue of characterizing KB inconsistency in terms of some temporal logic formalism 
has attracted little attention thus far as evidenced in the lack of published results in the 
literature. 

The rest of the paper is organized as follows. Section 2 provides a brief overview 
on the interval temporal logic as was initially developed by James Allen. Section 3 
summarizes the major types of KB inconsistency that will be reexamined under the 
temporal framework. Section 4 describes a formal definition for temporal inconsis-
tency. How to identify conflicting intervals for temporal inconsistency is dealt with in 
Section 5. Finally, Section 6 concludes the paper with remarks on future work.  

2   Interval Temporal Logic 

The formalism we use in this work to delineate temporal inconsistency is based on 
James Allen’s interval temporal logic (ITL) [1-2]. Using Emerson’s criteria in [7], 
ITL can be considered as first-order, global, linear time, intervals, continuous and 
future operators. In this section, we provide a brief overview of interval temporal 
logic. For details, readers are encouraged to consult [1-2,4,7,14].  

The basic temporal structure in ITL is a linear model of time. ITL starts with one 
primitive object, the time period or interval, and one primitive relation Meets. A time 
interval represents the time duration of some event that occurs or some property that 
holds in the world. Two intervals i and j meet if and only if i precedes j, but there is 
no time between i and j, and i and j do not overlap. There is a set of axioms about 
Meets: (1) every interval has an interval that meets it and another that it meets; (2) 
intervals can be concatenated to form a larger interval; (3) intervals uniquely define 
an equivalence class of intervals that meet them; (4) two intervals are equal if both 
meet the same interval and another interval meets them both; and (5) interval meeting 
spots can be ordered [2]. In addition, no interval can meet itself. If interval i meets 
interval j, then j cannot also meet i. 

With the primitive object and the primitive relationship in place, the following 
list of additional interval relationships can be defined.  

     {Before(i, j), Overlaps(i, j), Equals(i, j), Starts(i, j), During(i, j), Finishes(i, j)} 
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Fig. 1. Interval relationships for actions and events 

Figure 1 offers a graphic illustration of the relationships. Definitions can be given 
for the inverse relationships of the aforementioned intervals: MetBy(j, i), After(j, i), 
OverlappedBy(j, i), StartedBy(j, i), Contains(j, i), and FinishedBy(j, i). Hence, there 
are thirteen interval relationships altogether.  

Definition 1. For a given atomic formula P(t1, …, tn) where P is the predicate symbol 
and t1,…,tn, are terms, we introduce a time period to the atom through adding two 
arguments , a time point, and , a duration: P(t1, …, tn, , ). The semantic reading 
of the atom is that the truth value of P(t1, …, tn) is true from the point of  and for the 
period of . We can also use Δ= [ , + ] to represent the duration and ΔP to de-
note the time interval for P. 

3   Types of KB Inconsistency 

There have been numerous studies on knowledge base inconsistency [5,8-11,13,15-
19]. In this paper, we will focus the attention on our recent results in [19]. As de-
scribed in [19], there are a number of different types of inconsistency that can exist in 
a knowledge base. Table 1 summarizes what has been defined in [19].  

Table 1. Types of inconsistency 
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Here are brief explanations to the aforementioned types of inconsistency. 
i 1. Given A1 and A2 as syntactically identical atoms (same predicate symbol, 

same arity, and same terms at corresponding positions), A1 and ¬A2 (or ¬A1 and A2) 
are referred to as complementary literals. We denote complementary literals as L1 ≠ 
L2 where L1 and L2 are an atom and its negation.  

i 2. Given two literals L1 and L2 that are syntactically different and semantically 
opposite of each other (the assertion of L1 (L2) implies the negation of the other L2 
(L1)), we call L1 and L2 as mutually exclusive literals and use L1 ≄ L2 to denote it.  

i 3. For two literals L1 and L2 that are syntactically different, but logically equiva-
lent, we call them synonymous, and denoted L1 ≅ L2. For instance, the following are 
synonymous: Father(x, john) ≅ Male_parent(x, john). Given L1 and L2 that are a 
complementary pair of synonymous literals, we call them incompatible literals, and 
denote L1 ≇ L2.  

i 4. For two literals (or concepts as in description logics) L1 and L2, if L1 is a sub-
type or a specialization of L2, then we say that L1 is subsumed by L2 (or L2 subsumes 
L1) and use L1⊑L2 to denote that. For example, Surgeon(john)⊑Doctor(john). If L1 is 
no longer a subtype of L2, then we call L1 and L2 anti-subtype literals and use the 
following to denote it: L1⋢L2.  

i 5. Given two literals L1 and L2 that share the same predicate, if the predicate in 
L1 and L2 is a symmetric relation (i.e., if L1 is p(x, y) and L2 is p(y, x), then we have 
∀x,y [p(x, y)⊃p(y, x)]), L1 and L2 are referred to as symmetric and are denoted as 
L1⫝̸L2. When the predicate in L1 and L2 is a symmetric relation, but L1 and L2 are no 
longer symmetric literals, we say that L1 and L2 are asymmetric and use L1⫝L2 to 
denote that.  

i 6. When two predicates represent relationships that are inverse of each other, we 
call them inverse predicates. Literals L1 and L2, are referred to as inverse literals when 
they contain inverse predicates and represent inverted relationships. We use L1≍L2 to 
denote that. When predicates in L1 and L2 represent inverse relationships but L1 and 
L2 are no longer inverse literals, we say that L1 and L2 are anti-inverse and denote it 
with L1≭L2.  

i 7. Given L1 and L2 for the same proposition and L2 is at a more concrete level of 
abstraction than L1, we call them reified literals and denote it with L1 ≧ L2. If reified 
quantities in L1 and L2 are no longer compatible, we say that L1 and L2 are disagree-
ing and use L1 ≩ L2 to denote it.  

i 8. Given literals L1 and L2 with either the same or different predicate symbols, if 
they contain attributes (terms) which violate type restrictions or integrity constraints, 
we refer to L1 and L2 as contradictory and denote it with L1≉L2.  

To facilitate the temporal characterization of the aforementioned inconsistency, we 
assume that all the predicates include the two temporal arguments as specified in 
Definition 1. 

4   Temporal Inconsistency 

Definition 2. The time periods of two formulas are coinciding when there exists one 
of the following interval relationships between the two: Overlaps, OverlappedBy, 
Starts, StartedBy, During, Contains, Finishes, FinishedBy, or Equals. We use the 
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predicate P(ΔP, ΔQ) to denote the existence of the coinciding period between formu-
las P and Q, and ¬ P(ΔP, ΔQ) to indicate that P and Q are non-coinciding. 

      P(ΔP, ΔQ) ≡def [Overlaps(ΔP, ΔQ) ∨ Starts(ΔP, ΔQ) ∨ During(ΔP, ΔQ)  
∨ Finishes(ΔP, ΔQ) ∨ Equals(ΔP, ΔQ) ∨ OverlappedBy(ΔQ, ΔP)  
∨ StartedBy(ΔQ, ΔP) ∨ Contains(ΔQ, ΔP) ∨ FinishedBy(ΔQ, ΔP)].   

Definition 3. Given two literals L1 and L2, if they are consistent, then they are de-
noted as ⊨(Li, Lj). We say that L1 and L2 are conflict literals, denoted as ⊭(Li, Lj), if 
we have the following: 

⊭(Li, Lj) ≡def [(Li≠Lj) ∨ (Li≄Lj) ∨ (Li≇Lj) ∨ (Li⋢Lj)  
∨ (Li⫝Lj) ∨ (Li≭Lj) ∨ (Li≩Lj) ∨ (Li≉Lj)]. 

Definition 4. Given a set Ω of literals, Ω is non-conflicting, denoted as ⊫Ω, if  

∀Li, Lj∈Ω [⊨(Li, Lj)]. 

Ω is conflicting, denoted as ⊯Ω, if  ∀Li∈Ω ∃Lj∈Ω [⊭(Li, Lj)]. 
Now, we can accurately define what temporal inconsistency entails. 

Definition 5. Given two literals Li and Lj, temporal inconsistency, denoted as ⊭t, 
between Li and Lj can be formally defined as follows: 

⊭t(Li, Lj) ≡def [⊭(Li, Lj) ∧ P(ΔLi, ΔLj)]. 

Thus, Li and Lj are said to be temporal inconsistent if Li and Lj are conflicting 
and their time intervals are coinciding.  

Given Li and Lj, let Δ = ΔLi∩ΔLj denote the largest sub-interval that is contained 
in both ΔLi and ΔLj. Thus, Δ is the maximum coinciding interval for Li and Lj when 
we have P(ΔLi, ΔLj). For ⊭t(Li, Lj), when we have to be specific about the interval 
over which temporal inconsistency takes place, we use the following notation to indi-
cate that Li and Lj are temporally inconsistent over Δ:  ⊭t(Li, Lj)Δ. 

Definition 6. Temporal consistency, denoted as ⊨t(Li, Lj) can be defined as 

    ⊨t(Li, Lj) ≡def [(⊨(Li, Lj) ∧ Equals(ΔLi, ΔLj)) ∨ (⊭(Li, Lj) ∧ ¬ P(ΔLi, ΔLj))]. 

Hence, two literals Li and Lj are temporal consistent if they are consistent and have 
the same time interval1, or if they are conflicting but non-coinciding. Similarly, we 
can use ⊨t(Li, Lj)Δ to denote that Li, and Lj are temporally consistent over Δ2. 

Definition 7. Given ⊭t(Li, Lj), depending on the interval relationship between the 
two literals, we have the following types of temporal inconsistency: 

• Congruent: denoted as ⊭t(Li, Lj)
c
Δ, if [⊭(Li, Lj) ∧ Equals(ΔLi, ΔLj)]; 

• Subsuming: denoted as ⊭t(Li, Lj)
s
Δ, if  

 

                                                           
1 The reason that we insist on the consistent literals having the same time interval is due to the 

fact that any other interval relationship between the two would result in them having opposite 
truth values during a sub-interval in either ΔLi or ΔLj. 

2 When ¬ P(ΔLi, ΔLj), then Δ in ⊨t(Li, Lj)Δ may represent two disjoint time intervals. 
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[⊭(Li, Lj) ∧ (Starts(ΔLi, ΔLj) ∨ During(ΔLi, ΔLj) ∨ Finishes(ΔLi, ΔLj)  
∨ StartedBy(ΔLi, ΔLj) ∨ Contains(ΔLi, ΔLj) ∨ FinishedBy(ΔLi, ΔLj))]; 

• Overlapping: denoted as ⊭t(Li, Lj)
o
Δ, if 

[⊭(Li, Lj) ∧ (Overlaps(ΔLi, ΔLj) ∨ OverlappedBy(ΔLj, ΔLi))]. 

For the congruent case, temporal inconsistency for both literals will be persistent. 
For the subsuming case, the literal (Li) whose interval is subsumed by that of the other 
will have a persistent temporal inconsistency. In the overlapping case, there is a 
chance for both literals to be still temporal consistent. 

Given a set of intervals {Δi, …, Δk}, we use the following to indicate the con-
catenation of intervals in the set in the chronological order:  ⋀{Δi, …, Δk}. The 
result is an interval, which we assume contains no gap. 

Definition 8. Given a set Ω of literals and Li∈Ω, Li is completely temporal inconsis-
tent, denoted as CTI(Li), if either of the following holds:  

• ∃Lj∈Ω [(⊭t(Li, Lj)
c
Δ) ∨ (⊭t(Li, Lj)

s
Δ)];  

• ∃Lj,..,Lk ∈Ω [(⊭t(Li, Lj)
o
Δ ∧ … ∧ ⊭t(Li, Lk)

o
Δ)  

 ∧ (ΔLi = ⋀{(ΔLi ∩ ΔLj), …, (ΔLi ∩ ΔLk)})].    

Definition 9. Given a set Ω of literals and Li∈Ω, Li is partially temporal inconsistent, 
denoted as PTI(Li), if the following holds:  

∃Lj∈Ω ∃Δ′⊂ΔLi ¬∃Lk∈Ω [⊭t(Li, Lj) ∧ ⊭t(Li, Lk)Δ′]. 

Definition 10. Given a set Ω of literals and Li∈Ω, Li is fully temporal consistent, 
denoted as FTC(Li), if the following holds:  ∀Lj∈Ω [⊨t(Li, Lj)]. 

5   When Does Inconsistency Become Harmful 

Once conflicting literals are identified in a KB, we need to ascertain whether their 
time intervals are coinciding to determine if they constitute temporal inconsistency. If 
two literals are temporally inconsistent, we want to identify the coinciding or conflict 
interval between the two. Table 2 summarizes the conditions to be used to identify 
specific temporal relations and the resultant conflict intervals with regard to different 
temporal relationships. Once we obtain the conflict intervals for all temporal inconsis-
tent cases in a KB, we are in a position to characterize the temporal properties for the 
entire KB. 

Definition 11. Given two literals Li and Lj with their respective time intervals ΔLi, 
ΔLj, if ⊭(Li, Lj) and P(ΔLi, ΔLj), then their conflicting interval can be obtained ac-
cording to Table 2.  

Example 1. For the following pair of literals with the last two arguments indicating 
the  and  values, respectively: 

Send_msg_to(agent1, agent2, 5, 10), ¬Received_msg_from(agent2, agent1, 6, 12), 
this conflict case is of i 7 and there exists a temporal relation of tℜ11 between the two 
literals with a conflict interval of Δ = [6, 10].  
 
 



 When Is Inconsistency Considered Harmful 401 

Table 2. Pair-wised conflict intervals for i 1 − i 8  
3
 

lavretnItcilfnoCsnoitidnoCpihsnoitaleRlaropmeT
tℜ1: Before(ΔLi, ΔLj) (ΔLi< Δ') ∧ (Δ'< ΔLj)3 ∅
tℜ2: After(ΔLj, ΔLi) (ΔLj< Δ') ∧ (Δ'< ΔLi) ∅
tℜ3: Meets(ΔLi, ΔLj) (ΔLi< ΔLj) ∅
tℜ4: MetBy(ΔLj, ΔLi) (ΔLj< ΔLi) ∅
tℜ5: Starts(ΔLi, ΔLj) ( i= j) ∧ ( i+ k = j) ∧ (0 < k) ΔLi

tℜ6: StartedBy(ΔLj, ΔLi) ( j= i) ∧ ( j+ k = i) ∧ (0 < k) ΔLj

tℜ7: During(ΔLi, ΔLj) ( j < i) ∧ ( i < j) ΔLi

tℜ8: Contains(ΔLj, ΔLi) ( i < j) ∧ ( j < i) ΔLj

tℜ9: Finishes(ΔLi, ΔLj) ( i= j+k)∧ ( i+ k = j) ∧ (0 < k) ΔLi

tℜ10: FinishedBy(ΔLj, ΔLi) ( j= i+k) ∧ ( j+ k = i) ∧ (0 < k) ΔLj

tℜ11: Overlaps(ΔLi, ΔLj) ( j= i+k) ∧ ( j < i+ i) ∧
(( i+ i − k) < j) ∧ (0 < k < i)

[ i+ k, i+ i]

tℜ12: OverlappedBy(ΔLj, ΔLi) ( i= j+k) ∧ ( i < j+ j) ∧
(( j+ j − k) < i) ∧ (0 < k < j)

[ j+ k, j+ j]

tℜ13: Equals(ΔLi, ΔLj) ( i= j) ∧ ( i = j) ΔLi or ΔLj  

 

Fig. 2. Intervals of literals in Ω. 

Example 2. If we have the following literals 
     Dispatched_to(agent1, host2, 3, 10),  Dispatched_to(agent1, host3, 3, 15), 

this is an i 2 case with tℜ5 temporal relation. It is a subsuming case. 

Example 3.  Given a set Ω of literals {Li, Lj, Lk, Lm, Ln}, ⊯Ω. Figure 2 indicates the 
intervals for the literals in Ω. 

For the five literals in Ω, we have: CTI(Li), CTI(Lj), CTI(Lk), PTI(Lm), and PTI(Ln). 

6   Related Work and Concluding Remarks 

The work reported in [6] deals with the use of a paraconsistent temporal logic called 
QCTL for verifying temporal properties of inconsistent concurrent systems. In QCTL, 
temporal operators (next, eventually, always, and until) and path quantifiers (there 
 

                                                           
3 Δ' is a non-empty interval for tℜ1 and tℜ2 in Table 2. 
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exists a path, for all paths) are utilized to represent and reason about inconsistent 
specifications in concurrent systems. A model checking technique was proposed to 
verify the temporal properties of inconsistent concurrent systems over QCTL. There 
was no discussion on the types of inconsistency the approach can deal with. 

In this paper, we describe a novel approach in characterizing the temporal aspects 
of KB inconsistency. The formalism utilized in our work is interval temporal logic. 
We provide a formal definition for temporal inconsistency that recognizes the fact 
that there are two important underpinnings for the real world inconsistent knowledge: 
logically conflicting and temporally coinciding. We also describe how to identify 
conflicting intervals for temporally inconsistent statements in a KB and delineated the 
semantic difference between the classical and temporal inconsistency. Our contribu-
tion lies in the fact that the reported results fill a gap in the temporal characterization 
of KB inconsistency.  

Future work can be pursued in developing tools that can be used to identify dif-
ferent types of temporal inconsistency. 

Acknowledgments. The authors would like to acknowledge the comments from 
anonymous reviewers. 
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Abstract. The balance of electric power supply and demand is the important 
precondition of the sustainable development of power industry and national 
economy. In China, the government adjusts industry structure by putting macro-
policy in practice for the balance. But the relationship between macro-policy 
and electric power supply and demand is non-linear and complicated, namely 
that policy simulation is a semi-structure problem, and many non-linear rela-
tionships and uncertain factors can’t be simulated in traditional linear model. 
Intelligent Engineering (IE) is a kind of methodology, System Engineering (SE) 
offers direction for perfecting and applying IE, This paper focuses on the com-
bination of Distributed Artificial Intelligence (DAI) and Cybernetics, and does 
an innovative research about Distributed Intelligent Control (DIC). Based on IE 
and optimized solution theory, the controllability of DIC system are defined for 
the first time. As a sample, agent-based intelligent simulation system is built to 
simulate the influence from macro policy to electric power supply and demand.  

Keywords: Balance of electric power supply and demand; Policy Simulation; 
Intelligent Engineering (IE); Distributed Intelligent Control (DIC); Agent-based 
intelligent simulation system. 

1   Introduction 

The traditional Cybernetics has begun to solve some social or economy control prob-
lems. Based on the precise mathematics matrix, many models and control theories 
have been studied [1,2,3]. All of these models simplify the complicated system as a 
linear system, and build a precise quantity relationship by a series of linear simultane-
ous equations among various factors. However, for policy simulation, the conception 
of macro-policy is abstract and its macro-effect is a dynamic process, which is a semi-
structure problem, so it’s a unique difficulty to build a precise and quantitative 
mathematics model based on traditional method from macro-policy to electric power 
supply and demand. 

With the rapid development of Artificial Intelligence (AI), Neural Net (NN) and 
Fuzzy System (FS), it’s necessary and advanced to combine Intelligence Theory with 
Cybernetics to solve the complicated system problems [4,5,6]. During these years, 
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Multi-agent technology and Distributed Artificial Intelligence (DAI) offer new approach 
to intelligence control, it doesn’t emphasize on the system characteristics about single, 
enormous and complicated, but divides the system into various agents by its function, 
and every agent can communicate and harmonize with each other to accomplish the 
complicated system control tasks together. So, in view of the difficulties in policy simu-
lation, we combined Intelligent Engineering (IE) [7, 8], Cybernetics and Agent technol-
ogy to build a frame about Distributed Intelligent Control (DIC) system, and set up a IE 
platform to simulate the macro-policy effect. 

2   DIC System Based IE 

The appearance of masses of non-linear phenomena and small probability events 
leads up to the system complexity research, and this is also the meaning of intelli-
gence science, So DIC system is constructed. The main research achievements of 
some organizations and scholars in this domain are summarized as table1. 

Table 1. Comparative Table about DIC 

Related Examples Feature          
DVMT Abstract and distributed system model 
MACE Collateral DAI system 
HECODES Uncertain collaboration and problem solving 
DKPS Logic-knowledge model and knowledge share 

It can be seen that with DIC theory to solve great system problems is a new and ef-
fective way, so we combine IE with Cybernetics and Agent technology, IE should not 
only combine with AI, NN, FS but also should take human knowledge into considera-
tion. In this paper, the DIC system adopts the parallel processing structure in DAI and 
feedback adjustment in Cybernetics, in the guidance of Complex System Theory, 
three different intelligence form and hierarchy about machine intelligence, human 
intelligence and non- intelligence are integrated to solve the complicated, distributed 
and semi-structure system problems. The existing MAS system have had the ability to 
make agents to communicate with each other, but the agent itself has not been pro-
vided with illation function. In this paper, Rough Set theory (RS) and fuzzy illation 
method are applied to actualize the rules mining from macro-policy to electric power 
supply and demand, and then the agent is endowed with illation ability, consequently, 
MAS will be an absolute intelligent system: intelligent, distributed, interactive. 

Definition1. DIC system is described by the following six tuple set: 

{ , , , , , }n m p d u aA C C C R B , 

Where, intelligence object (IO) is: , ,n u aA A R B=< > .                                             (1) 

Intelligence framework is:       { , , }m p dT C C C= .                                                     (2) 

An is every kind of system element; Ru is forward-illation function of IO, namely 
positive feedback; Ba is back-illation function of IO, namely negative feedback; 
T describes the correlation among IO, Cm is communication mechanism; Cp is  
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cooperation mechanism; Cd is coordination mechanism. Game analysis will be done 
based on the three mechanisms. 

Definition2. In DIC system, the relationship equation among output variable y , 
state variable u and input variable x is: 

1 2 1 2( , , ; , , )n ny I x x x u u u= .                                   (3) 

Where I is intelligence operator in IE theory, it includes AI  operator, NN  operator, 
FS operator and so on. 

In this paper, an economy circulation exists in the policy simulation: macro-policy 
impacts investment, consumption, import, export and the adjustment of industry struc-
ture, consequentially the latter will result in the change of electric power consump-
tion, afterward, decision-makers will adjust the policy based on the change. As shown 
in Fig1, output variable is electric power vector, and input variable is macro-policy 
vector, state variable is investment, consumption, import and export vectors. 

 
 
 
 
 
 
 
 
 

Fig. 1. Circulation in Policy Simulation 

Researching the controllability of DIC system is significant for problem solving by 
IE. The strict controllability criterion exists in linear time-invariant system, however, 
the control from macro-policy to electric power demand and supply is a non-linear 
complex system, it’s difficult to set an exact and sufficient quantized model. So based 
on IE and α− optimized solution theory, the controllability of DIC system is defined 
in the paper. 

In IE theory, intelligent path is a set of fuzzy relations, mappings, transformations 
and all the ways between the initial state set 

0
S and target state set D . It can be in the 

form as:  

0:P S D→                                                         (4) 

Intelligent space is defined as: ,I P S=< > , where, S  is the set of states and P  is the 
set of intelligent path between 

0
S  and D , 

0
S  and D  are subset of S . 

Definition3. An α− optimized solution for the problem 
0

, ,B S D PB=< > is defined 
as ( )SL α , if there is a fuzzy set fP  in intelligent paths set PB  

 : [0,1]fp PB→                                                      (5) 

And,              ( ) { ( ) , }fpSL x x x PBα µ α= ≥ ∈                                                        (6) 

Where, [0,1]β ∈ . 

Economy     
System

Investment, 
Consumption 

Macro 
Policy 

Power 
Consumption 
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Definition4. DIC system has the characteristics of intelligence controllability, if in 
intelligent space ,P S< > , ( )SL α is the α− optimized solution for the problem  

, ,0B S D PB=< > , for 0ε∀ > , if there is p PBt∈ , and 

( )fp ptµ α ε− <                                             (7) 

Compared with the traditional Cybernetics whose control requirement is that system 
must arrive at a fixed state at terminal time T , intelligence controllability allows that the 
system states arrive in an area (ker( ), )B SL εα  at terminal time T ( (ker( ), )B SL εα which is 

an open ball whose spherical center is ker( )SLα , the radius isε , and ker( )SLα is such 

element whose membership is “1” in ( )SL α ). The significance of intelligence controlla-
bility is that system states can be intelligently controlled by system input through intelli-
gence operator, consequently anticipative dynamic output can be acquired. 

In a similar way, the definition of observability of DIC system can be got. 

3   The Agent Model Based on Rules 

Because of the nonlinearity and uncertainty of policy simulation, to set up a nonlinear 
intelligent mathematic model is the most important thing for applying the DIC. The 
rule-based models are set up with the ideas in IE theory, and then the models can 
endow the agent with the ability of intelligent illation. 

Defination7.  System input is translated into output in DIC system by intelligence 
operator: 

:f X Y→                                                        (8) 

And its mathematic model is defined as: 

( , ) 0f X Y =                                                      (9) 

Where, X , Y represent two different states of nonlinear complicated systems, in the 
DIC systems, X is input variable, Y is output variable, f is the nonlinear arithmetic 
based on rules between input and output, which contains all kinds of different intelli-
gence operators, and it is called the rule-based models. 

The intelligent problem-solving based on rules is a process where knowledge in-
formation (fact, existing state or environment background, etc) are input into the DIC 
system, then anticipant target state is gained by rules matching, logic illation and 
other relevant intelligence operator. 

The expression form of logic rules is: 
If A  then B ,  where ,A X B Y∈ ∈ . 
The whole DIC system based on multi-agent, as shown in Fig2, includes financial 

policy agent, monetary policy agent, task decomposition and distribution agent, rules 
agent, result integration agent, effect evaluation agent, control agent, electric power 
supply and demand agent, apperceive agent, etc.  

In the feedback part of system simulation, e.g. suppose the electric power demand 
is high under the effect of initial policy, so it needs to adjust the policy through feed-
back. Here the rational optimization path must not be oriented to the direction of  
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Fig. 2. System Frame of Multi-agent Intelligent Simulation 

making a higher demand but the one which make it lower. So, we set a special “hu-
man-computer cooperation optimization” structure in this part: introducing the human 
qualitative thinking to guide the establishment of the initial value and the chief direc-
tion of optimization. This part is comprised of artificial optimization agent and intelli-
gent optimization agent. The main idea of agent design is illustrated in Fig3.  

 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Infrastructure of Agent Design Method 
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The knowledge base is policy rules for agent inference. The inference machine is 
based on fuzzy logic to implement the reasoning process. The method base manages a 
set of methods such as problem-solving method and optimization method, while 
model base is subordinated to method base and manage sets of concrete models. Fi-
nally the database manages and stores the data and information for the agent. 

In Fig4, it shows the inner configuration of the agent[9], First, it contains state re-
quest and state transition function to manage the agent states which include Initiated, 
Active, Suspended, Waiting, Deleted and Transit according to the FIPA definition. 
When the macro-policy changes, the agent will begin to initialize or end to work. All 
agents’ structure is distributed, and between these agents they have the ability to 
communicate and transmit information, which will help them to associate to solve the 
problems by the intelligent control. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Inner Configuration of the Agent 

4   Rules Mining and Fuzzy Illation 

This paper will manage to mine the rules based on history data (1990-2005), however, 
in view of imperfection and imprecision, it is also difficult to mine rules in these data. 
Rough Set (RS) is a mathematic tool to deal with the uncertainty which put forward 
by Z. Pawlak in 1982 [10].  

The steps about rules mining based on the RS and Fuzzy -illation include:  

1) Pretreatment of historical data: the thing regarded mostly by the rough set theory 
is separate distributed attribute space, so at first it is necessary to make attribute dis-
cretization to sample data [11]; monetary policy includes lending rate, reserve ratio, 
money supply M2. Financial policy includes government expenditure, revenue and 
net export, electric power data are obtained from China Energy Statistical Yearbook.  

2) Setting up and reduction of the decision table: Dividing the attribute value into 
some intervals based on membership function,  every interval is figured with different 
codes, using the worked condition attribute and decision attribute to set up a policy 
table, then to delete the repeated object in the policy table and do condition property 
reduction of policy table; 

Input 

End 

Fuzzy Output

State Request State Transition

Initialization
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3) Least reduction of condition property, obtaining the policy rules, then, ap-
praisement and amalgamation of policy rules. The amount of policy rules from 
macro-policy to electric consumption is 39.  

4) Fuzzy illation as a control problem: doing fuzzy illation based on policy rules in 
fuzzy toolbox, and to embed the feedback mechanisms into fuzzy illation method, 
renewing the rules according to the change of external environment. 

5   Simulation and Experimental Analysis 

We apply the DIC theory to policy simulation, through setting up an intelligent simu-
lation platform based on agent to complete the simulation from policy to electric 
power supply and demand. 

System input variable are some policy parameter, fuzzy language is described as 
constrictive, moderate or positive. 

In monetary policy, lending rate is percentage and its value range is [5.31, 10.98]. 
Reserve rate is percentage and its value range is [6, 18]. Money supply (M2) is 
growth rate within the same period and its value range is [12, 20]. In financial policy, 
government expenditure is growth rate within the same period and its value range is 
[9.8, 24.8]. Revenue is growth rate within the same period and its value range is [8.9, 
26.7]. Net exports is growth rate within the same period and its value range is [-1, 40]. 

System simulation results (output variable) include GDP and electric power con-
sumption, fuzzy language is described as low, moderate or high. GDP is growth rate 
and its value range is [7.6, 14.2], electric power consumption is growth rate and its 
value range is [9, 13]. 

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5. Simulation results comparison 

In order to verify the veracity and validity of intelligent simulation, policy infection 
to electric power consumption in 1995-2007 is simulated.  Actual history macro-policy 
value from1995 to 2007 are input into simulation system, simulation value of electric 
power consumption growth rate will be gained through the intelligent illation. Compare 
the simulation value with the actual value of electric power consumption growth rate, 
Fig. 5 shows that their trend is consistent and the agreement index is high. 
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6   Conclusion  

The paper attempts to solve the complicated distributed system problems by DIC 
based on IE theory, and the experimental analysis verifies that this way is feasible and 
effectual. 

1. Simulation results show that active financial policy and a moderate monetary 
policy can be effective in accelerating the investment, consumption and export 
growth, and the rapid industry development make the growth rate of electric 
power demand maintain a high level about 14.3%. 

2. To transform the positive financial policy gradually to the moderate, and mone-
tary policy will continue to be moderately tight, consequently, and the economic 
growth rate of secondary industry, heavy industries, steel industries, construc-
tion industries and nonferrous metals industries will be slowing down, and the 
growth rate of electric power demand will fall down. 

3. The first half of 2008, the government of China put positive financial policy and 
tight monetary policy in practice, we set that lending rate is 7.47%, Reserve rate 
is 17.5%, Money supply (M2) growth rate is 17.37%, Government expenditure 
growth rate is 30%, Revenue growth rate is 30.5%, Net exports growth rate is 
21.9%, simulation results show the electric power consumption growth rate will 
decrease to about 11.8% in 2008. 

References 

1. Song, J., Yu, J.Y.: On Stability Theory of Population Systems and Critical Fertility Rates. 
Mathematical Modelling 2, 109–121 (1981) 

2. Luenberger, D.G.: A Nonlinear Economic Control Problem with A Linear Feedback Solu-
tion. Automatic Control 20(2), 184–191 (1975) 

3. Zeng, Q.: Natrual Cybernetics. Bulletin of the Chinese Academy of Sciences 11(1), 16–21 
(1996) 

4. Fu, K.S.: Learning Control System and Intelligent Control System: An Intersection of Arti-
ficial and Automatic Control. IEEE Trans. On AC (February 1971) 

5. Ishizuka, M., Kobayashi, S.: Expert System. Maruzen, Tokyo (1991) 
6. Zadeh, L.: Fuzzy Sets. Information and Control 8, 338–353 (1965) 
7. Hu, Z.: Studying on the Baseline Space of Sustainable Power Development. Electric 

Power (Chinese) 37(4), 1–4 (2004) 
8. Hu, Z.: Intelligent Engineering-Its Application. In: Proceedings of the IEEE International 

Conference on Systems, Man and Cybernetics, vol. 1, pp. 609–614 (1995) 
9. Bin, Q., Xin, W., Min, W., Chun-hua, Y.: Framework of Distributed Integrated Control 

System Based on MAS and Its Prototype System Development. Computer Integrated 
Manufacturing System (Chinese) 12(10), 1633–1644 (2006) 

10. Pawlak, Z.: Rough sets. International Journal of Computer and Information Sci-
ences 11(15), 341–356 (1982) 

11. Yu, X., Chen, G.: Discretization Behaviors of Equivalent Control Based Sliding Mode 
Control Systems. IEEE Trans. Autom. Control 48(9), 1641–1646 (2003) 



C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 412–419, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Design of Directory Facilitator for Agent-Based Service 
Discovery in Ubiquitous Computing Environments 

Geon-Ha Lee, Yoe-Jin Yoon, Seung-Hyun Lee, Kee-Hyun Choi, 
and Dong-Ryeol Shin 

School of Information and Communication Engineering, 
Sungkyunkwan University, 

300 Cheoncheon-dong, Jangan-gu, Suwon, Gyeonggi-do 440-746, Korea 
{ghlee,yoe21c,lshyun0,gyunee,drshin}@ece.skku.ac.kr 

Abstract. As the ubiquitous computing is rapidly changing, the research on 
agent technologies is constantly being conducted. In a multi-agent system envi-
ronment, each agent is registered in directory facilitator in a fixed from for ser-
vice it provides, and gains a service function capable of modifying and deleting 
the service. Other agents may inquire about a service they want and receive 
necessary information on the service. By using this directory facilitator, the user 
can retrieve the most appropriate service. In this paper, we propose an efficient 
directory facilitator architecture that can improve the existing agent-based ser-
vice discovery.  

Keywords: directory facilitator, service discovery, CALM, multi-agent systems. 

1   Introduction 

Ubiquitous computing environment which is achieved to maximize human conven-
ience has been developed despite the side effects such as infringement of privacy and 
security. In order to optimize the performance of ubiquitous computing and solve the 
mentioned problems, the development of the middleware that can provide services 
among heterogeneous hardware and operating systems is essential. Ubiquitous com-
puting aims to provide integrated services through the context awareness of the users 
and devices forming a large-scale distributed system. The ubiquitous computing mid-
dleware operates independent from the hardware and software platform, and needs to 
efficiently provide reconfigurability, reusability, and adaptability in the level of oper-
ating system, middleware, and application in real time. This requires the middleware 
to be developed based on the component-based software. Such middleware provides 
an optimal service by collecting the context information and learning, inferring, and 
predicting the users’ intention and preferences. 

In this paper, we propose advanced directory facilitator based on CALM. The pro-
posed system is a kind of directory service and can differentiate, register, manage, and 
store the agent service which was generated in agent platform, and when necessary it 
affords the base environment to search the target agent. 

The remainder of the paper is organized as follows. Section 2 describes introduc-
tion of the Foundation for Intelligent Physical Agents (FIPA) and Java Agent  
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Development Framework (JADE). Section 3 presents our proposed mechanism and 
system architecture in detail. In Section 4, we implement the Directory Facilitator 
(DF) prototype. Section 5 presents the conclusion. 

2   Related Work 

In this section, we describe the background and related work. The FIPA is described 
in subsection 2.1, and the DF of the JADE agent platform as a FIPA-compliant agent 
system is described in subsection 2.2.  

2.1   Foundation for Intelligent Physical Agents (FIPA)  

FIPA is an IEEE computer standard organization with the aim of improving interop-
erability among heterogeneous agent‐based technologies. The roles of FIPA are to 
establish the standards for agent technologies and standardize communications and 
management of agents [1]. 

Agent platform consists of Agent Management System (AMS), Directory Facilita-
tor (DF), and Message Transport System (MTS). The main role of AMS is managing 
agent’s creation, deletion and immigration on the agent platform. The AMS also 
maintains the index, which includes all agents AID (Agent Identifier) on the agent 
platform. The DF functions as a yellow page service on agent platform. The DF stores 
service descriptions offered from an agent, which operates as a service provider. The 
DF is an optional component of the agent platform. But, it is essential to easily find 
the service’s location on the multi-agent system. Agents can their services with DF 
and register the service that enables an agent to search another agent providing a spe-
cific service on DF and inquire it [2]. The MTS is essential for communication be-
tween agents on different agent platforms. 

2.2   Directory Facilitator  

JADE is the middleware developed by the TILAB in order to develop Java‐based 
distributed multi‐agent applications based on the P2P communication architecture 
[3]. The communication between peers through these JADE platforms is done by the 
exchange of ACL (Agent Communication Language) between agents irrespective of 
whether it’s wired or wireless network environments. JADE platform has containers 
to hold the agents, and a main container resides on the host which runs the RMI server 
of the platform. The agents are implemented as Java threads and live within the agent 
containers providing runtime support to the execution of the agents. The Main Con-
tainer is referred to special container in the Platform. This container includes the 
AMS and DF.  

The DF is a class of yellow page service. That is, the DF provides the agent’s ser-
vice repository. At first, agents create descriptions of their services and store these 
descriptions in the DF. The user can obtain the desired service’s descriptions by re-
trieving the DF. The Knowledge Base in the DF is a real repository for storing service 
descriptions. The Knowledge Base stores DFAgentDescription objects that show the 
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descriptions of an agent. Similarly, a DFAgentDescription object can store Ser-
viceDescription objects which are descriptions of the service provided by the agent. 
JADE’s existing DF uses concrete matching mechanism [4] for service discovery. 
This mechanism uses a syntactic and structural matching mechanism. That is, the 
sequential search mechanism is used. However, the DF’s Knowledge Base may con-
tain too many DFAgentDescriptions, by different mobile agents in the ubiquitous 
environment. Therefore, it follows, that the DF should conduct all matching processes 
about all DFAgentDescriptions in the Knowledge Base. This generates problems in 
searching speed.  

3   Proposed Architecture 

In this section, we explain in detail the CALM-based DF, which is provide yellow 
page service in platform, efficient DF mechanism and system architecture. 

 

Fig. 1. The Conceptual Model 

3.1   Efficient DF Mechanism 

The proposed DF mechanism provides users with scalability of services, without any 
modification of existing service discovery technologies. Figure 1 depicts the concep-
tual model of the web-based integrated DF system. The architecture is composed of 
three environments. First, there are domains connected with service discovery proto-
cols such as UPnP [7], SLP [8] and Jini [9]. Second, there is a CALM environment, as 
shown in figure 2, which detects messages of services existing within each service 
discovery protocol. Finally, there is a web server that supports the viewing of avail-
able services and invoking these services. The web server requests an available ser-
vice list to the preregistered agent platform, according, to the client’s request, and 
then presents the result as a web page. 
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3.2   System Architecture 

The proposed DF architecture is used for a part of Component-based Autonomic 
Layered Middleware (CALM) project. Detailed information of CALM, is shown in 
[10]. Figure 2 shows our proposed DF architecture, illustrating the above concepts. 
The proposed architecture consists of Message Processor, Description Database, DF 
Function, Context Manager, Service Matching, Publish/Subscribe, and Web Interface 
module. The role of each component is as follows: 

 

Fig. 2. Proposed DF architecture 

* Message Processor 
ACL Processor. The ACL Message Processor performs FIPA-ACL message parsing 
or composing for suitable CALM-based DF format to register the service description.  

Content Processor. The Content Message includes a real command for operating the 
CALM-based DF. The content message is included in the FIPA-ACL message, and 
transmitted to the CALM-based DF. That is, the Content Message Parser performs the 
parsing task of the Content message. 

XML Processor. The XML Processor performs ServiceDescription of FIPA-ACL 
message marshalling or unmarshalling for suitable CALM-based DF format to regis-
ter the Description Database. Figure 3 shows process of the proposed converting 
module from FIPA SL to XML sequentially. 

* Description Database 
The Description Database has the role of storage or management the ServiceDescrip-
tion received by service agents. This module performs task relevant to ServiceDe-
scription as service repository through DBMS and Connection pool. Through DF 
Function module’s operation, Description Database’s ServiceDescription is managed. 
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Fig. 3. Converting module from FIPA-SL to XML 

* DF Function 
The DF Function Module performs task relevant to service description as service 
repository of the FIPA-compliant agent system. These tasks include service de-
scription’s registration, deregistration, modification and search function. Through 
this module, service description is stored in the Description Database of the 
CALM-based DF. 
 

* Context Manager 
The Context Manager has the role of filtering or inferencing the different contexts 
received by various agents. The Context Manager consists of Context Filter, Context 
Inference Module and Context Repository. The Context Filter’s primary purpose is to 
protect the DF from being flooded with excessive information. The Context Inference 
Module creates a new context from existing raw contexts. The Context Inference 
Module is needed because not all information can be extracted from raw context. It 
contains diverse rules to create new context. 
 
* Service Matching Module 
Service Matchmaker. The results provided by the Context Manager are forwarded to 
the Service Matchmaker in the Service Matching Module. The Service Matching 
Module consists of Service Matchmaker, Policy Manager, Category Classifier and 
two databases. 

Category Classifier. From the Category Database, Category Classifier can create the 
available addresses which are stored or searched in the Description Database. Cate-
gory Classifier’s roles are twofold as both registration and search. When ServiceDe-
scriptions are categorized, search time is the sum of the Category Database’s seek 
time and ServiceDescription. That is, the search time is lower than the existing se-
quential mechanism, according to the increase in the number of agents. 

Policy Manager. The Policy Manager stores pre-defined service policies offered by 
service provider in the Policy Database. The services registered in the Description 
Database are managed by the Policy Manager using the policies stored in the Policy 
Database. 
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Fig. 4. Publish/subscribe scenario 

* Publish/Subscribe 
The Publish/Subscribe module has the role of publishing or subscribing the agent-
based service received by it for dynamic service discovery. The Publish/Subscribe 
module performs task applying to the integrated storage in different agent platforms, 
not to service storage in local. An advantage of this model is that user can utilize and 
subscribe the services not only in local network but also in different network. Figure 4 
is scenario of Publish/Subscribe model among request agents. 

 

Fig. 5. Sequence diagram of Web Interface 

* Web Interface 
The purpose of Web Interface module is to differentiate, register, and store the agent 
service that was generated in agent platform by connecting web browsers which are 
widely distributed in general and has the principle to share information between web 
server and DF. We illustrate the sequence diagram in figure 5 especially in case of 
discovering the services located in agents. 
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4   Implementation 

Implementation of the proposed DF prototype is based on Java. Figure 6 indicates the 
web page for searching the ServiceDescription and the DF result page of a user search 
request. 

 

Fig. 6. DF search and result page 

5   Conclusion 

This paper mainly contributes to present an advanced DF architecture for agent-
based service discovery in heterogeneous environments. We analyzed the JADE’s 
DF which is the repository of service descriptions. Similarly, we pointed out the 
problems of the existing DF mechanism for storing and searching the services. 
After consideration of these problems, an advanced DF architecture for agent-
based service discovery is proposed. The proposed architecture is more efficient 
than existing mechanisms, when increasing the number of agents in multi-agent 
system. In future work, we will compare the proposed architecture with other 
searching mechanisms and evaluate the performance. 
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Abstract. Electricity demand will be affected by national policies and other 
factors. There are many semi-structure problems in the electricity demand fore-
casting, which are very difficult to be solved by the use of traditional methods. 
In this paper, intelligent engineering is developed. It adopts theory and tech-
nique of artificial intelligent, soft computing, uncertain theory, and multi-agent 
system. Three fundamental problems and generalized model are proposed in in-
telligent space. As a case, inspired by the physical experiment, the laboratory of 
policy study is built based on intelligent engineering to simulate the impact of 
the national policy on electricity demand forecasting. A case study in China has 
been shown in the paper. 

Keywords: Intelligent engineering, Intelligent space, Generalized model, Labo-
ratory of policy study, Electricity demand forecasting. 

1   Introduction 

With two digits growth of Gross Demand Products (GDP) in the last five years in 
China, the growth rate of electricity demand was higher than that of GDP. The power 
shortage had been happened during the years 2003-2006. So, the electricity demand 
forecasting is important to balance power supply and demand. On the other hand, 
Chinese government tried to control the fast growth of GDP by monetary and finan-
cial policies. There are lots factors which will affect electricity demand such as  
national economic growth, international trade and national policies. The relation be-
tween electricity demand and policies such as monetary policy, financial policy, and 
international trade are quite complex. It used to be studied by computable general 
equilibrium (CGE) model [1] which is a non-leaner mathematical model. However, 
since CGE model is based on Input/Output table, the table is reviewed every five 
years in China. The latest table in China is the version of 2002. It is clear that the 
economic structure and state have been varied greatly since 2002 in China. It is the 
challenge for CGE model. 

Fortunately, Artificial Intelligence (AI), Neural Networks (NN), Fuzzy Systems 
(FS) and other advanced technologies have been studied to provide the way to model 
these complex systems. However, the techniques are performing with advantages and 
limitations respectively. Intelligent engineering [2][3] combine all of the techniques 
together to share the advantages and avoid the limitations in modeling complex  



 Laboratory of Policy Study on Electricity Demand Forecasting 421 

systems. In the paper, IE is extended, and three basic problems and general models 
are proposed in intelligent space. The policy test can be simulated in the laboratory 
for electricity demand forecasting. 

2   Intelligent Engineering 

2.1   Intelligent Engineering Theories 

The fundamental of intelligent engineering (IE) in theory has been studied in literature 
[2, 3] as follows. 

Definition 1. Intelligent path P is a set of (fuzzy) relations, (fuzzy) mappings, trans-
formations and all the ways between the start state set S0 and destination state set Sn. It 
can be in the form as

nSSP →0: . 

Defination 2. Let 
nd S∈  and 

0s S∈ , P is a set of intelligent path between S0 and Sn. 

Then, intelligent equation is in the form as )(sIPd = .   

Definition 3. Intelligent space is defined as ),( SPI = .   

Where S is the set of state, and P is the set of intelligent path between S0 and Sn, S0 and 
Sn 

are subset of S. 

Definition 4. A problem B is defined as ),,( 0 PBSSB n= . 

 where S0 is a set of start states, Sn is a set of destination states and PB is a set of the 
intelligent path between S0 and Sn, it is a subset of P in intelligent space I. PPB ⊂ .                     

Definition 5. A α -smart solution for the problem B is defined as ( )SL α , if there is a 

fuzzy set fp  in PB, 

]1,0[: →PBfp  and ( ) { ( ) , }fpSL x x x PBα µ α= ≥ ∈ . 

where [0,1]α ∈ .There are three types of problem B in intelligent space: ① B1: from 

known initial state and known intelligent path to forecast target state 
nSPBS →),( 0
, 

② B2: from known initial state and known target state to search intelligent path  
PBSS n →),( 0

, ③ B3: from known target state and known intelligent path to verify 

initial state
0),( SSPB n → . 

The forecasting, scenario analysis and planning can be modeled as problem B1. 
The strategy problem can be modeled as B2. The reviewing history state can be mod-
eled as B3. 

2.2   Generalized Model 

Here are three different kinds of the model in the IE as follows: 
(A) AI rule based model: The rules to express the knowledge form as “IF A 

THEN B”. It is the form same as expert systems. It can be expressed as mapping: 
YXf →: ，where A is an element in X and B is an element in Y. Knowledge engi-

neers acquire, store and process the bivalent rules as symbols, but not as numerical 
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),,(: 0 PBSSB n

YXf →:

BuAxx +=

 

Fig. 1. Comparison of IE and System engineering 

entities. This often allows knowledge engineers rapidly acquire structured knowl-
edge from experts and to efficiently process it. But it forces experts to articulate the 
proposition rules that approximate their expert's behavior. 

(B) NN model: The form to express the knowledge in the NN model. It can also be 
expressed as mapping: YXf →: ，where X is a set of inputs of NN model and Y is a 

set of outputs of the model. A trained NN model can express the human's knowledge 
that is difficult or cannot be expressed in the AI rule form. This kind of knowledge can 
be acquired from history data or samples. Then, the NN model can be trained by the 
data with/without human experts’ supervision. In this way, it is very easy for knowl-
edge engineers to acquire the knowledge, and for intelligent system to learn the new 
knowledge automatically by training the NN model with new data.  

(C) Fuzzy model: The form to express the knowledge with uncertainties, such as 
fuzzy rules, fuzzy neural networks. As we know that there is lots of uncertainty knowl-
edge and experiences that even human experts cannot express them clearly. They can 
be in the form as if A then B, where A and B are fuzzy sets in X and Y respectively. 

Mathematical model and above three kinds of model can be called as generalized 
model. IE is development of system engineering, and not only includes analysis meth-
ods of system engineering, but also combines artificial intelligence, soft computer, 
uncertain theory, and multi-agent system, etc. In IE theory, mathematic model is ex-
tended to generalized model, state-space is extended to intelligent space, and solving of 
state transition matrix is replaced by intelligent path solving (Fig. 1). So, IE is a meth-
odology for complex system with generalized model. 

3   The Structure of Laboratory of Police Study 

3.1   Principles of the Laboratory  

On policy study, can the problems be experimented as physical experiment by com-
puter? With development of computer science and innovation of methodology, the 
ideal is realized by methodology of intelligent engineering.   

The laboratory of policy study on electricity demand forecasting is soft-science 
laboratory based on IE. The laboratory consists of knowledge base, intelligent infer-
ence, methodology base, model base, data base, and interface, as shown in the Fig. 2.  
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Fig. 2. The elementary diagram of intelligent laboratory 

The database is a complex data entity of management which is object oriented. It  
is used for the storage of the data information needed by simulation test system, and is 
the data source needed by the operation of the simulation model. The model base is 
used for the management and storage of various simulation models, involving forecast-
ing model, optimization model, reasoning model, and so on. All the models mentioned 
above compose the simulation model system of the intelligent simulation laboratory, 
and is for the method base call. The methods base is used for the storage and manage-
ment of the methods which are adopted to support users’ optimal decision-making. The 
intelligent inference is the most key component in intelligent laboratory, which is con-
nected with the knowledge base, and has reasoning function. It can realize the mapping 
relation of generalized model and the user can design simulation scheme reasonably by 
using the Human-computer interaction platform. 

The knowledge base is used for the storage of the knowledge rules, which describes 
the map of primates and consequences and is denoted the generalized model, i.e. 

YXf →: . 

 
Fig. 3. Relationships of module 

3.2   Structure of the Laboratory 

The functions of the laboratory are analysis of the main factors of influencing the mac-
roeconomic development and the influence of the production and transportation of 
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energy, weather and water on power supply and demand by the quantitative and quali-
tative methods based on the data acquisition of power, energy, economy, weather, and 
water. It combines the experience and wisdom of the experts. As a whole, the functions 
are consist of analysis of power supply-demand, relation analysis of power and econ-
omy, load forecasting, balance of power and electricity, early warning of power sup-
ply-demand, policy simulation, intelligent simulation experiment, and HWME (hall for 
workshop of meta-synthetic engineering). Relationships of function module are shown 
in Fig. 3. 

3.3   Acquisition of Knowledge 

The acquisition and expression of knowledge are the key of the laboratory, and the 
core of simulation inference. The method study of the knowledge acquisition and ex-
pression is the basic of Artificial Intelligence. 

3.3.1   Rule Mining Based on Rough Set 
The rough set theory proposed by [4] provides an effective tool for extracting knowl-
edge from data tables. The rough set theory extends classical set theory, embeds 
knowledge used for sorting in the set, and accordingly makes it become a part of set. 
Knowledge mining by using rough set doesn’t need priori-knowledge, and is able to 
solve and express incomplete even conflicting information, finally could find a set of 
concise rules by knowledge reduction. This method is widely applied in engineering. 

3.3.2   Generating Rules System Based on Feedback 
Knowledge reduction based on rough set could find out some rules which can describe 
development of the things from historical data, and forms the base based on rule  
system.  

For the dynamic external world, history summary could provide future decision 
with important guide, but when external environment changes, robustness of inference 
system will become the key of advisement. Moreover, fuzzy rule base reduction based 
rough set may be make undesirable errors in the mapping from fuzzy premises to fuzzy 
consequences. Robustness of fuzzy reasoning is concerned with the effects of perturba-
tions associated with given fuzzy rule bases and/or fuzzy premises on fuzzy conse-
quences. In order to improve robustness of fuzzy reasoning, fuzzy reasoning were 
treated as a control problem and feedback mechanisms were embed into fuzzy reason-
ing method. The reasoning method involves an explicit feedback mechanism and cor-
responds to a closed-loop reasoning system [5] is depicted in Fig. 4. More specifically, 
the given fuzzy rule base serves as the controlled object, and the fuzzy reasoning 
method serve as the corresponding controller. The fuzzy rule base and the reasoning 
method constitute a control system, which may be open-loop or closed-loop, to achieve 
or satisfy given reasoning goal and constraints. The fuzzy rule base, the reasoning 
methods, and the reasoning goals and constraints specify the three distinct ingredients 
of fuzzy reasoning. By the inference optimization idea based on feedback, it could be 
adjusted to make external environment better according to evaluation dynamic re-
newed rule set of the object. It carries through optimizing rule by using fuzzy inference 
as a control problem. 
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Fig. 4. Diagram of Closed-loop Reasoning 

3.3.3   Collecting and Summing Up Expert’s Knowledge and Experience 
The main method of knowledge acquisition is data mining, namely finding out well 
regulated knowledge from abundant historical data by using data mining algorithm. In 
China, the statistical datum is not full and statistical calibers are not uniform in the 
early of 1980s. So seeking the relation between national policy and economic state, 
electric power consumption only with historical sequence can not get perfect result. 
Since socioeconomic system is a huge complex system which is made of various cou-
pling factors, the promulgation and implementation of various policies, the effect of 
the policy implementation can not be well reflected by statistic data. So collecting and 
summing up domain expert’s knowledge and experience would become important 
complementary instrument. In 1992 the academician Xuesen Qian brought forward the 
idea “HWMSE” [6], which combined expert system, data and information system, and 
computer system organically to be a meta-synthetic environment on a certain question 
and got rules from that not only to make judgment on certain a question but also to 
extend knowledge base to be decision rule of general user’s test.  

4   Experimental Case Studies 

As a case, influence of policy on electricity demand is simulated in the laboratory. 
First, the inference rules were found out based on historical data by rough set, generat-
ing rules system, and HWME. Second, the change of electricity demand was analyzed 
under the action of various policy sequences which can be expressed as intelligent 
paths. In intelligent space, the process of electricity demand forecasting can be ex-
pressed as problem B1. 

4.1   Experimental Design 

The experiment studies the change of electricity demand in the coming year under the 
action of various national policy sequences as follows: ①Monetary policy: monetary 
stringency, monetary non-stringency and non-ease, monetary ease. ②Financial policy: 
fiscal restraint, fiscal balance, fiscal expansion. ③International trade: high growth, 
growth, lower growth. 

We can see that monetary policy will affect economic activity (production). For ex-
ample, monetary ease policy will promote manufacture’s production, and then drive to 
use more electricity. So, monetary policy will affect the electricity demand. We can do 
the same analysis for fiscal policy and international trade.  
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It shows the effect which different sequences make on the growth rate of electricity 
demand. In intelligent space, it expresses as initial state S0 and scenarios of possible 
policy (intelligent path PB), and simulation of the states of Sn1, Sn2,…, Snm (Fig.5). For 
the conduction process from national policy to power demand is abstract and compli-
cated. We synthetically use the methods of knowledge mining and extracting rules 
based on the policy sequence and electricity consumption growth sequence from 1990 
to 2007. First of all, initial rule set R1 was got by the rough set software—ROSETTA 
[7]. Secondly, the R1 was corrected to R2 that it was considered as a feedback control 
problem [5]. Finally, adopting and absorbing expert’s knowledge and experience, the 
R2 was perfected by HWME [6].  

 

Fig. 5. Intelligent paths of simulation 

4.2   Scenarios Design 

There will be some different policy sequences which can be designed as scenarios as 
follows: 

Scenarios 1: It is possible for the officer to select monetary policy in the scale near 
the monetary stringency. Achievements of macro-control are notable in 2007, in order 
to consolidate these achievements, financial policies with fiscal balance will be se-
lected. Assuming that international economic situation remains to be in neutral posi-
tion, it is possible that growth rate of international trade in China is higher than that in 
last year. 

Scenarios 2: Comparing with Scenarios 1, monetary policies with monetary non-
stringency and non-ease and financial policies with fiscal balance are selected, and 
growth rate of international trade is near the “growth”. 

Scenarios 3: Comparing with Scenarios 1, monetary policies with monetary strin-
gency and financial policies with fiscal restraint are selected, and growth rate of inter-
national trade is lower than that in last year. 
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Fig. 6. Simulation results 



 Laboratory of Policy Study on Electricity Demand Forecasting 427 

The results of electricity demand are shown in Fig. 6 based on growth of electricity 
demand in 2007. In Scenarios 1, the growth rate of electricity demand will be about 
13.35% in the 2008. In Scenarios 2 and 3, the growth rate of electricity demand will 
be about 12.96%, 11.81%, respectively. It is shown that the both monetary policy and 
fiscal policy play an important rule in the cooling of hot economy.  

5  Conclusions 

The electricity demand forecasting is a quite difficult issue to policy study. Even it is 
impossible to get very good results since there are lots factors and uncertainties. Intel-
ligent engineering is a methodology of complex problems which difficult to be mod-
eled in mathematics. IE shares the theory and technique of artificial intelligent, soft 
computing, uncertain theory, and multi-agent system. In this paper, three fundamental 
problems and generalized model are studied in intelligent space. The laboratory of 
policy study on electricity demand forecasting is built based on intelligent engineering 
theory to model the relation between policies and electricity demands because there 
are many semi-structure problems which are very difficult to solve by the use of tradi-
tional methods. In the laboratory, users can focus on construction of generalized 
model for specific simulation task, and simply set up parameter for scenarios simula-
tion. A few scenarios were simulated for analyzing electricity demand in China. 
Simulation results show that the laboratory is a useful tool for officers to test the ef-
fect of national policies. 
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Abstract. A new type of adaptive evolutionary algorithm that combines two 
genetic algorithms using mutation matrix is developed based on an adaptive re-
source allocation of CPU time. Performance evaluations are made on the airport 
scheduling problem with constraint. The two genetic algorithms used are based 
on the construction of the mutation matrix M(t), which is problem independent 
as it uses the fitness distribution in the population and the statistical information 
of the locus only. The mutation matrix is parameter free and adaptive since the 
matrix elements are time dependent and inherits the information accumulated 
from past generations. A self-adaptive time sharing method is introduced to  
allocate resource to the two different strategies, which uses the theory of mean-
variance analysis in portfolio management. The application to airport schedul-
ing demonstrates that the self-adaptive mutation only genetic algorithm is able 
to provide quality solutions efficiently. 

1   Introduction 

Genetic algorithms and evolutionary computation [1,2] based on the Darwinian prin-
ciple of “survival of the fittest” have been implemented successfully in many fields 
such as global optimization problems [3], cryptography [4] and time-tabling [5] with 
very promising results. However, the use of genetic algorithms usually requires intel-
ligent choices of parameters, such as the survival selection ratio and the mutation 
probability. In most cases, the efficiency of the algorithm is closely related to the 
parameters chosen by the user [3], which depends on the user’s experience on the 
problem. The choice of the parameters may be good initially, but will usually become 
less efficient after some time in the evolution process. Indeed, the parameters should 
be time dependent for higher efficiency [6]. Based on the recent work on genetic 
algorithm using mutation matrix [6] and the extended version that includes crossover 
[7], we incorporate the idea of temporal resource allocation using the method of mean 
variance analysis in portfolio management in this paper.  

In the first paper on mutation only genetic algorithm (MOGA) by Szeto and 
Zhang[6], they introduced two versions of evolution process using mutation matrix: 
MOGA by Row (MOGAR) or MOGA by Column (MOGAC). A quasi-parallel 
method to combine the above two algorithms into one that strikes a balance between 
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exploration (as emphasized by MOGAR) and exploitation (as emphasized by 
MOGAC) was designed so that the combined method is more preferable than any one 
of the component algorithms individually. The optimum value of the time sharing 
ratio between these component algorithms can be determined by a search on the “in-
vestment frontier” in a mean-variance analysis [8]. They call this mixing of MOGAR 
and MOGAC, MOGAM, which stands for Mutation Only Genetic Algorithm with 
Mixing. However, MOGAM still requires the user to determine the time sharing ratio. 
In this paper, we further develop MOGAM by eliminating the time sharing parameter. 
We use the accumulated statistics of the performance of MOGAR and MOGAC to 
determine the time sharing ratio that enables a low risk but high speed in the drift 
towards the solution. We test this parameter free approach on the optimization of 
airport capacity utilization problem as discussed by Gilbo [9] with satisfactory results 
with high efficiency. We first review the work on mutation matrix in section 2. 

2   Mutation Only Genetic Algorithms 

Consider a population of N chromosomes, each of length L to form a N × L matrix 
A(t) for the population at a given generation t. We reorder the chromosomes in the 
matrix such that the ith row represents the chromosome with fitness fi, and fi ≥ fk if i ≤ 
k. Then Aij(t), i = 1,…,N; j = 1,…,L  represents the value of the jth locus of the ith 
chromosome. Next, we introduce a mutation matrix M(t) with elements 
Mij(t)=ai(t)bj(t), i = 1,…,N; k = 1,…,L, where 0 ≤ ai(t), bj(t) ≤ 1 are the row mutation 
probability and column mutation probability respectively. 

2.1   Row and Column Mutation Probability 

We first consider the case of a fit chromosome. We expect to mutate a few loci only 
so that it keeps most of the information unaltered. This corresponds to “exploitation” 
of the features of the fit chromosome. For the case of an unfit chromosome, we expect 
to mutate many of its loci in order to let it explore other regions of the solution space. 
This corresponds to “exploration”. Therefore, we require the mutation matrix Mij(t) to 
be a monotonically increasing function of the row index i as the chromosomes are 
arranged in descending order of fitness. For simplicity, we set ai = (i – 1) / (N – 1). 

Next we must determine which loci to undergo mutation. We define pjX as the lo-
cus mutation probability of the jth locus changing to hold the value X. The value of pjX 
is determined by the following equation: 

1

1

1
( 1 ) ( )

N

i

N

ijijX
i

N i Xp δ
=

=
= + − ×
∑ ∑  

(1) 

Here i is the rank of the chromosome and δij(X) if Aij(t) = X, and zero otherwise. The 
factor in the denominator is for normalization. We can see that pjX contains informa-
tion of both the row and locus statistics. Note also that the statistics is biased in such a 
way that a heavier weight is given to chromosomes with higher fitness. After obtain-
ing pjX, we define the column mutation rate as: 
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Here D is the number of values X can take on (D is finite). The normalization factor is 
C to ensure that 0 ≤ bj ≤ 1. To interpret bj, we first consider the case when X is follow 

a uniform distribution. In this case, 
1

1/...jX jXD
Dp p == =  and bj = 1. We interpret that 

we have no information about this jth locus, thus we should mutate it. On the other 
hand, if Aij(t) assumes the value Xk for all j, then we have definitive information on the 
locus j and so we must not mutate it. In this case, it can be easily verified that 

0
jXi

p if i k= ≠  and 1
jXi

p if i k= = . In this case, bj = 0, and no mutation will be per-

formed on this locus. Thus, bj contains the statistical information on the jth locus. 

2.2   Evolutionary Strategies Using the Mutation Matrix M(t) 

Once we have obtained ai and bj, the mutation matrix M(t) can be immediately con-
structed by Mij = aibj. Now there are two ways to apply M(t) on the population A(t) for 
mutation. (a) We can first decide which row (chromosome) to be mutated and then 
which column (locus) to mutate. We call this method the Mutation Only Genetic 
Algorithm by Row, or MOGAR. (b) We may also first decide which column to be 
mutated, then which row to mutate. We call this the Mutation Only Genetic Algo-
rithm by Column, or MOGAC. For MOGAR we perform mutation on the N × L popu-
lation matrix A(t) based on the following procedures: 
 

1. For every row i, we generate a random variable z distributed uniformly on [0,1]  
2. If z < ai(t), we perform mutation on this row; else, proceed to row (i+1) 
3. Arrange bj(t) in descending order and choose the first Pi(t) = ai(t) × L members 
4. Perform mutation on these selected loci on the ith chromosome to obtain Aij(t+1) 
5. Goto step 1 for row (i+1) 
 

After we have gone through all N rows, we obtained A(t+1). We then compute 
M(t+1)=ai(t+1)bj(t+1) and proceed to the next generation of population A(t+1). For 
MOGAC, the operation is similar to MOGAR except now we take the transpose of 
the matrix A(t). 

3   Self-adaptive Quasi-parallel Algorithm Based on the Idea of 
Investment Frontier 

Although MOGAR and MOGAC have similar operational procedures, they actually 
differ in performance. MOGAR works better in exploring new regions of the solution 
space, at the price of slow convergence. MOGAC works better in exploiting fit chro-
mosomes, at the price of early convergence. In order to maintain a balance between 
exploration and exploitation, Szeto and Zhang [6]  have proposed the Mutation Only 
Genetic Algorithm with Mixing (or MOGAM), which is a “Quasi-Parallel Genetic 
Algorithm” to mix the two strategies to become one that outperforms both MOGAR 
and MOGAC when run separately. The quasi-parallel algorithm assumes that only a 
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single CPU resource is available. MOGAM uses a time sharing parameter γ∈ [0, 1] 
which is the fraction of time which the CPU executes MOGAR, with the remaining 
(1–γ) fraction of time executing MOGAC. Thus, at a given generation, we generate a 
random number z to determine which algorithm is to be executed: if z < γ, use 
MOGAR; else, use MOGAC. 

Although the quasi-parallel algorithm of MOGAM outperforms MOGAR or 
MOGAC in general, the requirement of setting the time sharing parameter γ is not 
satisfactory. In a brute force approach, one can perform MOGAM many times using 
different values of γ for a specific class of problem and then document the best pa-
rameter for future applications [6]. However, a much more satisfactory approach will 
be to avoid the presetting of the time sharing parameter with the help of adaptive 
parameter control. Our adaptive approach makes use of the idea of “investment fron-
tier” in the theory of portfolio management in economics to locate the optimal time 
sharing ratio among two algorithms. Suppose we have two genetic algorithms G1 and 
G2. We set γ = 0.5 as we have no information on which one is better. We then allow 
each of them to run for some generations to collect sufficient statistics, record the 
average performance (µ1, µ2 ) of G1, G2 and the associated variance of performance 
(σ1

2,σ2
2 ) over these generations, 
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Here ∆fi,m is the increase in fitness of the ith chromosome when the mth time Gn is 
performed, and Tn is the total no. of times which Gn is performed. The factor (N–i+1) 
is a weighting factor biased in favor of fitter chromosomes. We define Sn=µn/σn as the 
performance-volatility ratio of the algorithm Gn. We then define an adaptive time 
sharing parameter γ* = S1/(S1+S2) where γ* and (1 – γ*) are the fractions of time to 
execute G1 and G2. This choice of γ* aims at maximizing the returns over risk. Note 
that γ* is a time dependent parameter since it depends on the Sn. The idea is to achieve 
high efficiency with small risk through temporal resource allocation on the single 
CPU. In our present case, MOGAR is G1 and MOGAC is G2. We call this method the 
Self Adaptive Mutation Only Genetic Algorithm, or SAMOGA.  

If compared with the two-armed bandit method [10], our adaptive parameter 
control takes into account the variance of the algorithm performance in our deci-
sion process on optimal time sharing. We observe that the performance of each 
component algorithm varies over a large range in the evolution process, convinc-
ing us that an intelligent and online method for good time sharing between compo-
nent algorithm must take into consideration of the performance-volatility ratio. 
Notice that the value of the adaptive time sharing parameter γ* contains the statis-
tical information of past generations and itself is time and problem dependent. The 
advantage of our present method of time allocation is that we do not need to preset 
the parameter γ*. 
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4   Optimization of Airport Capacity Utilization 

We apply our method to the problem of optimizing airport capacity utilization [9]. In 
this problem, the arrival and departure capacity of an airport are dependent on each 
other. Their relationship is specified by an airport capacity curve, which plots the 
departure capacity against the arrival capacity. Here we use the Beijing International 
airport capacity curve [11] shown in Fig.1. 

 

Fig. 1. Aiport Capacity Curve of The Beijing International Airport 

Although flight delays are costly, we still have to minimize the delay cost while 
providing a safe schedule. Thus, any optimization scheme for the airport capacity 
utilization must not violate the airport’s schedule regulation to ensure safety. We also 
conform to the regulation which gives priority to flight arrival over flight departure 
[11], in order that the arriving planes can land as soon as possible. Usually, air delays 
are more costly and more dangerous. For flights scheduled at the same time slot, there 
is no strict sequencing restriction in order to provide more freedom for scheduling. 
Our notation for an airport with a given airport capacity curve Cac during a period of 
time T, with the basic time unit set at 15 minutes are defined as follow: 

 
• Nt :  total number of time slots within the period T; 
• {t} : t = 1,…,Nt are the index of the time slots; 
• ri,a : the time slot in which the arrival flight i is assigned to land on the airport;  
• ri,p : the time slot in which the arrival flight i plans to land; 
• dj,a : the time slot in which the departure flight j is assigned to take off; 
• dj,p : the time slot in which the departure flight j plans to take off; 
• Nr : The total number of arrival flights within T; 
• Nd : The total number of departure flights within T; 
• cair : Airborne holding cost per 15 min; 
• cgnd : Ground holding cost per 15 min; 
• R(t) : The number of arrival flights being assigned to land at the time slot t; 
• D(t) : The number of departure flights being assigned to take off at the time slot t; 
• Cac(R(t)) : A function returning the value of the airport departure capacity according to the 

given arrival capacity. 
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r1,a … rNr,a d1,a … dNd,a 

Fig. 2.  The Chromosome Structure Used in the Problem 

The total cost for delay within the time period T is then: 
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Given {ri,p}, i = 1,…,Nr and {dj,p}, j = 1,…,Nd, our objective is to find the values of 
{ri,a}, i = 1,…,Nr  and  {dj,a}, j = 1,…,Nd in order to minimize the cost f, subject to the 
constraint D(t) ≤ Cac(R(t)) for all t ∈ T. Note that it is unreasonable to allow a flight to 
take off or land in a time slot before the original planned schedule. Therefore, the 
assignment of a flight to a time slot earlier than it is planned is forbidden. Since (ri,a – 
ri,p) and (dj,a – dj,p) are always non-negative, f is also always  non-negative. 

We apply SAMOGA to optimize a simulated schedule at the Beijing Interna-
tional Airport within a period T of 10 hours. First, we divide the 10-hour-period into 
15-minute intervals, which gives a total of Nt = 40 time slots. Then we generate 
flights schedules {ri,p} and {dj,p}, with Nr =Nd =250. and cair=2 and cgnd=1. The airport 
capacity curve is given by Fig.1. The chromosome structure used is shown in Fig.2. 
The chromosome simply combines arrival flights with departure flights to give a 
chromosome with length L=Nr+Nd. In order to increase the efficiency, we use a repair 
scheme to improve the quality of the chromosomes before they are mutated. In order 
to make full use of the available capacity of the airport, when the point (R(t), D(t)) is 
inside Cac, we will reduce the number of delayed slots of the delayed flights by as-
signing them to the time slot t one by one, till the point (R(t), D(t)) is on the capacity 
curve Cac or no more delayed flights are available for the assignment without violat-
ing other constraints. In this repair scheme, the arrival flights are always reassigned 
first due to its higher priority over departure flights. On the other hand, if a chromo-
some is found to have violated any constraints (e.g. exceeding the capacity), and if the 
problem is still not fixed after the repair scheme, the chromosome will be given a 
penalty on it’s fitness and it will have a much lower rank in the population matrix. 
Through mutation, this unfit chromosome will quickly be eliminated. Our population 
size is 150. MOGAR, MOGAC and MOGAM (with preset time sharing parameter γ = 
0.5) are also performed on the same problem, using the same set of initial conditions 
and initial population. 

5   Results 

We compare the performance of four kinds of genetic algorithms: MOGAR, 
MOGAC, MOGAM(γ=0.5), and SAMOGA in Fig.3. The fitness (flight delay cost) of 
the best chromosome for the first 150 generations is shown here. From our graph, we 
can see that MOGAC has shown its weakness of early convergence and it fails to 
further reduce the delay cost after 50 generations. On the other hand, MOGAR, which 
emphasizes the exploration of the solution space, has a slow convergence: it is the 
slowest to optimize the delay cost to a value lower than 200. It also fails to reach the 
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Fig. 3. Graph Showing the Performances of 4 Mutation Only Genetic Algorithms on the Same 
Problem for the First 150 Generations 

optimum within the first 150 generations. Now, MOGAM with the time sharing pa-
rameter γ = 0.5 has equal time sharing of MOGAR and MOGAC. It shows better 
performance compared to MOGAR and MOGAC alone. Finally, SAMOGA, being a 
parameter-free combined algorithm of MOGAR and MOGAC, demonstrates an effi-
cient and reliable approach to the optimal solution. It outperforms the MOGAR and 
MOGAC shortly after 40 generations. From Fig.3 we can see that the approach to-
wards the optimal solution is quite steady without the problem of early or slow con-
vergence. It also outperforms MOGAM after 60 generations and achieves the lowest 
flight delay cost. We have verified these conclusions in other simulations and we can 
safely conclude that SAMOGA is a better genetic algorithm compared to the other 
three, and with the additional the advantage of being parameter-free. 

6   Conclusion 

In this paper we develop a parameter free evolutionary algorithm based on idea of 
portfolio management on the temporal resource allocation of the CPU time to two 
competing algorithms: MOGAR that emphasize exploration and MOGAC that em-
phasizes exploitation. As MOGAR and MOGAC are themselves using adaptive pa-
rameter control via the mutation matrix, we see that our general philosophy of 
parameter free genetic algorithm is indeed very effective in the evolutionary process 
for optimization of known function. Here we demonstrate the advantage of adaptive 
parameter control through an application to the airport scheduling problem, but other 
optimization problems with constraints can also be solved more effectively with this 
adaptive method. Our SAMOGA makes use of the performance–volatility ratio in 
economics and its success demonstrates the advantage of this interdisciplinary ap-
proach. Although our present method uses mutation as the only genetic operator, 
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extension to include crossover operator has been done for MOGA. The results are 
consistent with our present approach, showing the power of adaptive parameter  
control [7]. 
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Abstract. There are many well-formedness rules of each UML element in 
UML specification[1], but there are not any rules that check the consistency 
among UML diagrams. Therefore, in this paper, we propose several checking 
rules to improve the consistency among UML diagrams, especially between 
UML static diagram and dynamic diagram. So we make explicit some  
requirements on consistency of UML diagrams that are buried in the original 
well-formedness rules of UML specification and derive some checking rules. 
Finally, we examine the usefulness of the derived rules through a case study.  

1   Introduction 

The UML(Unified Modeling Language) is a widely accepted standard in object-oriented 
modeling. Because the UML is semantically rich, the target system can be described in 
detail, but it is hard to assure the rightness of designed diagrams. The impact of erroneous 
diagrams might be expanded in software process. Therefore, it is important to minimize 
errors by verifying user diagrams in early design stages. There are several characters for 
the rightness of UML diagrams: completeness, consistency and correctness. The com-
pleteness is a character for checking whether user requirements are completely reflected 
on nine diagrams. The consistency is a character for checking whether nine diagrams are 
coherently designed according to the requirements. The correctness is a character for 
checking whether user diagrams are suitable for the UML standards. 

In this paper, focusing on the consistency among three characters, we propose several 
verification rules for checking consistency between UML static diagram and dynamic 
diagram. As the process, first, the metamodels of static diagram and dynamic diagram 
are built from the metamodel of nine UML diagrams. Second, consistency rules for 
checking consistency are derived from the metamodels. The derived rules are specified 
formally with a specification language such as OCL(Object Constraint Language)[2]. 
Finally, the usefulness of the derived rules is evaluated through a case study.  

2   Derivation of Metamodels and Analysis of Relationships 

2.1   Related Works 

There are several methods to verify consistency between UML diagrams: meta-
model-based method[3], graph-based method[4-6], scenario-based method[7] and 
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constraints-based method[8-10]. The metamodel-based method derives the meta-
models of UML diagrams and checks the consistency using the relationship of 
metamodels. The graph-based method uses some graphs as a conversion form of 
UML diagram and checks the consistency between graphs by applying some spe-
cial grammars. The scenario-based method compares static information to the 
dynamic information of UML diagrams, and checks whether the static information 
is satisfied with the dynamic information. The constraints-based method uses the 
constraints that are applied to model. This method expresses an object model with 
its own special specification language and applies constraints to the model for 
consistency checking. 

These methods have some problems. First, the verification rules for checking syn-
tactical correctness are not classified methodically and systematically. Especially the 
consistency rules for checking consistency between diagrams are not sufficient. Sec-
ond, these methods use some specification languages that are different from OCL. 
Therefore, in some cases, they are not proper to specify UML elements and the rela-
tionships between UML elements. 

2.2   Features of the Proposed Rules 

The proposed rules have several distinctive features in comparision with UML speci-
fication. First, the proposed rules focus on the consistency among 9 UML diagrams, 
especially between static diagram and dynamic diagram. We derive the checking rules 
from some requirements on consistency of UML diagrams that are buried in the origi-
nal UML specification. Second, the proposed rules are specified with OCL, the stan-
dard constraints language of UML. Table 1 shows comparison between UML 
specification and the proposed rules. 

Table 1. Comparison of the proposed rules to the UML well-formedness-rules 

Comparison The UML well-formedness-rules The proposed rules 
metamodel type Package (Core, Data Types, etc) Diagram (Static, Dynamic) 
checking object UML elements Consistency between diagrams 
number of rules 202 Well-Formedness Rules 

(for all UML elements) 
7 Consistency Rules  
(for object diagram only)  

Specification method OCL OCL 

The derivation process of the proposed rules and the checking process of user dia-
grams are shown in Fig. 1. Firstly, the metamodels of nine UML diagrams are derived 
and the upper metamodels of static diagram and dynamic diagram are derived with 
reference to the nine UML metamodels. Secondly, some consistency rules for check-
ing consistency are derived from relationships in metamodels. The derived rules are 
specified formally with OCL specification language for clear understanding and in-
serted into a verification tool. Finally, the consistency between static diagram and 
dynamic diagram is checked by applying the derived rules to user diagrams. 
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Fig. 1. The derivation process of the consistency rules 

2.3   Derivation of Metamodels 

The metamodels of static diagram and dynamic diagram can be derived from the 
metamodel of each UML diagram: the metamodel of static diagram and dynamic 
diagram is a metamodel of metamodel. Fig. 2 shows the metamodels of static diagram 
and dynamic diagram. The metamodels are used to extract the relationships among 
UML diagrams. 
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Fig. 2. Metamodels of static diagram and dynamic diagram 

2.4   Analysis of the Relationships from Metamodels 

The metamodels include common elements such as classes, objects and states among 
diagrams. And they include relationships such as generalization, association and de-
pendency among the elements. We can see whether a relationship exists between 
diagrams from the metamodels. So we can make a relation graph from the metamod-
els as Fig. 3. The graph presents relationships among nine UML diagrams. 
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Fig. 3. Relationships between nine UML diagrams 

The relation R1 shows a relationship between object diagram and sequence dia-
gram. The object diagram involves modeling a snapshot of the system at a moment in 
time and rendering a set of objects, their states and their relationships. As the object 
diagram is an instance of class diagram, object, operation and link of object diagram 
have association relationships with object, message and link of sequence diagram as 
relation R8. The relation R2 shows a relationship between object diagram and activity 
diagram. There is an association relationship between object of object diagram and 
object of activity diagram as relation R9. The relation R3 shows a relationship be-
tween object diagram and collaboration diagram. The relationships between object 
diagram and dynamic diagrams are derived as Table 2.  

Table 2. Relationships between object diagram and dynamic diagrams 

Static Diagram Dynamic Diagram relation 
number diagram element 

relationship 
element diagram 

object object correspondence object sequence 
object operation correspondence message(call) sequence 

R1 

object link correspondence link sequence 
R2 object object correspondence object activity 

object object correspondence object collaboration 
object operation correspondence message collaboration 

R3 

object link correspondence link collaboration 

3   Derivation of Consistency Rules 

The consistency rules between object diagram and dynamic diagrams are derived 
from the relationships of table 2. These rules check generally whether a diagram has a 
correct element that corresponds to an element in corresponding diagram. Fig. 4 
shows that an object diagram must have an object that corresponds to an object in a 
sequence diagram. Therefore we can derive the consistency rules as R1-1. 
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Fig. 4. Relationships between object diagram and sequence diagram 

R1-1. The object diagram must have an object that corresponds to an object in the 
sequence diagram that has relation to itself.  

There should exist an operation of the called object related to the message that gen-
erated from call action in sequence diagram as the relation R1 in table 2. Therefore, a 
consistency rule is derived as R1-2. 

R1-2. The object diagram must have an operation of an object that corresponds to a 
message in the sequence diagram that has relation to itself 

If there is a link between objects in sequence diagram, there should exist a link be-
tween objects in the object diagram that has relation to the sequence diagram. There-
fore, a consistency rule is derived as R1-3. 

R1-3. An object diagram must have a link that corresponds to a message link in the 
sequence diagram that has relation to itself.  

An activity diagram is used to model the behavior to which object can take within 
several use cases. At this time an object in activity diagram has relation to an object in 
an object diagram, and a rule is derived as R2-1. 

R2-1. The object diagram must have an object that corresponds to an object in activity 
diagram that has relation to itself.  

A collaboration diagram is an interaction diagram that emphasizes the static or-
ganization of the objects that send and receive messages. The collaboration diagram 
has object, link and message as the sequence diagram does. Therefore the consistency 
rules between object diagram and collaboration diagram are derived as R3-1~R3-3. 

R3-1. The object diagram must have an object that corresponds to an object in the 
collaboration diagram that has relation to itself.  

R3-2. The object diagram must have an operation of an object that corresponds to a 
message in the collaboration diagram that has relation to itself.  

R3-3. The object diagram must have a link that corresponds to a message in the 
collaboration diagram that has relation to itself.  

4   Usefulness of the Consistency Rules 

4.1   Formal Specification of the Derived Rules 

If the derived rules are expressed with a formal language, the consistency of the dia-
grams could be checked easily and automatically. Therefore the rules need to be 
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changed in some formal types. So in this paper, the OCL is used to specify the rules. 
The OCL is an expression language that enables one to describe constraints on object-
oriented models. There are three standard stereotypes in UML constraints: invariant, 
pre-condition and post-condition[11]. In this paper, the rules are described with in-
variant type as follows.  
 

context verified_element inv rule_name: 
verification_condition  
 

The verified_element is an element in the diagram that will be verified, the 
rule_name is a name that is given to each rule, and the verification_condition is an 
expression of the verification rule. The verification_condition decides whether ele-
ments are suitably expressed for requirements, and it usually returns true or false 
value. For example the R1-1 is specified with the previous type as follows. 

 
Contents1():Set(Object_b)=self.r_objectb; 
Matchparentb():Set(DynamicDiagramElement)=self.r_dynamicdiagramelement;  
Matchparentd():Set(DiagramElement)=self.Matchparentb()->collect(c|c.parent())->flatten->asSet; 
Matchchilds():Set(StaticDiagramElement)=self.Matchparentd()->collect(c|c.childs())->flatten->asSet;  
Matchchildob():Set(ObjectDiagramElement)=self.Matchchilds()->collect(c|c.childobj())->flatten->asSet;   
Matchchildobj():Set(Object)=self.Matchchildob()->collect(c|c.childobj())->flatten->asSet; 
Matchseqd(ob:Object_b):Boolean=(self.Matchchildobj()->exists(c|c.object_name=ob.object_name)); 
context SequenceDiagramElement inv R1-1: 
self.Contents1()->forAll(ob|self.Matchseqd(ob)) 
 

The Contents1( ) extracts all of the objects from sequence diagram and the Match-
seqd( ) decides whether there is an object in object diagram that has relation to the 
object. 

4.2   Checking Consistency between Example Diagrams 

The OCL-formed rules can be interpreted using OCL compilation tool[12-13]. As the 
OCL is a specification language that has formal grammar, it is easy to automate the 
interpretation of OCL specification. There are several tools related to OCL compila-
tion now. One of the most distinguished tool is the USE[14]. Therefore, we use the 
USE tool for verifying the usefulness of our consistency rules. 

For examining the usefulness of the derived consistency rules, two examples are in-
troduced as Fig. 5. The left side is an object diagram that shows relationships among 
 

not consistent

 

Fig. 5. Examples of object diagram and sequence diagram 
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Fig. 6. A created instance model and verification results 

‘student’, ‘question’ and ‘teacher’ objects in a learning and evaluation system. The 
right side is a sequence diagram that corresponds to the object diagram. The sequence 
diagram has an error, namely it includes an incorrect message as the signed part. As 
the rule R1-2, an object diagram must have an operation of an object corresponded to 
a message in sequence diagram, but the corresponded operation is not in the object in 
object diagram.  

The above diagrams are converted into an instance model by execution of USE 
commands. The left side of Fig. 6 shows the instance model of the two diagrams. The 
right side of Fig. 6 shows the result of the validation. The diagrams of Fig. 5 have a 
fault in their relationships. Namely, they are not satisfied with the R1-2 consistency 
rule, therefore the result of the rule R1-2 shows a ‘false’. 

5   Conclusions 

In this paper, we proposed several checking rules to improve the consistency among nine 
UML diagrams. The derived rules were especially focused on the consistency between 
UML static diagram and dynamic diagram. While the well-formedness rules of UML 
specification were focused on correctness of UML elements, we made explicit some 
requirements on consistency of UML diagrams that are buried in the original well-
formedness rules of UML specification and derived some useful consistency rules. 

The usefulness of the derived rules had been evaluated through a case study. After 
evaluation, we were convinced that the rules are so useful for checking consistency 
between UML diagrams. When we inserted some faults into example diagrams and 
checked the diagrams with the consistency rules, the rules detected faults about con-
sistency successfully. And we are convinced that the rules can be applied to UML 
modeling tools as a new checking rule to improve the consistency between diagrams. 
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Abstract. In this article we investigate the problem of detection the statistically 
significant dependences of stock trading return, which occur in particular days 
of the week (usually the first or the last trading day), and which could be impor-
tant for creating profitable investment strategies. The identifying such days of 
the week (day-of-the-week effect) is performed by using artificial neural net-
works. The research results helped to conclude the effectiveness of application 
of neural networks, as compared to the traditional linear statistical methods for 
finding stock trading anomalies. The effectiveness of the method was confirmed 
by exploring impact of different variables to the day-of-the-week effect, evalua-
tion of their influence and sensitivity analysis, and by selecting best performing 
neural network type. The experimental verification was implemented by using 
Vilnius Stock Exchange trading data. 

Keywords: artificial neural networks, day-of-the-week anomaly, MLP, mean 
return, RBF, stock market.  

1   Introduction 

The efficient market hypothesis states that it is not possible to consistently outperform 
the market by using any information that the market already knows. However, re-
searchers have reported evidence of abnormal returns related to day of the week ef-
fects, also week of the month, month of the year, turn of the month, turn of the year 
effects or holiday effects. In the extensive study of market anomalies, based on analy-
sis of Dow Jones daily data, registered during 100 years period, and of about 25 years 
of S&P500 daily data, the set of rules, which contained nearly 9,500 different calen-
dar effects was tested [1]. Mostly significantly different stock returns come through 
the first and the last trading days of a week. As indicated in [2-4] daily stock returns 
tend to be lower on Mondays and higher on Fridays for the United States and Canada. 
Therefore, methods of predicting any divergences from the efficient market hypothe-
sis may allow to develop profitable trading strategies and to decrease the investment 
risk.  

The day-of-the-week (DOW) effect is understood as significantly different stock 
returns in different days of a week. It means that different trade situation in different 
days of a week have some features of regularity. A number of scientific papers, de-
voted to analysis of this anomaly [5-8], have disclosed that from 1980 DOW effect 
was clearly evident in the vast majority of developed markets, but it appears to have 
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faded away in the 1990s [9,10]. This implication is based on long-run improvements 
in market efficiency, which may have lowered the effects of certain anomalies in 
recent periods [4]. The other reason of the diminished significance of the calendar 
effects is the inability of the prevalent statistical methods to recognize them. As it is 
noticed in [1], the anomalies are most outstanding in short periods and in compara-
tively small data subsets. The market inefficiency, as investigated in [11], could be 
observed by applying research of higher moments instead of traditional statistical 
analysis, and also taking into account all available information about the stocks: the 
trading volumes, dividends, earnings-price ratios, prices of other assets, interest rates, 
exchange rates, and, subsequently, usage of powerful nonparametric regression tech-
niques, such as artificial neural networks. 

The main variable, used for DOW effect investigation in the research literature is 
the mean return. The other important indicators for the research are the daily closing 
prices and indexes [12]. However, application of other variables for establishing this 
anomaly is quite rare. In the paper we apply the artificial neural networks (ANN). The 
researched data includes mean return and also number of deals and shares, turnover, 
H-L (high minus low price). 

There are few research works of applying ANN for DOW effect analysis or to the 
related questions of the efficient market hypothesis. Yet the results obtained are quite 
encouraging to use them for further research.  

Neural networks are an artificial intelligence method for modelling complex target 
functions. Recently artificial neural networks methods have started to be used widely 
to the domain of financial time series prediction. However, it is a highly complicated 
task. Financial time series often behave nearly like a random-walk process and the 
predictability of stock prices or levels of indices under the efficient market hypothesis 
is impossible. On the other hand, statistical behaviour of the financial time series is 
different at different points in time and usually is very noisy. 

ANN mostly are used for predicting stock performance [13,14], classification of 
stocks, predicting price changes of stock indexes [15], forecasting the performance of 
stock prices [16-18].  In most analyzed applications, the neural network (NN) results 
outperform statistical methods, such as multiple linear regression analysis, ANOVA, 
discriminant analysis and others [19]. 

For investigation the DOW effect we apply artificial neural networks classification 
potential. Two standard types of neural networks were used: MLP (Multilayer Percep-
trons) and RBF (Radial Basis Function Networks). The research outcomes and con-
clusions were evaluated, and revealed better effectiveness of the neural networks than 
traditional statistical analysis in identifying DOW anomaly. 

2   Data and Methodology 

In the paper data for empirical research was taken from information base of Vilnius 
Stock Exchange (The Nordic Exchange, 2008 [20]). Vilnius Stock Exchange belongs 
to the category of small emerging securities markets. It is proved by the main finan-
cial indicators: market value of 7 billions EUR, near 2 million EUR share trading 
value per business day, approximately 600 numbers of trades per business day, and 
the equity list consisting of 44 shares.  
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To identify the presence of DOW effect we shall use the data of daily return values 
of 24 shares (out of 44 listed), from period of 2003-01-01 till 2006-11-21. The se-
lected shares represent variety of Vilnius Stock Exchange equity list by capitalization, 
daily turnover, trade volume, return and risk, and thus ensure the validity of the re-
search results. 

In the paper will be used logarithmic understanding of return (1), where return on 

time moment t, tR  is evaluated by logarithmic difference of stock price over time 

interval (t-1,t]. 

)ln(
1−

=
t

t
t P

P
R , 

 
(1) 

where tP  indicates the price of financial instrument at time moment  t. 

The return values of 24 equities were assigned to the variables, named correspond-
ingly to their symbolic notation of Vilnius Stock Exchange. The initial analysis by 
summary statistics of the data set, revealed quite big differences in return for different 
days of a week.  

Application of traditional statistical methods, such as t-test and one-way ANOVA, 
Levene and Brown-Forsythe test of homogeneity of variances confirmed the DOW 
effect only for few stocks out of the total 24 [21].  

Using Kolmogorov-Smirnov test for different days of the week, and to all possible 
pairs of the day it was defined that significant difference for some days of the week 
could be confirmed only for 3 variables, namely LDJ, PZV, UTR (out of 24) [21].  

The traditional statistical analysis could make some indications of the DOW effect 
by finding differences in mean values of return of securities, but did not allow to state 
that these differences are significant.  

Further for research of this anomaly we will use DOW classification method with 
the help of artificial neural networks.  

To determine the DOW effect traditional statistical methods are usually used and 
the only most important variable - mean return - is invoked. However, in the case of 
vaguely expressed DOW anomaly, such approach is not sufficient. For the analysis 
we should invoke more powerful nonlinear statistical research and use more variables 
that may have impact for the DOW effect. Here we used artificial neural networks for 
exploring presence of the DOW effect for the same data set of 24 equities from Vil-
nius Stock Exchange. The idea of research was to attempt distinguish Monday/Friday 
from other days of the week using neural networks classification potential.  

In our research we shall apply two standard types of neural networks, implemented 
in the STATISTICA Neural Networks standard module: MLP (Multilayer Percep-
trons) and RBF (Radial Basis Function Networks), evaluated for good performance of 
classification tasks [6].  

In this research both types of neural networks, MLP and RBF, were used to distinct 
Monday and Friday from the other trading days of the week. We shall use the predict-
ing variables: mean return, number of deals and shares, turnover, H-L (high minus 
low price). During the research we will attempt to select the best neural network for 
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classification, to choose most influential variables to the final result, and make their 
sensitivity analysis. 

To determine the DOW effect we used from 750 to 950 items of data, accordingly 
to each investigated security. The non trading days of the particular securities data 
were eliminated from the sets. 

As Monday/Friday records are 4 times less than other days of the week, classifica-
tion could be made presuming all days are ‘others’ (vary from the Monday/Friday). In 
such a case we obtain fairly high correct classification percentage (80%). Though 
there would be no correctly classified Monday/Friday records at all. We will not pro-
ceed this way, as we do not have a goal to receive as high as possible general level of 
classification. We only wish to see if predictors can fairly significant distinguish 
Mondays/Fridays from other days of the week if a priori it is not known what day of 
the week is analyzed. Thus applying ANN and classifying the cases we shall presume 
that prior probabilities for Monday/Friday and other days of the week are equal.  We 
also do not have a necessity to divide data to training, test and verification sets as we 
do not need to obtain classification instrument, appropriate for classification of future 
data. We only want to prove the presence of DOW anomaly using available data. For 
calculation we shall use the Statistica Neural Network Intelligent Problem Solver tool, 
which allowed to automate classification by indicating input and output variables, 
assign distribution cases, accept-reject confidence limits, network complexity options, 
set limit duration of design process, results to be displayed. 

Further we explain the data processing procedure by applying ANN for one of the 
securities (TEO), aimed to distinct Monday from other days of the week. Same proce-
dure was applied for each 24 securities data set. 

Using Statistica Neural Network Intelligent Problem Solver tool we select DAY as 
output (dependent) variable and DEALS, NO_OF_SH, TURNOVER, RETURN, H_L 
as input (independent) variables. The performance of best found network (correct 
classification rate, error, area under ROC curve) is presented in generated report by 
Intelligent Problem Solver (Fig. 1). 

The report, presented in Fig. 1, states finding best classification algorithm took 
3:43 min. It resulted in finding improved MLP (3 layer) network specified as 3:3-7-
1:1 (3 input variables, 7 hidden units and 1 output variable), error level achieved 
0.36817. The error was calculated as the root mean square (RMS) of errors, measured 
for each individual case. The ST Neural Networks training algorithms attempted to 
minimize the training error, the final performance measure indicated rate of correctly 
classified cases. This result depends on Accept and Reject thresholds (confidence 
limits). 

In Fig. 1, the correct classification rate is 0.623377, therefore 62.33% cases were 
correctly classified (both Monday and other days).  

 

Fig. 1. Intelligent Problem Solver report of TEO equities Monday effect 
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Fig. 2. Statistics of Monday data recognition 

In the Statistica Neural Networks 
software the network performance 
can be evaluated according to the 
achieved correct classification rate 
as poor (rate is less than 0.6), O.K 
and High (over 0.8). The outcome of 
analysis for security (TEO) states, 
that it is influenced by Monday ef-
fect, and the constructed neural net-
work distinct Mondays from the 
other trading days with sufficient 
reliability. Further we also assume 
classification performance as sig-
nificant, if it is higher, than 0.6.  

The classification statistics report (Fig. 2) presents number of correctly classified 
data of Monday from other trading days. 

As the correct classification number highly exceeds wrongly classified data, the 
Monday effect for TEO security is confirmed. 

In further analysis we try to define, which input variables were most important for 
classification, and to make the sensitivity analysis for the neural network (Fig. 3). 

 

Fig. 3. Sensitivity analysis of TEO securities (Monday) 

The figure shows, how classification results could be altered by rejecting each 
variable, e.g. if we reject variable DEALS, the baseline error becomes 0.393 (Fig. 3). 

The sensitivity analysis ranked input variables, according to their impact for net-
work performance. The highest error is assigned for the highest ranked, it shows, how 
network performance deteriorates, if they are not present (Fig. 3). Obviously that for 
different stocks other variables can have the biggest impact.  
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The experiment indicate that the most important variables in most cases are 
DEALS, H_L and RETURN (Table 1).  Variables NO_OF_SH and TURNOVER 
mostly are not so important in researching the DOW effect. 

The above described neural classification data processing procedure for all data of 
24 securities, is summarized in Table 1. The significant performance values (> 0.6), 
which indicate presence of Monday or Friday effect for the particular securities, are 
highlighted with dark background.  

From Table 1, we can conclude that only results for of 11 equities confirm Monday 
effect, and for 9 equities the Friday effect was present. Both effects were present for 4 
equities. In the Table 1, the equities were sorted according to average daily trading 
turnover, which is traditional parameter in the research of DOW effect. However, as it 
may be seen from the Table 1, turnover impact for Monday/Friday anomaly may not 
be confirmed. As mentioned before, most important parameters having impact for the 
DOW particularity are the number of deals, difference between highest and lowest 
equity price and mean return. 

Table 1. Application results (Monday and Friday effect is marked by dark background) 

 Monday Friday 

 
Perfor-
mance

Error 
Major 
Var 

Network 
Input Hidd.

Perfor-
mance

Error 
Major
Var 

Network 
Input Hidd. 

LEL 0.5623 0.3909 H-L MLP 2 6 0.5770 0.3849 H-L MLP 3 6 
KBL 0.6501 0.3590 Deals MLP 5 10 0.5214 0.3994 H-L RBF 4 9 
LNS 0.6066 0.3656 No_Sh MLP 5 7 0.5436 0.3961 H-L MLP 3 3 
LEN 0.5576 0.3815 No_Sh MLP 3 6 0.7291 0.3590 Deals RBF 5 180 
VBL 0.5943 0.3640 Turn. MLP 5 6 0.5814 0.3870 H-L MLP 4 6 
LJL 0.5193 0.3918 Turn. RBF 3 10 0.6409 0.3910 Deals RBF 5 66 
LLK 0.6281 0.3683 Deals MLP 4 6 0.6638 0.3563 H-L MLP 5 10 
KJK 0.6738 0.3526 H-L MLP 4 7 0.5778 0.3829 H-L RBF 4 13 
ZMP 0.5776 0.3807 Return MLP 4 7 0.6007 0.3566 H-L MLP 4 7 
LDJ 0.4850 0.3857 Deals MLP 4 6 0.5795 0.3869 Return RBF 3 12 
RST 0.5713 0.3927 Deals RBF 3 7 0.5245 0.3953 H-L RBF 4 12 
UTR 0.5854 0.3736 Deals MLP 3 10 0.6161 0.3717 H-L MLP 5 8 
NDL 0.6656 0.3419 H-L MLP 5 8 0.6748 0.3426 Deals MLP 5 8 
SAN 0.5671 0.3682 Deals MLP 5 8 0.5855 0.3924 H-L RBF 3 19 
KNF 0.7058 0.3554 H-L RBF 3 119 0.6671 0.3734 Deals RBF 3 79 
PTR 0.5707 0.3760 Deals MLP 4 4 0.6820 0.3475 Deals MLP 5 10 
PZV 0.6282 0.3639 Deals MLP 5 11 0.5734 0.3953 Return RBF 3 18 
APG 0.6453 0.3633 Deals MLP 5 11 0.5668 0.3964 Deals RBF 2 13 
MNF 0.6346 0.3622 H-L MLP 4 8 0.5569 0.3916 H-L RBF3 13 
SNG 0.5571 0.3936 Deals RBF 2 7 0.5447 0.3951 H-L RBF 2 9 
UKB 0.5795 0.3818 Deals RBF 3 17 0.5906 0.3767 Turn. MLP 4 11 
RSU 0.5709 0.3828 Deals MLP 3 5 0.5456 0.3918 Return MLP 4 5 
LFO 0.6583 0.3720 Deals RBF 4 34 0.6761 0.3480 Deals MLP 6 10 
TEO 0.6234 0.3682 Deals MLP 5 11 0.5563 0.3912 H-L MLP 3 4 
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From the summary table the performance of neural networks (MLP versus RBF) 
showed that for indicating Monday effect best results were achieved by using MLP 
(18 times), and the RBF performed better for 6 times. The Friday effect was indicated 
with the same precision by both types of neural networks (12 times each - MLP and 
RBF). The neural networks MLP and RDF used similar number of input variables, but 
the number of elements in hidden layer for RBF was much bigger.   

Comparing the performance of methods of neural networks and general linear sta-
tistical analysis for investigation of the DOW effect [21] revealed the advantages of 
the neural computations. By applying them the presence of the DOW effect was con-
firmed in 20 cases, whereas application of Kolmogorov-Smirnov test could show 
significant indications only for 3 such cases [21]. 

3   Summary and Conclusions 

Despite of quite extensive analysis of the day of the week effect in scientific litera-
ture, there is evidently lack of investigations of applying artificial neural networks in 
this sphere.  

In this article day of the week effect was researched for the case of Lithuanian 
stock exchange, which can be assigned to the category of small emerging stock mar-
kets.  Daily trade values of 24 shares of Vilnius Stock Exchange of the time interval 
from 2003-01-01 to 2006-11-21 were arranged for analysis using artificial neural 
networks.  

The calculations have been made by applying functional modules and standard 
procedures implemented in software package Statistica Neural Network. 

The investigation was based on analysis of numerous variables:  return, deals, 
number of shares, turnover, H-L (high minus low price). Sensitivity analysis of vari-
ables showed, that the most important impact to define DOW effect was made by 
variables DEALS, H_L and RETURN.  

By applying Statistica Neural Network software the best classifying neural net-
works were selected, though no preference could be given for MLP and RBF neural 
networks due to their similar performance. Neural networks were more effective for 
revealing Monday and Friday effect, comparing to the methods of traditional statisti-
cal analysis.   

Application of neural networks and the sensitivity analysis revealed that there are 
more variables, which have significant influence for the DOW effect. The results of 
the research, presented in the article, reveal that the analysis should be based not only 
on values of daily mean return, but should use data of the variables H-L and DEALS 
as well.   

The research results helped to conclude the effectiveness of application of neural 
networks, as compared to the traditional linear statistical methods for such type of 
classification problem, where the effect is vaguely expressed and its presence is diffi-
cult to confirm. The effectiveness of the method has been confirmed by exploring 
variables, influencing the DOW effect, their influence and sensitivity analysis, and by 
selecting best performing type of neural network. 
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Abstract. We discuss Bregman divergences and the very close relation-
ship between a class of these divergences and the regular family of expo-
nential distributions before applying them to various topology preserving
dimension reducing algorithms. We apply these methods to identification
of structure in magnetic resonance images of the brain and show that dif-
ferent divergences reveal different structure in these images.

1 Introduction

Visualizing high dimensional data is problematic since we are not equipped with
senses appropriate for this task. Indeed, even the task of converting two dimen-
sional representations on our retina to the three dimensional representations our
brain makes of the world is an inverse problem which is impossible to solve with
100% accuracy. Therefore we search for low dimensional representations of high
dimensional data which capture some intrinsically interesting properties of the
data. One such property is capturing the local distances in the high dimensional
data and trying to maintain these relationships in a low dimensional projection
of the data [5].

Bregman divergences have recently received a great deal of interest recently in
terms of clustering and finding unsupervised projections of a data set [2,7,6,3,1].
In this paper, we investigate the use of Bregman divergences in the creation
of self-organising maps and show that different structure is revealed by using
different divergences within these algorithms.

2 Bregman Divergences

Consider a strictly convex function F : S → � defined on a convex set S ⊂ �d.
A Bregman divergence between two elements, p and q, of S is defined to be

dF (p, q) = F (p) − F (q) − 〈(p− q),∇F (q)〉 (1)

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 452–458, 2008.
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Illustration of Bregman Divergence for quadratic function
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Fig. 1. The divergence is the difference between F (p) and the value of F (q) + (p −
q)∇F (q)

where the angled brackets indicate an inner product and ∇F (q) is the derivative
of F evaluated at q. This can be viewed as the difference between F (p) and its
truncated Taylor series expansion around q. Thus it can be used to ‘measure’ the
convexity of F : Figure 1 illustrates how the Bregman divergence is the difference
between F (p) and the value which would be reached from F (q) with a linear
change for ∇F (q).

Example 1. The squared Euclidean distance is a special case of the Bregman
divergence in which F (.) =‖ . ‖2

dF (x,y) = ‖ x ‖2 − ‖ y ‖2 −〈x − y,∇F (y)〉
= ‖ x ‖2 − ‖ y ‖2 −〈x − y, 2y〉
= ‖ x − y ‖2

Example 2. The Kullback-Leibler divergence is another special case in which
F (p) =

∑d
j=1 pj log pj . Consider two discrete probability distributions, p and q.

dF (p,q) =
d∑

j=1

pj log2 pj −
d∑

j=1

qj log2 qj − 〈p − q,∇F (q)〉

=
d∑

j=1

pj log2 pj −
d∑

j=1

qj log2 qj

−
d∑

j=1

(pj − qj)(log2 qj + log2 e)
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=
d∑

j=1

pj log2

pj

qj
− log2e

d∑
j=1

(pj − qj)

=
d∑

j=1

pj log2

pj

qj
= K.L.(p ‖ q)

since
∑d

j=1 pj =
∑d

j=1 qj = 1. This divergence can be used with general vectors
(i.e. not necessarily probability distributions) and then we get the Generalised I-
divergence, dF (p,q) =

∑d
j=1 pj log pj

qj
−
∑d

j=1(pj−qj). Other divergences include
the Itakura-Saito divergence, the Mahalanobis distance and the logistic loss,
corresponding to F (x) = log(x), F (x) = xΣ−1x, with Σ the data covariance
matrix, and F (x) = x log x+ (1 − x) log(1 − x) respectively.

2.1 Properties of Bregman Divergences

First note that, in general, dF (p,q) �= dF (q,p). However we can create sym-
metric divergences:

SF (p,q) =
1
2
(dF (p,q) + dF (q,p))

=
1
2
〈p − q,∇F (p) − ∇F (q)〉

This gives us a divergence measured on the space S and its derivative space ∇S.
All Bregman divergences satisfy

Non-negativity dF (p,q) ≥ 0 with equality if and only if p = q.
Convexity but only guaranteed in the first parameter.
Linearity daF1+bF2(p,q) = adF1(p,q) + bdF2(p,q)

A fuller description of the properties of Bregman divergences can be found in [2].
However, this leaves open the question as to which Bregman divergence is

the best one to use for any particular data set, something which will inevitably
depend on the distribution of the data set. To find an answer to this, we digress
to re-state the properties of the exponential family of distributions.

3 The Exponential Family

[2] have shown that there is bijection between a set of Bregman divergences
and members of the regular exponential family of probability distributions. The
exponential family of distributions is a surprisingly wide family whose members
have distributions of the form

pG,θ(x) = exp(〈t(x), θ〉 −G(θ))p0(t(x)) (2)

where t(x) is known as the natural statistic, θ is known as the natural parameter
and G(θ) is the cumulant function which defines the exponential family. An
example of the exponential family are
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The 1 dimensional Gaussian with unit variance

pG,θ(x) =
1√
2πσ

e(−
(x−µ)2

2 )

=
e−x2

√
2π
exµ−µ2

2

So that t(x) = x
θ = µ

and G(θ) =
θ2

2
=
µ2

2
Other well known members of this family are the bernoulli, multinomial, beta,
Dirichlet, Poisson, Laplace, gamma and Rayleigh distributions. In the remainder
of this paper, we consider only regular exponential families in which t(x) = x.

We define the expectation of X with respect to pG,θ to be

µ = EpG,θ
[X ] =

∫
�d

xpG,θ(x)dx (3)

It can be shown [2] that there is a bijection between the set of expected values,
µ, and the set of natural parameters, θ. In fact, let dF be the Bregman divergence
corresponding to the distribution, pG,θ. Then let g() = ∇G and let f = ∇F .
Then µ = g(θ) and θ = f(µ), which is readily verified for the distributions above.

Consider a member of the regular exponential family with known cumulant
function, G(θ). Then G(.) is a closed convex function. Define its conjugate func-
tion as

F (x) = sup
θ

{〈x, θ〉 −G(θ)} (4)

Then there is an unique θ∗ which attains the supremum and F () is also a convex
function. If the domain of F is S and the domain of G is Θ, then (S, F ) is
the Legendre dual of (Θ,G). In particular, there exists a θ such that F (µ) =
〈µ, θ〉 −G(θ). Differentiating and setting the derivative to 0, we see that g(θ) =
µ and f(µ) = θ; then since G() is strictly convex, F () is too and so can be
used to define a Bregman divergence. Consider two members of an exponential
family with natural parameters, θ1 and θ2, and expectations, µ1 and µ2. Then
it can be shown that minimising the Bregman divergence with respect to the
cumulant function between the natural parameters is equivalent to minimising
the Bregman divergence with respect to the dual function (but in the opposite
direction) between the expectations. Also it can be shown that maximising the
likelihood of a data set is equivalent to minimising the associated Bregman
divergence between the mean of the distribution and the data.

In practical terms, we might fit a particular member of the exponential family
to a data set which means we have determined the cumulant function, G(.). We
then identify the dual function, F (.), based on which we can find the Bregman
divergence dF (.) knowing that minimising the Bregman divergence between the
mean of the distribution and its natural statistics maximises the log likelihood
of the distribution under this probability density function.
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4 Topology Preserving Mappings

[2] use Bregman divergences in the K Means algorithm to create a family of
clustering algorithms. The centres are intitialised to K data points within the
domain of the data and, as with K Means, they iterate between

1. The assignment step: every data point is assigned to the cluster whose centre
has minimum Bregman divergence from it.

2. The re-estimation step: each prototype is estimated to lie at the mean of
those data points allocated to its cluster.

We note that there are potentially two Bregman divergences that can be used: for
data point xi and centre µ we could use either dF (xi, µ) or dF (µ,xi). Of course
these are equivalent for Euclidean distances (the symmetric Bregman divergence)
but have somewhat different properties with the non-symmetric divergences. The
latter definition of divergences is used for the results we show later.

A topology preserving mapping of a data set is a mapping which retains some
property of the data set in an ordered manner. For example, in the visual cor-
tex, we have neurons which have optimal response to different orientation of
bars. Crucially, however, as we traverse part of the cortex, the optimal orien-
tation changes smoothly and gradually: nearby neurons respond optimally to
similar orientations. Topographic mappings are rather ubiquitous in the cortex,
appearing for example in the visual, auditory, somatosensory and motor cortex.

4.1 SOM Based Method

Kohonen’s algorithm [4] is exceedingly simple - the network is a simple 2-layer
network and competition takes place between the output neurons; however not
only are the weights into the winning neuron updated but also the weights into
its neighbours. Kohonen defined a neighbourhood function f(i, i∗) of the winning
neuron i∗. The neighbourhood function is a function of the distance between i
and i∗. A typical function is the Difference of Gaussians function; thus if unit i
is at point ri in the output layer then

f(i, i∗) = a exp(
−|ri − ri∗ |2

2σ2
) − b exp(

−|ri − ri∗ |2
2σ2

1

) (5)

where rk is the position in neuron space of the kth centre: if the neuron space is
1 dimensional, rk = k is a typical choice; if the neuron space is 2 dimensional,
rk = (xk, yk), its two dimensional Cartesian coordinates.

4.2 Simulations

We wish to classify magnetic resonance images (MRI) of the brain into the
various classes of tissue, grey matter, white matter and so on. We train a SOM



Bregman Divergences and the Self Organising Map 457

with a data set composed of 5 pixels by 5 pixels window from a particular image
which is 179 pixels by 179 pixels. When the SOM trained, we need some method
to display the results: we wish to keep the two dimensional representation of the
physical brain so that nearby pixels are actually from the same type of matter
and any human viewer can easily verify that the different regions are being
located according to different structure in the brain.

Let xi be the ith sample in our data set. Then xi is 25 dimensional. Then we
calculate the responsibility that each of the 100 neurons in our mapping has for
xi using

rki =
exp(−γdki)∑100
j=1 exp(−γdji)

(6)

where dki is the divergence between the kth neuron’s centre in data space and
the ith data sample.

We use these responsibilities to calculate a position for the ith data sample in
the two dimensional neuron space using

yi =
100∑
j=1

rjitj (7)

where tj is the two dimensional coordinate of the jth neuron in neuron space.
We create a two dimensional SOM based on a variety of divergences. In order

to display the results we show a slice of the brain image in Figure 2 in which we
take one dimension of a two dimensional SOM and associate this with the red
channel of an RGB image while the other dimension of the SOM is associated
with the blue channel i.e. yi,1 defines the red part of the image while yi,2 defines
the blue part. We see that we are able to capture the main ventricles in the
Euclidean SOM but we capture more detail in the SOM which uses the Itakura-
Saito divergence.
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Fig. 2. Left: SOM using Euclidean distances. Right: SOM using I-S. divergences. The
red colour shows its position on the horizontal axis while the blue shows its position
on the vertical axis.
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5 Conclusion

We have reviewed Bregman divergences and shown the very close relationship
between these divergences and the exponential family of probability density func-
tions: if we know the pdf of a data set, we can choose the optimal divergence
associated with that dataset.

In particular we have applied Bregman divergences the self-organising map
and shown that different divergences may reveal more structure than the Euclid-
ean distances. We have not shown all here but different divergences do reveal
different types of information and we believe that a data analyst would be well
advised to investigate all of these divergences when dealing with a new dataset.
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pervised by the IITA(Institute of Information Technology Advancement.
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Abstract. We review the recent technique of two dimensional canonical
correlation analysis and illustrate its use as a method for identification
of the location of particular features in a data set.

1 Canonical Correlation Analysis

Canonical Correlation Analysis [6] is used when we have two data sets which we
believe have some underlying correlation. Consider two sets of input data, from
which we draw iid samples to form a pair of input vectors, x1 and x2. Then in
classical CCA, we attempt to find the linear combination of the variables which
gives us maximum correlation between the combinations. Let

y1 = w1x1 =
∑

j

w1jx1j (1)

y2 = w2x2 =
∑

j

w2jx2j (2)

Then we wish to find those values of w1 and w2 which maximise the corre-
lation between y1 and y2. Whereas Principal Components Analysis and Factor
Analysis deals with the interrelationships within a set of variables, CCA deals
with the relationships between two sets of variables. If the relation between y1
and y2 is believed to be causal, we may view the process as one of finding the best
predictor of the set x2 by the set x1 and similarly of finding the most predictable
criterion in the set x2 from the x1 data set.

CCA was one of the first methods used by image processing scientists for the
task of image registration. Variants based on kernels[4], artificial neural networks
[3,2] and probabilistic models [1] have also been proposed. In this paper, we
utilise a new variant which attempts to find correlations while maintaining the
two dimensional structure of an image.

2 2DCCA

The standard methods of image processing converts the m × n image into a
vector of length mn × 1 which is then used for subsequent processing. Since

C. Fyfe et al. (Eds.): IDEAL 2008, LNCS 5326, pp. 459–463, 2008.
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this often involves matrices like the mn×mn covariance matrix, the subsequent
processing can be very computationally demanding. Recently, a new approach
to image identification has been taken [7] in which the planar aspect of an
image is retained. Let an image be defined as Ai ∈ �m×n, an m × n image.
Let X ∈ �n×d, d ≤ n, have orthonormal columns so that XTX = I, the d-
dimensional identity matrix. Then we may ‘project’ A onto X to get Yi = AiX
with a view to retaining as much of the variance in the data set as possible. An
algorithm was developed to do this by finding the matrix,

G =
1
N

N∑
i=1

(Ai −A)T (Ai −A) (3)

It was shown that the optimal value of the projection matrix X is given by
the eigenvectors, X1, ..., Xd of G associated with the largest eigenvalues. Note
that G is n× n and so a much less computationally intensive problem than the
standard method which would have a covariance matrix of size m× n×m× n.
A two sided version of this technique was developed

Ci = ZAiX (4)

which was used for face identification in [8].
Very recently [5], a similar approach has been taken to Canonical Correlation

Analysis: let us have two sets of image data denoted by Ai ∈ �m1×n1 and
Bi ∈ �m2×n2 , i = 1, ..., N in which the data samples are related at any one time.
Assume the data is centered or carry out a centering operation, Ai ← (Ai −A).
We will be interested in finding only the first two sided canonical correlations
but the extension to more than the first canonical correlation is obvious. We
wish to find left transforms lA and lB and right transforms rA and rB which
maximise the correlation between lTAArA and lTBBrB under the constraints that
variance of lTAArA and lTBBrB are both 1. We define

Σr
AB =

1
N

N∑
i=1

AirAr
T
BB

T
i

Σr
AA =

1
N

N∑
i=1

AirAr
T
AA

T
i

Σr
BB =

1
N

N∑
i=1

BirBr
T
BB

T
i

Then the covariance

cov(lTAArA, l
T
BBrB) = lTAΣ

r
ABlB (5)

and the constraints are also expressible with these ‘covariance’ matrices. Note
that we can also express the covariance matrix as

cov(lTAArA, l
T
BBrB) = rTAΣ

l
ABrB (6)
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where we have defined the matrix Σl
AB = 1

N

∑N
i=1A

T
i lAl

T
BBi. This suggests an

obvious optimization algorithm: use the current estimates of rA and rB and solve
the generalised eigenproblem,[

0 Σr
AB

Σr
BA 0

] [
lA
lB

]
= λ

[
Σr

AA 0
0 Σr

BB

] [
lA
lB

]
(7)

Then use the current estimates of lA and lB on the eigenproblem,[
0 Σl

AB

Σl
BA 0

] [
rA
rB

]
= λ

[
Σl

AA 0
0 Σl

BB

] [
rA
rB

]
(8)

and repeat these two stages till convergence. We have found that convergence is
typically very fast and in the simulations herein, we used only three iterations.

3 Simulations

3.1 Artificial Data

We begin with an easy data set: we create a pseudo-image by creating a random
100*100 matrix of white noise drawn from a uniform distribution in [0,0.1] and
create a signal by embedding a 5*5 square of amplitude 1 in this image. Let the
signal be at position (j, k) in the original image; then we create our A image set
by sampling the signal and its surrounds so that

A3i+m+1 =

⎡⎢⎢⎢⎣
aj+i,k+m aj+i,k+m+1 aj+i,k+m+2 aj+i,k+m+3 aj+i,k+m+4

aj+i+1,k+m ... aj+i+1,k+m+4

aj+i+2,k+m ... aj+i+2,k+m+4

aj+i+3,k+m ... aj+i+3,k+m+4

aj+i+4,k+m ... aj+i+4,k+m+4

⎤⎥⎥⎥⎦ (9)

where i,m grow from 0 to 2 which gives us 9 images in our A data set. We then
create all possible B data sets of 9 images each in a similar manner and can
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Fig. 1. The position of the signal is clearly identifiable
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Fig. 2. The source image, “Ruby”

Fig. 3. The target image, “Colin”

clearly identify the greatest correlation. The resulting values of the correlations
are shown in Figure 1: we can clearly identify the position of the signal since
the correlation between the A data and the B data is much larger at this point
since it is 1 while every other correlation is less than 0.2.

We similarly carried out an experiment where our target was less pronounced
i.e. it was also random data. Again a correlation of 1 identified the exact position
in the image from which the A dataset was drawn. However this time there were
sections of the B image which gave correlations close to (but not equal to) 1.

3.2 Real Data

The image “Ruby” is shown in Figure 2. It is 193*200 pixels and was first
converted from RGB format to YCrCb and only the Y component was used in
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subsequent processing. We selected a 10*10 section around Ruby’s eye and used
this in the same way as above for our A dataset: because we had 100 pixels per
slice this time we used 5*5 starting positions (for each 10*10 image, Ai). Our first
experiment was to ensure that we could reliably identify in the image the position
of the A data set; again the correlation of 1 was easily found though, as with
our random data, other correlations of close to 1 were also found. Nevertheless
the method easily identified the position of Ruby’s eye.

We then used this mask, the A data set from Ruby’s eye with a B data set
from a different image, “Colin” (see Figure 3) which is 224*202 pixels. We see
that Colin is somewhat different from Ruby but nevertheless Colin’s right eye
was identifiable from the correlations with Ruby’s.

4 Conclusion

We have reviewed the method of 2D Canonical Correlation Analysis and used
it for identification of similar features in different images. Our long term goal
is rather more ambitious: we will investigate whether the method can be used
for image registration - the identification of the same points in more than one
image. The results from the last experiment which identified Colin’s eye from a
mask of Ruby’s eye gives us confidence that we will be successful.
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Abstract. Classification of entities, for example, into national states, into social 
groups, into business enterprises and into scientific taxa, is an enduring problem 
in neural computing.  In this paper, we look at the problems faced by research-
ers in developing a taxonomy of 'multinationality' and explore the use of hierar-
chical SOMs in 'discovering' a taxonomy of multinational corporations 
(MNCs).  
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1   Introduction 

Financial engineering has seen a number of applications of neural networks. These 
systems have been used: (a) for classifying of investment opportunities (Yu, Wang 
and Lai 2008); (b) in predicting the behaviour of markets (McNeils 2005, Taskaya-
Temezil, Casey and Ahmad 2005); and (c) in categorizing large volumes of financial 
texts (Manomaisupat, Vrusias & Ahmad 2006).  

In this paper we will look at the role of neural networks in the classification of enti-
ties discussed in the literature on the theory of the firm where problems of taxonomic 
organization are at the forefront. We look at the classification of ‘multinational’ cor-
porations (MNCs) based on their multifaceted attributes. The compilation of the at-
tributes requires acquisition and metrication of data relating to a corporation’s 
‘engagement with and exposure to’ domestic, regional, trans-regional and global 
markets (Aggarwal, Berril and Kearney, forthcoming).   

2   Motivation: Towards a Taxonomy of Multinational 
     Corporations 

The classification of corporations is an important issue in business and finance both in 
terms of the conceptual basis of such a classification and in terms of the practical 
import of the evolution, sustenance and obsolescence of this critical component of 
economies large and small.  Scholars of finance in general, and international business 
and international marketing in particular, have stressed the need for a taxonomic clas-
sification of multinational companies (see, for example, Barry and Kearney 2006). 
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The multinational corporation has a number of facets: An MNC conducts research, 
is involved in marketing and sales, and invests across geographical and political 
boundaries. An MNC maintains a ‘main’ or ‘head’ office in one particular location, it 
sends its key managers to parts of the world that have different political and cultural 
values and systems.  Researchers in international business are interested in quantify-
ing: (a) what happens in the offices of an MNC ‘abroad’ by using performance attrib-
utes of an MNC; (b) what financial and physical resources are deployed away from 
‘home’, by using the structural attributes; and, (c) how well an MNC is or will be 
performing by using attitudinal attributes.  The reliance on one single attribute, for 
example foreign sales as a percentage of total sales, to measure the degree of interna-
tionalisation of an MNC, makes such a measurement very vulnerable to the inevitable 
errors in the values of the single attribute.  Nevertheless, a review of over 100 papers, 
published between 1970 to 2006, on the topic of classifying MNCs, shows that just 
about half the researchers have used a single variable, whilst the other half conducted 
multivariable studies (Aggarwal, Berrill and Kearney, forthcoming).  We intend to 
find out whether the use of self-organising maps has a role in classifying MNCs. 

3   A Note on Hierarchical SOMs 

A self-organising map (SOM) is used to map high-dimensional observations onto a 
lower dimensional map whilst preserving the topological relations between the repre-
sented objects with a degree of fidelity.  The SOM algorithm is based on a winner-
takes-all-strategy where individual nodes in the low-dimensional map ‘win’ the right 
to represent objects in the high dimensional space.  The SOM seldom produces dis-
cernible clusters and it is important to analyse the output of an SOM using other clus-
tering techniques to ascertain the presence or absence of clusters in the output (see, 
for example Ahmad, Vrusias and Ledford 2001).  

The hierarchical SOM (HSOM), proposed originally by, amongst others, Lampinen 
and Oja (1992), comprises n independent SOM’s organised in layers.  The first layer 
is trained using an input feature vector.  Once trained, the winning nodes in the first 
map act as input to the next layer and so on.  The hierarchical map then helps in visu-
alizing the input data at different levels of taxonomic organization.  The top layer may 
be used to identify the presence of clusters and the lower levels representing sub-
clusters.  It has been argued that an HSOM can be trained more quickly than a single 
SOM and that HSOM’s can be used to map data sets with higher dimensions than is 
effectively possible with a single SOM (see, Vicente & Vellido 2008 for an elaborate 
review on the subject.).  An algorithm for training an HSOM is given below. 
 

Train an m-layer HSOM using the input data set  
comprising n-vectors [I1, I2, I3, …, In]; 

For c = cycle 1 to cycle C 

 For t = input 1 to input n 
 Present It to the network; 
  For i = layer 1 to layer m 



466 K. Ahmad, C. Zheng, and C. Kearney 

Find the winner wt,i with the smallest distance 
to the input from layer i-1 using the criterion 
below: 

}{minarg 1,,, −−= itij
j

it www  

Update the weights of nodes around wt,i at layer 
i using  

 [ ]ittitititit wIhww ,,,,,1 −+=+ α  

Present wt,i as input to the layer i+1; 
Update the learning rate α and neighborhood size 
h at each layer using: 
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where the αstart(hstart)& αend (hend) are the final 
and initial value of learning rate and neighbor-
hood size; 

End i 
 End t 
End c 
 
The HSOM used in this paper for the classification of MNCs has three layers com-

prising 10x10, 5x5, and 2x2 neurons respectively. The initial neighborhood size for 
all the three maps is a quarter of the size of the map, decreasing exponentially to fi-
nally 1. The initial learning rates for all the three layers are all set to 0.9, which is also 
exponentially decreased to 0.1.  

During training, the feature vectors (representing each of the corporations) are pre-
sented to the HSOM one at a time and the training takes over a predetermined number 
of cycles – 10 is the number we have used.  During each cycle, the order of presenta-
tion of the feature vectors is randomly selected. For testing, a proportion of company 
data is randomly selected and then used only for testing purposes. 

4   Towards a Multivariate Classification of MNCs 

We will now present two multivariate studies for classifying corporations. The 
classic study of Sullivan (1994) is repeated using a 3 layer HSOM; we use a data set 
of 25 corporations, each comprising 5 attributes. This is followed by analyzing a 
larger and more modern data set created by Aggarwal, Birrel and Kearney.  The 
data set used in this paper contains 100 MNCs with 7 attributes per corporation.  
The case studies are multivariate as in both we look at the variance in the value of 
more than one attribute. 
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4.1   Case Study I: Multivariate Analysis and Sullivan’s Classification of MNC 

Sullivan (1994) has suggested a multivariable study of the measures to compute the 
degree of internationalization of an MNC. 

Table 1. The nine key variables used in Sullivan (1994) divided into three key attributes 

Performance Foreign Sales/ Total Sales (FSTS), Export Sales/Total Sales 
(ESTS),  
Foreign Profits/Total Profits (FPTP), R&D Intensity (RDI),  
Advertising Intensity Performance (AIP) 

Structure Foreign Assets/Total Assets (FATA),  
Overseas Subsidiaries/Total Subsidiaries (OSTS) 

Attitudinal Top Managements’ International Experience (TMIE),  
Psychic Dispersion of International Operations (PDIO) 

The author has collated data on the nine attributes and performed item analysis (see 
Field 2005) on these attributes for 74 corporations (see Table 1). This analysis helped 
in finding that the key attributes, FSTS, FATA, OSTS, TMIE and PDIO, show statis-
tically significant correlation with each other.  These results were confirmed by factor 
analysis.  A weighted linear combination of the five attributes was termed degree of 
internationalization (DOI) and it was found to be distributed normally.  

Sullivan (1994: 336) has provided DOI-rankings of 25 companies based on the es-
timates of the five given attributes and one computed attribute (DOI).  We have used 
this data set to train a hierarchical SOM to explore what kind of clustering we obtain 
by simply using the rank order of the 5 attributes for the 25 companies.  The training 
set for our HSOM comprised 22 feature vectors each with the rank-order information 
about the company’s FATA, FSTS, OSTS, PDIO and TMIE.  The HSOM itself com-
prises of a root network of 10x10 nodes. This network, which receives the feature 
vectors, acts as input to the next 5x5 network in the hierarchy.  Finally, the 5x5 net-
work acts as input to a 2x2 network.  Recall that our system selects about 10% of the 
vectors randomly for testing – in the case of Sullivan’s 25 corporations, 3 were cho-
sen randomly for testing – American Cyanamid, Avon, and Pfizer.   

  
Figure 1a Figure 1b 

Fig. 1. HSOM Classification - The mapping of Sullivan’s 25 companies. Figure1a shows the 
initial root map (10X10) and the second level (5x5) is shown in Figure 1b. 
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The initial mapping from the 5 dimensional vector onto the 2-dimensional 10x10 
surface shows a scatter of the corporations with no significant clusters (Figure 1a).  
The weights of the winning node in the 10x10 network are then used to train the 5x5 
network (Figure 1b).  This network shows an emergence of some structure with the 
corporations with highest ranks in FATA and FSTS clustering together.  Finally, the 
weights of the winning nodes in the 5x5 network are used in the training of the final 
2x2 map and there is evidence of clustering here.  

 

1 
 Pfizer(7), American Brands(8), 

Hewlett Packard(10), Merck(12), 
Johnson & Johnson(13), Eli 
Lilly(15), AMP(16), Motorola(18), 
Warner Lambert(19) 

0 CPC(1), Exxon(2), Colgate Pal-
molive(3), IBM(4), Gillette(5), 
Mobil(6), DEC(9), Dow Chemi-
cal(11) Coca-Cola(14), Avon(17), 
Black & Decker(20), NCR(21), 
3M(23) 

Texaco(22), Procter & Gamble(24), 
American Cyanamid(25) 
 

0 1 

 
 
 
 
 
y 
 
 

 
x 

Fig. 2. The final level in the HSOM Classification for MNC data in Sullivan (Numbers in 
parentheses are the DOI rankings by Sullivan, but were not used in training.)  The values for 
FSTS, FATA, OSTS, TMIE and PDIO, were used to train the HSOM.  Note that the data re-
lated to 3 companies (Avon, American Cyanamid and Pfizer was only used for testing. 

The 2x2 map can be divided into four quadrants that we count clockwise through 
the x-y co-ordinates  00, 01, 11 and 10 as 1st, 2nd, 3rd and 4th quadrants. In the 1st quad-
rant (00, Figure 2), 8 out of the 11 top ranking corporations have been classified to-
gether; there are 4 lowest ranked organisations also in this quadrant.  The 2nd quadrant 
(01) is empty. The 3rd quadrant (11) has all intermediate ranking corporations, from 
7th to 19th.  The 4th quadrant (10) has lowest ranked corporations.  Test feature vectors 
(for the corporations Avon (rank 17), Pfizer(7) and American Cyanamid (rank 25)) 
show that whilst the lowest ranked was classified correctly, the ambivalence of the 
first and third quarter showed in the assignment of highly ranked corporation (Pfizer) 
in the intermediate rank cluster, and vice versa for Avon.  With the external knowl-
edge of industry type, one can argue that the HSOM has correctly placed Pfizer with 
other pharmaceutical corporations (Eli-Lilly, Johnson and Johnson and Warner Lam-
bert). The key here is to see whether one or more attributes dominate Sullivan’s DOI-
rank order. We have computed the average rank order for each of the variables in the 
three quadrants. It appears that the average belongingness to the clusters is decided by 
two variables: FSTS and FATA. 
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It has been argued that an index like that of Sullivan’s obscures the fact that one 
may get the same value of Internationalization for different values of Performance, 
Structure and Attitude leading to different kinds of multi-nationality (see, for instance, 
Ramaswamy, Kroeck and Renforth 1996). 

We now turn to our ongoing studies of the multinational corporations where we 
will look at data for the Fortune 500 list of corporations. 

4.2   Case Study II: An HSOM Analysis of Fortune 100 Corporations 

Following a study of over 350 corporations listed in Fortune 500 list of ‘top’ corpora-
tions, Aggarwarl, Birrel and Kearney have devised a new MNC classification scheme.  
The attributes of these corporations were established by looking at how taxa are de-
veloped in agriculture, biology, chemistry, education, IT, Information Sciences, psy-
chology and religion.  Performance, structural and behavioural attributes were then 
outlined by Aggarwal et al (Table 2); there are similarities and differences with that of 
Sullivan’s (Table 1). 

Table 2. Classification attributes of corporations listed by Aggarwal et al 

Attributes Values 
Performance Foreign Sales; Subsidiaries; Foreign Assets; Foreign Income; 

Foreign Joint Ventures; Mergers & Acquisitions; International 
Transactions. 

Structural  Global Accounts; Industry Details; Foreign Employees; For-
eign Equity; Foreign Exchange Listing. 

Behavioural  World Mandates; Patents; Research & Development; Foreign 
Taxation; Unclear 

The authors have re-interpreted the notion of multinationality operations performed 
by corporations either within or across countries and regions.  They have created a 
2x4 matrix, where rows label depth of engagement (through trade and investment), 
and columns label the breadth of the geographical spread (comprising domestic, re-
gional, trans-regional and global breadths). This results in firms classified on a spec-
trum from purely domestic corporations to the deeply global ones.  The authors 
suggest a 9-point scale in this respect over the space of 16 corporation types.  Fur-
thermore, Aggarwal et al’s taxonomy distinguishes between publicly quoted corpora-
tions and state owned ones, and has used an industry classification – including finance 
& insurance, information technology, manufacturing, retail, wholesale, and utilities. 
In their data set the authors have observed the uneven distribution of the 351 corpora-
tions across the 9-point multinationality spectrum: there are 171 corporations that 
trade and invest on a trans-regional basis, 89 have global investments and trade trans-
regionally, 13 that do both globally, and there 27 exclusively domestic corporations. 
The location, age, and size are used as attributes in conjunction with others described 
above for ‘computing’ multinationality.  Sullivan’s attitudinal attributes are not used. 

We trained an HSOM (10x10, 5X5 and 2x2 layers) with the data for the top 90 
corporations listed in Fortune 500 and then tested the HSOM with 10 corporations. 
The training and testing samples were randomly selected by our program. The 10x10 
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map shows clustering of corporations based on industry type and size. The next stage 
of clustering, the production of a 5x5 network, shows the size and industry variables 
forcing the clustering of the corporations. 

We have observed the clustering effects growing as we traverse up the HSOM and 
finally the 2x2 map has had three clusters (Figure 3). We see that the top 10 corpora-
tions are located in 1st quadrant of the map (00) which has 16 other corporations as 
well with ranks in the Fortune 500 list ranging from 23 to 88.  The feature vector for 
the manufacturing corporation, DaimlerChrysler, used for testing the efficacy of the 
HSOM was classified correctly with other large corporations in this quadrant which is 
also dominated by 16 manufacturing organisations.  The 2nd quadrant (01) contains 50 
corporations ranked 25 and 100, and is also dominated by manufacturers – the test 
vectors for the manufacturers Renault, Peugeot, and Sony are placed in this quadrant. 
The 3rd quadrant (11) is dominated by finance and insurance corporations - 18 out of 
20 corporations in our data have been assigned this industry type. 

What is the role of the attributes related to the geographical breadth of the operations 
of the MNCs? The preponderance of the corporations with trans-regional sales (66 out 
of 100) has ensured that each of the quadrants has this type of corporation in it espe-
cially in the 2nd quadrant (see Table 3). Nine out of eleven corporations in our data set 
that have domestic sales only have been clustered in the 2nd quadrant as well; the corpo-
rations that have global sales are mostly in the same quadrant. The 1st quadrant has no 
global sales corporation and the third has no domestic sales corporations. Corporations 
with global and trans-regional subsidiaries are found in all the three quadrants with the 
2nd quadrant having 50% of the corporations in the two geographical breadth categories.  
 

y

x  

Fig. 3. An HSOM based classification of 90 Fortune 500 top corporation based on 7 attributes 
(public/private, industry code, age, size, location, and, the geographical spread of sales and 
subsidiaries).  10 other top corporations in the Fortune 500 list were used for testing and are 
shown in bold.  The industry listing is provided for illustration only. 
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Table 3. Classification of corporations in the 2x2 top layer of an HSOM 

Multinationality: Sales Multinationality: Subsidiaries 
Geog. Spread 2X2 Map Coords. Geog. Spread 2X2 Map Coords 

  00 01 11   00 01 11 
Global 0 7 3 Global 12 16 8 
Transnational 24 36 16 Transnational 14 27 12 
Regional 0 2 1 Regional 0 2 0 
Domestic 2 9 0 Domestic 0 9 0 
 TOTAL 26 54 20  TOTAL 26 54 20 

The corporations with domestic and regional subsidiaries only have been clustered in 
the 2nd quadrant as well. 

5   Afterword 

We have attempted to demonstrate the utility of self-organising maps in general, and the 
hierarchical SOM’s in particular, in a subject domain where the definition of an entity, 
the multi-national corporation, eludes the scholars. The hierarchical SOM generates not 
only a map, at the root SOM (10x10 in our case), but also what Vicente and Vellido 
(2008) have called an atlas at the top level (the 2x2 layer).  We have seen the key attrib-
utes that were forcing the cluster formation in the case studies.  The use of multi-
nationality data, quantified through the use of sales and subsidiaries, requires further 
analysis, especially since our data set is dominated by trans-regional corporations. 

The classification found in the 2x2 map, and indeed the other larger 5x5 and 10x10 
maps, suggest that the two axes of the map may represent two conceptual variables 
that could be used to classify corporations, multinational or otherwise. 

There is much room for improvement in our data sets. We are in the process of col-
lating the data for all FORTUNE 500 corporations, but this effort is exacerbated by 
the fact that the data provided in the FORTUNE list has to be supplemented from the 
documents of each corporation individually for establishing, for example the geo-
graphical spread of sales and subsidiaries. 

In terms of neural computing, the usage of growing HSOMs appears very attractive, 
especially when corporations with novel attributes come in the market place. 

Acknowledgements. The authors wish to thank Donal Holland for helping with the 
layout and proof reading of the paper. Thanks are due to Maria F. O’Connor for help 
with the running of the self-organising maps. 
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Abstract. This paper presents an adaptive image watermarking scheme.
Watermark bits are embedded adaptively into the non-separable wavelet
domain based on the Human Visual System (HVS) model trained by Sup-
port Vector Regression (SVR).Unlike conventional separable wavelet filter
banks that limit the ability in capturing directional information,
non-separable wavelet filter banks contain the basis elements oriented at a
variety of directions and different filter banks are able to capture different
detail information. After removing the high frequency components, the low
frequency subband used for watermark embedding is more robust against
noise and other distortions. In addition, owing to the good generalization
ability of the support vector machine, watermark embedding strength can
be adjusted according to the HVS value. The superiority of non-separable
wavelet transform (DNWT) in capturing image features combined with
the good generalization ability of support vector regression provide uswith
a promising way to design a more robust watermarking algorithm featur-
ing a better trade-off between the robustness and imperceptivity, the main
duality of watermarking algorithms. Experimental results show that the
DNWTwatermarking scheme is robust to noising, JPEG compression, and
cropping. In particular, it is more resistant to JPEG compression and noise
than the discrete separable wavelet transform based scheme.

Keywords: Digital Non-tensor Product Wavelet Filters, Watermarking,
Human Visual System, Support Vector Regression.

1 Introduction

With the rapid expansion of internet and wireless networks, multimedia security
and digital rights management has been received much attention in the literature
[1,2,5]. In general, a watermarking algorithm featuring robustness, perceptually
invisibility, and security has been utilized to control the unauthorized duplication
and redistribution of those multimedia data [2,3,4].
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Traditionally, the wavelet based watermarking schemes employ the discrete
separable wavelet transform (DSWT) to embed a watermark. However, the
property of anisotropy makes the separable wavelet unattractive for the pur-
pose of watermarking, which requires to extract more features of the image. In
1992, JelenaKovac̆ević [6] proposed to utilize the discrete non-separable wavelet
transform (DNWT). Unlike the conventional separable wavelet filter banks that
limit the ability in capturing directional information, non-separable wavelet filter
banks contain the basis elements oriented at a variety of directions and different
filter banks are able to capture the different detail information. In general, high
frequency sub-bands of non-separable wavelet transform can reveal more features
than that of the commonly used separable wavelet transform. After removing
the high frequency components, the low frequency subband used for watermark
embedding is more robust with regard to noise and other distortions. Neverthe-
less, it is a key issue how to construct the non-separable wavelet filter banks.
Recently, You et.al have proposed a novel method to construct such filter banks
in [7].

Furthermore, excessively higher embedding strength might lead to severe
degradation of image quality. Human Visual System (HVS), which is always mea-
sured by Just Noticeable Difference (JND), should be taken into account while
evaluating image quality [8,9]. Thus, it is necessary for watermarking algorithms
to take the HVS into consideration. In addition, to solve the conflict between ro-
bustness and imperceptivity, some efforts have been made to utilize the machine
learning technique for watermark embedding and extracting[10,11,12,13,14,15].

In this paper, we propose an adaptive image watermarking scheme based on
discrete non-separable wavelet transform (DNWT) and support vector regression
(SVR). The rest of this paper is organized as follows. The proposed algorithm is
described in Section 2. We show our experimental results of the proposed scheme
in Section 3. Finally, a conclusion is drawn in Section 4.

2 Watermarking Scheme Based on DNWT

Based on the constructed discrete non-separable wavelet filters in [7], we design
the following algorithm. For a better tradeoff between the robustness and im-
perceptibility, the original image are decomposed into 3-levels in the proposed
algorithm. Then, the watermarks are embedded into low frequency of the de-
composed image. The overview of the proposed watermarking scheme is shown
in Fig.(1). More details of the scheme will be described in the subsequent sub-
sections.

2.1 HVS Modeling Using SVR

Selection of Features. A number of factors such as luminance, texture and
edge affect the sensitivity of the human eyes to noise. In order to well model the
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Fig. 1. The process of the watermark embedding based on DNWT and HVS

HVS, all these factors should be taken into account. In other words, features for
training the SVR have to be selected appropriately.

Firstly, the impact of brightness on HVS is studied. Human eyes are less
sensitive to the areas, where brightness is too high or too low. In this paper, the
brightness sensitivity of an image with size M ×N is measured as :

L =
M∑

x=1

N∑
y=1

(f(x, y) − 128)2/β (1)

where f(x, y) denotes the grey level of the pixel in the xth row and the yth col-
umn, and β is a scaling factor. It can be seen that the higher or lower brightness
pixel corresponding to lower L.

Secondly, let us take into account the local texture of an image. As illustrated
in [16,17], human eyes are less sensitive to noise in highly textured areas, but
not the edge areas. In general, entropy representing the turbidity of pixels can
be utilized to measure human’s sensitivity to texture areas. In the smooth areas,
the entropy value will be small. However, in both texture and edge areas, the
entropy value becomes high although the sensitivity of human eyes to noise is
quite different. Considering the measurement of edge areas, theories about edge
detection might help. In this paper, the value of high frequency coefficients of
wavelet domain is regarded as a way for representing edges. The number of high
frequent coefficients whose absolute values greater than a threshold are defined
as the measurement of edges. The entropy (ent) and edge(edg)can be calculated
as follows:

ent = −
255∑
i=0

P (zi) log2 P (zi) (2)

edg =
U

3
∑l

n=1M ×N/2n
(3)



476 L. Du, X. You, and Y.-m. Cheung

where zi is the grey-level value of a pixel, P (zi) is a probability that the pixel
value is equal to zi, U denotes the number of coefficients whose absolute value
is greater than the threshold T , and l is the decomposition level.

Acquisition of HVS Adaptive Watermark Strength by SVR. This paper
utilizes the SVR to model the HVS in order to obtain an optimal adaptive
watermark strength, i.e., the largest watermark strength can be achieved in the
constraint of HVS(imperceptivity). The inputs of the SVR are luminance (L),
the entropy (ent), and edge(edg), while the output is the optimal watermark
strength. Specifically, the main learning steps are as follows:

� Let the training samples be:

T = {(xi, di)|i = 1, 2, . . . , l}

where xi = (li1, enti2, edgi3) ∈ R3 is an input vector, and di denotes the
optimal watermark strength.

� In this paper,“RBF” Kernel of SVR is selected:

K(x, xi) = (exp(−|x− xi|2/σ2))

where σ is the width parameter of “RBF”kernel.

� The optimal model of SVR is as follows:

Minimize 1
2

∑l
i,j=1(α

∗
i − αi)(α∗

j − αj)K(xi, xj) + ε
∑l

i=1(α
∗
i − αi) −

∑l
i=1 yi(α∗

i − αi)

subject to
∑l

i=1(α
∗
i − αi) = 0, C

l ≥ αi, α
∗
i ≥ 0, i = 1, 2, . . . , l

where αi, i = 1, 2 . . . l are the trained coefficients and C is the penalty para-
meter. Then, an optimal solution is

α = (α1, α
∗
1, . . . , αl, α

∗
l )

T .

� The approximation of watermark strength function can be obtained:
d(i) =

∑l
i=1(α

∗
i − αi)K(xi, x) + b

where b = yi −
∑∗

i=1(α
∗
i − αi)(xi · xj) + ε is the bias.

2.2 Watermark Embedding Method

Quantization Index Modulation (QIM), firstly proposed by Chen and Wornell
[18], is applied to watermark adaptive embedding. Unlike traditional QIM whose
quantization steps were identical, quantization steps are adaptively adjusted ac-
cording to the HVS modeled by SVR. Different from the most adaptive algorithms
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in which the embedding watermark bits are blockwise, the SVR input vectors
are computed according to the quad-tree structure of multilevel decomposition of
DNWT. Because it makes a good use of spatial localization of wavelet transform,
the watermarking robustness improves. In some sense, the process of image water-
marking is similar to image encoding. Both of them add a signal (e.g. watermark
bits) or distortion (e.g. lossy compression) into an image. In the embedding phase
of the proposed algorithm, we simulate the process of image coding with the pur-
pose of reducing the probability that the watermark bits are lost as quantization
noise. All these techniques are designed for prevent unintentional attacks like com-
pression and noise pollution. Regarding intentional attacks, the key to selection
of DNWT coefficients as well as the choice of parameters for non-sparable wavelet
filters can act as private keys that prevent illegal users from extracting the wa-
termarks even if the underlying watermarking algorithm is known. The proposed
scheme is a blind watermarking algorithm, in which the watermarking procedure
can be summarized as follows:

Step 1. Preprocessing of Watermarks
The two dimension binary watermark W = {w(i, j), i, j ∈ N, 1 ≤ i ≤ m, 1 ≤
j ≤ n} is reshaped into one dimension vector S = {s(l), l ∈ N, 0 ≤ l ≤
m × n}. We then encrypt and scramble it by a private key K1 for security
and the relativity reduction of cropping. If the mean of the watermark is
smaller than 0.5, we reverse the binary image first.

Step 2. Selection of Embedding Coefficients
The original image is decomposed through DNWT filters into the three levels
as shown in Fig.(2)(a). The coarse approximation subband denoted as A here
is selected for watermark embedding. A pseudo-random number sequence P
is generated by the key K2. We visit each coefficient in subband A column-
wisely. If the ith element of P is 0, the corresponding coefficient is abandoned
for watermark embedding.

Step 3. Computation of Adaptive Watermarking Strength
The quad-tree structure of multi-level DNWT decomposition which is the
result of sub-sampling of DNWT decomposition is shown in Fig.(2)(b). The
corresponding 8 × 8 block for each coefficient in spatial domain is used to
compute the sensitivity of luminance L and entropy ent. The indicator of
edge edg selects the high frequent wavelet coefficients in all three levels for
computation. Three thresholds are needed for each subband. By using differ-
ent level high frequent wavelet coefficients, the impacts of noise can therefore
be reduced.
After all the three features are obtained, the embedding strength could be
easily worked out according to the HVS model we have trained.

Step 4. Watermark embedding
For each selected coefficient CA(ui, vi), it is quantified as follows:

Q(CA(ui, vi), d(i)) = round(
CA(ui, vi)
d(i)

)d(i)
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(b)

Fig. 2. Quad-tree structure of DNWT decomposition: (a) Sketch map of 3 level DNWT
decomposition, (b) Quad-tree structure

where the function round(.) means rounding a value to the nearest integer.
The watermark bit is embedded into the quantified wavelet coefficient as
follows:

CA(ui, vi)∗ = Q(CA(ui, vi) + siβ, d(i)) − siβ

with β = d(i)/2.
Step 5. Inverse DNWT

After all watermark bits are embedded, we apply the inverse DNWT to the
modified coefficients. Then, the watermarked image is obtained.

2.3 Watermark Extraction Method

Extracting is the reverse phase of watermark embedding. The proposed scheme
is a blind watermarking one, in which no original image is required during wa-
termark extracting. The construction of wavelet filter and the private Key K
are needed for extracting watermark bits. The extraction process is as follows:

Step 1. Decomposition of images
The watermarked image is decomposed by the 3-level DNWT using the same
parameters A, B and N [7].

Step 2. Recovery of embedding positions
Find out the suspicious coefficients in subband A. After the same pseudo-
random sequence is generated by the private key K2, positions in which
watermark bits might have been embedded can be recovered.

Step 3. Watermarking Strength
For each coefficient, three features are calculated using (1),(2),(3) from the
watermarked image. Using the HVS model trained by SVR, the correspond-
ing watermarking strength d(i) can be obtained.
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Step 4. Watermark Bits Extraction
Let β = d(i)/2. Calculate two signals Sr(0) and Sr(1) by embedding “1”
and“0” into the watermarked signal CA(ui, vi)∗.

Sr(1) = Q(CA(ui, vi)∗ + β) − β, Sr(0) = Q(CA(ui, vi)∗).

The extracted message bit is then determined by judging which of these two
signals has a smaller Euclidean distance, written as si, to the watermarked
signal CA(ui, vi)∗

si = argmin(CA(ui, vi)∗ − Sr(m))2,m ∈ 0, 1.
m

Then, the extracted bits is reshaped into the original watermark bits W ′ =
{w(i, j), i, j ∈ N, 1 ≤ i ≤ m, 1 ≤ j ≤ n} according to the private key K1.

To evaluate the performance of the proposed watermarking algorithm, we cal-
culate the normalized correlation (NC) between the extracted watermark with
the original one, i.e.

NC =

mn∑
k=1

WkW
′
k√

mn∑
k=1

W 2
k

√
mn∑
k=1

W ′2
k

. (4)

3 Experimental Results

In this section, we investigated on the robustness of our watermark scheme
against JPEG compression, cropping, sharping, and noise.

In our experiments, tested images were all standard images obtained from [19].
Fig.(4) presents the experimental results for our watermarking system based on
DNWT against JPEG compression. The test image was a 512×512 LENA image.
The size of watermark was 32×32 binary bits as shown in Fig.(3)). Fig.(4) shows
the NC value by the different A, B, N after JPEG compression attack. In the
following, we let A = 0.57, B = 0.78, and N = 3. Cropping attacked images and
watermarks extracted from them are shown in Fig.(5). It demonstrates that our
proposed scheme is robust against cropping attacks. Further, Fig.(6) shows that
our scheme is robust against the different noises such as “Gaussian” ”speckle”,
and so on. Moreover, we investigated on the performance of our scheme against
sharping attacks. Fig.(7) shows the result.

(a) (b) (c)

Fig. 3. Watermark image: (a) The original image; (b) The disturbed watermark; (c)
The extracted watermark
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Fig. 4. NC after JPEG compression attack by the different values of A, B, N

(a) (b) (c) (d)

Fig. 5. Croppingattacked imagesandthewatermarkH extracted fromthem,respectively

(a) (b) (c) (d)

Fig. 6. Noising attacked images and the watermark H extracted from them, respec-
tively, with (a) ‘Gaussian’ noise; (b) ‘speckle’ noise; (c)‘Salt and pepper’ noise; (d)
‘Poisson’ noise

(a) (b) (c) (d)

Fig. 7. Sharping attacked images and the watermark H extracted from them

4 Conclusion

This paper has proposed a DNWT based watermarking scheme, in which the
watermark bits are embedded adaptively into the non-separable wavelet domain
of an image based on the HVS model trained by the SVR. Our scheme features
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the performance robustness against the JPEG compression, cropping, sharping,
and noise. The experiments have shown the promising results.
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Abstract. This work attempts to take advantage of the properties of Kohonen’s 
Self-Organizing Map (SOM) to perform the cluster analysis of remotely sensed 
images. A clustering method which automatically finds the number of clusters 
as well as the partitioning of the image data is proposed.  The data clustering is 
made using the SOM. Different partitions of the trained SOM are obtained from 
different segmentations of the U-matrix (a neuron-distance image) that are gen-
erated by means of mathematical morphology techniques. The different parti-
tions of the trained SOM produce different partitions for the image data which 
are evaluated by cluster validity indexes. Seeking to guarantee even greater ef-
ficiency in the image categorization process, the proposed method extracts in-
formation from the image by means of pixel windows, in order to incorporate 
textural information. The experimental results show an application example of 
the proposed method on a TM-Landsat image.  

Keywords: data clustering, self-organizing maps, image processing, remote 
sensing. 

1   Introduction 

The advances in computer and electronic technologies and decreasingly cost of mem-
ory storage systems have been enabling large amounts of data to be available in many 
application areas. An example is the remote sensing of the earth surface from satellite 
or airborne scanners. Large volumes of remotely sensed images are being generated 
from an increasing number of sophisticated airborne and space borne sensor systems, 
and while there is no substitute for a trained analyst, exploitation of this data on a 
large scale requires consistent automatic data exploration tools [8]. 

The self-organizing map (SOM), proposed by Kohonen [6], has been widely used 
in a variety of applications, including areas as data compression and data mining [7]. 
Important properties as the input space approximation, topological ordening and den-
sity matching, allied with the simplicity of the model and the easiness to implement 
its learning algorithm justify the success of the SOM and place it as one of the main 
models of neural nets in the present time. 
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This work presents a methodology that explores the characteristics and properties 
of the SOM to perform the cluster analysis of remotely sensed images. In the pro-
posed method, the SOM is used to map the original patterns of the image to a 2-
dimensional neural grid. The objective is to quantize and represent the image patterns 
in a space of smaller dimension, seeking to preserve the probability distribution and 
topology of the input space. Afterwards, different partitions of the trained SOM are 
obtained from different segmentations of the U-matrix [9], which are generated by 
means of mathematical morphology techniques. Each different partition of the U-
matrix corresponds to a different clustering configuration of SOM neurons that can be 
utilized to represent the patterns by which the original image will be categorized. A 
cluster validity index is applied to determine automatically the best partition of the 
image data. 

Seeking to guarantee even greater efficiency in the categorization process, the pro-
posed method extracts samples from the image by means of pixel windows, in order 
to incorporate textural information. Following this approach, the method filters het-
erogeneous samples which represent patterns (pixel windows) corresponding to tran-
sition regions between different land cover classes. 

The remainder of the paper is organized in the following form: section 2 describes 
succinctly the SOM; section 3 presents the proposed clustering methodology, while 
section 4 shows an application example of the proposed approach on a TM-
LANDSAT image, and section 5 gives the conclusions and final considerations. 

2   SOM 

SOM is a type of artificial neural net based on competitive and unsupervised learning, 
i.e., no information about the input signal classes is used in the adjustment process for 
synaptic weight in the net [6]. The network essentially consists of two layers: an input 
layer I and an output layer U with neurons generally organized in a 2-dimensional 
topological array. The input to the net corresponds to a p-dimensional vector, x, gen-
erally in the space ℜp. All of the p components of the input vector feed each of the 
neurons on the map. Each neuron i can be represented by a synaptic weight vector wi 
= [wi1, wi2 ,..., wip]

T, also in the p-dimensional space. 
For each input pattern x a winner neuron, c, is chosen, using the criterion of great-

est similarity:  

{ }i
i

min |||| wxwx c −=−  (1) 

where ||.|| represents the Euclidian distance. The winner neuron weights, together with 
the weights of the neighboring neurons, are adjusted according to the following  
equation:  

wi(t +1) = wi(t) + hci(t)[x(t) - wi(t)]                                     (2) 

where t indicates the iteration of the training process, x(t) is the input pattern and hci(t) 
is the nucleus of neighborhood around the winner neuron c.  

Once the SOM algorithm has converged, the 2-dimensional array of neurons dis-
plays important statistical properties, such as the approximation of the input space, 
topological ordering, and density matching.  
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Although the SOM presents attractive properties on the input data, the trained neural 
network requires additional procedures to enable a suitable interpretation of the data 
clusters. An example is the Unified Distance Matrix (U-matrix) method, which was de-
veloped by A. Ultsch [9] to detect non-linearities in the resulting SOM mapping. The 
basic idea is to use the same metric that was used during the learning to compute dis-
tances between adjacent reference vectors. This method can be used to visualize the 
topological structure of the SOM unit layer and therefore also the topology of the  
N-dimensional input space. The U-matrix can be visualized as a three dimensional land-
scape. Altitudes or the high places on the U-matrix encode dissimilarities between neu-
rons and correspond to cluster borders while valleys represent to map units that are 
similar. 

3   Proposed Clustering Methodology 

The methodology proposed in this work essentially attempts to exploit the properties 
of SOM to perform the cluster analysis of remotely sensed images. The key strategy 
of the clustering method proposed here is to perform the clusters analysis of the image 
through a set of SOM prototypes instead of working directly with the original patterns 
of the scene. The method proposed basically presents four processing stages: sam-
pling of the input image, training and segmentation of the SOM, and final categoriza-
tion of the image.  

In the following subsections each of the steps of the proposed methodology is ex-
plained in greater detail. 

3.1   Sampling 

The first step of the proposed methodology consists in collecting an image sample set 
in order to train the SOM. Unlike pixel by pixel approaches that only use the spectral 
information of individual points to find homogenous regions; the present work per-
forms the sampling of the image through pixel windows. The idea is to incorporate in 
the clustering process information about the neighborhood (context) of the pixels, 
considering that isolated pixels are not able to represent the majority of cover land 
patterns, especially in the case of images that have higher spatial resolutions. The 
sample windows are collected uniformly across the entire region of the image, with-
out overlappings and at regular intervals. All of the samples are square and have the 
same size.  

Seeking to guarantee greater efficiency in the clustering method, the proposed 
method filters heterogeneous samples which represent patterns (pixel windows) corre-
sponding to transition regions between different land cover classes. Heterogeneous 
samples are those that have a high degree of spectral heterogeneity and are normally 
associated with input patterns that incorporate more than one land cover class.  

The spectral heterogeneity degree of each sample is computed from Haralick’s co-
occurrence matrix [4]. Since the samples are pixel windows, it makes it possible to 
generate an image of each sample and to calculate the co-occurrence probability of all 
pairwise combinations of grey levels in each one of them. The energy (sometimes 
called uniformity) was the measure chosen to calculate the spectral heterogeneity of 
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each sample from co-occurrence matrix. This measure, described through the equa-
tion (3), gets values next to 1 when the area of interest presents uniform texture (simi-
lar grey levels), and values that tend to zero when the area is not uniform. 

 

                                         ( )2,),(∑∑=
i j

djiPENE θ
                                    (3) 

 

where θ,),( djiP  is the co-occurrence probability of two grey levels i and j, separate 

to a distance d in the direction θ.  The prototypes whose ENE’s satisfy the relation-
ship given below are considered heterogeneous and are consequently filtered: 
  

                                               .
2

1
ENEENEENE σµ −<                                               (4) 

 

Here ENEµ  and ENEσ  are, respectively the average and the standard deviation of the 

ENE’s of all of the samples. 

3.2   SOM Training  

In order to train the SOM, some parameters must be specified to define the structure 
of the map and to specifically control the stated training. With the objective of guar-
anteeing good mapping of the original patterns, the proposed methodology defines in 
a particular way the neural net parameters based on the existing literature, on experi-
mental tests, and some peculiarities of the application of SOM on remotely sensed 
images. However, since the SOM can be sensitive to choice of its training parameters, 
other alternatives can also be sought out to obtain good maps [5]. 

The proposed methodology utilizes the following parameters to train the SOM: lin-
ear initialization of weights, batch training mode, gaussian neighborhood function and 
rectangular shape to organize the two-dimensional array of neurons of the net. 

The size of the map is one of the free parameters of SOM that particularly depends 
on the input image and the objectives of the clustering. If the objective is to detect all 
of the patterns in the image, including those with low probability of occurrence, large-
sized maps must be employed in the analysis; in the opposite case, if the interest is 
concentrated only on the predominant patterns in the scene, a smaller-sized SOM can 
be utilized.  

3.3   Segmentation of the SOM 

At the third processing stage of the proposed approach the trained SOM is segmented. 
The strategy used in this work to interpret the SOM determines the best partition for 
the trained SOM from the analysis of different segmentations of the U-matrix. The 
strategy used can be seen as an improvement of the clustering method proposed in [2].  
Costa and Netto [2] proposed an efficient method based on mathematical morphology 
to segment the U-matrix. The method applies the images segmentation algorithm, 
watershed [1], using a markers image to regularize the segmentation process. This 
same approach also is applied in our proposal, however, instead of using only one 
markers image to segment the U-matrix (as proposed in [2]), a quantity of markers 
images are considered and, therefore, different segmentations of the U-matrix are 
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obtained. Each one of these segmentations is associated with the neurons of the SOM, 
allowing to determine different partitions for the map which define different partitions 
for the image data. To select the best one among different partitions, each of these is 
evaluated using the CDbw cluster validity index proposed in [3]. 

Given the U-matrix image U obtained from the trained SOM, the following steps 
are performed to obtain the markers images set to the image U: 

 

1. Filtering: create the image U1 by removing any pore with area less or equal than 
three pixels. 

2. For k = 1,...,fmax, where fmax is the highest gray level of the image U1 { 

2.1. Create the binary image k
1U  that corresponds to the conversion U1 to a binary 

image using as threshold k. 

2.2. Obtain k
rcN , the number of connected regions of k

1U .} 

3. Obtain the most persistent values of number of connected regions that correspond 
to the plateaus with sizes more than three contiguous gray levels in the plot of 

k
rcN  versus k. 

4.  Obtain the set of all markers images, Sm = { 1k
2U , 2k

2U ,..., nk
2U }, where k1, k2, ..., kn 

are initial values of the plateaus chosen in the previous step. 
 

Although the used procedure to find the markers of the U-matrix is similar to that 
one presented in [2], in our approach  the steps 4 and 5 determine a set of markers 
images instead of only one image considering all the significant plateaus.  

Thus, the general strategy for the partitioning of the trained SOM can be summa-
rized as follows: 

 

1. Obtain the U-matrix using the trained SOM. 

2. Find the set of all markers images to the U-matrix, Sm = { 1k
2U , 2k

2U ,..., nk
2U } (as 

described previously). 

3. For each markers image, ik
2U , i=1,2,..n { 

3.1. Compute the watershed lines on the U-matrix. 
3.2. Assign a different label for each connected region (cluster of neurons) of the 

U-matrix. 
3.3. Copy the U-matrix labels to the corresponding neurons in the map. 
3.4. Apply the CDbw index to evaluate the SOM partitioned in the step 3.4. } 

4. Select the best partition for the SOM comparing the values of the CDbw index 
obtained for each different partition of the neurons map. 

3.4   Image Categorization 

In order to categorize the image, pixel windows are collected from the original image 
with equal dimensions from the training sample and are compared to all of the SOM 
prototypes. This comparison is performed through the distances calculated between 
the pixel windows and each of the prototypes. The central pixel of the pixel window 
receives the label of the prototype that has the least distance from it. The image is 
then entirely run through until all of the pixels have been labeled.  
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4   Experimental Results 

This section shows an application example of the proposed methodology on a test 
image. The image used in the experiments is composed of spectral bands 3, 4, and 5 
of the Landsat-5 TM satellite and was acquired on 20 August 1988. It has an IFOV of 
30 m. The study area covers the city of Manaus and the intersection of two rivers, Rio 
Negro and Rio Solimões in the state of Amazonas, Brazil. Four large land cover pat-
terns are present in the scene: urban area, vegetation, and two water patterns (the 
darker pattern corresponds to Rio Negro and the more purple pattern corresponds to 
Rio Solimões). This image was provided by the National Space Research Institute, 
(INPE), Brazil. The Fig.1 (a) shows a color composite of the test image.   

Application of the proposed methodology was initially performed with a sampling 
process of the scene. Sample windows of size 5x5 were collected uniformly across the 
entire region of the image, without overlappings and at regular 10 pixel intervals, 
given a total of 2500 samples obtained without user intervention. Applying the sam-
ples filtering procedure, of the 2500 total samples, 635 of them presented a high de-
gree of spectral heterogeneity, given that its ENE values exceeded the threshold 
defined in the equation (4), remaining then 1865 samples to be used in the SOM train-
ing stage. 

A SOM composed of 144 neurons arranged in a 12x12 rectangular grid was trained 
with all of the 1865 samples. The other parameters of the SOM were defined accord-
ing to the specifications presented in section 3.2.  

The U-matrix was calculated from the trained SOM (Fig. 1(b) shows a 3D view of 
the U-matrix). The strategy proposed to segment the SOM (presented in the subsec-
tion 3.3) determines different partitions for the U-matrix using different markers im-

ages. It uses information like the number of connected regions ( k
rcN ) for each gray 

level  (k) of the U-matrix image for a useful gray level range, which in turn is related 
to the distances between neighboring neurons. For the U-matrix image of this experi-
ment were determined four markers images. The markers images were obtained after 
thresholding the U-matrix by the lower gray levels from significant plateaus in the 
 

(a)
(b) 

 
Fig. 1. (a) Color composite of the image used in the tests. (b) 3D view of the U-matrix for 
trained SOM. 
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plot of k
rcN  versus k (Fig. 2(a)). In this case, the values of these gray levels k were 14, 

59, 101, and 138. Therefore, in accordance with the proposed method four different 
segmentations of U-matrix image were performed using the watershed method, one 
for each marker image. After, four different partitions for the SOM were determined 
from the segmented U-matrix images. 

To evaluate the different partitions generated for the trained SOM, the CDbw clus-
ter validity index was applied. The CDbw index presented the higher value for the 
partition k = 49, which corresponds to 4 clusters. For the CDbw index, the greater its 
value, the better the partition [3].  

Figure 2(b) shows the test image categorized in accordance with the prototypes of 
the labeled SOM considering the partition k = 49. 

 

(b)(a)  

Fig. 2. (a) Number of connected regions versus image threshold of U-matrix. (b) Test image 
categorized by proposed method. 

Attempting to evaluate the categorization generated by the proposed method, and 
considering the absence of terrestrial truth for the test image, the present work per-
formed the classification of the image in a supervised manner using a multilayers 
Perceptrons (MLP) neural net, and considered these results as a reference (or “true”) 
to calculate the Kappa agreement index (normally used to evaluate the accuracy of 
satellite image categorization). The MLP net was trained with a sample set collected 
from original image by an image analyst. The Kappa index obtained here was 0.93, 
which allows concluding that the categorization result of the test image by method 
presented in this work was very satisfactory. 

5   Conclusions and Final Considerations 

In this work, a cluster analysis method of remotely sensed images that attempts to 
exploit the properties of the SOM was presented. The key point of the proposed 
method is to perform the clusters analysis of the image through a set of SOM proto-
types instead of working directly with the original patterns of the scene. This ap-
proach significantly reduces the complexity of the analysis and presents advantages 
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that make it as a promising alternative to carry out the data clustering of remotely 
sensed images. Among these, we can point out: 

• The proposed method does not require a previous definition of the number of 
clusters to perform the categorization of the image. It does not occur in the ma-
jority of the conventional unsupervised categorization methods; 

• The distributed representation of the patterns by means of prototype groups 
gives the method the potential to discover geometrically complex and varied 
data clusters. Methods such as K-means use a single prototype (centroid) to rep-
resent each pattern and because of this are only capable of adequately detecting 
clusters that have hyperspherical formats; 

• The simple use of pixel windows allows textural information to be included 
without any explicit calculation of measure for it. This approach contributes to 
the quality of the resulting categorization. 

In addition to the test image utilized in the experiments shown here, the proposed 
method has also been applied to other high and medium resolution images, with satis-
factory results.  
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Abstract. Weighted Voting Superposition (WeVoS) is a novel summarization 
algorithm that may be applied to the results of an ensemble of topology preserv-
ing maps in order to identify the lowest topographical error in a map and 
thereby, to calculate the best possible visualization of the internal structure of 
its datasets. It is applied in this research to the food industry field that is study-
ing the olfactory properties of Spanish dry-cured ham. The datasets used for the 
analysis are taken from the readings of an electronic nose, a device that can be 
used to recognize the sensory smellprints of Spanish dry-cured ham samples. 
They are then automatically analyzed using the previously mentioned tech-
niques, in order to detect those batches with an anomalous smell (acidity, ran-
cidity and different type of taints).. The Weighted Voting Superposition of 
ensembles of Self-Organising Maps (SOMs) is used here for visualization pur-
poses, and is compared with the simple version of the SOM. The results clearly 
demonstrate how the WeVoS-SOM outperforms the simple SOM method. 

1   Introduction 

Topology preserving maps [1, 2] are often used for data visualization and inspection 
tasks. This interesting feature can assist human operators in classification tasks, such 
as the one presented in this study relating to the olfactory properties of Spanish dry-
cured ham. Other features are pattern recognition and automated classification, inher-
ent to many of the unsupervised learning techniques, which are especially relevant in 
the present application. These models are given enhanced stability in this study 
through the use of Weighted Voting Superposition (WeVoS), a novel ensemble sum-
marization algorithm.  

A combination of an electronic device for the analysis of volatile compounds 
(hereafter the electronic or “e-nose”)) and a novel ensemble summarization algorithm 
for topology preserving mapping algorithms is used to study a wide variety of sam-
ples of “Serrano” Hams, in order to test whether this procedure is able to discriminate, 
in an easy and reliable way, between hams with different olfactory characteristics.  

Consumer trust is a very important factor, when a product is being introduced into 
a new market or consolidated in an existing one. Dry-cured ham is a widely consumed 
traditional product in Spain that has also found a market outside Spain and is increas-
ingly exported abroad. “Serrano Ham” is a salted ham that has been cured for over 
210 days and is presented to the consumer on and off-the-bone. In these types of 
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products, rancid and acidic odours may be produced in storage; most of which may 
increase significantly because of proteolysis and lipid oxidation [3]. It is important to 
find quick and easy, low-cost techniques that apply simply parameters to evaluate the 
quality of these products prior to their sale and consumption by the consumer. 

Several devices have appeared recently with the aim of enabling analytical tech-
niques in the food industry to support the subjective decisions of professional testers. 
One disadvantage of these alternative tests is that whatever humans interpret as tastes 
and smells, machines will interpret as inevitably complex, numeric measurements. 
Thus, the aim of this multidisciplinary research is to devise an artificial intelligence 
system capable of interpreting the analyses made by an e-nose and presenting the 
results in an easily understandable way to human experts. 

The rest of this paper is organized as follows: Section 2 and Section 3 present the 
AI models used in this research. Section 4 outlines the data gathering and pre-
processing of the information in the samples, while Section 5 describes the experi-
ments and results and finally, Section 6 presents the conclusions and future lines of 
research. 

2   Topology Preserving Models 

Topology preserving mapping comprises a family of techniques with a common tar-
get: to produce a low-dimensional representation of the training samples that pre-
serves the topological properties of the input space. From among the various 
techniques, the best known is the Self-Organizing Map (SOM) algorithm [1, 2]. SOM 
aims to provide a low-dimensional representation of multi-dimensional datasets while 
preserving the topological properties of the input space. The SOM algorithm is based 
on competitive unsupervised learning; an adaptive process in which the neurons in a 
neural network gradually become sensitive to different input categories, which are 
sets of samples in a specific domain of the input space [4]. 

The update of neighbourhood neurons in SOM is expressed as: 

( ))()(),,()()()1( twtxtkvttwtw vkk −+=+ ηα  (1) 

where vw  is the winning neuron, α  is the learning rate of the algorithm, and 

),,( tkvη  the neighbourhood function, in which v represents the position of the win-

ning neuron in the lattice and k the positions of the neurons in the neighbourhood of 
this one, and x , the network input. 

This model can be adapted for classification of new samples using a semi-
supervised procedure [5]. 

3   Ensembles of Topology Preserving Maps 

The idea behind the novel fusion algorithm, WeVoS, is to obtain a final map keeping 
one of the most important features of these types of algorithms: its topological order-
ing. WeVoS is an improved version of an algorithm presented in several previous 
works: [6, 7]  and in this study is applied for the first time to the SOM in the field of 
the food industry. 
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It is based on the calculation of the “quality of adaptation” of a homologous unit of 
different maps, in order to obtain the best characteristics of the vector in each of the 
units that make up the final map. This calculation is performed as follows: 

| |
| | ∑∑
⋅

p

p

p

p

q

q

x

x
=V(p)  (2) 

In this study, two slightly different versions of the WeVoS meta-algorithm are com-
pared: WeVoS (pos) and WeVoS (map). They differ in the way that they consider 
map units as “homologous” to the summary map units that they calculate. The first 
version, WeVoS (pos), considers the units that have been assigned to the same posi-
tion in different maps as homologous. The second, WeVoS (map), considers other 
units in the neighbourhood of that unit in the same map as homologous. 

The general WeVoS meta-algorithm is described in detail in Algorithm 1. 

Algorithm 1. Weighted Voting Superposition (WeVoS) 

1: train several networks by using the bagging (re-sampling with replacement) meta-
algorithm 
2: for each map (m) in the ensemble 
3: for each unit position (p) of the map 
4: calculate the quality measure/error chosen for the current unit 
5: end 
6: end 
7: calculate an accumulated quality/error total for each homologous set of units Q(p) in all 
maps 
8: calculate an accumulated total of the number of data entries recognized by an  homolo-
gous set of units  in all maps D(p) 
9: for each unit position (p) 
10: initialize the fused map (fus) by calculating the centroid (w’) of the units of all maps in 
that position (p) 
11: end 
12: for each map (m) in the ensemble  
13: for each unit position (p) of the map 
14: calculate the vote weight of the neuron (p) in the map (m) by using Eq. 2 
15: feed the weight vector of the neuron (p), as if it were a network input, into the fused map 
(fus), using the weight of the vote calculated in Eq 2 as the learning rate and the index of 
that same neuron (p) as the index of the BMU.  
The unit of the composing ensemble (wp) is thereby approximated to the unit of the final 
map (w’) according to its weighting system. 
16: end 
17: end 

4   A Food Industry Case Study   

4.1   Preliminary Analysis of the Ham Samples  

Several Spanish hams of different qualities and origins were used in this research. The 
data sets consisted of measurements taken from seven types of Spanish dry-cured ham 
from among the various brands available on the Spanish market. The samples also 
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included some that were tainted and/or that had a rancid/acidic taste. The tainted sam-
ples were randomly taken from among all the different quality types and origins of 
hams. The commercial brands of the hams in the samples were not taken into account 
in this study. 

In this case the e-nose was used to measure the odour of the ham samples. The data 
collected was presented to the ensemble summarization algorithm of topology pre-
serving maps, WeVoS, in order to achieve a simple and reliable device for testing and 
analysing the olfactory properties of the hams.  

4.2   E-Nose Odour Recognition 

The odour recognition process may be summarized as follows: 

1. The sample is heated for a given time to generate volatile compounds in the head-
space of the vial containing the sample. 

2. The gas phase is transferred to a detection device which reacts to the presence of 
molecules. 

3. The differences in sensor reactions are recorded using statistical calculation tech-
niques to classify the odours. The readings taken by each sensor are separated and 
stored in a simple database for further study. 

In this study the analyses are performed using an E-Nose αFOX 4000 (Alpha M.O.S., 
Toulouse, France) with a sensor array of 18 metal oxide sensors. The e-nose takes 
readings every 0.5 seconds, and has an acquisition time of 120 seconds and an acqui-
sition delay of 600 seconds. Only the highest reading from each sensor is stored in the 
database for further analysis. 

5   Empirical Evaluation 

After having obtained the readings for each sample of cut ham taken from the 18- 
sensor array in the electronic nose, they are stored in a database along with the corre-
sponding results of the sensory evaluation by the professional testers. These results 
are normally more detailed, but were restricted in this initial study to three possible 
values: “unspoilt”, “rancid/acid” and “tainted”. Thus, our final dataset consisted of 
readings taken from a total of 154 samples of ham, the readings on each ham being 
composed of 18 different variables measured over three possible categories. 

Regarding the visual inspection of the maps obtained in Figs. 1(a) to  1(d), the pro-
jection of the dataset over its two first Principal Components (obtained by a conven-
tional PCA analysis [8]) is shown alongside three maps obtained by training over the 
same dataset. If attention is paid to Fig. 1(a), it may be observed that the dataset is 
clearly ordered. Most of the unspoilt samples are situated in a compact group on the 
right of the image (triangles), while tainted samples are represented in 2 main groups 
to the left of the image (circles). The rancid/acidic samples (squares), although they 
might have been considered unspoilt, were on the point of spoiling. In Fig. 1(a) they 
are clearly shown as separate from the group of the normal samples and lie within the 
group of definitively tainted samples. 
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Fig. 1(a). Ham dataset projection over the 
first 2 Principal Components 

Fig. 1(b). Map obtained by training a single 
SOM over the ham dataset 

Fig. 1(c). Map obtained by calculating a 
WeVoS-SOM (pos) from an ensemble of 
SOMs trained over the ham dataset 

Fig. 1(d). Map obtained by calculating a 
WeVoS-SOM (map) from an ensemble of 
SOMs trained over the ham dataset 

This same organization can be observed in the maps representing the dataset, al-
though it is much less clearly represented in Fig. 1(b), which depicts the map obtained 
by a single SOM. The samples are scattered across this map, and there are even some 
unspoilt samples among the spoilt ones. On the contrary, in Figs. 1(c) and 1(d), the 
data appears more ordered, with all the samples in the unspoilt group to the bottom 
right-hand corner, clearly separated from the rest. Those maps even represent the gap 
separating the two groups of tainted samples, which emerges due to the different 
origin of the samples: one group is composed of samples originally of high quality 
hams that became spoilt, while the other is composed of samples of standard quality 
hams that also became spoilt. This situation is less evident if the only map observed is 
the one obtained from a single model (Fig. 1(b)). 

The next step in the study was the training of single maps and ensembles of a dif-
ferent number of maps over the same subset of samples, in order to compare their 
characteristics. This was done using a standard 5-fold cross-validation technique in 
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Fig. 2 (a). Mean Square Quantization Error 
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Fig. 2 (b). Topographic Error 
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Fig. 2 (c). Distortion 
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Fig. 2 (d). Goodness of Approximation 

Fig. 2. Error readings for each of the models compared in the study (single map, WeVoS (pos) 
and WeVoS (map)). They were all obtained from the same basic SOM model. The x-axis repre-
sents the number of maps used in the ensemble and the y-axis the value of the measure. 

order to be able to use the whole dataset for the tests. Each measure obtained repre-
sented the average of the measures obtained by each of the maps trained with 4-folds 
and tested over the other remaining fold. 

Fig. 2 shows several measurements obtained from three models compared in the 
study, all of which are error measurements in different areas of representation of the 
dataset. The definitions of the Mean Square Quantization Error (MSQE), Topographic 
Error and Distortion are found in [9], while the Goodness of Approximation is de-
scribed in [10]. As may be observed in the last three measurements (Fig. 2(b) to Fig. 
2(d)), not only do the ensemble summarization methods (WeVoS) obtain a lower 
error, but they are also more stable, and do not depend on any specific execution of 
the training. As expected, the only exception to this is the MSQE, because it is a 
measurement of how far or how close the samples are from the unit that represents 
them, whereas the WeVoS meta-algorithm improves the visual representation of the 
dataset; the remaining measurements denote the accuracy of the representation in 
relation to the topological organization of the map. 
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6   Conclusions and Future Work 

It has been shown that the summarization algorithm presented in this article is capable 
of providing a better visualization than the simple version of the SOM model. 

In this case, it has been successfully applied to the readings taken from an E-nose 
in an assessment of the olfactory properties of different ham samples. The results 
suggest that this combination of techniques may easily be adapted to assist profes-
sional food testers in their work of classifying food samples or may even replace them 
in cases where simple explanations of taste are required. 

Future work will include a more thorough study and classification of the samples 
in order to provide the professional food tester with maps that include more detailed 
information on the quality of the samples provided. Another line of work consists in 
adapting the algorithm to other extensions of the SOM to improve visualization, such 
as the Visualization Induced SOM (ViSOM). 
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Abstract. Laser milling is a relatively new micromanufacturing technique in 
the production of copper and other metallic components. This study presents 
multidisciplinary research, which is based on unsupervised connectionist archi-
tectures in conjunction with modelling systems, on the determination of the op-
timal operating conditions in this industrial process. Sensors on a laser milling 
centre relay the data used in this industrial case study of a machine-tool that 
manufactures copper components for high value micro-coolers. The two-phase 
application of the connectionist architectures is capable of identifying a model 
for the laser-milling process based on low-order models such as Black Box. The 
final system is capable of approximating the optimal form of the model. Finally, 
it is shown that the Box-Jenkins algorithm, which calculates the function of a 
linear system from its input and output samples, is the most appropriate model 
to control these industrial tasks.    

1   Introduction 

Laser milling of cooper is a complicated process due to the high conductivity and 
high reflectivity of this metal. Laser milling, in general, consists of the controlled 
evaporation of waste material due to its interaction with high-energy pulsed laser 
beams. The operator of a conventional milling machine is aware at all times of the 
amount of waste material removed, but the same can not be said of a laser milling 
machine. A model that could predict the exact amount of material that each laser 
pulse is able to remove would contribute to the industrial use and development of this 
new technology. The one proposed in this paper is able to optimize the manufacturing 
process and to control laser milling to a level of accuracy that is required for the 
manufacture of micro-coolers. It has been developed using a combination of conven-
tional and Artificial Intelligence (AI) models and is applied here to data taken from 
micromanufacturing laser milling of copper components.  

Unsupervised neural networks can be used as a preliminary phase or step before a 
model is established. They are used to analyze the internal structure of the data sets in 
order to establish that they are sufficiently informative.  

The rest of the paper is organized as follows. Following the introduction, a two-
phase process is described to identify the optimal conditions for the industrial laser 
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milling of copper components. The case study is then presented that outlines the prac-
tical application of the model. Finally, some of the different modelling systems are 
applied and compared, in order to select the best model in this case, before ending 
with a short conclusion that summarises the salient points of this work. 

2   Modelling the Laser Milling of Copper Components   

2.1   A First Phase Using Connectionist Models 

Cooperative Maximum-Likelihood Hebbian Learning (CMLHL) [2] is applied in this 
study in order to analyse the internal structure of  the data set under study and to es-
tablish whether it  is “sufficiently informative”. In the worse case, the experiments 
have to be performed again. 

CMLHL is a Exploratory Projection Pursuit (EPP) method [1] [3], [4]. In general, 
EPP provides a linear projection of a data set, but it projects the data onto a set of 
basic vectors which help reveal the most interesting data structures; interestingness is 
usually defined in terms of how far removed the distribution is from the Gaussian 
distribution [5].  

One connectionist implementation is Maximum-Likelihood Hebbian Learning 
(MLHL) [4], [6]. It identifies interestingness by maximising the probability of the 
residuals under specific probability density functions that are non-Gaussian. An ex-
tended version is the CMLHL [2] model, which is based on MLHL [4],[6] but adds 
lateral connections [7], [2] that have been derived from the Rectified Gaussian  
Distribution [5].  

Considering an N-dimensional input vector ( x ), and an M-dimensional output 
vector ( y ), with 

ijW  being the weight (linking input j to output i), then CMLHL can 

be expressed [8], [9] as:  

1. Feed-forward step: 

ixWy
1j

jiji ∀=∑
=

N

,  . (1) 

2. Lateral activation passing: 

( ) ( )[ ]+−+=+ Aybτ(t)yty ii 1  . (2) 

3. Feedback step: 

∑
=

∀−=
M

i
iijjj jyWxe

1

,  . (3) 

4. Weight change: 
( ) 1||.. −=∆ p

jjiij eesignyW η  . (4) 

Where: η is the learning rate, τ is the "strength" of the lateral connections, b the bias 

parameter, p a parameter related to the energy function [2], [4], [6] and A  a symmet-
ric matrix used to modify the response to the data [2]. The effect of this matrix is 
based on the relation between the distances separating the output neurons. 
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2.2   Second Phase 

The identification criterion evaluates which of the group of candidate models is best 
adapted to and which best describes the data sets collected in the experiment; i.e., 
given a model )( *θM  its prediction error may be defined by equation (5); and a good 

model [8] will be that which makes the best predictions, and which produces the 
smallest errors when compared against the observed data. In other words, for any 
given data group tZ , the ideal model will calculate the prediction error ),( θε t , equa-

tion (5), in such a way that for any one t=N, a particular 
Nθ̂  (estimated parametrical 

vector) is selected so that the prediction error )ˆ,( Nt θε  in t=1,2,3…N, is made as small 

as possible. 

)|(ˆ)(),( ** θθε tytyt −= . (5) 

The estimated parametrical vector θ̂  that minimizes the error, equation (8), is ob-
tained from the minimization of the error function (6). This is obtained by applying 
the least-squares criterion for the linear regression, i.e., by applying the quadratic 

norm 2

2
1

)( εε = , equation (7). 

∑
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)),((
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θθθ
θ∈

== . (8)  

The methodology of black-box structures has the advantage of only requiring very 
few explicit assumptions regarding the pattern to be identified, but that in turn makes 
it difficult to quantify the model that is obtained. The discrete linear models may be 
represented through the union between a deterministic and a stochastic part, equation 
(9); the term e(t) (white noise signal) includes the modelling errors and is associated 
with a series of random variables, of mean null value and variance λ. 

)()()()()( 11 teqHtuqGty −− += . (9) 

The structure of a black-box model depends on the way in which the noise is mod-
elled )( 1−qH ; thus, if this value is 1, then the OE (Output Error) model  is applicable; 

whereas, if it is different from zero a great range of models may be applicable; one of 
the most common being the BJ (Box Jenkins) algorithm. This structure may be repre-
sented in the form of a general model, where )( 1−qB  is a polynomial of grade nb, 

which can incorporate pure delay nk in the inputs, and )( 1−qA , )( 1−qC , )( 1−qD  and 

)( 1−qF  are autoregressive polynomials ordered as na, nc, nd, nf, respectively (10). 
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Likewise, it is possible to use a predictor expression, for the on-step prediction ahead 
of the output )|(ˆ θty  (11). In Table 1, the generalized polynomial expressions are 

presented, as well as those that represent the polynomials used in the case of each 
particular model.   

)(
)(

)(
)(

)(

)(
)()(

1

1

1

1
1 te

qD

qC
tu

qF

qB
qtyqA kn

−

−

−

−
−− +=  (10) 

)(
)(

)()(
1)(

)()(

)()(
)|(ˆ

1

11

11

11

ty
qC

qAqD
tu

qFqC

qBqD
ty

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−+= −

−−

−−

−−
θ  (11) 

Table 1. Black-box model structures 

Polynomials in (10) Polynomials 
used in (10) 

Name of model 
structure 
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Procedure for Modelling the Laser Milling process. The identification procedure 
used to arrive at a parameterized model M, which will eventually be selected as the 
best from among those that modelled the laser milling characteristics on the basis of 
the variable measurements, is carried out in accordance with two fundamental  
patterns: a first pre-analytical and then an analytical stage that assists with the deter-
mination of the parameters in the identification process and the model estimation. The 
pre-analysis test is run to establish the identification techniques [8], [9], [10], [11], 
[12], [13], the selection of the model structure and its order estimation [14], [15], the 
identification criterion and search methods that minimize it and the specific paramet-
rical selection for each type of model structure. 

A second validation stage ensures that the selected model meets the necessary con-
ditions for estimation and prediction. Three tests were performed to validate the 
model: residual analysis ))(ˆ,( tt θε , by means of a correlation test between inputs, 

residuals and their combinations; final prediction error (FPE) estimate, as explained 
by Akaike [16]; and the graphical comparison between desired outputs and the out-
come of the models through simulation one (or k) steps before. 

3   A Case Study: Laser Milling of Copper Components  

This multidisciplinary work sets out to study and identify the optimal conditions for 
laser milling of computer components in a micromanufacturing technique to produce 
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micro-coolers that uses a commercial Nd:YAG laser with a pulse length of 10µsto. 
Three parameters of the laser process can be controlled: laser power (u1). laser milling 
speed (u2) and laser pulse frequency (u3). The laser is integrated in a laser milling 
centre (DMG Lasertec 40). 

To simplify this industrial problem a test piece was designed and used in all of the la-
ser milling experiments. It consisted on an inverted, truncated, pyramid profile that had 
to be laser milled on a flat metallic piece of copper. The truncated pyramid had angles 
of 135º, and a depth of 1 mm, but as the optimized parameters for the laser milling of 
the copper were not known at that point in time, both parameters showed errors, which 
are referred to, in this paper, as angle error (y1) and depth error (y2). A third parameter to 
be considered was the surface roughness of the milled piece (y3). This variable also had 
to be optimized, because the industrial process required a precise geometrical shape, but 
also a good surface roughness of the piece. We applied different modelling systems to 
achieve the optimal conditions of these three parameters. 

Table 2. Variables, units and values used during the experiments. All values are common to 
this laser milling process.  Output y(t), Input u(t). 

Variable (Units) Range 
o Angle error of the test piece, y1(t) -1 to 1 
o Depth error of the test piece, y2(t) -1 to 1 
o Surface roughness of the test piece (µm), y3(t) 0.8 to 15 
o Laser power in percent of the maximum power 

performed by the laser (%), u1(t). 
20 to 100 

o Laser milling speed  (mm/s), u2(t). 200 to 800 
o Laser pulse frequency (kHz), u3(t). 20 to 100 

The experimental design was performed on a Taguchi L25 with 3 input parameters 
and 5 levels, so as to include the entire range of laser milling settings that are control-
lable by the operator. Table 2 summarizes the input and output variables of the ex-
periment. The experiment was performed on the test piece described above. After the 
laser milling, actual inverted pyramid depth, wall angle and surface roughness of the 
bottom surface were measured using optical devices. The two first measurements 
were compared with the nominal values in the CAD model, thereby obtaining the two 
errors (y1 and y2). The test piece and the prototype were described in detail before-
hand [17]. 

3.1   Application of the Two Phases of the Modelling System  

The experiments have been organized into two phases. 

• Phase 1. Initial identification of the internal structure of the data set. Appli-
cation of several unsupervised neural models. 

• Phase 2. Final identification of the model that best defines the dynamic of 
the laser milling process. 

 



 AI for Modelling the Laser Milling of Copper Components 503 

 
 

Fig. 1. The first of two projections obtained by CMLHL 

Phase 1. Figure 1 shows the results obtained from the first two CMLHL projec-
tions. We can see how this method identifies a clear structure of five clusters or-
dered by speed and by frequency, which indicates that the data analysed is 
sufficiently informative. 
 
Phase 2. Modelling the laser milling process. Figure 2, shows the results of output 
y1(t), angle error, y2(t), depth error and y3(t) surface roughness, respectively, for the 
different models. They show the graphic representations of the results, for ARX mod-
els, in relation to the polynomial order and the delay in the inputs; various delays for 
all inputs and various polynomial orders [na, nb1, nb2, nb3, nk1, nk2, nk3] were con-
sidered to arrive at the highest degree of precision, in accordance with the structure of 
the models that have been used; see Table 1. In Fig. 2, the X-axis shows the number 
of samples used in the validation of the model, while the Y-axis represents the range 
of output variables.  

Table 3 shows a comparison of the qualities of estimation and prediction of the 
models obtained, as a function of the model, the estimation method, and the indica-
tors, which are defined as follows: 

• The percentage representation of the estimated model (expressed as so many  
percent “%”) in relation to the true system: the numeric value of the normal-
ized mean error that is computed with one-step prediction (FIT1), with ten-
step prediction (FIT10), or by means of simulation (FIT). Also shown are 
the graphical representations of true system output and both the one-step 
prediction )|(ˆ1 mty , the ten-step prediction )|(ˆ10 mty , and the model simu-

lation )|(ˆ mty∞ . 

• The loss or the error function (V): the numeric value of the mean square er-
ror that is calculated from the estimation data set. 

• The generalization error value (NSSE): the numeric value of the mean 
square error that is calculated from the validation data set.  

• The average generalization error value (FPE): This is the numeric value of 
the FPE criterion that is calculated from the estimation data set. 
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Model ARX [   ]: Measured output Simulated output 
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Fig. 2. Representation of measured output, simulated output and one-step-ahead prediction for 
three black–box models. The model generated by the ARX model for angle error, output y1(t), 
is shown in the upper row. On the left, measured output vs. simulated output, on the right, 
measured output vs. one-step-ahead prediction. The ARX model for the output y2(t), depth 
error, is presented in row 2 and finally, the ARX model for output y3(t), surface roughness is 
shown in row 3. The validation data set was not used for the estimation of the model. The order 
of the structure of the model is [2 1 4 1 1 2 1] by model type. The solid line represents true 
measurements and the dotted line represents estimated output.  

It may be seen from Fig. 2 that the ARX model is capable of simulating and pre-
dicting the error behaviour of the laser milled piece as it meet the indicators and is 
capable of modelling more than 90% of the true measurements. This is also evident 
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Table 3. Indicator values for several proposed models 

Indicators and order  [na, nb1, nb2, nb3,  nk1, nk2, nk3 ] 

 Angle Error Depth Error Surface roughness 

Model [2 1 4 1 1 2 
1]  

[2 1 4 1 1 
3 1] 

[2 1 4 1 1 
1]  

[21 4 1 1 
3 1] 

[21 4 1 1 
2 1]  

[21 4 1 1 
3 1] 

FIT 92.13% 100% 85.98% 100% 89.11% 100% 

FIT1 85.77% 100% 62.96% 100% 88.09% 100% 

FIT10 85.77% 100% 62.96% 100% 88.9% 100% 
V 0.07 0.026 0.0197 0.018 0.249 0.363 

FPE 0.026 0.069 0.051 0.047 0.649 0.088 

Black-
box 
model, 
ARX 
model . 

NSSE 4.97exp-4 9.32exp-
31 

0.012 3.01exp-
28 

0.3549 2.64exp-
29 

Table 4. Function and parameters that represent the behaviour for angle error of the laser 
milled piece  

Model ARX    [2 1 4 1 1 3 1] 

)()()()()()()()()( 3
1

32
1

21
1

11
1 tetuqBqtuqBqtuqBqtyqA kkk nnn +++= −−−−−−−  

Parameters and polynomials. 
A(q) = 1 - 1.086 q-1 + 1.195 q-2                B2(q) = 0.003224 q-3 + 0.002786 q-4 + 

0.000898 q-5 + 0.004985 q-6 
B1(q)= 0.03113 q-1                                       B3(q) = 0.01438 q-1                                          

 e(t) is white noise signal with variance 
0.119 

Table 5. Function and parameters that represent the behaviour for the depth error of the laser 
milled piece 

Model ARX    [2 1 4 1 1 3 1] 

)()()()()()()()()( 3
1

32
1

21
1

11
1 tetuqBqtuqBqtuqBqtyqA kkk nnn +++= −−−−−−−  

Parameters and polynomials. 
A(q) = 1 - 2.202 q-1 + 1.653 q-2                B2(q) = -0.006949 q-3 - 0.005614 q-4 - 

0.002545 q-5 - 0.008835 q-6 
B1(q)= -0.03203 q-1                                      B3(q) = -0.03237 q-1                                         

 e(t) represents white noise signal with 
variance 0.082 

from Table 3. Tables 4, 5, 6 show the function and the parameters that define the laser 
milling process, on the basis of the ARX model. The tests were performed using Mat-
lab and the System Identification Toolbox. 
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Table 6. Function and parameters that represent the behaviour for surface roughness of the 
laser milled piece 

Model ARX    [2 1 4 1 1 3 1] 

)()()()()()()()()( 3
1

32
1

21
1

11
1 tetuqBqtuqBqtuqBqtyqA kkk nnn +++= −−−−−−−  

Parameters and polynomials. 
A(q) = 1 + 0.1501 q-1 - 0.1302 q-2              B2(q) = -0.004364 q-3 - 0.005079 q-4 - 

0.008746 q-5 - 0.005709 q-6 
B1(q)= -0.0464 q-1                                      B3(q) = -0.01484 q-1                                         

 e(t) is white noise signal with variance 
0.153 

4   Conclusions and Futures Lines of Work 

We have presented an investigation to study and identify the most appropriate model-
ling system for laser milling of copper components. Several methods were investi-
gated to achieve the best practical solution to this interesting problem. The study 
shows that the BJ model is best adapted to this case, in terms of identifying the best 
conditions and predicting future circumstances. 

It is important to emphasize that an important aspect of this research lies in the use 
of a two-phase model when modelling the laser milling process for copper compo-
nents: a first phase, which applies projection methods to establish whether the data 
describing the case study is “sufficiently informative”. As a consequence, the first 
phase eliminates one of the problems associated with these identification systems, 
which is that of having no prior knowledge of whether the experiment that generated 
the data group may be considered acceptable and will present sufficient information 
in order to identify the overall nature of the problem. 

Future work will be focus on the study and application of other kinds of  materials 
of industrial interest, such as steel. 
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Abstract. As part of a multidisciplinary research project on relevant applications 
of Exploratory Projection Pursuit, this study sets out to examine levels of country 
and political risk that are assumed by a sample of Spanish Multinational Enter-
prises (MNEs). It analyses information pertaining to points such as decisions over 
the localization of subsidiary firms in various regions across the world, the impor-
tance accorded to such decisions and the driving forces behind them. The specific 
variables under study are economic freedoms, perceived levels of corruption and 
the constraints affecting the host governments in a sample of 1773 Spanish MNE 
subsidiaries throughout the world. Several neural projection models are applied, 
and we are able to conclude that these connectionist techniques help analyse the 
relevant data to identify the internationalization strategies of Spanish MNEs, their 
underlying motives and the goals they pursue.  

Keywords: multinational firm, country and political risk, foreign direct invest-
ment, exploratory projection pursuit, unsupervised learning. 

1    Introduction 

Internationalization is a decision that firms must take with increasing frequency, as 
competition in many sectors due to globalization, obliges companies to enter interna-
tional markets in the search for new markets and lower operating costs. Thus, the 
decision to become a Multinational Enterprise (MNE) and the challenge of success-
fully undertaking such a transformation are more relevant than ever. Numerous works 
have sought to clarify the factors that are involved in decisions concerning the local-
ization of foreign investments, whether between developed countries, from developed 
countries to developing countries or, to a lesser extent, vice-versa from developing to 
developed countries.  

[1] contains an interesting table with an abundant bibliography of empirical studies 
concerned with analyzing the importance of certain factors that attract investments. 
However, it may be seen how the analysis of political risk as a fundamental factor in 
the localization of direct investment, constitutes a field that has received much less 
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attention that other factors, with the notable exceptions of Marois [2], [3] for French 
MNEs, Rich and Mahmoud [4] for Canadian MNEs, Mortanges and Aller [5] for 
Dutch MNEs, Mutinelli and Picitello [6] for the Italian ones and Noordin et al [7], the 
last-named being one of the few works centred on multinational firms in a less-
developed countries, in this case Malaysia. That is despite some surveys which show 
that on occasions even 100% of the firms consulted performed assessments of the 
political risk to which their subsidiaries were exposed [8]. 

Visualisation techniques have been employed to analyse large datasets for some 
time. They are considered a viable approach in the search for information and they 
present it on graphic display devices that highlight different characteristics  and allow 
anomalies to be detected by the relevant decision-makers [9]. 

The identification of patterns that exist across dimensional boundaries in high di-
mensional datasets is a challenging task. Such patterns may become visible if changes 
are made, to the spatial coordinates; however an a priori decision, as to which pa-
rameters will reveal most patterns, requires prior knowledge of the unknown patterns.  

In this study, EPP models are applied to analyze the internal structures of the 
aforementioned case study on the role of country and political risk in the localization 
decisions of Spanish MNEs. The paper is structured as follows. Section 2 outlines the 
application of dimensionality reduction techniques for data analysis and also de-
scribes the main neural projection model applied in this work. Section 3 sets out the 
dataset on country and political risk, while section 4 presents the results and, finally, 
Section 5 summarizes the conclusions and the future lines of research. 

2   Dimensionality Reduction Visualization for Data Analysis 

Projection methods project high-dimensional data points onto lower dimensions in 
order to identify "interesting" directions in terms of any specific index or projection. 
Such indexes or projections are, for example, based on the identification of directions 
that account for the largest variance of a dataset (such as Principal Component Analy-
sis (PCA) [10], [11], [12]) or the identification of higher order statistics such as the 
skew or kurtosis index, as in the case of Exploratory Projection Pursuit (EPP) [13]. 
Having identified the interesting projections, the data is then projected onto a lower 
dimensional subspace plotted in two or three dimensions, which makes it possible to 
examine its structure with the naked eye. The remaining dimensions are discarded as 
they mainly relate to a very small percentage of the information or the dataset struc-
ture. In that way, the structure identified through a multivariable dataset may be visu-
ally analysed with greater ease. 

The combination of this type of technique together with the use of scatter plot ma-
trixes constitutes a very useful visualization tool to investigate the intrinsic structure 
of multidimensional datasets, allowing experts to study the relations between different 
components, factors or projections, depending on the technique that is used. 

2.1   The Unsupervised Connectionist Model 

The standard statistical EPP method [13] provides a linear projection of a dataset,  
but it projects the data onto a set of basic vectors which best reveal the interesting  
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structure in data; interestingness is usually defined in terms of how far the distribution 
is from the Gaussian distribution.  

One neural implementation of EPP is Maximum-Likelihood Hebbian Learning 
(MLHL) [14], [15], which identifies interestingness by maximising the probability of 
the residuals under specific probability density functions that are non-Gaussian. 

An extended version of this model is the Cooperative Maximum-Likelihood Heb-
bian Learning (CMLHL) [16] model. CMLHL, which is based on MLHL [14], [15] 
adds lateral connections [16], [17] which have been derived from the Rectified Gaus-
sian Distribution [18]. The resultant net can find the independent factors of a data set 
but does so in a way that captures some type of global ordering in the data set. 

Considering an N-dimensional input vector ( x ), and an M-dimensional output 

vector ( y ), with ijW being the weight (linking input j  to output i ), then CMLHL 

can be expressed [16], [17] as:  
 

1. Feed-forward step: 

ixWy
1j

jiji ∀=∑
=

N

,  . (1) 

2. Lateral activation passing: 

( ) ( )[ ]+−+=+ Aybτ(t)yty ii 1  . (2) 

3. Feedback step: 

∑
=

∀−=
M

i
iijjj jyWxe

1

,  . (3) 

4. Weight change: 

( ) 1||.. −=∆ p
jjiij eesignyW η  . (4) 

Where: η  is the learning rate, τ  is the "strength" of the lateral connections, b  the 

bias parameter, p  a parameter related to the energy function [14], [15], [16] and A  

a symmetric matrix used to modify the response to the data [16]. The effect of this 
matrix is based on the relation between the distances separating the output neurons. 

3   Country and Political Risk Dataset 

The empirical part of this work seeks to describe the principal characteristics of coun-
try and political risk which influence the localization and the presence in foreign 
countries of Spanish MNEs, while controlling for the effects of variables related both 
to the firm and to the country. 

The sample of firms on which the present study is based is made up of Spanish 
multinational firms of over 250 employees, which in December 2007 appeared on the 
list of the Instituto de Comercio Exterior [Institute of Foreign Commerce] (ICEX), the 
www.oficinascomerciales.es web page, and other foreign bodies concerned with for-
eign direct investment contactable through the ICEX that provide directories of Span-
ish MNEs with investments in their countries. 
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In total the sample is formed of 166 Spanish MNEs, which have 1812 subsidiar-
ies localized across the world, for which the data on the necessary variables was 
obtained for 1773 subsidiaries, which represents 97.7% of all cases.  The dataset is 
composed of 1152 observations relating to 12 variables, namely: Index of Economic 
Freedom, Corruption Perceptions Index, Political Constraints Index (POLCON), 
total assets, employee numbers, Return on Equity (ROE), growth rate of sales, sol-
vency ratio, number of foreign countries in which the MNE has its subsidiaries, 
Foreign Direct Investment/Gross Domestic Product (FDI/GDP), GDP growth as a 
measure of the appeal of the country, and total population as a measure of size.  

4   Experiment, Results and Comparison 

CMLHL was applied to the above dataset (See Section 3). The projections obtained 
by this model are set out below and analyzed in this section. 

It can be seen that the CMLHL projection (Fig.1) reflected the different motiva-
tions driving Spanish MNEs to localize in the countries of the different regions under 
analysis, which represent, to a great degree, the main host countries traditionally tar-
geted by Spanish foreign direct investment. 

It may be seen that group 1 (Fig. 1) is made up of smaller firms that can not afford 
to overspend scarce resources on risky internationalization strategies. Something 
similar happens in group 2, where small firms dedicated to the services sector are 
concentrated, and in which two subgroups may be seen in accordance with the coun-
tries that they were targeting. 

Group 3 (Fig. 1) however, refers to firms with quite different characteristics which 
are, above all, large firms in the manufacturing sector with complex internationaliza-
tion strategies as a result of the high volume of resources that they are able to invest.  

For its part, Group 4 (Fig. 1) contains the densest subgroups in the entire sample. 
They show a grouping of firms within the currently controversial construction sector 
that has targeted developed economies with large markets as well as countries that 
have recently joined the European Union, and which has greater expectations for 
growth and profitability. However, the existence of subgroups where the presence of 
Eastern European countries is very predominant, which is the case of subgroup 4.1 
(Fig. 1), demonstrates that these countries, despite having achieved important eco-
nomic, social and institutional progress, still constitute an investment destination with 
specific characteristics that distinguish them from the other member States of the 
European community, which is congruent with the results obtained by Durán, de la 
Fuente and Jiménez (2008b). 

Group 5 (Fig. 1) from among all of the subgroups shows that some multinationals 
seek to minimize the risks associated with investment in countries with close cultural 
ties, thereby seeking better management and easier solutions to any potential prob-
lems that might arise. 

Group 6 (Fig. 1) is very interesting as it is made up of the flagships of Spanish for-
eign investment, and in addition shows a certain short-termism in its investment strat-
egy in Latin America, seeking to achieve a competitive advantage at the start of the 
investment, but unconcerned about its inherent problems that relate to political risk. 
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Fig. 1. CMLHL projection for the data set 

 

Fig. 2. PCA projection for the data set 
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Fig. 3. CCA projection for the data set 

Finally, Group 7 (Fig. 1) constitutes a set of localizations with the highest number 
of subgroups, and in all of them the high dispersion between their constituent ele-
ments may easily be appreciated. Those firms with the least clear internationalization 
strategies appear here, and at times are similar to those of other groups, but in differ-
ent countries or other sectors. 

Some other well-known projection models, namely Principal Component Analysis 
(PCA) [10], [11], [12] and Curvilinear Component Analysis (CCA) [19] were applied 
to confirm the validity of the results. Figs. 2 and 3 show the projections obtained by 
these models. 

Fig 2. presents the projection obtained by PCA through the two first principal 
components. As it can be seen, PCA is able to show the structure of the dataset but in 
a less clear way than CMLHL (Fig. 1).  

Fig 3. presents the projection obtained CCA. In this case, CCA is not able to show 
the inner structure of the data, as only 2 main groups could be differentiated. 

CMLHL (Fig. 1) clearly obtains a clearer and more widely spread projection than both 
PCA (Fig. 2) and CCA (Fig. 3), allowing more visual information to be extracted, which 
in turn enables clearer and better conclusions to be drawn from the data. 

5   Conclusions and Future Work 

In brief, we can conclude that this study has served to show the different reasons 
underlying the internationalization strategies of Spanish MNEs and the different goals 
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they pursue, which may be appreciated from the different groups identified by 
CMLHL, localizing in a specific country according to their specific needs or those of 
their sector, as is evinced by the different subgroups. 

Future work will focus on the study of more international areas and also of interna-
tional companies other than the Spanish ones. Also other unsupervised neural models 
such as topology preserving maps will be applied, for comparison purposes, to this 
interesting case study. 
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Single-Layer Neural Net Competes with Multi-layer 
Neural Net 

Zheng Rong Yang 

School of Biosciences, University of Exeter, UK 

Abstract. This paper presents a novel neural network with only one layer which 
can compete with multi-layer neural nets. This novel neural net is called a dou-
ble-threshold single-layer neural net. The theoretical analysis and experiments 
show that it can demonstrate similar performance as multi-layer neural nets.  

Keywords: neural networks, multi-layer feed-forward, sigmoid function. 

1   Introduction 

Neural networks or multi-layer neural nets (MLNs) are a class of machine learning 
algorithms which are capable of modeling experimental data when domain knowledge 
about an exact model format is incomplete or unknown. Since the development [1], 
MLNs have been widely used in many applications. The basic principle of MLNs is 
the parallelism and the mathematical background. The parallelism lies as the fact that 
the computation of the neurons at the same layer can be independent from each other. 
If we treat the input layer, the hidden layer and the output layer as three nodes in a 
Markov Chain model, where the computation at each layer except for the input layer 
is dependent on the computation at its subsequent lower layer. MLNs also have the 
mathematical background in numerical computation where various optimization tech-
niques can be directly employed. There are mainly two types of optimization proce-
dures for MLN model construction, namely the update rule relying on the first 
derivatives and the update rule based on the second derivatives. Either has a different 
learning performance for different applications [2]. 

The most commonly used learning rule (or update rule) is based on the first deriva-
tive [3]. The other learning rules include the weight decay [4], the introduction of the 
Hessian (second derivatives) [5], Quickprop method [6], conjugate method [7], and 
pruning method [8]. In order to address the learning efficiency of MLN, a number of 
new algorithms have been proposed. For instance, the second order convergence rate 
is analyzed leading to a fast calculation of the Hessian matrix for speeding neural 
network learning [9]. The network weights can also be estimated by minimizing the 
traditional mean square error function, where a global heuristic search uses a so-called 
LP τ  strategy based on the search of low-discrepancy sequences of points plus a sim-
plex local search [10]. 

It must be noted that the powerfulness of MLNs is the use of the hidden neurons 
which helps deal with nonlinearity. In fact, a MLN is a well-organized team of single-
layer neural nets (SLNs). For instance, the left panel of Fig. 1 shows a common  
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Fig. 1. XOR data to show how the original data space which is not linearly separable is mapped 
to a data space which is linearly separable. Two input variables are x and y. The new space has 
two dimensions, i.e. u and v. Four data points are labeled as p, q, s, and t. 

nonlinear classification data (XOR data) in two dimensions with four data points 
belonging to two classes. In this data space, no linear classification algorithm will be 
useful. However, if we insert two lines (z1 and z2) and then map these four data 
points to these two lines. Another data space is formed as shown in the right panel of 
Fig. 1. This new data space is linearly separable and a linear classification algorithm 
can be used for a perfect classification between two classes. Treating z1 and z2 as two 
SLNs and adding one more SLN on top of them, a MLN with two hidden neurons is 
formed. It has been proven that a MLN with two hidden neurons can handle the XOR 
data efficiently. 

However, the use of the hidden neurons brings problems in computation. Training 
a MLN in an application is not an easy task. In most cases, we may not have a clear 
idea about the right number of hidden neurons. Many trial-and-error times are there-
fore needed for finding a right model for an application. The CPU time are normally 
heavily used for optimizing MLN parameters which is also not a trivial task. Remov-
ing hidden neurons certainly brings us back to SLN which is not useful for nonlinear 
problems. 

This paper proposes a novel neural network structure called double-threshold sin-
gle-layer neural net (dSLN). The core principle of dSLN is to introduce a double-
threshold sigmoid function by which the network is able to handle nonlinear data. 

2   SLN and MLN 

Let D
n ℜ∈x  be an input vector and )1,0(∈ny  be the corresponding prediction of a 

model. In a commonly used single-layer neural net (SLN), the model output occurred 
at the output neuron is normally defined by a sigmoid function ( )(σ ) which has a 

single threshold (zero) within the exponential function, 1)]exp(1[)( −−+= nn zzσ  or  
1)]exp(1[),( −⋅−+= wxwx nnσ  with wx ⋅= nnz

 
and

 

Dℜ∈w  is a weight vector of 

SLN. It can be further generalized by introducing two parameters for weighting and 
biasing the component of the sigmoid function 
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0>α  is called a scaling parameter and β  is called a location parameter acting as the 

threshold. The scaling parameter is related with the decision surface. A large value of 
α  makes a small decision margin while a small α  value makes a large decision 
margin. The location parameter is related with the decision boundary.  

It can be seen that if βα >⋅wnx  5.0>ny , otherwise 5.0<ny . Using this sig-

moid function, a space is naturally divided into two halves in a classification problem, 
one being βα >⋅wnx  and the other βα <⋅wnx . If this SLN is used for classifica-

tion analysis, it can be seen that it can only handle linearly separable data. In MLN, 
hidden neurons are introduced. For simplicity, the scaling parameter and the location 
parameter are dropped, but they are easily added in. The model output is defined as 

1)]exp(1[ −⋅−+= onny wr  and 1)]exp(1[ −⋅−+= hnnhr wx . Here D
h ℜ∈w

 
is the 

weight vector connecting the hth hidden neuron and input variables, H
o ℜ∈w

 
is the 

output neuron weight vector, and H
n )1,0(∈r  is the hidden neuron output vector. 

3   Double-Threshold SLN 

We now look at how to revise the existing sigmoid function so as to develop a new 
SLN for handling nonlinear data.  In equation (1), it can be seen that a sigmoid func-
tion is shaped by two important parameters, the scaling and the location parameters. 
The larger the scaling parameter, the sharper the decision surface is. The location 
parameter is used to determine where we will place a boundary for separating two 
classes. Because the sigmoid function defined in equation (1) has a typical property 
that the function output is monotonically proportional to the argument of the function, 
i.e. xx ∝)(σ . The linearity lies here. Suppose another sigmoid function is designed 

as below, 

) exp(1

1
),,(

−−
−−

−+
=

βα
βασ

x
x  (2) 

where 0>−α . It can be seen that
x

x
1

)( ∝σ . The sigmoid function defined in equa-

tion (1) is referred to as a positive sigmoid function as is denoted as ),,( x++ βασ  or 

simply )(x+σ  while the sigmoid function defined in equation (2) is referred to as a 

negative sigmoid function (simply )(x−σ ). Multiplying the positive sigmoid function 

by the negative sigmoid function leads to )()()( xxxy −+= σσ . This novel function is 

illustrated in Fig. 2, where it is supposed that the following relations hold 0<−α , 

0>+α , and +− > ββ . From this combination, it is expected that the model output 
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Fig. 2. Double sigmoid functions as model output 

 

Fig. 3. The handling of the XOR data using the double sigmoid function 

will no longer be proportional to the input variable universally, i.e. it is impossible to 
find a relationship like xy ∝  universally. The relation xy ∝  holds in the interval 

( ) ( )( ]−+−−++ ++∞− ααβαβα,  and the relation 
x

y
1∝  holds in the interval 

( ) ( )[ )+∞++ −+−−++ ,ααβαβα . This property provides a possibility to handle 

nonlinear data. 
Fig. 3 shows such a possibility to handle the XOR data. A neural net employing 

this double-sigmoid function structure is referred to as the double-threshold single-

layer neural net (dSLN), where +β  and −β  are two thresholds (boundaries). 

4   Use Double-Threshold SLN for Classification Analysis 

In a classification analysis task, we normally have a cross-entropy function to quan-

tify the likelihood of a model, i.e. ∏
=

−−=
N

n

t
n

t
n

nn yyL
1

1)1( . After applying the negative 

logarithm and adding a regularization term, the objective function is then designed as 
below 

θθT
N

n
nnnn ytytO  

2

1
)1log()1()log(

1
λ+−−+−= ∑

=
 (3) 
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Here 0>λ  is called a regularization constant and ∪ },,,{ −−++= βαβαwθ . For 

simplicity, both scaling parameters have been omitted and are left for space limit of 
this paper. The first derivative of the objective function of O with respect to dw  is 

ndn

N

n n

nn
dd xe

y
wwO ∑

=

+−

−
−+=∇

1 1
 )(

σσλ  (4) 

 

In equation (4), the fraction needs to be checked if it will cause numerical problem.  

Theorem 1. +− − nn σσ  converges to zero faster than ny−1  when 1→ny . 

Prove. First, three quantities ( −
nσ , +

nσ , and ny )  are treated as functions of 

wx ⋅= nnz . The subscript n is also dropped. Therefore, the fraction in equation (4) 

can be written as
)(1

)()(

zy

zz

−
− +− σσ

. Because )1,0()( ∈− zσ  and )1,0()( ∈+ zσ , 

)()()( zzz ++− < σσσ . This leads to )()()()()( zzzzz −+−+− −<− σσσσσ  

and )()()()()( zzzzz +−+−− −>− σσσσσ . Because 1)( <− zσ , 
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1
1
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σ
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σ  (5) 

or )()(1)()()()()( zzzzzzz +−+−−+− −<−<− σσσσσσσ . Finally, the following 

equation holds 

)(1)()( zyzz −<− +− σσ  or 1
)(1

)()( <
−
− +−

zy

zz σσ
 (6) 

Equation (6) shows that )()( zz +− −σσ  converges to zero faster than )(1 zy−  for any 

value of z  or 

∞<
−
− +−

→ )(1

)()(
lim

0 zy

zz
zz

σσ
  (7) 

Here 0z  is the point where 1)( 0 →zy  in a classification model. The above theorem 

indicates that for ε<− || 0zz , it is almost true that )()(1 εδ<− zy  can hold and 

)()()( εδσσ <<− +− zz . Based on the above analysis, the update rule for w  can be 

safely implemented as below 

) ( BeXww T+−=∆ λη   (8) 
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where 0 >η  is a positive value for small incremental move, ),,,( 21 Neee=e  is the 

error vector, }
1

{
n

nn

y
diag

−
−

=
+− σσ

B  is a diagonal matrix, and X  is the input matrix. The 

first derivative of O with respect to +β  
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In equation (9), there is another fraction which needs to be proved without any risk of 
numerical collapse. 
 

Theorem 2. +− nσ1  converges to zero faster than ny−1 . 

Prove. We use the same treatment used in proving the theorem 1. Because 

)1,0()( <∈− zσ  and )1,0()( ∈+ zσ , )()()()( zzzzy ++− <= σσσ  or )(1)(1 zyz −<− +σ . 

This shows that 
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The update rule for +β  is then 
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The first derivative of O with respect to −β  is 
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The update rule for −β  is  
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5   Use Double-Threshold SLN for Regression Analysis 

In a regression model, ]1,0[∈nt  and the regularized least square error function is 

defined as 
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The update rule for w  is ) ( eXww Λ−−=∆ Tλη . Here )}1({ nn yydiag −=Λ  is the 

entropy matrix. The update rule for +β  is ⎟⎟
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6   Results on the XOR Data 

For the XOR data, SLN did not work as expected while both MLN and dSLN work 

well with 100% accuracy. For dSLN, 5.3=+β  and 5.3−β . 

7   Results on the Toy Regression Data 

Table 1 shows the simulation on a sine data set using SLN, MLN with 10, 100 and 
500 hidden neurons as well as dSLN, where two zones (two pairs of positive and 
negative sigmoid functions) are used for dSLN. Fig. 4 shows the simulation results 
using MLNs with 100 hidden neurons as well as dSLN. From Table 1 as Fig. 4, we 
can see that dSLN works comparably with MLN. For dSLN, two sets of sigmoid 

function parameters are ( 77.1,39.3 11 −=−= −+ ββ ) and ( 38.3,95.1 22 == −+ ββ ). 

 

Fig. 4. The simulations on the sin data, where dots are the original data points and curves are 
the approximated sin function 

Table 1. The comparison of dSLN with SLN and MLN on the sine data set 

Algorithm error  
SLN 0.59  
MLN(10) 0.40 10 hidden neurons 
MLN(100) 0.07 100 hidden neurons 
MLN(500) 0.17 500 hidden neurons 
dSLN(2) 0.01 2 pairs of double-sigmoid functions 
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8   Results on Two Benchmark Classification Data Sets 

Two data sets are used for the comparison. They are the Iris data and the wine data. 
Both have been wide used for developing various machine learning algorithms. In this 
comparison, SLN and MLN with various hidden neurons are used. Table 2 shows the 
results on the Iris data which have three classes. The comparison shows that dSLN is 
comparable with MLN with various hidden neurons with a slightly improved accuracy. 

Table 2.  The comparison of dSLN with SLN and MLN on the Iris data set. Sp means specific-
ity, Sn means sensitivity, Tot means total accuracy. MCC means the Mathewer correlation 
coefficient. AUR means the area under ROC curve. 

Algorithm Class Sp Sn Tot MCC AUR 
SLN 1 1.00 1.00 1.00 1.00 1.00 
SLN 2 0.56 0.66 0.59 0.20 0.60 
SLN 3 0.97 0.92 0.95 0.89 0.99 
MLN(2) 1 1.00 1.00 1.00 1.00 1.00 
MLN(2) 2 0.81 1.00 0.87 0.76 0.95 
MLN(2) 3 0.97 0.92 0.95 0.89 0.99 
MLN(5) 1 1.00 1.00 1.00 1.00 1.00 
MLN(5) 2 0.96 0.92 0.95 0.88 0.99 
MLN(5) 3 0.97 0.92 0.95 0.89 0.99 
MLN(10) 1 1.00 1.00 1.00 1.00 1.00 
MLN(10) 2 0.96 0.95 0.97 0.88 0.99 
MLN(10) 3 0.97 0.92 0.95 0.89 0.99 
dSLN 1 1.00 0.98 0.99 0.99 1.00 
dSLN 2 0.96 0.94 0.95 0.90 0.99 
dSLN 3 0.97 0.96 0.97 0.93 0.99 

Table 3. The comparison of dSLN with SLN and MLN on the wine data set. Sp means speci-
ficity, Sn means sensitivity, Tot means total accuracy.MCC means the Mathewer correlation 
coefficient. AUR means the area under ROC curve. 

Algorithm Class Sp Sn Tot MCC AUR 
SLN 1 0.97 1.00 0.98 0.96 1.00 
SLN 2 0.97 1.00 0.98 0.96 1.00 
SLN 3 0.97 1.00 0.98 0.96 1.00 
MLN(2) 1 0.99 1.00 0.99 0.99 1.00 
MLN(2) 2 0.98 0.98 0.98 0.97 0.99 
MLN(2) 3 0.98 1.00 0.99 0.99 0.99 
MLN(5) 1 1.00 0.99 0.99 0.99 1.00 
MLN(5) 2 0.97 0.98 0.97 0.95 0.99 
MLN(5) 3 0.98 1.00 0.99 0.97 0.99 
MLN(10) 1 0.99 1.00 0.99 0.98 1.00 
MLN(10) 2 0.97 0.98 0.97 0.95 0.99 
MLN(10) 3 0.98 1.00 0.99 0.97 0.99 
dSLN 1 0.96 1.00 0.97 0.94 1.00 
dSLN 2 0.96 1.00 0.97 0.94 1.00 
dSLN 3 0.96 1.00 0.97 0.94 1.00 
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Table 3 shows the comparison on the wine data where there are also three classes. 
It can be seen that three algorithms are comparable. It demonstrated that dSLN will 
not offer any benefit if data are linearly separable. 

9   Conclusion 

This paper has developed a novel neural learning algorithm called the double-
threshold single-layer neural net. It aims to maintain the capability of single-layer 
neural net but explore the power of handling nonlinear data. The algorithm has been 
applied to two toy data sets, one being classification and one being regression data 
showing the power of the algorithm. The algorithm has also been applied two typical 
benchmark data, the Iris data set and the wine data set. The former shows some 
nonlinearity for class 2 while the second data set shows little nonlinearity. The com-
parison shows that dSLN outperforms SLN and is comparable with MLN for handling 
nonlinear data as expected. 
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Abstract. In many face recognition and other classification applications, there 
exist unlabelled data available for training along with labelled data. The use of 
unlabelled data can improve the performance of the classifier. In this paper, a 
semi-supervised growing neural gas is proposed for such applications. The clas-
sifier is first trained on the labelled data and then gradually unlabelled data is 
classified and added to the training data. The proposed algorithm is demon-
strated, on both artificial and real datasets, to significantly boost the classifica-
tion rate with the use of unlabelled data. The improvement is particularly great 
when the labelled dataset is small. The algorithm is computationally simple and 
easy to implement.  

Keywords: Growing neural gas, classifier, semi-supervised learning. Face  
recognition. 

1   Introduction 

In many pattern recognition and classification problems, a classifier is built on a set of 
training samples, which often are pre-labelled or pre-classified examples. With ever 
increasing amount of data made available, the process to acquire labelled samples or 
manually classify or annotate samples is becoming increasingly difficult, expensive or 
even impractical. Therefore the use of unlabelled data along with labelled data has 
attracted a great deal of attention recently; and many studies have shown that  
unlabeled data, when used in conjunction with labelled data, can indeed produce con-
siderable improvement in learning accuracy. Such techniques are often referred to as 
semi-supervised learning. Such application has been treated in the past as missing 
value problems and tackled by using mainly unsupervised learning such as the expec-
tation and maximisation algorithm. Semi-supervised learning offers a new approach 
to the problem and has great potential in data-driven applications. 

In this paper, the growing neural gas (GNG) is first described as the basis of con-
structing a classifier. Then a combined use of labelled and unlabelled data for training 
a GNG classifier in a semi-supervised fashion is proposed to boost the classification 
performance, followed by two illustrative experiments and artificial dataset and face 
recognition application.  
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2   Growing Neural Gas 

Growing neural gas (GNG) is an unsupervised incremental clustering and classifica-
tion algorithm proposed by Bernd Fritzke [1], developed and extended from the 
widely used unsupervised clustering algorithms, self-organising maps (SOM) of 
Teuvo Kohonen [2] and the neural gas (NG) of Thomas Martinetz and Klaus Schulten 
[3]. GNG method is different from the previous algorithms where the parameters do 
not change over time as opposed to for example, learning rate in SOM decreases at 
every learning step. As GNG is an incremental algorithm, there is no need to deter-
mine a priori the number of nodes. The shape and the size of the network are deter-
mined during the simulation, while SOM and NG often train a fixed network 
throughout. A predetermined network structure has been noted to have limitations on 
the resulting mappings.  

GNG is a combination of earlier work of Bernd Fritzke’s growing cell structures 
(GCS) [4] and Martinentz and Schulten’s competitive Hebbian learning (CHL) [5]. 
The network topology of GNG is generated incrementally by CHL algorithm which 
successively inserts topological connections or edge. The main principle of CHL is: 
For each input signal x connect the two closest centres (measured by Euclidean dis-
tance) by an edge. 

The growth mechanism of GCS is the main idea of GNG, where nodes are inserted 
into an initially small network by evaluating local statistical measures gathered during 
previous adaptation steps. Then some nodes will be removed when there are no more 
edges emanating from the node that have been removed by their local edging age. The 
GNG algorithm assumes that every node i, consists of a reference vector, wi∈Rn, a 
local accumulated error variable, ei, and a set of edges representing the topological 
neighbours of node i. The complete procedure of the GNG algorithm is presented as 
follows [1]; 

 
(1) Start with two units i and j at random position in the input space.  
(2) Present input vector x from the input set or according to input distribution. 
(3) Find nearest unit s1 and the second nearest unit s2. 
(4) Increment the age of all edges emanating from s1. 

(5) Update local error variable by adding the squared distance between ws1 and x: 

2

1 1
)( xwserror s −=∆  

(6) Move s1 and all its topological neighbours (i.e. all the nodes connected to s1 by an 
edge) towards x by fractions of eb and en of the distance: 

)(
11 sbs wxew −=∆  

)( nnn wxew −=∆  for all direct neighbours of s1 

(7) If s1 and s2 are connected by an edge, set the age of the edge to 0 (refresh). If 
there is no such edge, create one. 

(8) Remove edges with age larger than amax. If this result in w has no emanating 
edges, remove them as well. 
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(9) If the number of input vectors presented or generated so far is an integer of mul-
tiple of a parameter λ, insertion of a new node r as follows: 

• Determine unit q with the largest error. 
• Among neighbours of q, find node f with the largest error. 
• Insert new node r halfway between q and f as follows: 

2
fq

r

ww
w

+
=  

• Create edges between r and q, and r and f. Remove edge between q and f. 
• Decrease error variable of q and f by multiplying them with a constant α. 

Set error r with new error variable of q. 
(10)  Decrease all error variables of all nodes i by a factor of β. 
(11)  If the stopping criterion is not met, go back to step (1). For our experiments, the 

stopping criterion has been set to be the maximum network size. 
 

In our experiments, GNG parameters are used to ensure an unbiased result. The de-
tails of GNG parameters used in this experiment are as follows: 

• Parameter λ = 300 
• Adaptation parameter for best matching unit eb = 0.2 
• Adaptation parameter for neighbouring nodes en = 0.006 
• Decrease parameter of α = 0.5 
• Decrease parameter of β= 0.995 

3   Proposed Semi-supervised GNG for Face Recognition 

There have been growing interests in combining labelled and unlabelled data to im-
prove the performance of clustering and classification. This has been driven by the 
fact that in many practical applications readily labelled data are hard and expensive to 
obtain. Unlabelled data has been noted in various researches to assist the labelled data 
in improving the performance of a classifier, for example as in [6] [7] and [8]. This 
paper proposes a semi-supervised learning to growing neural gas for face recognition 
and classification system. The proposed semi-supervised learning is a two-stage 
method where labelled data are used to train a classifier first and then unlabelled data 
are labelled according to the trained classifier from the originally labelled data. The 
second stage involves classifying unlabelled data and re-training the classifier from 
the classified unlabelled data as well as the originally labelled data to boost the classi-
fication rate.  

In this paper, a classifier is trained with the GNG algorithm using labelled samples 
only and unlabelled samples are presented iteratively and labelled one point at a time. 
Then the newly labelled samples are added into the originally labelled data pool and 
this process continues until all the unlabelled data are labelled. This new set of la-
belled data is then being presented to the GNG based classifier and the classification 
performance are evaluated again. This iterative labelling is termed semi-supervised 
growing neural gas (SSGNG) and can be described in the following steps: 
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Let D = {L, U}. D is the entire training dataset. L = {xi, ci} is the labelled dataset 
with i = 1, 2,…, M, where M is the size of the labelled dataset and c is the class label 
of sample x. While U = {xj, 0} is the unlabelled dataset with j = 1, 2,…., N, where N is 
the size of unlabelled dataset and 0 denotes an unlabelled point.  

 

(1) Given L and L’ = {∅ } where L’ represents an empty set of newly labelled data. 
(2) Present L to the GNG algorithm and train the network with only with L.  
(3) Label all the nodes of GNG network according to L. 
(4) Present xj from U iteratively and compute the Euclidean distance between xj and 

every nodes of GNG network: 

Distance = 
2

in xw −  

(5) Label xj according to the class label of the winning node. Remove xj from the 
current unlabelled dataset, U and add xj into the newly labelled dataset L’. 

(6) If all unlabelled data has been labelled, go to (7), otherwise go back to (4).  
(7) Check labels of L’, if they become stable during successive iterations, go to step 

(8). Otherwise go back to step (4). 
(8) Present L and L’ together to the GNG classifier and evaluate new classification 

performance. 
 

It is important to include at least one input from each class when L is trained with 
GNG classifier. No representative from each class will result in biased labels to the 
newly labelled inputs that will reduce the overall performance of the classifier trained 
on L and L’. GNG parameters in this proposed algorithm are chosen to be constant for 
both independent GNG classifiers to ensure a stable and unbiased result.  

4   Experimental Results 

4.1   The Datasets 

An artificially-generated dataset was used first to illustrate the details of the proposed 
SSGNG algorithm. The algorithm was then trained with the ORL face database to 
evaluate its accuracy and potential in face recognition and classification application.  

Artificial Dataset 

The artificial dataset consists of three Gaussian distributions, each representing a 
class. The dataset consists of 300 points with 100 points for each class. The distribu-
tions are centred at [0, 5], [-1.5, 1] and [2,-1.5], with respective covariance matrix  
[1 -0.0291;-0.0291 4], [1 -0.0061;-0.0061 3] and [1 -0.2251;-0.2251 3]. As can be 
seen in Fig. 1(a), samples from three classes are slightly overlapped and the class 
boundaries are not really visible. This is to analyse the proposed algorithm in terms of 
overlap and complexity of class boundary, as there is often a strong overlap between 
classes in practical datasets such as the ORL face data. Thus this dataset was also 
generated to simulate the complexity of ORL face database input distributions. 
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Fig. 1. (a) Scatter plot of all training data, D. (b), (c) and (d) show scatter plots of labelled and 
unlabelled data, L+U with 100, 50 and 25 labelled samples respectively. The labelled data are 
marked with triangles, circles and crosses while unlabelled data are marked with dots. 

The artificial dataset was randomly partitioned into the training set, D of 200 data 
points and the testing set, T of 100 data points. The training set was then randomly 
partitioned again into the labelled (L) and the unlabelled (U) datasets. The labels of 
the unlabelled dataset were permanently removed and were never used again in the 
algorithm.  

The labelled and unlabelled data is split into ratios to investigate the effect of unla-
belled data as well as the labelled data towards the classification accuracy. The ratio 
of unlabelled data is varied to evaluate the performance of the classifier with different 
amount of unlabelled data in the training set. For this experiment, the amounts of 
unlabelled data are chosen to be either 100, 50 or 25. Fig. 1(b)-(d) show the scatter 
plots of the labelled and unlabelled data of these three cases. Labelled points are 
marked with triangles, circles and crosses representing three classes; while unlabelled 
points are marked with small dots.  

ORL Face Database 

The ORL face database consists of 40 subjects, 10 different frontal images for each 
subject [9]. All images were taken against a dark homogenous background with up-
right, full-frontal position. The images are varied either on lightning, facial expres-
sions or facial details. The size of each image is 92×112 pixels but for the sake of 
shorter training time, all images were resized to 46×56 pixels.  
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Fig. 2. Examples of ORL face database. These images portray the differences and similarities 
in facial details, facial expressions and lightning of the face images. 

In this experiment, the ORL dataset are randomly partitioned to have 6 training im-
ages and 4 testing images for each subject. The training dataset are then randomly 
partitioned to have a varied number of either 3, 2 or 1 labelled data for each subject to 
see the effect of different amount of both unlabelled and labelled data for the pro-
posed SSGNG algorithm. Fig. 2 shows 6 of 40 subjects of the ORL face database with 
variation of facial details and expressions and lightning. It can also be seen that there 
are similarities between subjects that contributes to the class overlapping. 

4.2   Results and Observations 

The experiment was setup to observe if the use of unlabelled data in combination with 
labelled data could improve the GNG classification accuracy for face recognition. The 
artificial dataset was trained and tested to verify the proposed algorithm before it was 
implemented and tested in the face recognition and classification system. As what 
have been described in the previous section, the artificial dataset and the ORL face 
database were being tested with varied numbers of labelled samples. The classifica-
tion accuracy was measured by how many of data points or images from the testing 
set were correctly assigned to its class. To determine which class that would be as-
signed to the presented testing sample, the Euclidean distance between the data and 
each weight in the network was measured. The node with the weight having the short-
est distance would be the winning node and the testing sample was assigned to the 
class of that particular node. The assigned classes of the testing dataset were then 
compared to their original classes to determine the classification accuracy. The pa-
rameters for the GNG algorithm were initialised to produce the best classification 
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Table 1. Classification rate on the test set for the artificial dataset. L only denotes training with 
labelled data only, while L+L’ denotes training with labelled and unlabelled data. 

Training dataset size Classification accuracy  

L U L only L + L’ 

100 100 81.1% 82.7% 

50 150 81% 82.6% 

25 175 76.8% 80.45% 

Table 2. Classification rate on the test set for the face recognition (ORL database). L only 
denotes training with labelled data only, while L+L’ denotes training with labelled and 
unlabelled data. 

Training dataset size Classification accuracy  

L U L only L + L’ 

3 3 82.88% 83.32% 

2 4 72.50% 75.19% 

1 5 60.88% 63.63% 

performance. Same parameters were used throughout this experiment to ensure an 
unbiased result. The setting of the parameters was chosen on trial-and-error basis. The 
details of the parameters are listed in Section 2. The growth of the GNG network is 
stopped when the network size reaches 100 nodes for the artificial dataset and 120 
nodes for ORL Face database for simplicity, though more complicated validation 
process can be used. 

Table 1 shows the percentage of classification accuracy for the test dataset of arti-
ficial data and Table 2 shows the classification accuracy for the face recognition. The 
results are the average percentage of the classification performance over 10 independ-
ent experiments. L and U in both tables denote the sizes of labelled data and unla-
belled data, respectively. 

From the results, it can be seen that the use of unlabelled data in the proposed 
SSGNG algorithm markedly improve the performance of the classifier. Greater im-
provements were made on fewer labelled samples, as shown in Tables 1 and 2. The 
classification performance reduces with fewer labelled data when the classifier is 
trained on labelled data only. However, the classification accuracy is significantly 
boosted with more unlabelled data. For the case with only 1 labelled face image for 
each subject, there is an average of 3-4% improvement to the classifier when com-
pared to an average of 1-2% improvement with more labelled data. The results on the 
artificial data show similar performance improvements. The largest performance 
enhancement is achieved with the least available labelled data. In summary, unla-
belled data can undoubtedly help improve the classification performance; and the 
more unlabelled data the greater improvement of the classification. 
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5   Conclusions 

In this paper, a semi-supervised growing neural gas (SSGNG) is proposed for training 
classifiers with both labelled and unlabelled datasets or a partially labelled dataset. 
The classifier is first trained on the labelled data and then gradually unlabelled data is 
classified and added to the training data. The proposed SSGNG algorithm is demon-
strated, on both artificial and real datasets, to significantly boost the classification rate 
with the use of unlabelled data. The improvement is particularly great when the la-
belled dataset is small or the unlabelled dataset is large. The SSGNG algorithm is 
computationally efficient and easy to implement. Further work will compare and 
incorporate with supervised learning algorithms such as support vector machines.  
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