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Abstract. Evaluation of ontologies is increasingly becoming important
as the number of available ontologies is steadily growing. Ontology eval-
uation is a labour intensive and laborious job. Hence, the importance to
come up with automated methods. Before automated methods achieve
reliability and widespread adoption, these methods themselves have to
be assessed first by human experts. We summarise experiences acquired
when trying to assess an automated ontology evaluation method. Pre-
viously we have implemented and evaluated a light-weight automatic
ontology evaluation method that can be easily applied by knowledge en-
gineers to rapidly determine whether or not the most important notions
and relationships are represented in a set of ontology triplets. Domain
experts have contributed to the assessment effort. Various assessment ex-
periments have been carried out. In this paper, we focus particularly on
the practical lessons learnt, in particular the limitations that result from
real life constraints, rather than on the precise method to automatically
evaluate results of an ontology miner. A typology of potential evaluation
biases is applied to demonstrate the substantial impact conditions in
which an evaluation happens can have on the reliability of the outcomes
of an evaluation exercise. As a result, the notion of “meta-evaluation
of ontologies” is introduced and its importance illustrated. The main
conclusion is that still more domain experts have to be involved, which
is exactly what we try to avoid by applying an automated evaluation
procedure. A catch-22 situation?

1 Introduction and Background

The development of the Semantic Web (of which ontologies constitute a basic
building block) has become a very important research topic for the information
based society. However, the process of conceptualising an application domain
and its formalisation require substantial human resources and efforts. There-
fore, techniques applied in human language technology (HLT) and information
extraction (IE) are used to create or grow ontologies with a quality as high as
possible in a period of time as limited as possible. Work is still in progress - recent
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overviews of the state of the art (in particular for machine learning techniques)
can be found in [5,6,26].

Even in the ideal case that (semi-) automated ontology learning methods have
become mature, there still remains the problem of assessing and evaluating the
results. Various proposals for evaluation methods1 have recently been put for-
ward [2,6,14,34]. All these approaches basically share the same problem, i.e. how
to evaluate the outcomes of automated ontology learning methods in a way that
goes beyond the context of a specific evaluation setting (task, domain, ...). Rare
are the experts willing to devote their precious time to validate output generated
by a machine or establish in agreement with colleague stakeholders and experts a
gold standard. In addition, current evaluation methods require specialised skills
and infrastructure almost solely available in an academic environment.

In an answer to these issues, we have tried to define a light-weight assess-
ment procedure that is easy to understand and apply by ”standard knowledge
workers” (basically a domain expert, a computer scientist, an engineer, ...) out-
side academia [28]. The evaluation method should be generally applicable (any
kind of text miner, any kind of text collection) and able to provide a rough but
good enough and reliable indication whether or not results of a text miner on
a particular corpus are worthwhile. Ontologies can be evaluated from many an-
gles [7,12]. Our method wants to measure to which extent an ontology includes
the important domain notions. Hence, in this paper quality of an ontology refers
to the degree with which the lexical material delivered by the ontology miner
covers the important notions conveyed in a text corpus. Furthermore, this is
only one dimension of judging the quality of an ontology. Other dimensions are
equally important and should also be taken into account - see the related work
in section 6. Typical of our approach will be that only the ”raw” corpus (lem-
matised 2 but otherwise unmodified) constitutes the reference point, and not an
annotated corpus or another reference ontology. However, the automatic eval-
uation procedure itself still needs validation, and therefore we do need human
experts and/or a gold standard built by human experts.

As this is an ambitious endeavour, we have to realise it in several stages. The
first step has been to define and try out some lexicometric scores for triplets
generated automatically by a text miner [28,29,33]. A next step is to validate
the evaluation procedure using these scores [31,32]. Trying out the method in
various situations and synthesising the outcomes is a subsequent logical step.
Finally, the experiences from the validation experiments have to be summarised
as provide valuable insights to determine the set-up of new experiments.

The remainder of this paper is organised as follows. The next two sections
present the material (section 2) and methods (section 3). An overview of the var-
ious experiments and their setting is presented in section 3.1. Subsequently, we

1 The EON2006 workshop has been devoted to ontology evaluation - see
http://km.aifb.uni-karlsruhe.de/ws/eon2006

2 Lemmatise means to reduce words to their base form. E.g., working, works, worked
→ work. Incidentally note that in this paper, the terms ’word’, ’term’, and ’lemma’
are used interchangeably.
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explain how the machine gold standard is established (section 3.2) and validated
(section 3.3). In section 4 (Results), we discuss how the automated evaluation
procedure rates the results of an ontology miner on the one hand (section 4.1) as
well as how the domain experts rate the automated procedure (section 4.2) on
the other. In addition, not only the results of the ontology miner (section 5.1)
and the evaluation experiments (section 5.2) are discussed but also their organi-
sation (section 5.3). Related work is outlined in section 6. Indications for future
research are given in section 7, and some final remarks (section 8) conclude this
paper.

2 Material

The memory-based shallow parser for English, being developed at CNTS Antwerp
and ILK Tilburg [4] 3, has been used. It is an unsupervised parser that has been
trained on a large general purpose language model. No additional training
sessions (= supervised) on specific corpora are needed. Hence, the distinction be-
tween learning and test corpus has become irrelevant for our purposes. Seman-
tic relations that match predefined syntactic patterns have been extracted from
the shallow parser output. Additional statistics and clustering techniques using
normalised frequencies and probabilities of occurrence are calculated to separate
noise (i.e. false combinations generated) from genuine results. The unsupervised
memory-based shallow parser with the additional statistical modules constitute
the ontology miner. More details can be found in [22,23].

The privacy and VAT corpora (two separate documents) consist of 72,1K
resp. 49,5K words. They constitute two directives (English version), namely the
95/46/EC of 18/12/2000 (privacy) and the 77/388/EC of 27/01/2001 (VAT),
which EU member states have to adopt and transform into local legislation. The
VAT directive has served as input for the ontology modelling and terminology
construction activities in the EU FP5 IST FF Poirot project4 (IST-2001-38248).
These two documents are the sole official legal reference texts for the domain.
The texts have been lemmatised. The size of both texts however is rather small,
when compared to other machine learning experiments. As a consequence, the
quality of the ontology miner might be compromised. A possible workaround
is to include unofficial documents that provide comments or points of view on
the official directives. However, this might distort the outcomes as well as these
don’t represent an official EU position.

We were lucky to be able to use a list of 900 VAT terms selected manually by
domain experts on basis of the EU VAT Directive. According to the VAT experts
the notions represented by these terms should be included in a VAT ontology.

The Wall Street Journal (WSJ) corpus (a collection - 1290K words - of English
newspaper articles) serves as a corpus representing the general language that is
to be contrasted with the specific technical vocabulary of the two Directives.
The WSJ is not really a neutral corpus (the articles are about economic topics).
3 See http://ilk.kub.nl for a demo version.
4 http://www.ffpoirot.org/
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It is easily available, also included in the WordSmith tool - see below - and a
standard in corpus linguistics.

An off-the-shelf available lexicographic program (Oxford WordSmith Tools
v45) has been used to create the frequency lists and to easily filter out non
words6. Further manipulation of exported WordSmith files and the calculation
of the statistics are done by means of small scripts implemented in Tawk v.5 [35],
a commercial version of (G)awk, in combination with some manipulations of the
data in MS Excel.

3 Methods

3.1 Overview

As an ontology is supposed to represent the most relevant concepts and relation-
ships of a domain of discourse or application domain, all the terms lexicalising
these concepts and relationships should be retrieved from a corpus of texts about
the application domain concerned when building an ontology for the domain. The
key question is thus how to determine in an automated way to which extent the
important terms of a text corpus have been retrieved. In addition, an algorithm
is needed to distinguish relevant combinations (i.e. two concepts in a valid rela-
tionship - a triplet) from irrelevant ones. These key issues evidently hold for any
ontology miner as well as for any method producing a machine gold standard
8(section 3.2).

The machine gold standard has to be validated by humans (section 3.3) in
order to assign some authority to the automated method. This step is in essence
similar to a manual evaluation of an individual ontology, but the purpose is
different. In addition, we are well aware that current term extractors are more
sophisticated than the methods we use. For our experiments, we have intention-
ally sacrificed scientific state of the art for the simplicity of an off the shelve
product.

We also discuss in detail how the validation by human experts has been or-
ganised. The work of Friedman and Hripcsak [8] has been our main source of
inspiration for a meta-evaluation.

Note that the human-based evaluation step only serves to validate the au-
tomated procedure. Figure 1 displays the process flow of the evaluation experi-
ments. Part A of the figure shows the CNTS ontology miner that produces lexical
triplets that are validated by human experts (part C), as happens usually. Parts
B and D represent ”the automated expert” (a term extractor combined with

5 URL:http://www.lexically.net/wordsmith/
6 Another interesting tool is the on-line available term identification tool described in

[19]. Other heuristics, next to the classical term frequency and document frequency
statistics, are taken into account, such as domain relevance, domain consensus, lexical
cohesion, and stylistic relevance 7.

8 In the ideal case an ontology miner’s result completely coincides with the machine
gold standard.



1408 P. Spyns

Fig. 1. Overall process flow of the experiments

term and triplet scoring heuristics) as a cheap and fast alternative for the hu-
man experts. Part E of the figure stands for the comparison of triplets validated
by the human experts (human gold standard) and the ones automatically vali-
dated (machine gold standard). The greater the overlap between these two sets,
the more closely the automated expert resembles the human experts. In the ideal
case, the automated expert can consistently (no inter and intra rater differences)
create a gold standard for any text and give a rough but fast impression of the
quality of the material mined.
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3.2 Establishing the Machine Golden Standard

Finding the relevant words. Basically, we try to answer the following fun-
damental questions by calculating an associated lexicometric score. Guarino [11]
has proposed similar metrics but without a concrete implementation.

– is the vocabulary of the triplets retrieved representing the domain ? coverage
– is the vocabulary of the triplets retrieved not too general but reflecting the

specialised terms of the domain ? accuracy
– has all the relevant domain vocabulary been captured by the triplets re-

trieved ? recall
– is the vocabulary of the triplets retrieved relevant for the domain ? precision

We have combined various insights from quantitative linguistics, in particular
foundational insights by Zipf and Luhn, a statistical formula to compare two
proportions, with the traditional IE evaluation metrics (recall and precision).
The central notion linking everything together is ”frequency class” (FC), i.e. the
set of (different) lemmatised words that appear n times in a document d. E.g.,
for the Privacy Directive, there are 416 words that appear only once (hence FC
1 contains 416 elements), and there is one word that appears 1163 times (FC
1163 is a singleton). According to Zipf’s law [39], the latter one (’the’) is void of
meaning, while the former ones (e.g., ’assurance’) are very meaningful, but may
be of only marginal interest to the domain. Subsequently Luhn [16] introduced
the notion of ”resolving power of significant words” by defining intuitively a
frequency class upper and lower bound. in his view, the most significant words are
found in the middle of the area of the frequency classes between these boundaries.

We propose to approximate the resolving power of significant words by simply
calculating whether a FC is relevant or not. Only if a FC is composed by 60%
or more of relevant words, the FC is considered to be relevant. A word is said
to be relevant or not based on the outcome of a statistical formula that com-
pares two relative proportions. Technically speaking, we compute the z-values of
the relative difference between the frequency of a word in a technical text (the
Privacy resp. VAT Directives) vs. a more general text (WSJ), which enables us
to determine the words that are statistically typical of the technical text. These
are the relevant words. Calculations have been done with a 99% confidence level.
The gold standard for words is now defined in a very easy, fast and cheap way.

The assumption is that the ontology miner should be able to retain the words
that belong to the relevant frequency classes, and hence simulate “the resolving
power of words”. The notion of relevant words is distributed over all members
of a FC if 60% and more of its population is statistically relevant (see above).
Subsequently, we have defined the following lexicometrics:

– The coverage of a text by the vocabulary of triplets automatically mined is
measured by counting for each frequency class (FC) the number of words,
constituting the triplets, that are identical with words from the text for
that FC. This number is compared to the overall word count for the same
FC . The mean value of these proportions constitutes the overall coverage
percentage.
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– The accuracy of triplets automatically mined to lexically represent the im-
portant notions of a text is measured by averaging the coverage percentage
for the relevant frequency classes. An FC is considered to be relevant if
it contains more than 60% of typical vocabulary, i.e. words considered as
characteristic of a text on basis of statistical calculations (= machine gold
standard). Characteristic words of a domain specific corpus are determined
by comparison with a general language corpus (by calculating the relative
difference of relative frequencies).

– The recall is defined as the vocabulary common to the triplets mined and
the machine gold standard compared to the machine gold standard.

– The precision is defined as the vocabulary common to the triplets mined
and the machine gold standard compared to the vocabulary of the triplets
mined.

Finding the relevant triplets. After having determined how well (or bad)
the overall triplet vocabulary (= all the words making up the triplets generated
by the ontology miner) covers the terms representing important notions of the
domain (as established by the machine gold standard for words), entire triplets
are examined.

Again, the machine gold standard is used as reference. A triplet is considered
relevant if it is composed by at least two terms statistically relevant (i.e. belong
to the machine gold standard). We did not use a stopword list, as this list might
change with the nature of the corpus, and as a preposition can be potentially
relevant since they are included in the triplets automatically generated. The
lexicometrics should cope with these issues.

A triplet score indicates how many characters of the three triplet parts (ex-
pressed as an averaged percentage) are matched by words of the machine gold
standard. E.g., the triplet < rule, establish, by national competent body > re-
ceives a score of 89 as only ’competent’ is not included in the machine gold stan-
dard with a 95% confidence level (89 = ((4/4)*100 + (11/11)*100 + (17/25)*
100)/3) 9.

3.3 Validating the Machine Golden Standard

The ontology miner itself has not been modified during the experiments. In addi-
tion, the developers of the memory-based shallow parsers have not been involved
in the experiments, and the developer (computational linguist) of the additional
statistical measures only became knowledgeable of the test corpora and results
when performing the batch runs of the ontology miner. She has not been involved
in the evaluations. Nor had the experts performing the evaluation experiment any-
thing to do with the ontology miner. The computer scientist responsible for the
automated evaluation procedure had no knowledge of the internals of the ontology
miner and was not involved in the actual assessment by the domain experts. He

9 A slight imprecision occurs due to the underscores that are not always accounted
for.
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merely distributed and collected the files (input to computational linguist, min-
ing results to domain experts, assessments from experts) and implemented and
ran the automated evaluation procedure. This strict separation of roles guaran-
tees that the various persons involved do not influence each other. Also the set up
of the experiments is not biased in one way or the other. Here we fully respect the
criteria of Friedman and Hripcsak to minimise the bias [8, p.335].

Assessing the relevant terms. We have determined a baseline against which
the results of our method can be compared. In earlier work, we showed that our
method performs better than this random baseline (see [29,32]).

Unfortunately, the VAT experts were not available to evaluate the VAT terms
and triplets automatically generated. The vocabulary of the 900 VAT terms man-
ually selected constitutes a substitute for humans directly assessing the triplet
vocabulary automatically generated. It has not been communicated how the
VAT experts have reached agreement on the terms, which constitutes a negative
aspect [8, p.336].

Even if not ideal from a scientific point of view, this corresponds to real life
situations where on the one hand lists of terms generally accepted by a com-
munity are put forward as standard reference, and on the other hand, experts
check machine generated outcomes. The former situation can be problematic
for consistency and completeness, while the latter corresponds to what is called
”‘leading the witness”’ 10 [8, p.336]. From a methodological point of view, one
can argue that the list of terms collected by experts does not necessarily ad-
equately reflect the important terms in the text(s) submitted to the ontology
miner. On the other hand, in many cases such term lists are compiled by several
representative experts on behalf of standardisation committees and are (pub-
licly) available. Thus, even if not ideal, it is as close as one can get to some
objective and qualitative reference if experts are otherwise not available.

Note that a similar reference term list for the privacy domain was not avail-
able. As the privacy experts, at the time of the experiments, still had to construct
a term list, such a list has been constructed artificially for the sake of the ex-
periments. The terms contained in the triplets produced by the ontology miner
that have been positively assessed by the experts make up the privacy machine
gold standard.The privacy experts did not assess the machine gold standard
for the privacy directive. Instead, the human gold standard was constituted by
the vocabulary of the privacy triplets judged relevant by the privacy experts.
Inevitably, such an approach runs the danger of missing terms. Not only can
the ontology miner fail to erroneously produce a triplet for a relevant term, also
human experts can (falsely) reject or unfortunately miss to approve a triplet
containing such a term.

Assessing the relevant triplets. The basic questions to assess the quality of
the automatic triplet scoring procedure are:

10 Without a golden reference, evaluators show a tendency to agree with the system
output - unless there is a glaring error.
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– Have all the relevant triplets been positively scored ? recall, also called sen-
sitivity

– Are the triplets positively scored indeed relevant for the domain ? precision
– Are the triplets that have been negatively scored not relevant for the domain?

specificity

These metrics using the machine gold standard are applied to estimate the
precision score of the miner. Note that we do not determine whether the miner
has retrieved all the relevant triplets (recall score for the miner) as there will be
no gold standard available (this is the point of setting up an automatic evaluation
procedure instead of having experts produce a reference). We use the lexicometric
scores to indirectly answer this question.

Two experts in privacy protection matters have been asked to independently
validate the list of privacy triplets as produced by the ontology miner. One has
been a privacy data commissioner and still is a lawyer while the other is a knowl-
edge engineer specialised in privacy and trust. Ontology engineering involves ex-
perts of various background and affiliations to come to a commonly agreed upon
conceptualisation. Hence, we consider them as appropriate for the experiments.
Unfortunately, we didn’t receive any information on the VAT experts involved.
Friedman qualifies this as a source of potential bias [8, p.336]. It would have been
better if more than two human (privacy) experts would have been involved [8,
p.335], but unfortunately many experts are quite reluctant to perform this kind
of validation as it is quite tedious and boring. That is also why we have not been
able to perform a similar human assessment on the VAT triplets. As an approxi-
mation, we have re-applied the automated triple scoring procedure with the VAT
term list, instead of the machine gold standard, to the VAT triplets.

The experts only knew they had to assess a set of triplets and were unaware
of its origin and related purposes. For them, the goal was to assist in the semi-
automated construction of a privacy ontology. The experts have assessed all the
privacy triplets output by the ontology miner. They were unaware of the scores
of the automatic validation procedure as well as each other’s scores (so there
was no mutual influence). The experts have marked the list of triplets with ’+’
or ’-’ indicating whether or not the triplet is valid, i.e. useful in the context of
the creation of a privacy ontology. Their assessments have been merged subse-
quently. Only those triplets positively scored by both experts have been retained
as the human triplet reference. More or less one year after the first rounds of
experiments, the privacy experts agreed to perform a second round of scoring -
again to all the triplets generated by the ontology miner. This round of scoring
was meant to calculate the intra rater agreement. The long interval between the
experiments served to avoid a learning effect with the experts. Otherwise, they
might remember their previous assessment (or desired outcome).

In addition, a suggestion put forward by the privacy experts has been tested.
When discussing the results of the first round of experiments, they had suggested
to cut away manually irrelevant parts of the Privacy Directive before inputting it
to the ontology miner. Even though the amount of text to be processed decreases
(which might compromise the statistical calculations), the hypothesis was that
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important terms would be detected more easily. As - except for a rough manual
cutting away of irrelevant deemed sections - nothing else in the set up of the
experiment has been changed, a comparison with the results obtained earlier
became possible (regression test)11.

4 Results

The CNTS ontology miner has been applied to the VAT and privacy texts.
After some format transformation, the miner outputs 315 ”subject-verb-object”
triplets, such as <person, pay, tax>, and 500 ”noun phrase-preposition-noun
phrase” triplets such as <accordance, with, article> resulting in a total of 815
VAT triplets. Concerning the privacy corpus, 1115 privacy triplets have been
generated by the ontology miner: 276 ”subject-verb-object” triplets <person,
have, right>, 554 ”noun phrase-preposition-noun phrase” triplets (<protection,
of, individual>)and 285 ”subject-verb-prepositional object” triplets <situation,
result from, finding>.

4.1 The Ontology Miner Rated by the Automated Evaluation
Procedure

For the VAT corpus, only a list of terms was available. For the Privacy corpus,
the “human” gold standard is approximated (consisting of the vocabulary of the
triplets positively assessed by the human experts).

Table 1. Lexicometric scores

metrics VAT Privacy

coverage 49,26% 79,88%

accuracy 55,97% 95,04%

recall 36,06% 89,91%

precision 55,44% 27,43%

Table 2. VAT machine gold standard vs.
human gold standard: κ = 0, 3757

Word reference ”Expert” + ”Expert” -

Statistics + 299 153 452

Statistics - 379 1375 1754

788 1528 2206

Word relevance. Table 1 shows the lexicometric scores. There is a clear differ-
ence between the two sets of scores (VAT vs. privacy). We explain them by the
origin of the human gold standard. For the VAT test, a list of expressions, not
necessarily including the same words as used in the VAT directive, has been used.
Hence, it is not a surprise that less terms match. For the privacy test, it basically
concerns the same words, which might account for the good recall score. Precision
is quite low. Probably because only the vocabulary of the positively scored triplets
is considered as reference, which might be a too drastic limitation (both the miner
and the experts might discard or miss out valid words). Hence, we only calculated
the agreement (expressed by the κ-value) between the machine and human gold
standard - see Table 2. A rather modest agreement was found.
11 Due to space restrictions, this aspect is not presented here.
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Triplet relevance. In a previous experiment [29], we have investigated 22
different scenarios to distinguish relevant triplets from superfluous ones.

In the situation of ontology engineering we estimate that a high specificity
is more interesting than a high sensitivity (less false positives at the detriment
of less true positives): a relevant triplet might be missed in order to have less
rubbish triplets. The rationale is that it is probably more efficient to reduce the
extent of the material ontology engineers have to check and reject compared to
their effort needed to detect missing material. Fully automated ontology learning
is still not achievable to completely dismiss human experts, so important misses
will most probably not remain unnoticed. In the experiments described in [31],
we have kept the 95% word relevance confidence level and set the treshold for
the triplet scores at 70% (V1 and P1), 70% (V2 and P2) and 90% (V3 and P3).
3091 VAT triplets (V) and 1116 privacy triplets (P) have been generated by the
ontology miner. They have been automatically validated in the way described
above. Figure 2 12 displays the outcomes.

Fig. 2. Sensitivity, specificity and precision scores for the VAT and privacy corpora

As one can see on Figure 2, the 70% threshold produces the best results for
the VAT corpus (V1) even if the sensitivity is slightly below 0,5 (shaded zone),
and the worse for the privacy corpus (P1: low precision and specificity scores),
while the 90% threshold results in almost moderate scores for the privacy corpus
(P3) but in an unsatisfactory one in the VAT case (V3: low sensitivity). The 70%
threshold gives the most acceptable results for the privacy corpus (P2) but a low
sensitivity score in the VAT case (V2).
12 The size of the bubble represents the precision score.
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Table 3. Inter rater agreement (first
round) on privacy triplets: κ = −0, 0733

triplets mined expert 1 - expert 1 +

expert 2 - 463 292 755
expert 2 + 248 112 360

711 404 1115

Table 4. Inter rater agreement (second
round) on privacy triplets: κ = 0, 1169

triplets mined expert 1 - expert 1 +

expert 2 - 793 117 910
expert 2 + 216 65 281

1009 182 1191

Table 5. Intra rater expert 1 agreement
on privacy triplets: κ = 0, 292

triplets mined round 1 - round 1 +

round 2 - 672 279 951

round 2 + 39 125 164

711 404 1115

Table 6. Intra rater expert 2 agreement
on privacy triplets: κ = 0, 4714

triplets mined round 1 - round 1 +

round 2 - 679 165 844

round 2 + 76 195 271

755 360 1115

4.2 The Automated Evaluation Procedure Rated by Domain
Experts

The 1116 privacy triplets have been rated by two human experts. The inter
rater agreement expressed by the κ value is -0,0733 (first round) and 0,1169
(second round). This almost equals contradiction - see Tables 3 and 4, which
means that they agree in a way even less than expected by chance. One of the
experts clearly behaved in a rather inconsistent way (intra rater agreement of
κ = 0,2936 vs. 0,4714) over the two test rounds - see Tables 5 and 6. The very
low inter rater agreement becomes less surprising. These findings support the
statement by Friedman and Hripcsak that two experts are not enough [8, p.335]
to establish a gold standard. Only the privacy triplets commonly agreed upon by
both experts (in a positive (112) and negative (463) sense) have been retained
as the human triplet reference. For the VAT corpus, the triplet reference or gold
standard has been constructed artificially (see section 3.3).

This probably explains why a modest agreement between the automated scor-
ing procedure and the artificially simulated experts is found (κ value = 0,407).
Contrarily, the privacy experts (during the first round of experiments) apparently
behaved almost completely in contradiction with the automated procedure.

Table 7. Automated scoring procedure
vs. VAT simulated ”experts” (threshold
70%) with κ = 0, 407

triplets mined ”Expert” + ”Expert” -

automaton + 684 136 2271
automaton - 748 1523 820

1432 1659 3091

Table 8. Automated scoring procedure
vs. Privacy experts (threshold 70%, round
1) with κ = 0, 026

triplets mined Expert + Expert -

automaton + 56 213 269
automaton - 56 250 306

112 463 575
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5 Discussion

The important point of applying these metrics, how imperfect they currently
might be, is that the scores can be used to monitor changes (preferably improve-
ments) in the behaviour of the text miner (regression tests). Currently this has
not been explored yet, although the required data are available. As soon as the
scores for a particular (and commonly agreed upon) textual source have been
scientifically validated, the source and the scores together can be re-used as an
evaluation standard in bench-marking tests involving other ontology miners, or
even to some extent any RDF-based ontology producing tool. A logical next step
would be that ontologies, automatically created by an ontology miner, are docu-
mented with performance scores on their textual source material as well as with
scores for that particular miner on an evaluation reference (commonly agreed
corpus and outcomes) - as e.g. customarily happens in the speech recognition
industry.

5.1 Rating the Ontology Miner

Unfortunately, we cannot add a lot to our findings in the previous section for
the VAT corpus as the VAT experts did not participate in assessing the triplets
generated by the miner. The privacy experts did provide some comments. As a
result, the following improvements could be implemented.

– The background (”neutral”) corpus (here the WSJ) is key in establishing the
machine gold standard. However, legal documents have many terms which
are relevant to the legal domain in general, but not relevant to the particular
legal domain under consideration. In future experiments using legal docu-
ments it is recommended to use a background corpus of terms taken from a
set of European legal documents. For example, the term ”Member State” is
highly relevant to European Legislation in general, but has no specific rele-
vance to the privacy domain. This is an example of a term that was judged
highly relevant by the miner, but totally irrelevant by the experts.

– An issue not addressed is that of abstraction. Human experts extracting
terms from a corpus are able to amalgamate synonyms and instances of
higher level concepts where the use of lower level terms is of no use to the
application domain. For instance, the privacy directive gives a list of data
types which it is prohibited to collect without the data subject’s consent. To
a human expert, these classes of data are clearly what is known as ”sensitive
data”. The inclusion of a synonym dictionary would go some way towards
term abstraction although it can only take account of equivalence and not
subclass relationships between terms. Currently, the tests and calculations
depend too much on string matching.

The automated evaluation procedure assessed the ontology miner as rather
“modestly” producing material reliably suitable for ontology engineering. Not
only the miner misses more or less half of the interesting material but additionally
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the quality of the material generated is not consistent (see Figure 2). It currently
seems infeasible to define an appropriate threshold setting suited for both cases.
Even if these results might be not so unexpected for an unsupervised miner
(for supervised miners still perform better), ontology engineers in the field most
probably are less impressed or helped by such material.

5.2 Rating the Automated Evaluation Procedure

The experiments do not allow to draw valid conclusions concerning the ”goodness
of fit” of the automated scoring procedures. The main reason is the insufficient
(or even completely missing) availability of experts in general to establish a valid
human gold standard. Although two privacy experts have participated, they did
not rate in a consistent way casting doubt on the validity of the privacy human
gold standard. A more detailed analysis should reveal whether or not this is due
to one or the other expert. The mere fact that the machine gold standard does
not represent state of the art techniques and methods is irrelevant in this matter.

5.3 “Rating” the Evaluation Set-Up

Following the criteria of Friedman and Hripcsak [8], we have clearly described
the method applied to evaluate the results. Inter and intra rater agreement scores
have been calculated, showing that one of experts did not score in a consistent
way. Also the lexicometric and triplet overlap scores have been described in detail
as they are used to establish a gold standard. This also allows to easily discover
the limits of our experiments, which also complies with criteria set by Friedman
and Hripcsak [8, pp.336-337]. In particular, the fact that the experiments are
not completely symmetric. Also, it would have been interesting to have experts
build an ontology completely by hand and use this as a human gold standard
instead of validating machine generated output.

By involving two different domains in the evaluation experiment, we tested
to which extent outcomes can be generalised over several application domains.
Currently, due to the practical circumstances of the evaluation, one should not
generalise the findings, either in a positive or negative way. Basically, conclusions
can only be indecisive as for the VAT corpus, the expert involvement was to a
large extent lacking, while for the Privacy corpus, not enough experts have been
involved. One can wonder how many conclusions concerning evaluations of onto-
logical material or ontologies reported in the literature will survive an analysis of
the evaluation set-up as scrutinous as the presented here. E.g., one rarely finds
inter and intra rater agreement numbers. Often developers of ontology learning
applications also perform the evaluation - sometimes even as a sole evaluator.

6 Related Work

Previous reports on our work contain additional details on the unsupervised
miner [22], its application to a bio-medical corpus and a qualitative evalua-
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tion [23]. The method and previous quantitative experiments have been pre-
sented in [28,29,30,31,32]. Various researchers are working on different ways to
evaluate an ontology from various perspectives. Good overviews of the recent
state of the art that also contain a comparison of the characteristics of the var-
ious methods are [2,6,7,9,14,21].

A somewhat related topic is that of ontology selection and ranking: ontologies
are evaluated as part of a selection process to choose the most appropriate ontol-
ogy for a purpose or task (e.g. [1,24]). Some researchers have evaluated methods
and metrics to select the most appropriate terms (e.g, [10,19]) from texts for
building an ontology. However, these latter do not evaluate entire triplets. Oth-
ers are active in ontology based information extraction (OBIE) and present met-
rics to evaluate OBIE performance - e.g., [18]. Next to that, one could consider
additionally work that measures the similarity between two ontologies [17].

Only a few other approaches address the quantitative and automated evalu-
ation of an ontology by referring to its source corpus. Brewster and colleagues
have presented a probabilistic measure to evaluate the best fit between a corpus
and a set of ontologies as a maximised conditional probability of finding the
corpus given an ontology [3]. Unfortunately, till now no concrete results or test
cases have been presented.

Velardi and colleagues have proposed to use the combination of ”domain
relevance” and ”domain consensus” metrics to prune non domain terms from
a set of candidate terms [36]. They use a set of texts typical of the domain
next to other ones. Domain relevance is in fact the proportion of the relative
frequency of a term in the domain text compared to the maximum relative
frequency of that term over several non domain texts. Domain consensus is
defined as the entropy of the distribution of a term in all the texts of the corpus.
In our approach, we have computed the difference between two proportions,
more specifically the z-values of the relative difference between the frequency of
a word in a technical text vs. a general text, which enables us to filter out words
that are only seemingly typical of the technical text. In [19], the authors also
present a method to semantically interprete novel complex terms with the help
of WordNet and to organise them in a hierarchy. An evaluation of these latter
aspects is also provided. Remark that both of the proposed methods clearly (and
correctly) differentiate a term or word from a concept.

Another statistical approach is elaborated by Gillam and Tariq [10] as part
of a method to extract technical complex terms. They as well try to compare
a specific text with a general text and characterise words by their weirdness
(z-score for the ratio of the two relative frequencies of a word).

There is the - no longer continued - work of Sabou [25] who has examined
how to learn ontologies for web services from their descriptions. Although the
practical aspects of her work on the ontology learning aspects are quite tai-
lored towards the application domain, the evaluation method resembles ours.
She has ”established a one-to-one correspondence between phrases in the corpus
and derived concepts”, so that our lexicometric scores are comparable to her
ontology ratios. In more or less the same vein, Gulla et colleagues [13] use a
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keyphrase extraction techniques to semi-automatically build an ontology. They
involve domain experts to evaluate the ontology in a more or less task indepen-
dent way. Queries are run against a separate manually built ontology and the
semi-automatically constructed one.

Concerning the meta-evaluation of ontologies, Gangemi [9] provides in his
impressive overview (and ontology) of ontology evaluation metrics and measures
some elements and insights that come close to some of our findings. We have
rather focused on a meta-analysis of how content material for an ontology can
be assessed by means of a gold standard approach and which pitfalls are to be
avoided to obtain methodologically sound outcomes.

7 Future Work

The same experiments can be repeated using another text miner - e.g., [15] -
based on other algorithms or heuristics. Also other scoring measures (e.g. the
weirdness measure [10]) to determine whether or not terms are relevant can be
tried in the future. In the same line of thinking, we could look for other user
friendly term extraction tools. We hope to test our method on other domains,
pending the availability of sufficient appropriate domain experts. In addition, a
regression test can be performed with the set up as described in this paper. All
these experiments will also provide new insights to extend the framework for the
meta-evaluation of ontologies.

8 Conclusion

The current experiments give an indecisive answer to the question whether the
automatic evaluation procedure is up to providing a reliable indication on the
quality of triplets produced by a ontology miner. The main reason is the im-
perfect manner in which the experiments had to be set up, constrained as they
were by practical limitations in working conditions. The main lesson to be drawn
is that ontology evaluation, especially when it concerns aspects that go beyond
mere consistency checking, counting of ontology nodes or other ”mechanical”
or structural checks [38], is a fragile exercise. In order to produce scientifically
valid results, an important number of conditions has to met with - as illustrate
our experiences. Evaluating how ontology evaluation should happen is a rather
novel research topic, which is not a surprise as the topic of ontology evaluation
itself still offers many further avenues of research to be explored. The growing
number of recent publications in this area illustrates that the topic is becoming a
valuable research area. And the criterion whether or not an ontology adequately
covers a domain cannot be addressed only in an impressionistic way by having
people rate ontologies- cf. [20]. If well designed (e.g., [37]), computer assisted
evaluation of ontologies is possible. And maybe introducing gaming aspects [27]
could alleviate the psychological burden?

The lightweight automated evaluation procedure reported on in this paper
aims at reducing the need to call upon experts, who are, in general, reluctant
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to participate in evaluation procedures. However, the experiments and results
show clearly that an active involvement of several appropriate experts of various
backgrounds is still crucially needed at this stage. How to break this catch-22
(or deadlock) situation?
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