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Abstract. This paper presents a method, SemSim, for the semantic search and re-
trieval of digital resources (DRs) that have been previously annotated. The anno-
tation is performed by using a set of characterizing concepts, referred to as fea-
tures, selected from a reference ontology. The proposed semantic search method 
requires that the features in the ontology are weighted. The weight represents the 
probability that a resource is annotated with the associated feature. The SemSim 
method operates in three stages. In the first stage, the similarity between con-
cepts (consim) is computed by using their weights. In the second stage, the con-
cept weights are used to derive the semantic similarity (semsim) between a user 
request and the DRs. In the last stage, the answer is returned in the form of a 
ranked list. An experiment aimed at assessing the proposed method and a com-
parison against a few among the most popular competing solutions is given. 

Keywords: Similarity Reasoning, Reference Ontology, Information content, 
Digital Resources. 

1   Introduction 

Similarity reasoning is a very challenging research area. After some decades of re-
search, there is an enormous corpus of scientific results available, but still there is not 
a single solution that is clearly emerging, capable of outperforming all the others. 
Probably, it will never be the case, due to the great variety of problems requiring simi-
larity reasoning, and situations in which such problems arise. There is a nice example, 
reported in [12], concerning the perceived similarity between the elements of the tri-
ple: (pig, pick-up, donkey). At first, one would assert a higher similarity between the 
two terms that represent living entities: pig and donkey, since the term pick-up de-
notes a mechanical artefact. However, if we change perspective, considering a situa-
tion where we need to transport, say, potatoes, then pick-up and donkey are the most 
alike. Such divergent outcomes derive from a shift of perspective, and therefore a 
change in what are the relevant characteristics taken into consideration to determine 
the similarity. An effective similarity reasoner will be endowed with multiple meth-
ods and strategies, and the capacity of analyzing a situation to determine the most 
promising method. 
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1.1   Semantic Searching 

One of the primary uses of similarity reasoning is in method processing a user request 
to retrieve a set of (digital) resources from a given repository (or, more in general, 
from the Web). Such resources can be the actual target of the retrieval process (textual 
or multimedia documents, images, Web services, business process diagrams, etc.) or 
digital surrogates of non-digital objects (people, organizations, cars, furniture, hotels, 
etc.). In our work, we are only dealing with digital surrogates, i.e., semantic annota-
tions1 that we will refer to as feature vectors2. Therefore, even if we intend to search 
objects of the first category, for instance digitalized documents, we are not going to 
consider them directly, in the search phase, e.g., by applying Natural Language or 
Information Retrieval techniques. Our search method is based on feature vectors, that 
we assume have been preliminary built (with some feature extraction techniques3) 
and made accessible. 

Searching over features vectors instead of target resources has several advantages: 

- feature vectors are homogeneous structures, independent of the nature of the re-
sources they are associated with; therefore, 

- the semantic search method can be unified for different kinds of resources (e.g., 
text, photo, video, etc.), once they have been properly annotated; therefore it is 
possible to search different repositories of a different nature by using the same 
method; then, 

- the retrieved results can be reported in an homogeneous form, and ranked in a 
unique list, even if the concrete forms of the retrieved resources are very differ-
ent. 

Beside feature vectors, a second characterization of the proposed search method is 
represented by the use of a weighted reference ontology (WRO), containing the rele-
vant concepts in the given domain. 

Here, we wish to recall the definition of an ontology, taken from the OMG Ontol-
ogy Definition Metamodel [4]: 

 

"An ontology defines the common terms and concepts (meaning) used to describe 
and represent an area of knowledge. An ontology can range in expressivity from a 
Taxonomy (knowledge with minimal hierarchy or a parent/child structure), to a The-
saurus (words and synonyms), to a Conceptual Model (with more complex knowl-
edge), to a Logical Theory (with very rich, complex, consistent and meaningful 
knowledge)."  

 

In our case, we restrict our view of the ontology to a taxonomy of concepts. This sim-
plified view, as anticipated, is then enriched with a weight associated with each con-
cept. Intuitively, the weight of a concept represents its featuring power, i.e., how  
                                                           
1 Semantic annotation is a very active research area [25] whose description goes beyond the 

scope of the paper. 
2 A feature vector is an n-dimensional vector of (numerical) features that represent some ob-

ject... [it is obtained as a] reduced representation of the key characteristics of the object (see 
http://en.wikipedia.org/wiki/Feature_vector). 

3 Feature extraction is an important topic that will not be addressed in this paper for lack of 
space [24]. 
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selective is such a concept in characterizing the resources of our universe. A high 
weight corresponds to a low selectivity level, i.e., many resources are characterized by 
the concept. Conversely, a low weight corresponds to a high selectivity, and therefore 
its use in a request will return less instances. In accordance with the Information Theory 
[23], a concept weight will be used to determine its (relative) information content. 

The WRO is an important element of our proposal, since we restrict the elements 
of a feature vector to the terms that represent concepts in the ontology. For this rea-
son, we will refer to the former as: Ontology-based Feature Vector (OFV). The same 
is true for a user request that takes the form of a Request Vector (RV).  

The SemSim method proposed in this paper supports a user whishing to retrieve 
digital resources from a given UDR (Universe of Digital Resources). An UDR can be 
a document repository maintained by one enterprise, or can be a shared, distributed 
content repository hosted in different organizations belonging to a Virtual Enterprise, 
or even it can be the Web as a whole. When searching, the user indicates a set of de-
sired features (in the form of a request vector rv) expecting to have in return a set of 
resources (partially) satisfying such features. Similarly to Google search, the output of 
SemSim is a ranked list of resources, sorted according to their similarity to the rv. The 
semantic search method is mainly based on the notion of similarity of ontology-based 
feature vectors, and therefore on the similarity of the concepts that compose the two 
structures. Similarity reasoning is a challenging job.  

The following list reports the primary dimensions that can be considered in per-
forming similarity reasoning: 

- Terminological, if the concepts are characterized by a set of terms (e.g., Word-
Net synset, user generated keywords, etc.); 

- Linguistic, determined contrasting the textual descriptions (if available) of the 
concepts; 

- Structural, when we consider the information structures (e.g., attributes and as-
sociations) of the contrasted concepts; 

- Taxonomic, when the similarity is determined by the hierarchal organization of 
concepts in the ontology; 

- Extensional, when the similarity is derived considering the instances of the con-
trasted concepts; 

- Operational, based on operations associated to the contrasted concepts.  

An effective similarity reasoning system should be able to take into consideration 
more than one dimension from the above list. In this paper, we will present a similar-
ity reasoning method, SemSim, that operates along the taxonomic and extensional 
dimensions. In fact, a central issue is the weighting of concepts in the ontology that is 
based on both the position in taxonomy and extension of each concept, seen as the set 
of annotated DRs. To maintain a precise count of the annotated resources is a difficult 
job, especially in a dynamic domain. Therefore, we propose a probabilistic approach, 
where the weight of a concept represents the probability that a resource in the domain 
is characterized by that concept. 

1.2   Promising Application Domains for Semantic Search 

This work has started in the context of a large industrial conglomerate (Finmeccanica) 
that develops large engineering systems: from air traffic control (ATC) to integrated 
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civil protection networks. Each project consists of thousands of parts, devices, appara-
tuses, subsystems, and interconnected systems. In previously accomplished projects, 
an incredible wealth of knowledge has been accumulated in the form of blueprints, 
design drafts, data sheets, CAD/CAM files, test cases and measures, technical notes, 
installation manuals, troubleshooting plans, etc. All these documents are stored in 
digital forms, but are placed in different sites, different formats, created with different 
software tools; therefore they are not easy, for an interested user, to be identified and 
retrieved. When a new project starts, it is extremely useful (and cost saving) to have 
the possibility to effectively access the wealth of knowledge produced by previous 
projects. To this end, the availability of a global search engine, based on semantic 
technologies, is particularly promising. This is the application context in which the 
SemSim method has been initially developed.  

Another application domain is represented by the tourism industry. Here instead of 
having a single large industrial conglomerate (with a closed UDR), we have a network 
of SMEs (e.g., providing transportation, accommodation, food, cultural services, natural 
parks access) able to provide an integrated offer for a tourist4. In the tourism domain we 
have again a large variety of digital resources, available on different web sites, in differ-
ent locations. Here the variety of formats is less important (essentially we have web 
documents), but the fragmentation and the possibility of retrieving documents on the 
basis of their semantic content is equally important. Moreover, this domain is more 
open, dynamic, and less regulated than the previous one. Since tourism is more intuitive, 
we drew from it the running example used in this paper.  

The rest of the paper is organized as follows. Section 2 is dedicated to the related 
work, while Section 3 presents the basic notions and the structures used in SemSim. 
In Section 4, the definition of a Weighted Reference Ontology is given and a running 
example is introduced. In Section 5, the proposed SemSim method for evaluating the 
semantic similarity of Ontology-based Feature Vectors is presented. In Section 6, we 
present an assessment of the SemSim method, contrasting it against a few other meth-
ods. Finally, Section 7 concludes the paper with indications of future work. 

2   Related Work 

In the vast literature available (see for instance [1,5,17,18]), we will focus on the pro-
posals tightly related to our approach. We wish to recap that the focus of our work is 
on the method to compute the similarity between concept vectors. To this end, we 
need to build a two stages method: firstly computing the pair-wise concept similarity, 
and then deriving the similarity of two vectors of concepts. Thus, we adopted a tech-
nique based on the information content [22], which has been successively refined by 
Lin in [15]. The Lin’s approach shows a higher correlation with human judgement 
than other methods, such as the edge-counting approach [21] and Wu-Palmer [26]. 

We need to emphasise that we deal with specialised domains (e.g., systems engi-
neering, tourism, etc.), requiring specialised domain ontologies. The large majority of 
existing proposals make use of WordNet. This is a lexical ontology that is generic 

                                                           
4 We exclude the big tour operators and hotel chains, to address the constellation of SMEs and 

small to micro tourism services providers. 
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(i.e., not focused on a specific domain) and, furthermore, contains only simple terms, 
no multi-word terms are reported (e.g., terms such as “power supply” or “farm house” 
are not available in WordNet). Therefore, our approach is different from all other pro-
posals that use any generic ontology. 

SemSim is based on an ontology with weighted concepts. In [6] there is an interest-
ing proposal that makes use of an ontology enriched with a typical Natural Language 
Processing method, based on term frequency and inverse document frequency (tf-idf). 
With respect to this work, our proposal abstracts from the linguistic domain during the 
annotation phase, allowing therefore for a pure semantic approach. Furthermore, in 
weighting the terms connected to the elements of the ontology, [6] relies on a rigid ap-
proach, i.e., it proposes 5 relevance levels that correspond to 5 constant values: di-
rect(1.0), strong(0.7), normal(0.4), weak(0.2), irrelevant(0.0). In our method, the 
weights, and the relationships among concepts, are not discrete and take any value be-
tween 0 and 1. 

The work presented in [13] shares some similarity with our approach. It proposes a 
bottom up method that, starting from the weight associated with concept nodes, deter-
mines the concept similarity by building vectors of weights. Therefore, the objective is 
the similarity of concepts that depends on the topology of the ontology and the position 
of concepts therein. However, our scope is wider: similarity of concepts (consim) is just a 
step of a more comprehensive method aimed at determining the similarity of two concept 
vectors (semsim). We could have selected the method proposed in [13] for the first phase 
of our work (concept similarity), but it was not completely convincing, since its assess-
ment is based on the well known Miller and Charles experiment [19] that, being based on 
WordNet, is not conceived for specialized domains.  

In [14], a similarity measure between words is defined, where each word is associ-
ated with a concept in a given ISA hierarchy. The proposed measure essentially com-
bines path length between words, depth of word subsumer in the hierarchy, and local 
semantic density of the words. However, similar to [13], the authors evaluate their 
method using Miller and Charles experiment that was conceived for general domains 
and is not appropriate for specialized applications. 

Other research results concern the similarity between two sets (or vectors) of con-
cepts. In the literature the Dice [9,16] and Jaccard [11] methods are often adopted in 
order to compare vectors of concepts. However, in both Dice and Jaccard concept 
similarity is computed by using exact match, with 0 or 1 response. Therefore, the 
matchmaking of two concept vectors is based on their intersection, without considering 
the positioning of the concepts in the ontology. More recent works (see [2]) introduce 
the ontology, hence proposing a more elaborated concept matching. Our proposal is 
based on a more refined semantic matchmaking, since the match of two concepts is 
based on their shared information content, and the vectors similarity is based on the 
optimal concepts coupling. 

[3] introduces two new algorithms for computing the semantic distance/similarity be-
tween sets of concepts belonging to the same ontology. They are based on an extension 
of the Dijkstra algorithm5 to search for the shortest path in a graph. With respect to our 
approach, here the similarity is based on the distance between concepts rather than the 

                                                           
5 http://en.wikipedia.org/wiki/Dijkstra's_algorithm 
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information content carried by each concept. Furthermore, the similarity between two 
sets of concepts is computed by considering the similarity between each concept from a 
set and all the concepts from the other. Finally, the similarity between adjacent concepts 
is supposed to be decided at design-time by the ontology developer and consequently 
introduces a certain degree of rigidity and bias on the results. 

This brief overview has mainly the goal of positioning our work with respect to the 
most relevant results in the literature. As shown, in the various cases, our approach is 
either more focused (i.e., for specialised domains) or more elaborated (e.g., consider-
ing the information content of concepts with respect to the UDR and their positioning 
in the ontology). But we know that more elaborated solutions may not perform better 
than simpler ones. For this reason, we decided to conduct an experiment to assess the 
results of the SemSim method against a few among the most promising competitors. 
These results are reported in Section 6. 

3   Basic Definitions 

In this section we introduce the basic notions and the structures used in the SemSim 
method. Summarising, SemSim is based on the following structures:  

- a Universe of Digital Resources (UDR) over which the search is performed;  
- a Weighted Reference Ontology (WRO);  
- a Semantic Annotation Repository (SAR) containing the ontology-based feature 

vectors (OFVs), one for each digital resource in UDR;  
- a Request Vector (RV);  
- a Ranked Solution Vector (RSV), subset of the UDR resources, whose OFVs are 

similar to the RV, filtered by a given threshold.  

In this section, we provide a formal account of the structures that are used in the 
SemSim method. 

 

Definition 1. Universe of Digital Resources (UDR). The UDR is the totality of the 
digital resources that are semantically annotated. 

 

Definition 2. Ontology. An Ontology is a formal, explicit specification of a shared 
conceptualization [10]. In our work we address a simplified notion of ontology, Ont, 
that focuses on a set of concepts organized according to a specialization hierarchy. In 
particular, Ont is a tree structure defined by the pair: 

Ont = <C, H>   

where C is a set of concepts and H is the set of pairs of concepts of C that are in sub-
sumption (subs) relation: 

H = {(ci ,cj) ∈ C×C | subs(ci,cj)} 

Since we assume that Ont is a tree, given two concepts ci, cj ∈ C, the least upper 
bound of ci, cj, lub(ci,cj), is always defined in C. It represents the less abstract concept 
of the ontology that subsumes both ci and cj. 

 

Definition 3. Weighted Reference Ontology (WRO). Given an ontology Ont = <C, H>, 
a WRO is a pair: 
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WRO = <Ont, w>   

where w is a function defined over C, such that given a concept c ∈ C, w(c) is a ra-
tional number in the interval [0..1] standing for a weight associated with the concept c 
in the ontology Ont. 

 

Definition 4. Ontology Feature Vector (OFV). Given an ontology Ont = <C, H> and 
a digital resource dri ∈ UDR, an OFV associated with dr, ofvi, is a set of ontology 
concepts defined as follows: 

ofvi = (ci,1,...,ci,m) where ci,j ∈ C, j = 1...m 

To actually link a concept to the resources that it characterises, it is necessary to in-
troduce the notion of a featured extension. 

Definition 5. Featured Extension. Given an ontology Ont = <C, H>, and a concept 
(feature) c ∈ C, the featured extension of c is defined according to the extension func-
tion FOnt as follows: 

FOnt(c) = {dr ∈ UDR | c ∈ ofvdr} 

Therefore, given a feature c, FOnt(c) provides all the digital resources in UDR whose 
OFVs contain c, i.e., all the digital resources that are annotated by the feature c. 

 

Definition 6. Similarly Featured Extension. Given an ontology Ont = <C, H>, and a 
concept (feature) c ∈ C, the similarly featured extension of c is defined according to 
the extension function SONT  as follows: 

SOnt(c) = {dr ∈ UDR | ∃ c' ∈ ofvdr consim(c,c') > k } 

where consim is the concept similarity that will be formally introduced in Section 5, 
and k is a threshold suitably defined according to the cases. In this paper we assumed 
k=0.3. Therefore, given a feature c, SOnt(c) provides all the digital resources in UDR 
whose OFVs contain a feature c' whose similarity with c is higher than a fixed thresh-
old. In other words, it provides all the digital resources that are annotated by a feature 
similar to that required, up to a threshold. 

 
Fig. 1. Relationship between a concept c and its extensions 

UDR 

Threshold: k=0.3 

FE(c) 

SOnt 

FOnt 
SFE(c) 

WRO 

c 
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Figure 1 visually depicts the relationship among a concept c and its extensions: 
Featured Extension (FE(c) represented by the inner set) and Similarly Featured Ex-
tension (SFE(c) represented by the dash-bordered set). 

Definition 7. Semantics of an OFV. Given a repository UDR annotated with OFVs, 
the semantics of an OFV, ofv, is defined according to the extension function Eofv as 
follows:  

Eofv(ofv) =  ∩i=1, …, m FOnt(ci) 

where FOnt(ci) is the featured extension of the concept ci, for i = 1...m. Therefore, 
Eofv(ofv) provides all the digital resources in UDR characterized by the features in the 
OFV. 

Definition 8. Semantics of a Request Vector. Given an ontology Ont = <C, H> and a 
Request Vector rv: 

rv = (c1,...,cn) 

where ci ∈ C for i = 1...n, the semantics of rv is defined according to the extension 
function ERV as follows: 

ERV(rv) =  ∪i=1, …, n (FOnt(ci) ∪ SOnt(ci) ) 

where FOnt(ci) and SOnt(ci) are respectively the featured extension and the similarly 
featured extension of the concept ci for i = 1...n. Therefore, ERV(rv) provides all the 
digital resources in UDR whose OFVs contain at least one feature of rv, or one fea-
ture that is similar to at least one feature of rv. 

Definition 9. Ranked Solution Vector. Given an ontology Ont = <C, H> and a Request 
Vector rv, the Ranked Solution Vector associated with rv, RSV(rv), is defined as fol-
lows:  

RSV(rv) = {(dr, semsim) | dr ∈ ERV(rv) AND semsim(dr,rv) > h} 

where semsim(dr,rv) is the semantic similarity between dr and rv that will be intro-
duced in Section 5, and h is a threshold suitably defined according to the cases. There-
fore, the Ranked Solution Vector of a Request Vector provides all the digital  
resources of UDR whose similarity with the Request Vector is higher than the given 
threshold. 

4   Weight Assignment in the WRO 

Prior to addressing the method to associate weights with the concepts in the ontology, 
we introduce our example drawn from the tourism domain. In the example we assume 
to have a dozen of hotels that accepted to annotate their leaflets by using a common 
reference ontology. Each annotation is therefore an OFV, as reported in Table 1. 
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Table 1. OFV-based annotation of Digital Resources 

ofv1 = (InternationalHotel, Golf, InternationalMeal, Theatre)    
ofv2 = (Pension, FrenchMeal, Biking, Reading) 
ofv3 = (CountryResort, MediterraneanMeal, Tennis) 
ofv4 = (CozyAccommodation, ClassicalMusic, InternationalMeal)  
ofv5 = (InternationalHotel, ThaiMeal, IndianMeal, ClassicalMusic)  
ofv6 = (CountryResort, LightMeal, ClassicalMusic)  
ofv7 = (SeasideCottage, EthnicMeal, CulturalActivity)  
ofv8 = (CountryResort, VegetarianMeal, CulturalActivity)  
ofv9 = (SeasideCottage, MediterraneanMeal, Golf, Biking) 
ofv10 = (RegularAccommodation, RegularMeal, Biking)  
ofv11 = (SeasideCottage, VegetarianMeal, Tennis) 
ofv12 = (SeasideCottage, VegetarianMeal) 

The above Semantic Annotation Repository (SAR) has been built starting with the 
WRO reported in Figure 2. 

 

Fig. 2. Concept weights as uniform probabilistic distribution 

Our approach in weighting is based on the probability distribution along the hierar-
chy of concepts starting from the root, namely Thing, that stands for the most abstract 
concept, whose weight wp(Thing) is equal to 1. Here we adopt a uniform probabilistic 
distribution, therefore, given a number n of children (ci, i=1…n) of this top concept, 
the probability of each child is wp(ci)=1/n. Accordingly, for any other concept c, wp(c) 
is equal to the probability of the father of c, divided by the number of the children of 
the father of c (i.e., the fan-out). In Figure 2, an example of the probabilistic distribu-
tion over concepts of our ISA hierarchy is illustrated. For instance, let us consider the 
concept LightMeal, where wp(LightMeal) = 1/9, since wp(Meal)=1/3 and Meal has 3 
sub-concepts. 

In the next section, we will show how the set of OFVs will be used to perform a 
semantic search of the hotels, starting from a vector of desired features indicated by 
the user. 
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5   The SemSim Method for Semantic Search and Retrieval  

Consider the following user request:  
 

   "I would like to stay in a seaside hotel, where I can have vegetarian food,  
    play tennis, and attend sessions of classical music in the evening".  
 

It can be formulated according to the request feature vector notation as follows:  
 

       rv = (SeasideCottage, VegetarianMeal, Tennis, ClassicalMusic)  
 

Once the rv has been specified, the SemSim method is able to evaluate the semantic 
similarity (semsim) among the rv and each available OFV. As already mentioned, in 
order to compute the semsim between two feature vectors, it is necessary first to com-
pute the similarity (consim) between pairs of concepts. 

5.1   Computing Concept Similarity: consim 

Given a WRO, the notion of consim relies on the probabilistic approach defined by 
Lin [15], which is based on the notion of information content. According to the stan-
dard argumentation of information theory, the information content of a concept c is 
defined as -log wp(c), therefore, as the weight of a concept increases the informative-
ness decreases, hence, the more abstract a concept the lower its information content.  

Given two concepts ci and cj, their similarity, consim(ci,cj), is defined as the maxi-
mum information content shared by the concepts divided by the information contents 
of the two concepts [11]. Note that, since we assumed that the ontology is a tree, the 
least upper bound of ci and cj, lub(ci,cj), is always defined and provides the maximum 
information content shared by the concepts in the taxonomy. Formally, we have: 

consim(ci,cj)=2 log wp(lub(ci,cj)) / (log wp(ci)+log wp(cj)) 

 
For instance, considering the pair of concepts Biking and Tennis of the WRO shown 
in Figure 2, the consim is defined as follows:  

consim(Biking, Tennis) = 2 log wp (Open-airActivity) / (log wp (Biking)+      
log wp (Tennis))=0.63 

since, according to Figure 2, Open-airActivity is the lub of Biking and Tennis and 
therefore provides the maximum information content shared by the comparing  
concepts.  

5.2   Computing Semantic Similarity Degree: semsim 

In this section we show how we derive the semantic similarity of two vectors, rv and 
ofv, by using the consim function. In principle, we need to start from the cartesian 
product of the vectors: 

rv ⊗ ofv = { (ci,cj) } 

where: i = 1..n, j = 1..m, n = |rv|, m = |ofv|, ci ∈ rv, and cj ∈ ofv. 
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For each pair we can derive the concept similarity consim, as seen in the previous 
section.  However, we do not need to consider all possible pairs, since in many cases 
the check is meaningless (e.g., contrasting a vegetarian meal with a classical music 
concert). Hence, we aim at restricting our analysis considering only the pairs that ex-
hibit a higher affinity. Furthermore, we adopted the exclusive match philosophy 
(sometimes named wedding approach) where once a pair of concepts has been suc-
cessfully matched, concepts do not participate in any other pair. In other words, as-
suming rv and ofv represent a set of boys and a set of girls respectively, we analyze all 
possible sets of marriages, when polygamy is not allowed. Our solution, for the com-
putation of the semantic similarity, semsim(rv,ofv), makes use of the method based on 
the maximum weighted bipartite matching problem in bipartite graphs [7,8].  

Essentially, the method aims at the identification of the sets of pairs of concepts of 
the two vectors that maximizes the sum of consim. 

semsim(rv,ofv) = max(Σ consim(ci,cj)) / min(n,m) 

In particular, the method that we adopted to solve this problem is based on the well-
known Hungarian Algorithm [20]. 

For instance, in the case of rv and ofv1 of our running example, the following set of 
pairs of concepts has the maximum consim sum: 

 {(SeasideCottage, InternationalHotel), 
  (VegetarianMeal, InternationalMeal) 

   (ClassicalMusic, Theater),  
  (Tennis, Golf)} 

since:  

 consim(SeasideCottage, InternationalHotel)= 0.36 
 consim(VegetarianMeal, InternationalMeal)= 0.38 
 consim(ClassicalMusic, Theater)=0.62 
 consim(Tennis, Golf)=0.62 

 

and any other pairing will lead to a smaller sum. Therefore: 

semsim(rv, ofv1) = (0.36 + 0.38 + 0.62 + 0.62) / 4 = 0.49 

where the sum of consim has been normalized according to the minimal cardinality of 
the contrasted vectors (in this case 4 for both). 

6   SemSim Assessment 

In this section we present some preliminary results on the assessment of the proposed 
SemSim method. The assessment is based on the correlation of semsim with human 
judgment (HJ). Essentially, we contrasted the results of our method with those ob-
tained by a selected group of 20 people. We asked them to express their judgement 
(on a scale of 0 to 3) on the similarity among the rv, and the set of resources at hand, 
i.e., the  hotels Hi, i = 1...12, annotated with the ofvi shown in Table 1. In Table 2, the 
human judgment (whose values have been normalized) and semsim scores are illus-
trated (see second and third column).  
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Table 2. Results of the comparison among human judgment, SemSim and some representative 
similarity methods 

Feature  
Vectors 

HJ SemSim  Dice Jaccard Salton’s 
Cosine 

Weighted 
Sum 

ofv1 0.60 0.49 0.00 0.00 0.00 0.00 
ofv2 0.60 0.49 0.00 0.00 0.00 0.00 
ofv3 0.67 0.63 0.29 0.17 0.08 0.29 
ofv4 0.60 0.56 0.29 0.17 0.08 0.43 
ofv5 0.59 0.43 0.25 0.14 0.06 0.25 
ofv6 0.80 0.66 0.29 0.17 0.08 0.43 
ofv7 0.60 0.55 0.29 0.17 0.08 0.43 
ofv8 0.67 0.63 0.29 0.17 0.08 0.43 
ofv9 0.67 0.69 0.25 0.14 0.06 0.25 
ofv10 0.36 0.37 0.00 0.00 0.00 0.00 
ofv11 0.82 0.75 0.86 0.75 0.25 0.86 
ofv12 0.71 0.50 0.67 0.50 0.25 0.67 

Correlation 
with HJ 

1.00 0.82 0.70 0.67 0.66 0.72 

 

Furthermore, we compared SemSim with some representative similarity methods 
proposed in the literature: Dice, Jaccard, Salton’s Cosine[16] and the Weighted Sum 
defined in [2]. For the sake of simplicity, we recall their formulas below, where X and 
Y represent the rv and an ofv, respectively. 

 

YX

YX

+
∩

2   
Dice’coefficient 

YX

YX

∪
∩   

Jaccard’s coefficient 

YX

YX

×
∩   

Salton’s Cosine coefficient  

YX

YXAff ji

+
∑ ),(

2  

 Weighted Sum function, 
where Aff(Xi,Yj), the affinity b/w Xi and Yj, is  
   1 if Xi = Yj 

   0.5 if Xi is a broader or narrower concept of Yj 

   0 otherwise 
 
The experiment has shown that SemSim yields a higher correlation with human 

judgement (0.82) with respect to other representative methods.  
In order to improve readability, the results given in Table 2 are also illustrated in 

Figure 3. 

6.1   The Ranked Solution Vector 

In Table 3, the lists of the DRs, obtained by human judgement and SemSim, are 
shown. They are ordered according to decreasing semantic similarity degrees with rv.  
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Fig. 3. Illustration of the comparison shown in Table 2 

Table 3. Ranked Solution Vectors for HJ and SemSim 

Human Judgment (HJ) SemSim 
Ranked Resources Values Ranked Resources Values 

H6 0.83 H11 0.75 
H11 0.78 H9 0.69 

H3, H8, H9 0.75 H6 0.66 
H12 0.70 H3, H8 0.63 

H1, H2, H4, H7 0.67 H4 0.56 
H5 0.63 H7 0.55 

H10  0.37 H12 0.50 
  H1, H2 0.49 
  H5 0.43 
  H10 0.37 

 
In this table, the horizontal line separates DRs according to a threshold, here fixed to 
0.55. Thus, the Ranked Solution Vector (RSV) of our running example is defined by 
the DRs above the horizontal line. 

Analyzing Table 3, we are able to show the effectiveness of our method according to 
the precision and recall values. As usual, precision is obtained dividing the number of 
discovered valid resources (the intersection between the first and the third columns of 
Table 3) by the total number of discovered resources (third column of Table 3), while 
recall is computed dividing the number of discovered valid resources by the total num-
ber of valid resources (first column of Table 3), up to a threshold. Finally, the F-
measure, which is two times the product of precision and recall divided by their sum, is 
also given. 
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In our case, assuming the threshold equal to 0.55, we have: 

Precision Recall F-measure 
1 0.64 0.78 

Note that, in general, selecting higher thresholds results in higher precision values, 
while selecting lower thresholds leads to higher recall values. 

7   Conclusions and Future Work 

The problem of achieving new generations of search engines capable of exploiting the 
emerging semantic technologies is attracting much attention today. It is a widely 
shared opinion that we need to perform a “quantum leap” and achieve new generation 
search engines that exploit the semantic content of a resource when performing a 
search and retrieval task. In this paper, we presented the SemSim method that goes in 
this direction. Our method is innovative since it is based on the possibility of annotat-
ing each DR with a vector of characterizing features (OFV), selected from the con-
cepts of an ontology. Our method is based on three key elements: (i) a Weighted Ref-
erence Ontology, where each concept in the ISA hierarchy is weighted using a prob-
abilistic distribution approach; (ii) the use of the Lin method to determine the similar-
ity between concepts (i.e., consim) in the Ontology; (iii) the use of the Hungarian Al-
gorithm to compute the similarity degree between a rv and an ofv. 

The SemSim method has been implemented and a number of tests have been car-
ried out that show its high correlation with human judgment.  

In the future we intend first of all to carry out extensive experiments to acquire a 
better understanding of the characteristics of our method. A further direction is repre-
sented by the possibility of associating a weight with the elements of the request vec-
tor, allowing the user to specify a scale of importance on the desired features. This is 
the first requirement that emerged from the participants when they performed human 
test: not all the required features are equivalent, users would like to indicate what are 
the important (or even mandatory) features with respect to other features for which a 
compromise is acceptable. 

Another line of activities will concern the WRO and the method to assign weights 
to concepts. Currently, the weights are defined according to a uniform distribution of 
probability. We wish to explore the behaviour of the SemSim method in presence of a 
skewed probability distribution that may be useful in many cases. 
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