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Preface

The Web is a global information space consisting of linked documents and linked
data. As the Web continues to grow and new technologies, modes of interaction,
and applications are being developed, the task of the Semantic Web is to unlock
the power of information available on the Web into a common semantic infor-
mation space and to make it available for sharing and processing by automated
tools as well as by people. Right now, the publication of large datasets on the
Web, the opening of data access interfaces, and the encoding of the semantics of
the data extend the current human-centric Web. Now, the Semantic Web com-
munity is tackling the challenges of how to create and manage Semantic Web
content, how to make Semantic Web applications robust and scalable, and how
to organize and integrate information from different sources for novel uses. To
foster the exchange of ideas and collaboration, the International Semantic Web
Conference brings together researchers and practitioners in relevant disciplines
such as artificial intelligence, databases, social networks, distributed computing,
Web engineering, information systems, natural language processing, soft com-
puting, and human—computer interaction.

This volume contains the main proceedings of ISWC 2008, which we are ex-
cited to offer to the growing community of researchers and practitioners of the
Semantic Web. We got a tremendous response to our call for research papers
from a truly international community of researchers and practitioners from 41
countries submitting 261 papers. Each paper received an average of 3.25 reviews
as well as a recommendation by one of the Vice Chairs who read the papers
under investigation as well as the comments made by PC members. Based on a
first round of reviews, authors had the opportunity to rebut leading to further
discussions among the reviewers and—where needed—to additional reviews. Re-
views for all papers with marginal chances of acceptance were discussed in the
Programme Committee meeting attended by the Vice Chairs.

As the Semantic Web field develops we have observed the existence of a stable
set of subjects relevant to the Semantic Web, such as reasoning (19)*, knowledge
representation (14), knowledge management (12), querying (9), applications (8),
semantic Web languages (7), ontology mapping (6), ontology modelling (6), data
integration (6), and semantic services (5). Some of the paper topics substantiate
the role of the Semantic Web as being at the intersection of several technologies,
e.g., collaboration and cooperation (5), interacting with Semantic Web data (5),
human-computer interaction (4), information extraction (4), content creation
and annotation (4), uncertainty (3), database technology (3), social networks

! Numbers in parentheses indicate the frequency of this topic among the set of accepted
papers as given by the authors at the time of submission. Many papers addressed
multiple topics.
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(3), data mining and machine learning (3), semantic search (3), information re-
trieval (3), Semantic Wikis (3), social processes (2), peer-to-peer (2), personal
information management (2), visualization (2), multimedia (1), grid (1), seman-
tic desktop (1), trust (1), and middleware (1). Eventually, new areas that are core
to the Semantic Web field gain prominence as data and ontologies become more
widespread on the Semantic Web, e.g., ontology evaluation (4), ontology reuse
(4), searching and ranking ontologies (3), ontology extraction (2), and ontology
evolution (1).

Overall, as the field matures, ISWC Programme Committee members have
adopted high expectations as to what constitutes high-quality Semantic Web re-
search and what must be delivered in terms of theory, practice and/or evaluation
in order to be accepted in the research track. Correspondingly, the Programme
Committee accepted only 43 papers (i.e., 16.7%); three of the submissions were
accepted for the in-use track after further discussion with its Track Chairs.

The Semantic Web In-Use Track received 26 submissions, each of which was
reviewed by 3 members of the In-Use Track Programme Committee. We accepted
11 papers, along with 3 papers referred from the Research Track. Submissions
came from both research and commercial organizations, reflecting the increased
adoption and use of Semantic Web technologies. Traditional business, Web, and
medical applications were joined with home automation, context-aware mobile
computing, and satellite control. Papers also addressed deployment, scalability,
and explanations.

This year ISWC 2008 hosted, for the fourth consecutive year, a doctoral con-
sortium for Ph.D. students within the Semantic Web community, giving them
the opportunity to discuss in detail their research topics and plans, and to get
extensive feedback from leading scientists in the field. This year, in order to min-
imize overlap with other events and to increase attendance, the consortium was
held on the day before the main conference. There were 39 submissions in total,
which is approximately a 33% increase over 2007 and the highest ever submis-
sion rate to the ISWC DC. Submissions were reviewed by a panel of experienced
researchers. The acceptances comprised 7 papers and 12 posters, which were pre-
sented in a full-day session. Each student was also assigned a mentor who led the
discussions following the presentation of the work, and provided more detailed
feedback and comments, focusing on the PhD proposal itself and presentation
style as well as on the actual work presented. The mentors were drawn from the
set of reviewers and comprised some leading researchers in the field—both from
academia and from industry.

A unique aspect of the International Semantic Web Conferences is the Se-
mantic Web Challenge. This is a competition in which participants from both
academia and industry are encouraged to show how Semantic Web techniques
can provide useful or interesting applications to end-users. This year the Se-
mantic Web Challenge was organized by Jim Hendler and Peter Mika. It was
further extended to include the Billion Triple Challenge. Here the focus was not
so much on having a sleek and handsome application, but rather on managing
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a huge mass of heterogeneous data — semantic data, microformat data or data
scraped from syntactic sources that one finds out there on the Semantic Web.

Keynote Talks from prominent scientists and managers further enriched ISWC
2008: Ramesh Jain, an eminent figure in the field of multimedia and beyond, gave
a talk indicating the importance of semantics in the field of experiential comput-
ing. Stefan Decker, one of the founding members of the Semantic Web field in
research and practice, presented his ideas about further developing the Semantic
Web in order to give the common user the power of the Semantic Web at his fin-
gertips. Finally, John Giannandrea considered the Semantic Web from the point
of view of a business person. As co-founder and CTO of MetaWeb technologies,
he explained how the Semantic Web helps his customers, showing the impor-
tance of thinking out of the box in order to exploit the strength of Semantic
Web technologies. In addition, there were seven invited talks from industry that
focused on the development and application of Semantic Web Technology along
with a panel titled “An OWL 2 Far?” moderated by Peter F. Patel Schneider.

The conference was enlivened by a highly attractive Poster and Demo Session
organized by Chris Bizer and Anupam Joshi and a large Tutorial Program super-
vised by Lalana Kagal and David Martin and including 11 unique events to learn
more about current Semantic Web technologies. A great deal of excitement was
generated by 13 workshops, which were selected from 22 high-quality proposals
under the careful supervision of Melliyal Annamalai and Daniel Olmedilla.

The final day of the conference included a Lightning Talk session, where
ISWC attendees could submit one slide and get five minutes of attention from
a broad audience to report on what they learned and liked or disliked and how
they see the Semantic Web continuing to evolve.

We are much indebted to Krishnaprasad Thirunarayan, Proceedings Chair,
who provided invaluable support in compiling the printed proceedings. We also
offer many thanks to Richard Cyganiak and Knud Moller, Meta data Co-chairs,
for their expert coordination of the prodution of the semantic mark-up associated
with contributions to the conference.

The meeting would not have been possible without the tireless work of the Lo-
cal Organization Chair, Rudi Studer, the Local Organizing Committee including
Anne Eberhardt, Holger Lewen and York Sure and their team from Karlsruhe.

We thank them all for providing excellent local arrangements. We would also
like to thank the generous contribution from our sponsors and the fine work
of the Sponsorship Chairs, John Domingue and Benjamin Grosof, and Li Ding,
Publicity Chair. Finally, we are indebted to Andrei Voronkov and his team for
providing the sophisticated yet free service of EasyChair, and to the team from
Springer for being most helpful with publishing the proceedings.

October 2008 Amit Sheth
Steffen Staab

Diana Maynard

Mike Dean

Massimo Paolucci

Tim Finin
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Abstract. The process of authoring ontologies requires the active involvement
of domain experts who should lead the process, as well as providing the rele-
vant conceptual knowledge. However, most domain experts lack knowledge
modelling skills and find it hard to follow logical notations in OWL. This paper
presents ROOQ, a tool that facilitates domain experts' definition of ontologies in
OWL by allowing them to author the ontology in a controlled natural language
called Rabbit. ROO guides users through the ontology construction process by
following a methodology geared towards domain experts’ involvement in on-
tology authoring, and exploiting intelligent user interfaces techniques. An
evaluation study has been conducted comparing ROO against another popular
ontology authoring tool. Participants were asked to create ontologies based on
hydrology and environment modelling scenarios related to real tasks at the
mapping agency of Great Britain. The study is discussed, focusing on the us-
ability and usefulness of the tool, and the quality of the resultant ontologies.

Keywords: Ontology Authoring, Controlled Natural Language Interfaces,
Evaluation of Ontology Building Tools, Geographical Ontologies.

1 Introduction

The need to construct ontologies — ranging from small domain ontologies to large
ontologies linked to legacy datasets— hinders the ability and willingness of organisa-
tions to apply Semantic Web (SW) technologies to large-scale data integration and
sharing initiatives [1,7,9]. This is due to the time and effort required to create ontolo-
gies [1,19]. Most ontology construction tools aggravate the situation because they are
designed to be used by specialists with appropriate knowledge engineering and logic
skills, but who may lack the necessary domain expertise to create the relevant ontolo-
gies. At present, it is knowledge engineers who usually drive the ontology authoring
process, which creates an extra layer of bureaucracy in the development cycle [19].

" The work reported here is part of a research project, called Confluence, funded by the Ord-
nance Survey and conducted by an interdisciplinary team from the University of Leeds and
Ordnance Survey. The main goal of the project is the development of the ontology construc-
tion tool ROO, presented in this paper.

A. Sheth et al. (Eds.): ISWC 2008, LNCS 5318, pp. 12008.
© Springer-Verlag Berlin Heidelberg 2008
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Furthermore, this knowledge engineer led approach can hinder the ontology construc-
tion process because the domain expert and domain knowledge may become secon-
dary to the process of efficient knowledge modelling. This is especially true where
the domain expert has no understanding of the languages and tools used to construct
the ontology. The development of approaches that facilitate the engagement of do-
main experts in the ontology construction process can lead to a step change in the
deployment of the Semantic Web in the public and industrial sector.

Such an approach, drawn upon extensive experience in creating topographic on-
tologies at Ordnance Survey, the mapping agency of Great Britain, is described here.
Ordnance Survey is developing a topographic domain ontology to empower the inte-
gration and reuse of their heterogeneous topographic data sets with third party data
[9]. At the heart of Ordnance Survey’s ontology development process is the active
involvement of domain experts [20]. They construct conceptual ontologies that record
domain knowledge in a human readable form with appropriate formality using a con-
trolled language, Rabbit’ [14], that is translated into OWL DL [8].

The paper presents ROO (Rabbit to OWL Ontology authoring), a user-friendly tool
that guides the authoring of a conceptual ontology which is then converted to a logical
ontology in OWL. The distinctive characteristics of our approach are: (a) catering for
the needs of domain experts without knowledge engineering skills; (b) exploiting
techniques from intelligent user interfaces to assist the ontology construction process
by following an ontology authoring methodology (the current implementation follows
the methodology used at Ordnance Survey for developing several large ontologies
with the active involvement of domain experts [20]); (c) providing an intuitive inter-
face to enter knowledge constructs in Rabbit. We describe an experimental study that
examines the degree to which domain experts (i.e. not knowledge engineers) can
build ontologies® following real scenarios based on work at Ordnance Survey.

An analysis of related work (§2) positions ROO in the relevant SW research. §3
presents the ROO tool and gives illustrative examples of user interaction taken from
an experimental study reported in §4. §5 discusses the findings of the study, and out-
line implications for SW research.

2 Related Work

Recent developments of ontology authoring tools are increasingly recognising the
need to cater for users without knowledge engineering skills. Controlled language
(CL) interfaces have been provided for entering knowledge constructs in an intuitive
way close to Natural Language (NL) interface (see [11,23] for recent reviews). ROO
builds on the strengths and minimises the usability limitations of existing CL tools.
Positive usability aspects have been followed in the design of ROO, such as: look

! Named after Rabbit in Winnie the Pooh, who is actually cleverer than Owl.

2 Our expectation is not that domain experts will be able to completely author large complex
ontologies without assistance (although this might be for small ontologies), but to establish
that they can actively participate in the authoring process and construct significant portions of
the ontology themselves. This means that domain experts can capture much of the ontology in
a form that can be manipulated by knowledge engineers, who can in turn concentrate on the
“hard modelling”.
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ahead to provide suggestions by guessing what constructs the users might enter [24];
showing the parsed structure to help the user recognise correct sentence patterns
([10,21,26]); providing a flexible way to parse English sentences using robust lan-
guage technologies [8,11,24]; automatically translating to OWL ([17,4,11]); using
templates to facilitate the knowledge entering process [22,24]; maintaining a text-
based glossary describing parsed concepts and relationships [26]; and distributing the
CL tool as a Protégé plug-in [10]. At the same time, we have tried to minimise the
negative usability issues exhibited in existing CL tools, such as reliance on the user
having knowledge engineering skills to perform ontology authoring (all existing tools
suffer from this to an extent) and lack of immediate feedback and meaningful error
messages [10,11,26].

Although the goal of CL tools is to assist in entering knowledge constructs, the ex-
isting tools focus solely on the CL aspect - they do not aim to provide assistance for
the whole ontology construction process. In this vein, the HALO project’ makes an
important contribution by offering holistic and intuitive support at all stages of ontol-
ogy authoring [2]. This key design principle is also followed in ROO. HALO focuses
on providing advanced functionality based on the state-of-the-art SW technologies,
e.g. sophisticated NL parsing of source documents, graphical interface for entering
ontology constructs and rule-based queries. In contrast, ROO offers simpler function-
ality and follows the Ordnance Survey’s practice in ontology construction when tak-
ing design decisions. For example, we do not use information extraction techniques to
pull out domain concepts from documents, as domain experts normally know what the
key concepts are. Our experience shows that the major challenge is to perform ab-
straction and to a lesser degree reformulation (from NL to CL) and to formulate on-
tology constructs in a CL, which is the main focus in ROO. It provides intelligent
support for ontology definition by offering proactive guidance based on monitoring
domain experts’ activities when performing ontology construction steps. Essentially,
certain knowledge engineering expertise has been embedded into ROO to compensate
for the lack of such skills in domain experts. This ensures rigour and effectiveness of
the ontology development process, and can lead to better quality ontologies (ontology
“quality” is described further in §4.3). Furthermore, ROO aims to improve users’ un-
derstanding of the knowledge engineering process, and to gradually develop their
ontology modelling skills. The study presented in this paper is an initial examination
of some of these assumptions.

3 The ROO Tool

The design of ROO takes into account factors that may hinder the involvement of
domain experts in the ontology authoring process. As identified through Ordnance
Survey’s experience in ontology construction, they are: the need to follow a system-
atic methodology for capturing the knowledge of domain experts; the difficulty in
expressing knowledge constructs in a formal language; and the need to cater for the
lack of knowledge engineering skills in domain experts.

ROO follows the main steps in Kanga, the Ordnance Survey’s methodology for
involving domain experts in the authoring of conceptual ontologies [20]. It includes

3 www.projecthalo.com
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the following steps: (a) identify the scope, purpose and other requirements of the on-
tology; (b) gather sources of knowledge (e.g. documents and external ontologies); (c)
define lists of concepts, relationship and instances supplied with NL descriptions; (d)
formalise core concepts and their relations in structured English sentences; (e) gener-
ate the OWL ontology. Once step (a) is complete, steps (b)-(d) are performed itera-
tively by domain experts, while step (e) is performed by ROO automatically. Note
that the focus in Kanga is to capture domain experts’ knowledge and encode it in
OWL, so it can be further examined, validated and improved by knowledge engineers
who can use ROO in combination with other ontology engineering tools, for example
querying tools [3,18,28,31].

The formalisation, step (d), uses a controlled natural language, called Rabbit, de-
veloped in response to a need for domain experts to be able to understand and author
ontologies [14]. Rabbit covers every construct in OWL 1.1 [14,8], allowing domain
experts to express sufficient detail to describe the domain.

ROO* is an open

. . ROO reuses Guards the
source tool distributed as |prowge user from Rabot 2| Parse
a Protégé 4 plugln [6] for managing interacting R Lﬁ;anguage Septence
. the OWL directly with rocessor

Lol Ontology OowL !
ROO extends the Protégé ‘ Convert Sentence Domdin Expert
4 user interface by simpli- J o OWL
fying it as much as possi- o
Y 5g L. P «<externaly E ——=— ROO Model $:| —(=— roo Léj
ble” - hldlng advanced Protége 4 OWL Manage | Manager Construgt | User Interface

options from the user and OWL Ontolagy . Ontolagy
. . ‘alidale
using what we believe to _ Ontology
. . Validates the quality of the
be less-confusing termi- | consincted ontologyand
. guides the user through the ~=~>| Kanga Methodology El
nology (e.g. instead Of |cntology construction process. Model

‘classes and properties’,

ROO shows ‘concepts’
p Fig. 1. UML 2.0 component diagram shows the architec-

and ‘relations’). . . . .
. tural elements, interfaces and inter-element connections in
In order to explain the 0

services provided by the

Rabbit Language Processor, the Kanga Methodology Model and the ROO Model
Manager (see Fig. 1), we show two typical user interactions with the system and ex-
plain how they are handled by ROOQO. The examples are taken from the experimental
study described in §4.

Domain experts edit the ontology using Rabbit sentences instead of directly edit-
ing OWL or the Manchester Syntax. Fig. 2 depicts how a domain expert enters sen-
tences in ROO using the Rabbit edifor. The user has entered two Rabbit sentences
defining the concept river. The first one (Every river transports
freshwater) is a valid Rabbit pattern but uses the concept freshwater which
is not defined in the ontology. The Rabbit Language Processor recognises that
freshwater is likely to be a domain concept and composes a corresponding error
message. The user has typed the second sentence (Every river flows into
one or more of a sea, a lake, or a river) while looking into the

Suggest Next Task

*ROO is built as part of the Confluence project. http://sourceforge.net/projects/confluence
> The default Protégé 4 GUI components are still available for the more advance users, but are
not used as a default in the ROO application.
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existing Rabbit patterns (shown by clicking on the Rabbit patterns tab). However,
the Rabbit pattern for non-exclusive OR is applied wrongly — instead of commas the
user should have used orﬁ, and the sentence uses a relationship flows into
which is not defined in the ontology. Corresponding error messages to help the user
are generated, as shown in Fig. 2. The user then corrects the errors by adding the
missing concept and relationship and correcting the Rabbit pattern. Every time the
user makes changes, the input is re-parsed and, if necessary, error messages are gen-
erated accordingly. When the input does not contain errors, the user confirms the sen-
tence. It is then translated into OWL by the Rabbit Language Processor, then
validated by the Kanga Methodology Manager’, and added to the ontology by the
ROO Model Manager.

Domain experts can also ask a “guide dog” in ROO to suggest tasks, which is a
“wizard”-like feature which monitors the state of the ontology and the user’s activities,
and suggests the most appropriate actions. Fig. 3 shows how the system handles these
requests. The user has already entered several concepts to the ontology. The user then
asks for a next task. The Kanga Methodology Model then derives a list of possible tasks
and sorts them according to the current ontology state and the user’s recent activity. In
Fig. 3, the user is prompted to enter Rabbit sentences for the concept freshwater
which was created with the previous concept definition of river (see Figure 2) but did
not yet give Rabbit definitions for it. Other task suggestions include reminding the user
to enter missing natural language descriptions or pointing at other previously entered
concepts which lack Rabbit definitions.

ROO Rabbit to OWL Ontology Authoring —(of x|

File Edt Reasoner Tools Refactor Tabs View Window Help

E & [@© ontongyizioemaoissow | @ | | E

| Scope and Purpose || Knowledge Sources | Concepts and Relations. |
=
@ |Bvery river transports freshwmter.

Exerx. xiver. [l ke 1 06 moxe.0f 2.0080.,.2.10k0...08. 3, KAVEE., ‘

«ROO Model
Manager»

Update

Ontology

«ROO User Interface»
Receive Rabbit Input

«Rabbit Language
Processor»
Parse

Bacteria

Catchment
Chemical Rabbit emors ()][Rabbit wamings @)][Rabbit Patterns|[Unsupported Rabbit Fattens
Ditch
Lake

CONCEPT Freshwater is not defined inthe ortology
Input ', could not be recognized as part of a valid sentence

[valid]

Man RELATICNSHPP flowslnto is not defined in the ontology
e Sentence 'Every river flows into 1 or more of a sea, a lake, or a river ' not recognized as
Rock =
o« i [ o]
Sea
Sol
«Domain expert» N
fes et Every river is a kind of matural pathway.
ol List of Relations: flowsinto &
0 River is a concept.

«Rabbit Language
Processors»
Convert to OWL

«Kanga Methodology
Model»
Validate changes

'is made by’
Contains
Transports < e Dol

Fig. 2. State chart and screenshot showing how a Rabbit sentence is handled by ROO. The
parsed syntax elements are highlighted, and possible errors/suggestions are reported to the user.

® The correct Rabbit pattern is: Every river flows into 1 or more of a sea
or a lake or a river.

7 This includes checks whether the input is appropriate to the current stage of the ontology con-
struction; e.g. scope and purpose must be enterered before later stages can commence; Rabbit
definitions require existence of NL descriptions.
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B ROO Rabbit to OWL Ontology Authoring =0
Fie Edt Reasoner Tools Refactor Tabs View Window Hefp

Ontology1210324180358 owl - E
[ignore suggestior] ﬂ > | [ oridoay o | & ]

© Erter rahbit sertences to define concept Freshwater
| Seops and Purpose | Knowledge Sources | ¢

Continue] [Finish]

«Domain expert» «Domain expert
Ask for suggestion Perform task

«Domain expert»
Handle Suggestion

sixlo] 5
[chdose task] Bacteria ——| ¢ Enter the nate
Catchment "¢ Erter the naturallanguage description of reiationship ishadeB
«ROO User Interfaces «ROO User Interfacen «ROO User Interfacen e
[ Accept request ) CGu\de user through task Show Next Task List e Show all 28 suggestions
\ Freshwater Lo

natural_language _description
“Freshwater is water containing no salt particles.

«Kanga Methodology Model»
| Calculate Next Task List

— Create Next
ire rules Task List

It exists in rivers, ice and underground springs
[Author: participant 16]"

Sort List
Based on Current
Application State

Fill rules
with current
Ontology data

(0]

s made by’
Contains

‘‘‘‘‘‘‘‘‘

Fig. 3. State chart and screenshot depicting how ROO handles the suggestion of next tasks

The development of ROO has been guided by regular usability tests with potential
users — domain experts in different domains. This has led to a fairly robust version
that has been evaluated following real scenarios at Ordnance Survey. This evaluation
is discussed in the rest of the paper.

4 Experimental Study

To assess the effectiveness of ROO, we conducted an experimental study following
the criteria for evaluating ontology tools in [15]. The study addressed three groups of
questions: (1) What is the interaction with the tool like? How usable is the tool? Can
domain experts without knowledge engineering skills create OWL ontologies with
ROO? (2) How well does ROO facilitate the ontology construction process? Do us-
ers develop ontology modelling skills as a result of the assistance the tool provides?
(3) What is the quality of the resultant ontologies produced with ROQO? Is the quality
influenced by assistance provided by the tool?

4.1 Experimental Design

The study followed a task-based, between-subjects experimental methodology to
compare ROO with a baseline system.

Baseline System. The study compares ROO with a similar tool that allows the user to
author in a CL. From the available CL tools for ontology authoring, ACEView for
Protégé [16] was chosen since the user interaction with it is the closest to the user
interaction with ROOQ: both tools extend Protégé as plug-ins, support text input in a
CL compatible with OWL-DL, provide error messages for sentence composition, and
produce an ontology in OWL?®. The main difference between ROO and ACEView is
that ROO offers assistance with the whole ontology authoring process (§3).

8 The other available CL ontology authoring tools are CLONE [11] and PENG [16]. They were
used during a pilot but discarded for the actual study. CLONE is more suitable for users with
some knowledge engineering skills, while the users in our study did not have such skills. The
interaction with PENG is pattern-based and is notably different from the ROO interface.
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Participants. The study involved 16 volunteers from the departments of Geography
(8 students) and Earth and Environment (8 students) at the University of Leeds. The
participants were chosen to closely resemble domain experts who may perform ontol-
ogy modelling tasks at Ordnance Survey (Hydrology) or the Environment Agency for
England and Wales (Flooding and Water Pollution). The main requirement for attend-
ing the study was to have knowledge and experience (confirmed with the modules
attended and practical work done) in Hydrology, for Geography students, and Flood-
ing and Water Pollution, for Environmental Studies students. In each domain, 4 par-
ticipants used ACEView and 4 used ROQ; this was assigned on a random basis. None
of the participants was familiar with ontologies or ontology construction tools. They
had not heard of RDF or OWL. None had previous background in encoding knowl-
edge and for most participants “structuring knowledge” meant writing reports/essays
in a structured way.

Scenarios. The study involved two ontology authoring scenarios.

Scenario 1 [Geography participants]: This scenario resembles ontology modelling
tasks performed by domain experts at Ordnance Survey to describe geographical fea-
tures whose spatial representations are included in Ordnance Survey’s OS Master-
Map®°. The participants were asked to describe several hydrology concepts: River,
River Stretch, River Bank, Ditch, Catch Drain, Balancing Pond, Ca-
nal and Reservoir. These concepts are included in a large Hydrology ontology'®
defined by Ordnance Survey. The Geography participants were familiar with OS
MasterMap®, which is used at the School of Geography at Leeds University.

Scenario 2 [Environmental Studies participants]: This scenario resembles ontology
modelling tasks performed by domain experts at one of Ordnance Survey’s customers
—the Environment Agency of England and Wales— who can use OS MasterMap® for
flooding and water pollution analysis. The participants were asked to describe:
River, Catchment, Flood Plain, Ditch, Water Pollution, Sediments,
Colloids, Land Use and Diffuse Pollution. These concepts were selected
from a list derived by an Ordnance Survey researcher interviewing an expert from the
Environment Agency as part of a project to scope a semantic data integration sce-
nario. Many of these concepts required references to hydrology features from OS
MasterMap® but the participants were unaware of this. None of the Environment
subjects had knowledge of OS MasterMap®. Ontologies for geography and environ-
ment were also produced by Ordnance Survey and were used as comparators with the
ontologies produced by the participants.

Procedure and Materials''. Depending on their background, the participants were
sent the corresponding list of concepts, and were asked to prepare brief textual de-
scriptions for these concepts by using specialised dictionaries or other sources. Each
session was conducted individually and lasted 2 hours. It included several steps.

Pre-study questionnaire [20 min] included a brief introduction to the study and
several questions to test the participants’ ontology modelling background.

° OS MasterMap® www.ordnancesurvey.co.uk/osmastermap/ is a nationally contiguous vector
map containing more than 450 million individual features down to street, address and indi-
vidual building level, spatial data to approximately 10cm accuracy.

10 www.ordnancesurvey.co.uk/ontology

' All materials are available from www.comp.leeds.ac.uk/confluence/study.html
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Introduction to the scenario and training with the ontology authoring tool [10 min]
was given to each participant by an experimenter, describing the main parts of the
interface and entering of several definitions from a Building and Places'? ontology.
The examples used for the ACEView and ROO sessions were similar (the differences
came from the CL and the errors given by each tool). The training with ROO also
required entering the ontology’s scope and purpose and knowledge sources.

Interaction with the tool [60 min] The participants had to use the tool allocated to
them to describe the concepts following the descriptions they had prepared. Each ses-
sion was monitored by an experimenter who provided some general help when the
participants got stuck with the language. Help materials with printed examples of the
corresponding CL were provided. The interactions were logged and video recorded.
The experimenters kept notes of the user interaction.

Post-study questionnaire [20 min] included checking the participants’ ontology
modelling background (repeating questions from the pre-study questionnaire); a us-
ability questionnaire using a seven-point Likert scale; and open questions about bene-
fits, drawbacks, and future improvement of the tool used.

General impression and clarification [10 min] included a brief interview with each
participant about their general impression of the CL used, interaction with the tool,
and any additional aspects the participants wished to mention.

Data Collected. The following data was collected during the study: (a) Question-
naires — used for examining the usability of each tool and examining possible changes
in the participants’ understanding of ontology modelling; (b) Log data, video records
of the sessions, and experimenter’s notes — used for clarifying aspects of the interac-
tion with each tool; (c) Resultant OWL ontologies — the quality of these ontologies
was analysed following the O2 framework [12]. The data was analysed quantitatively
and qualitatively. The quantitative analysis used Mann-Whitney U test" for discrete
measurements and t-test for interval data.

4.2 Comparing the Interaction with ROO and ACEView

Interaction Patterns. Both tools have fairly simple interfaces and were easy to use.
The first quarter of the interaction was usually slower as the participants had to learn
to formulate sentences in the corresponding CL. During this time, the definition of the
first concept river (common for both scenarios) was completed. Both tools offer a
tab to show the CL errors, this was used extensively. Initially, most users did not real-
ise that the error messages refer to incorrect CL grammar that the computer could not
parse or translate into a logical form, rather than incorrect domain facts. From the
second quarter, the users established a routine to describe a concept, including:

1. Check the NL description for the currently entered concept and identify a state-
ment with knowledge to be encoded. The ACEView users had a printout of the de-
scriptions they had prepared, while the ROO users followed the NL descriptions
the tool prompted them to enter.

12
www.ordnancesurvey.co.uk/ontology.

13 Mann-Whitney U test is a powerful nonparametric test used as an alternative to the paramet-
ric t-test to compare two independent samples [27]. It is often used when the measurement is
weaker than interval scaling or the parametric assumptions are not met.



Involving Domain Experts in Authoring OWL Ontologies 9

2. Look for a CL pattern that matches the NL statement. The ACEView users used
only the printed list of CL examples provided, ROO users could, in addition, see
the available patterns within the tool, and they gradually moved to using this;

3. (Re)Formulate the NL statement in a CL pattern. This usually involved simplify-
ing the constructs or taking away unnecessary detail, e.g. simple patterns were
easily created, more complex patterns were normally not written correctly in the
first instance and required several iterations and checking the system feedback.

4. Check for error messages — if there are no error messages, continue with another
NL statement (i.e. go to step 1). When there are error messages, the users would
usually repeat steps 2-4. Some participants would be persist, reformulating the CL
statement until there were no errors (and it was translated to OWL), while others
would continue and leave the CL statement with errors (i.e. not encoded in OWL).
For both tools, the users were occupied mostly with steps 3 and 4 and would often

refer to step 2 for a quick check. Two of the eight ACEView users entered sentences

to describe all concepts from the given list (see scenarios), while none of the ROO
users managed to complete the descriptions; in most cases the last two concepts were
not defined. Table 1 summarises the main interaction problems.

Usability. Table 2 summarises the findings from the usability questionnaire. For both
tools, the users were positive. ROO was found to be significantly less frustrating than
ACEView, which may be due to the much more intuitive interface, much less confus-
ing error messages, and the help offered from the “guide dog”. The messages in ROO
were more helpful, the tool was less complex than ACEView, and users would be
more willing to use ROO again (note the very low significance).

Ontology Modelling Skills. The answers to six ontology modelling questions (cover-
ing the main steps and building blocks in conceptual models, definition of ontology,
concepts, and relations) in the pre- and post-study questionnaires were compared by

Table 1. Summary of the main interaction problems identified in the study

Problem Tool Explanation

Error ACEView ‘When the CL pattern entered was not recognised, the users would not always get informative
messages ROO error messages. In such cases, the users had to guess what may be misleading, e.g. ACEView:
lack detail. The sentence is not correct ACE syntax.

ROO: Sentence is not recognised as correct Rabbit sentence.

Error ACEView When the user entered sentences which could not be recognised, they sometimes received error
messages ROO messages that were misleading. ACEView messages included ??? to indicate unrecognised
confusing. parts in the sentence or referred to grammatical constructs which some users found hard to

follow. ROO gave at times misleading suggestions when the sentence was unrecognised.
Dealing with | ACEView Recognising a concept which includes a compound noun phrase (e.g. adjective-noun) can be a

adjectives ROO challenging problem. ACEView users often received the message “adjectives are not
and supported”, in which case they had to use hyphenation (see above problem).

compound ROO parses for compound noun phrases and in most cases could make helpful suggestions
noun about what the concept might be, e.g. natural waterway, man-made feature.
phrases However, when the compound nouns were not recognised and this led to confusing error

messages, €.g. natural body of water was not recognised as a possible concept.
Dealing with | ACEView The parsers in both tools could not recognise some specialised vocabulary which did not allow
a specialised | ROO entering certain concepts, such as: ACEView: sediment, irritation; ROO:
vocabulary watershed. ACEView deals with this by pre-entering classes. However, it would be hard to
predict in advance what phrases a user may enter. A more flexible way would be to allow the
user to enter a phrase which should be added to the vocabulary used by the NL parser.

Next  task | ROO On several occasions, users ignored the task suggestions and commented that not all of them
suggestion were useful. E.g. ROO suggested that the participant enter definitions of secondary concepts,
not always such as man or bacteria The Kanga methodology discerns between core concepts and
useful secondary concepts. Only core concepts need to be formalised. However, the current ROO tool

does not discriminate between core and secondary concepts yet.
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Table 2. Summary of the comparison of the usability of both tools (post-study questionnaire)

U (Mann-
Question ROO ACEView Whitney, P Significance
(1-Strongly disagree; 4-Neutral; 7-Strongly agree) median median 1-tail)
The error messages helped me write CL sentences 5 4.5 16.5 p<0.1 LOW:
The error messages were confusing 2 4.5 11.5 p<0.025 YES
The guide dog was helpful 5 — — — —
The guide dog suggestions were not easy to understand 2 — — — —
| did not follow the suggestions from guide dog 4 — — — —
The interaction was demanding 3 4 39 p>0.1 NO
| had no idea what | was doing 2 1.5 16 p>0.1 NO
It took me too long to compose what | wanted 4 3 21 p>0.1 NO
The interaction was intuitive 5 35 115 p<0.025 YES
The feedback was prompt and timely 5 4.5 24 p>0.1 NO
It was clear to me what to do in this tool 5 4.5 24 p>0.1 NO
The tool was frustrating 3 5 5.5 p<0.01 YES (HIGH)
The tool was unnecessary complex 2.5 3.5 18 p<0.1 LOW
I'd like to use the tool again 5 4 18.5 p=0.1 LOW

to examine whether the users’ ontology modelling skills had changed as a result of the
interaction with the tool. Two evaluators with a sound ontology background worked
independently and marked the users’ answers. The following scheme was applied to
each question: -1 (the understanding has worsened, e.g. because the user was con-
fused); 0 (no change to the user’s understanding on the questions), +1 (correct aspects
are added but gaps exist), +2 (the understanding is improved, and now is correct and
complete). The marker compared their results and the discrepancies were clarified in a
discussion. The maximum score, if a user had not had any ontology modelling knowl-
edge and has become an expert, would have been 12, while the worst score meaning a
user was an expert and became totally confused would have been -6.

The ROO users scored significantly higher than the ACE users - ACEView score
mean 0.38, STDEV 2.97; ROO score mean 5, STDEV 2.78; U (Mann-Whitney)=_8.5,
p<0.01. This shows that the users’ understanding in ontology modelling improves
significantly more when using ROO than when using ACEView.

4.3 Quality of the Resultant Ontologies

The resultant ontologies were analysed following the ontology evaluation framework
in [12] considering structural, functional, and usability ontology measures.

Ontology Structural Measures. Since the size of the ontologies is limited, we have
used fairly simple structural metrics based on [29], calculated by Protégé 4'*.
There are no sig-

nificant  differences Table 3. Summary of ontology structural measures

in the structural Averags
ot Average Subclass
characteristics of the Average Properies Axiom per
. Average Object Relative to Average Class
OntOIOgICS Createdv Class Property number of Annotations (Inheritance
: : Count Count Classes per Entity Richness)
Wlth exceptlon to ROO 21.875 8.250 0.367 2.625 0.634
annotations per en- ACE 28.125 11.875 0.420 0.582 0.877
. . p (t-test) 0.263 0.000 0.095
tity, as shown in U (Mann-
Whit 19.5 215
Table 3. o (M
Whitney) 0.104 0.147

!4 We also attempted deeper graph-based structural metrics with the Protégé 3 plugin OntoCAT
[5] but it could not properly analyse the produced ontologies due to version compatibility.
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The results show that ontologies built with ROO have a significantly better read-
ability than ontologies built with ACEView. Both systems store the entered sentences
as annotations in the ontology. Since both Rabbit and ACE are quite readable for
humans, these annotations can be used to understand the meaning of the OWL enti-
ties. The main reason why ROO ontologies are more readable is that ROO encour-
ages users to provide additionally natural language descriptions for both concepts and
relationships. When Rabbit sentences are translated and new classes and properties
are added to the ontology, an appropriate rdf : comment is added containing the
Rabbit sentence, with an rdf : label containing the Rabbit concept name. In con-
trast, ACEView does not add annotations when classes or properties are added.

We measured inheritance richness based on OntoQA[29]. ACEView ontologies
had higher inheritance richness (Table 3), i.e. the classes built with ACEView had
more connections to other classes. However, the functional measures (see Table 4
below) indicate that ACEView ontologies were more tangled than ROO ontologies.
Domain experts seemed slightly more productive using ACEView than using ROO
but the Mann-Whitney U-test does not provide conclusive significance.

Ontology Functional Measures. A domain expert who is also a knowledge engi-
neer"” at Ordnance Survey produced two benchmark ontologies to quantify the fit-
ness-for-purpose of the participants’ ontologies. A scoring system was devised:

+1 point for each axiom produced by the participant ontology that exactly
matched'® an axiom from the benchmark ontology;

+1 point for each additional valid axiom, i.e. axioms that were considered to be
valid even though an equivalent did not exist in the benchmark;

-1 point deducted for each axiom in the benchmark but absent the user’s ontology;

-1 point deducted for any axiom containing a modelling error.

The participants did not define axioms for all the concepts they were given. Where
this was the case, we did not count any metrics for that concept for that participant.
We only scored against axioms belonging to the concepts in the concept list given to
the participants. The total score for each ontology was therefore the sum of the points
added or deducted.

Table 4. Summary of the scores from the Subjectively, the ACEView ontologies

functional analysis of the resultant ontologies appeared to be more complete, whereas
Scenario ROO ACEView U the ROO ontologies appeared to be
(mean) (mean) .
Geomany 58 3 50D better . structured and with fewer
Environment 3.75 -5 0 (p<0.025) modelllng CITOrS.
Combined 2.5 -4.25 9 (p<0.1)

The data for each set of ontologies was analysed statistically using the Mann Whit-
ney U test (Table 4). At a 95% confidence level this indicates that there is no signifi-
cant difference between the sets of data collected for the geography ontologies but
that ROO out-performs ACEView with respect to the environmental ontologies and
overall (geography and environment combined). The weakest participant by far was a

15 We were lucky that such an expert existed, making it possible to examine in depth the func-
tional dimensions of the ontology.
'S Some interpretation was required owing to variances in terminology.
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ROO geographer who despite only recording axioms for three concepts achieved a
negative overall score, but this alone would not have accounted for the overall differ-
ences even given the small sample sizes.

ACEView users tended to describe more concepts and add more axioms (Table 4).
This applied to both the “in scope” concepts and also those out of scope. Some of the
latter group were secondary concepts necessary to define the core concepts — for ex-
ample water body used to super class river and reservoir. But others were
irrelevant clutter, such as Scotland, and it was not clear why they were added.

ACEView users did better than ROO in getting exact axiom matches with the
benchmark ontologies (with a mean that was 1.5 matches higher per person). They
also had a higher mean for providing additional axioms, with an average of three
more per person. However, ACEView users did very much worse when it came to the
number of errors they made, that is the number of axioms that were deemed to be in-
correct, averaging 8 errors per person more that ROO users. Even taking into account
that ACEView users enter more axioms proportionately they enter 0.4 errors per
axiom, compared to 0.13 errors for ROO users. Erroneous axioms were not included
in the other axiom counts. If included, it would show that ACEView users are even
more prolific — it seems to be a case of quantity over quality. Table 5 summarises the
modelling problems that occurred.

Ontology Usability. None of the ontologies as produced would have been usable
without modification. This is unsurprising given the fact that the users were essen-
tially untrained in the language and knowledge modelling techniques. No user pro-
duced an ontology that provided a complete description of the concepts, but again
this is unsurprising given the experience levels and time available. In simple terms
the ROO ontologies were less complete, containing fewer concepts and fewer

Table 5. Types of modelling problems found with the functional analysis of ontologies

Problem Tool Explanation
Multiple ACEView This was a very common error in ACE ontologies. In the worst case Drainage had five
tangled ROO separate immediate simple super classes: Artificial Object, Depression,

inheritance | (muchless | Drainage, Long Trenchand Narrow Trench. An error was scored for each extra
frequently) | entanglement so in the case above a score of 4 would have been recorded. The axioms would
have been included in the overall total of axioms. Although also occurring in ROO
ontologies, the rate and degree of multiple inheritance was much lower.

Definition ACEView There were a number of occasions where a class was recorded as an instance.

of an ROO ACEView example: in one ontology Flood-Plain is declared to be an individual of class
instance sediment -deposition. Inexamining the ACE log file the first mention of £1ood-
instead of plain is the sentence: Flood-plain borders a river.

a class There is no use of every in the sentence so ACE assumes Flood-Plain is an individual,

and so records the assertion Flood-plain is an individual of the anonymous class
“borders some River”. The next correct sentence: Flood-plain is a
sediment-deposition adds Flood-plain as an individual of the class
sediment-deposition.

ROO example: user entered Flood Plain is a Land Area rather than Flood
Plain is a kind of Land Area.

Generation | ACEView ACEView also appears to generate “random” individuals. For example the sentence:

of Scotland contains a farm and contains a forest and contains
‘random’ a reservoir.
individuals Generates three individuals. It is probable that what the user meant was that Scotland

(also an individual) contains some farms, forests and reservoirs. What is even less clear is
why the user felt it necessary to add this out of scope information at all.

Repeated ACEView | Inanumber of cases ACEView users tended to enter axioms that were similar to axioms
Knowledge | ROO_ already entered. An example is: Every flood-plain experiences flooding
(much less | and Every flood-plain experiences periodic-flooding. Such
frequently) | repetitiveness also occurred in the ROO ontologies, but much less frequently.
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axioms. However, the greater number of modelling errors in the ACEView ontolo-
gies, combined with the amount of unnecessary clutter in terms of out-of-scope
concepts and axioms would indicate that it would take longer to get them to a us-
able state. ROO ontologies were certainly better annotated and this helped signifi-
cantly in terms of evaluating the usability of ontologies for a certain purpose.

5 Discussion and Conclusions

To the best of our knowledge, the study presented here is the first attempt to evaluate
how domain experts without knowledge engineering skills can use CL-based tools to
complete ontology modelling tasks close to real scenarios (existing studies have either
used people with knowledge engineering skills and simple tasks [11] or looked into
recognising CL constructs [14]). The results enable us to address key questions con-
cerning the authoring of ontologies where a domain expert takes a central role: Can
we use CL to involve domain experts in ontology construction? To what degree can a
tool support help the authoring process and substitute for a knowledge engineer?
What further support is needed?

Involvement of Domain Experts. Accepting that the users who participated in our
study had minimal training in the languages and the tools, it is fair to conclude from
the resultant ontologies that domain experts alone, even with tool assistance, would be
unable to author anything more than simple ontologies without some formal training.
Nevertheless, almost a quarter of the participants entered axioms that matched
roughly 50% of the axioms in the benchmark ontologies. This would indicate that
with even a minimal amount of training these domain experts could become quite
competent as authors. It is always likely that for complex ontologies knowledge engi-
neering skills will be required. However, if the domain expert is able to author most
of the ontology, they will be more easily able to engage with the knowledge engineer
who can then express the more difficult aspects. Furthermore, the study indicated that
if methodical, intelligent support for ontology authoring is embedded in the authoring
tool, domain experts can gain an understanding of the ontology modelling process,
that can gradually lead to the development of knowledge engineering skills.

The study confirmed that domain experts are able to start authoring relatively
quickly and without the need to learn obscure terminology and esoteric languages
such as OWL. In fact, it is unlikely that the study would have been possible if OWL
had been used rather than Rabbit (or ACE) given the need to provide training in
OWL. That no real training was provided to participants is, at the very least, indica-
tive of the benefits to domain experts in using intuitive CL interfaces. We are confi-
dent that a central involvement by domain experts in the authoring process is not
possible if the only way of expressing the ontology is in a logic-based language ex-
pressed using esoteric terms and symbols, without a lengthy process of turning the
domain expert into a fully fledged knowledge engineer, something that few domain
experts have the time or inclination to do.

Existing Tool Support. The various processes involved in authoring an ontology
include: (a) identification of concepts and relationships (classes and properties); (b)
development of an overall structure for the ontology; (c) capturing of axioms for each
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concept; (d) development of patterns to express certain model constructs; (e) optimi-
sation and rationalisation; (f) testing and validation; (g) documentation. This list is not
exhaustive, nor does it attempt to imply a priority of one process over another. ROO
and ACEView currently provide degrees of support for (a), (c), (d) and (g). The study
gives strong evidence that offering intuitive error messages, making users aware of
the knowledge constructs they are creating, and offering methodical guidance can
have a positive effect on the usability and efficacy of ontology construction tools. It
also indicates that this additional functionality tailored to domain experts (as in ROO)
can have impact on the quality of the resultant ontologies - domain experts make
fewer errors, detect unwanted concepts and relationships, avoid repetition, and docu-
ment the ontology more consistently and in more detail.

Required Tool Support. The interaction with both tools suggests that additional support
should be provided. This may have implications for ontology authoring in general, in-
cluding the newly emerging collaborative ontology editing environments [21] where
support is even more critical. Patterns of modelling errors can be recognised and pointed
out with the error message or the task guidance (the guide dog in ROO). For instance,
definition of an instance instead of a class can be detected based on the CL pattern (e.g.
is avsis a kind of in Rabbit), as the error can turn the OWL ontology from
OWL-DL to OWL Full; likely repetition or redundancy can be recognised by using
synonyms (e.g. is part of, consists of, contains, comprises) and indi-
cated in a ‘warning’ message; both multiple tangled inheritance and isolated classes can
be detected with structural analysis and warnings generated or advice given. The study
also indicated that flexible CL parsing should be provided, such as recognising similarity
between NL and CL sentences (e.g. no need to ask the user to specify a determiner, as in
ACEView, as this is not normally needed in a correct NL sentence; missing ‘Every’ can
be spotted easily and pointed out in a meaningful error message); recognising compound
noun phrases and the underlying structure (e.g. the parsers can recognise that natural
body of water may require two concepts linked with subsumption, so the user may
be asked whether natural body of water is a kind of body of water); or
enabling the users to add missing specialised terminology (e.g. sediment) that can then
be considered by the parser in future sentences.

Although there is evidence that the guidance offered in ROO is beneficial, it has to
be improved further. For instance, the suggestions should take into account the cur-
rent task better to avoid distracting and confusing the user (e.g. a task context could
be retained in ROO and only activities/concepts relevant to that context would be
suggested). The ontology status should be better monitored more closely and potential
limitations pointed out (e.g. some of the structural metrics can indicate unpopulated
parts of the ontology). Lastly, more proactive help should be offered (instead of wait-
ing for the user to click on the guide dog, certain suggestions could be brought to the
user’s attention automatically). The study confirmed that systematic support based on
an ontology methodology is beneficial. The current implementation of ROO can be
considered as a proof of concept that a methodology can be embedded in the planning
process. An interesting research question would be to define ontology construction
methodologies explicitly, e.g. by using an ontology and rules. For instance, ROO
could be easily adapted to work with methodologies which Kanga is similar to, e.g.
Uschold and King’s method [30] or METHONTOLOGY [13]. It would then be
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possible to choose the most appropriate methodology for the current ontology author-
ing task, or to compare the effect of different methodologies.

At the time of writing ROO implements only the core Rabbit constructs. We in-
tend to complete all Rabbit constructs and implement some of the additional support
outlined above. This will give us a much more robust and usable tool, that can then be
the basis for a larger user study in real settings, facilitating further examination of the
extent to which domain experts can be involved in ontology authoring.
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Abstract. Ontologies are becoming so large in their coverage that no single
person or a small group of people can develop them effectively and ontology
development becomes a community-based enterprise. In this paper, we discuss
requirements for supporting collaborative ontology development and present Col-
laborative Protégé—a tool that supports many of these requirements, such as dis-
cussions integrated with ontology-editing process, chats, and annotations of
changes and ontology components. We have evaluated Collaborative Protégé in
the context of ontology development in an ongoing large-scale biomedical project
that actively uses ontologies at the VA Palo Alto Healthcare System. Users have
found the new tool effective as an environment for carrying out discussions and
for recording references for the information sources and design rationale.

1 Ontology Development Becomes Collaborative

Recent developments are dramatically changing the way that scientists are building
ontologies. First, as ontologies are becoming commonplace within many scientific do-
mains, such as biomedicine, they are being developed collaboratively by increasingly
large groups of scientists. Second, ontologies are becoming so large in their coverage
(e.g., NCI Thesaurus with 80K concepts) that no one user or small group of people can
develop them effectively. Hence, organizations such as the NCI Center for Bioinfor-
matics “outsource” some of their ontology development to the scientific community at
large. Third, in the last one or two years, many users have become quite familiar and
comfortable with the concept of user-contributed content, both in their personal and
professional lives (cf. Web 2.0). Thus, domain experts need tools that would support
collaborative ontology development and would include collaboration as an integral part
of the ontology development itself.

Researchers are only now beginning to develop such tools. Last year, tool devel-
opers were invited to contribute their tools for collaborative construction of structured
knowledge (which included not only ontologies, but also any structured data) to the
CKC Challenge, which brought together developers and users in order to examine the
state-of-the-art and to understand the requirements for new tools [IE]. In general, the
participants in the CKC Challenge agreed on several key points. First, the notion of
collaborative development of ontologies and most of the tool support was in its in-
fancy. Second, the spectrum of tools even in the relatively small set of the challenge
participants (from tools to organize tags in a hierarchy to full-fledged ontology edi-
tors) demonstrated that no single tool is likely to fill the niche completely. Third, the
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requirements for such tools to support collaborative development in any specific set-
ting were still poorly understood. The challenge participants started identifying these
requirements. Starting with the initial set of requirements identified as the result of the
CKC workshop, we continued the requirements-gathering phase in the context of ex-
tending the Protégé ontology editor to support collaborative ontology development. To
gather specific requirements, we conducted interviews with representatives of several
groups that currently use Protégé for ontology development and that were trying to
adopt a more formal process for development. These projects included the development
of the NCI Thesaurus [[17], the ontologies for the ATHENA-DSS project at the VA Palo
Alto Healthcare System (7], the Ontology of Biomedical Investigations (OBI) 2], the
RadLex ontology for annotating radiological images (141, and many others. As the re-
sult of this process, we collected a set of requirements for an ontology editor supporting
collaboration. Note that we focused on the projects that need a full-fledged ontology
editor and where ontologies are fairly rich in structure and large in size. For exam-
ple, the NCI Thesaurus is an OWL DL ontology with more than 80K classes, several
thousand of which are defined classes. Both RadLex and ATHENA-DSS ontologies are
frame-based ontologies that use different types of constraints on properties extensively.
We then developed Collaborative Protégé by extending the Protégé tool with a set of
features to support these requirements. We have performed the formative evaluation of
Collaborative Protégé in several different projects in order to evaluate the usability of
the tool and to understand what users like and do not like about it, how they use it, and
what other features they need to support their work.
More specifically, this paper makes the following contributions:

— We identify a set of requirements for developing expressive ontologies and know-
ledge bases collaboratively (Section[2)).

— We present Collaborative Protégé—an ontology editor that supports collaboration
through integration of features such as discussions, chats, and annotations in the
ontology editor (Sections ][5 and [6).

— We perform the formative evaluation of Collaborative Protégé in the context of rep-
resenting formally clinical practice guidelines in the ATHENA-DSS project (Sec-
tions[7] [8] and [9).

2 Requirements for Support of Collaborative Ontology
Development

We have identified our requirements for tool support for collaborative ontology devel-
opment through interviews with many institutional Protégé users. The requirements that
we identified significantly extend the set of requirements from the CKC workshop, and
focus on the requirements of ontology developers for domains such as biomedicine.
These developers are usually domain experts rather than knowledge engineers.

In most of these projects, users have already used Protégé in a client—server mode
that enabled distributed users to edit the ontology simultaneously, immediately seeing
the changes that others make. Thus, we focused on the features that would explicitly
support collaboration. Furthermore, by the nature of projects already having chosen
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Protégé for their ontology development, most of them had to work with expressive on-
tologies and knowledge bases. In some cases, users worked collaboratively to extend
the ontologies themselves (e.g., the NCI Thesaurus or OBI), and in others they addi-
tionally used an expressive ontology to create a knowledge base of classes and instances
(e.g., ATHENA-DSS). The overarching theme of these interviews was the disconnect
between the produced ontology on the one hand and all the thought and discussion that
went into producing this artifact on the other hand. The former was captured in Protégé,
but the latter was captured in myriads of email messages, forum posts, phone conver-
sations, and MS Access databases. When someone browsed the ontology, it was often
impossible to understand the rationale that went into the design decisions, to find which
references were relevant, to find the external resources that informed the modeling deci-
sions. Conversely, when developers read a mailing list post discussing a modeling issue,
they do not see the context for that post.

The specific requirements for supporting collaborative ontology development that
our users identified included the following:

Integration of discussions and annotations in ontology development. Almost by defini-
tion, an ontology is an artifact that requires its authors to reach consensus. At the same
time, our experience demonstrates that developing an ontology is not a straightforward
task and the developers can disagree on the best way to model concepts in the ontology
or, in fact, on which concepts to model. Thus, tools that support discussion, such as
forums and chats, are essential. However, these discussions happen in email messages
and similar venues and are completely separated from the resulting artifact. For exam-
ple, one of our collaborators (the OBI developers) reported recently that they found
themselves in a heated discussion on the definition of a specific term (namely, analyte),
something they thought they have resolved several months before. However, that dis-
cussion was not captured in the class definition and was not available when the question
arose again. In fact, linking interactions among users and their comments and annota-
tions directly to the artifacts they are producing, carries several advantages. First, when
browsing the ontology later, developers and users can understand better why certain de-
sign decisions were made, what alternatives were considered, which group advocated a
certain position, and so on. Second, when carrying out the discussion itself, if it is inte-
grated in the development tool, the participants can immediately see the context for the
components being discussed, they can examine the corresponding definitions and rela-
tions. Thus, the requirement for integrating discussion tools into ontology development
environment is two-fold: Make the discussions accessible from the ontology compo-
nents that are being discussed and make the ontology components accessible when one
examines or writes a discussion message.

Support for various levels of expressiveness. The projects that use Protégé for collab-
orative development have rather expressive ontologies. For instance, one often comes
across defined classes, complex restrictions, with intersections, in class definitions for
the NCI Thesaurus. Thus, in the settings of these biomedical projects that heavily rely
on ontologies, the collaborative version of the tools must ultimately have the same ex-
pressive power as a stand-alone ontology editor. It must support editing both ontology
classes and instances.
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User management and provenance of information. With multiple authors contributing
to the ontology and the corresponding discussion, it is critical for users to understand
where information is coming from. Thus, users must be able to see who makes specific
changes and when, who creates a new proposal for change, who votes on it, and so
on. This information must also be searchable. One must be able to find all changes or
comments made by a specific user, or all recent changes and comments.

Scalability, reliability, and robustness. The traditional requirements of using tools in
production systems include scalability (both in the size of ontologies and in the number
of users), reliability (domain experts cannot afford to loose their data), and robustness
(ontology-development tools should be no less robust than other tools that domain ex-
perts use). While several prototypes of collaborative tools have appeared recently, our
experience shows that domain experts are usually reluctant to try a new tool until they
are convinced the tools is ready to be used in production environment. Ontology devel-
opment is not their primary task and they need tools that would help them perform this
task quickly and reliably.

Access control. We often hear from our users who develop ontologies collaboratively
that one of the features that all ontology-development tools largely lack today is access
control. Today, for the most part, any user with writing privileges can edit anything in an
ontology. However, users need to have more fine-grained control, particularly in the de-
velopment of large ontologies. For example, users with expertise in an area represented
by some part of an ontology should be able to edit that part, but may be able only to
browse other parts or link to them. In fact, many ontology-development projects today
maintain separation between what different users can do: For instance, some users can
make proposals for changes but not make the changes themselves; others can comment
on these proposal, but not create new ones; another group of users can affect the changes
in the ontology based on the discussion; yet others can perform quality control by re-
viewing and approving the changes. We need to extend access-control policies with a
more detailed model of user roles and privileges [EI]. Because in ontologies concept de-
finitions are often intertwined and a change in one part can affect definitions in another
part, making such separation is far from trivial.

Workflow support. Many collaborative development projects have specific workflows
associated with making changes. For example, there is a formal workflow for devel-
opment of ontologies for the Food and Agriculture Organization (FAO) of the United
Nations in the NeOn project [9]. The DILIGENT methodology for collaborative devel-
opment (191, which focuses on formalizing the argumentation process, has been used
in several European projects. A workflow specification may include different tasks that
editors are charged with; the process for proposing a change and reaching consensus;
roles that different users play, and so on. We are only beginning to understand different
workflow models that collaborative ontology development requires [5]. Flexible support
for these workflows must be an integral part of tools for collaborative development.

Synchronous and asynchronous access to shared ontologies. Depending on the size
of the group and the complexity of the ontology, users might prefer synchronous or
asynchronous editing [16]. In some of the projects we studied, users wanted to have
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their changes seen by everyone as soon as they make them, without the additional step of
“checking in” their changes. In other cases, users preferred to have their own “sandbox”
to test out the changes they are proposing before sharing them with everyone.

The core Protégé system supports some of the requirements listed here. Specifically,
Protégé provides support for various levels of expressiveness, user management and
provenance information, access control, and synchronous access to ontologies. It also
addresses the requirement for scalability, reliability, and robustness. We describe work-
flow support elsewhere [IE]. In this paper, we focus on the support for integration of
discussion and annotations with ontology-development environment.

3 Related Work

A number of ontology editors support some aspects of collaborative development. For
instance, OntoWiki [1] is a web-based ontology and instance editor that provides such
capabilities as history of changes and ratings of ontology components. OntoWiki pro-
vides different views on instance data (e.g., a map view for geographical data or a
calendar view for data containing dates). OntoWiki focuses on instance acquisition
and provides only rudimentary capabilities for ontology editing. The Hozo ontology
editor [@] enables asynchronous development of ontologies that are subdivided into
multiple inter-connected modules. A developer checks out and locks a specific module,
edits it locally, and then checks it back in. If the ontology is not modularized, however,
a developer must lock the whole ontology preventing others from editing it while he
makes his change—an approach that may not be practical in many circumstances.

Several wiki-based environments support editing ontologies and instance data. The
adaptation of the wiki environments that are particularly suited for ontology editing usu-
ally support a specific editing workflow. For example, a LexWiki platform developed
at the Mayo Clinic, which is based on Semantic MediaWiki, currently is at the core of
community-based development of BiomedGT[] BiomedGT is a terminology from the
NCI Center for Bioinformatics (the same group that develops the NCI Thesaurus). The
goal of BiomedGT is to enable the wider biomedical research community to participate
directly and collaboratively in extending and refining the terminology. LexWiki en-
ables users to browse an ontology, to make comments or to propose changes to (usually
text-based) definitions. The BiomedGT curators with the privileges to make changes
then open this annotated ontology in Protégé and perform the actual edits there. Wikis
provide a natural forum for discussions, and the provenance information for suggested
changes is easy to archive. Wikis, however, are not intended for ontology development
and users cannot easily edit class definitions using this kind of framework. For example,
in BiomedGT, curators must switch to Protégé to make the actual changes.

The coefficientMakna and Cicero tools (also based on wikis) implement the DILI-
GENT methodology for collaborative development [@, ]. The DILIGENT workflow
focuses on the process of argumentation. The users discuss issues, which are usually
specified at the ontology level (e.g., how should a particular classification be structured).
The users present their arguments, suggest alternatives, agree and disagree with one an-
other, and vote on the resolution. The editing environment explicitly supports these steps.

'mttp://biomedgt.org
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Tools such as BiomedGT, Cicero, and coefficientMakna are designed to support spe-
cific workflows and could potentially work very well in the projects that use that specific
workflow. The wiki-based tools have a simple interface that is best suited for making
simple changes to the ontology. Wikis provide a natural forum for discussions, and the
provenance information for suggested changes is easy to archive. However, these tools
inherently cannot address the requirement of supporting ontology editing that conforms
to a different workflow than the one for which they were designed. In the development
of Collaborative Protégé, one of our goals is to make as few assumptions as possible
about the editorial workflow that users will have and to develop mechanisms to make
the tools customizable for different workﬂows Furthermore, these implementations do
not provide structured access-control mechanisms.

4 Architecture of Collaborative Protégé

Our laboratory has developed Protégé—a widely used open-source ontology and know-
ledge base editor [B, ]. At the time of this writing, Protégé has more than 100,000
registered users. Users can build ontologies in Protégé using different representation
formalism ranging from Frames, to RDF(S) and OWL, and store them in file or database
backends. Protégé is both robust and scalable and is being used in production environ-
ment by many government and industrial groups. The ontology and knowledge base
API and the plugin architecture — one of the most successful features of Protégé, allow
other developers to implement their own custom extensions that can be used either in
the Protégé user interface or as part of other applications.

Protégé can be run as a standalone application, or in a client—server setting. In the
client—server mode, ontologies are stored on a central Protégé server. Users access the
ontologies on the server to browse and edit them through desktop or web Protégé clients.
The client—server mode uses the Remote Method Invocation (RMI) mechanism of Java.

We have developed Collaborative Protégé as an extension to the client—server Protégé.
Collaborative Protégé enables users who develop an ontology collaboratively to hold
discussions, chat, annotate ontology components and changes—all as an integral part
of the ontology-development process. The key feature of Collaborative Protégé is the
ability to create annotations. In this context, annotations are typed comments (e.g. ex-
ample, proposal, question, etc.) attached to ontology components, or to the descriptions
of ontology changes, or to other annotations. We define the structure of the annotations
in the Changes and Annotations ontology (ChAQ), which we describe in Section[3

Figure [l gives an overview of the main components of Collaborative Protégé. The
Protégé server has an ontology repository that contains all the ontologies that Protégé
clients can edit in the collaborative mode. The repository has ChAO knowledge bases
(instances of the ChAO classes) for each of the domain ontologies in the repository.
These instances represent the changes and the annotations for the corresponding ontol-
ogy. Several related domain ontologies can share the same ChAO knowledge base. For
example, in Figure [Tl the ATHENA-DSS and the Guideline ontologies share the same
ChAO knowledge base, while the NCI Thesaurus has its own ChAO knowledge base.

% We are currently working on adding customizable workflow support for Collaborative Protégé,
but this work is outside of the scope of this paper.
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Fig. 1. The client-server architecture of Collaborative Protégé. The users work in Protégé
clients or in other Protégé-based applications. All the changes made by a user in a client are sent
to the server, and are immediately propagated to all other clients. The server has an ontology
repository and several APIs to support the collaborative functionalities. Each domain ontology
in the server repository has a Changes and Annotations knowledge base (ChAO KB) associated
with it. This knowledge base contains instances of the ChAO ontology that describe the changes
and annotations for the specific domain ontology.

When a user edits the domain ontology in the Protégé client, each change that the
user performs, is sent to the server. The server then performs several actions: (a) up-
dates the central (server-side) ontology; (b) pushes the change to the other clients so
that other Protégé users can see them immediately; and (c) creates one or several ChAO
instances that represent the change ]. The server also pushes the changes in the
ChAO knowledge bases to the Protégé clients. When users create an annotation in the
Protégé client, the Protégé server adds the corresponding instances to the ChAO know-
ledge base.

The server also provides several layered Java APIs for accessing the collaborative
features. The Changes API provides methods for getting the structured log of ontology
changes, to get detailed information about a change (like author and date of the change),
and transactions — changes that are composed of several atomic changes, which are
executed together as one single change. The Annotations API provides methods for
adding annotations to ontology components and changes, for accessing the meta-data
of an annotation (e.g. provenance information), to get the discussion threads, and so
on. The Ontology Components API has common methods for both the Changes and
the Annotations API and supports the access to the ontology components (e.g. classes,
properties, individuals) stored as instances in the ChAO knowledge bases. The Ontol-
ogy API has methods for accessing and changing the content of the ontologies and
knowledge bases. It also provides support for transactions, caching, for multiple back-
ends and support for the client-server architecture. The layered APIs can be used by
other applications to access all domain ontologies as well as the collaborative informa-
tion from the ChAO knowledge bases stored on the server side.
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Fig. 2. Representation modules for collaborative ontology development. The Ontology com-
ponents module represents the ontology elements. The Changes module captures declarative rep-
resentations of changes to these elements. The Annotations module represents different types of
annotations users can make about ontology elements and changes. The Workflows module repre-
sents activities and tasks in collaborative ontology development. The arrows in the diagram are
labeled with sample relationships that may exist between classes in one ontology and another.

5 Ontologies for Supporting the Collaborative Development

Collaborative Protégé uses a set of ontology modules to drive the collaborative devel-
opment process (Figure[2)) .

The Roles module describes the users, roles, operations and policies that apply to a
certain ontology. The Protégé server uses the Roles module for checking the users cre-
dentials at login time, and for determining whether a user is allowed to perform a certain
operation based on the policies attached to an ontology instance. A user is represented
as an instance of the User class and can play several roles (instances of Group class).
For example, a user Ricardo can play the role of software developer and of editor. New
roles can be easily added by creating new instances of Role, if a certain project requires
them. To each ontology instance we associate a set of policies that define what opera-
tions are allowed for a role. For example, the NCI Thesaurus would be a represented
as an instance of the Project class and would have associated to it a set of policy
instances. One of the policies would allow editors to change the ontology. Because Ri-
cardo is an editor, he will be allowed to write to the ontology, while for non-editor users
the write access will be denied.

The Workflows module provides a formal language for describing workflows for col-
laborative ontology development. The Work £ 1 ow class represents the workflow object.
Each instance of this class describes a workflow (e.g., an approval workflow or a vot-
ing workflow). Each workflow is associated with a set of initialization parameters, a
workflow target, a partially ordered set of activities or states. For example, a workflow
for a change proposal can be attached to a particular class in an ontology and would
guide the flow of operations in the collaborative platform (e.g. first, start a proposal,
then users votes, then count votes, then take a decision, etc.). We envision that future
versions of Collaborative Protégé will provide flexible workflow support that would al-
low us just by changing a workflow description in the Workflow module to regenerate
the collaborative platform to use the new workflow description.

The Ontology Components module provides a meta-language for describing represen-
tational entities in different ontology languages. For example, it contains classes such
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as Class, Property, and Instance. An instance of a Class represents a reified
object for a real class in an ontology (e.g. in the ATHENA-DSS ontology, we would
have an instance of Class, called Guideline). The Ontology Components module
provides classes for representing entities in OWL, RDF(S) and Frames. Collaborative
Protégé uses this ontology, when users add comments to ontology components and
also for change tracking. For example, if the user adds a comment to the Guideline
class, the annotation instance will be attached to the corresponding Class instance
(Guideline) in the Ontology Components module. This instance also references all
the changes made to that class, and all other comments and annotations that users have
attached to the class. For future versions, we are considering integrating the Ontology
Metadata Vocabulary (OMV) [12] for the representation of OWL language constructs.

The Annotations module represents the different types of annotations that users make.
The annotation types are extensions of the Annotea [8] annotations and contain concepts
such as Comment, Question, Advice, Example, and so on. Each comment or annotation
is linked to one or several ontology elements, or changes, which are represented in the
ontologies describing Ontology components and Ontology changes ]. If
users need a new annotation type, they can simply extend this ontology by creating a
new subclass of the Annotation class. In fact, users in our evaluation (Section [7)
found this feature critical.

The Changes module contains classes representing different types of changes that can
occur in an ontology. For example, an instance of the class Class Created will
represent a class creation event that references the Class instance from the Ontology
Components module corresponding to the new class in the domain ontology. One of
the challenges that we are facing is that each ontology language has its own types of
changes. For example, in a Frames ontology, changing the domain of a slot will be
recorded as a domain change event, while in OWL, the real change would actually be a
remove and add domain axiom for a certain property. We plan to address this issue by
defining a common layer for changes such as creating a class or adding a subclass and
then creating subontologies for changes that are unique to each of the languages.

These service ontologies reference the components in the domain ontology. However,
note that the domain ontology does not have references to the annotations, changes, and
so on. Thus, the developers have the choice of whether or not to make their annotations
public when they publish the ontology itself.

6 User Interface

The user interface of Collaborative Protégé (Figure[3)) is implemented as a graphical ex-
tension of Protégé. Panel A in Figure[8lshows the class tree, Panel B shows the selected
class information (in this case Gene Product)—just like in the original Protégé user
interface, while panel C displays the collaborative tabs. Each of the collaborative tabs
supports one of the several collaboration features. For example, in the Annotations tab,
the user can add comments to ontology components; in the Changes tab, the user may
see the change history of the selected class and comment on a change; in the Search tab,
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Fig. 3. The Protégé user interface, with the Collaborative Protégé plug-in. This screen cap-
ture shows the OWL Classes tab, in which the user edits and browses the classes that describe
a domain ontology — here the NCI Thesaurus. Panel A shows the class tree; panel B displays
the form for entering and viewing the description of the selected class Gene Product, as a
collection of attributes; and panel C shows the discussion among users about this class.

the user can search all annotations on different criteria; in the Chat tab, the user may
discuss with other online users, and so on.

The Annotations tab is the default tab that users see when logging into Collab-
orative Protégé. The Annotations tab shows the annotations that are attached to the
selected class in the tree (it also works for properties and individuals). The small call-
out icon shown in the class tree (Figure ) next to the class name, indicates that the
class has annotations. The lower part of the Annotations Tab shows the details of the
selected annotation (e.g. the author, creation date, annotated entity, etc.). The annota-
tions shown in the user interface are instances of the Annotation class. The user can
create annotations of specific type (for example, Comment, Question, Example,
Proposal, etc.). These types are defined in the Annotations ontology as subclasses of
the Annotation class. Users can also reply to existing comments or notes—creating
discussion threads related to a specific entity (Figure [3). The user may filter the dis-
played annotations by using one of the filtering criteria available at the top of the An-
notations Tab. For example, she can filter by author, date, type and body of annotation.

Because the user interface takes the annotation types from the Annotations ontol-
ogy—they are subclasses of the Annotation class—users can create their own types
of annotation. To create a new annotation type, the user can edit the Annotations on-
tology itself, add the new type as the subclass of the Annotation class, define any
additional properties that this custom-tailored annotation type should have, and the new
annotation type will be available for use in Collaborative Protégé. In fact, in our evalu-
ation (Section[7) users have defined their custom annotation type.
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Fig.4. Two of the collaborative tabs. The left screenshot shows the Discussions Thread tab
where users can add comments on the ontology. The right screenshot is the Chat Tab, which
allows users to chat and exchange internal and external links.

The Discussion Thread tab has a similar user interface and features as the Anno-
tation tab (Figure ). However, the annotations from the Discussion Thread tab are not
attached to a particular ontology component, as the other annotations, but refer to the
ontology itself. For example, users may discuss modeling patterns, or naming conven-
tions that are broader in scope and that should apply to the whole ontology, rather than
to individual ontology components.

The Changes Tab shows a chronological list of all the changes for the selected
ontology component. For each change, the tab shows the change details (e.g. author,
date, sub-changes, etc.). Users may also comment and have discussion threads related
to a certain change as also shown in our example.

Users may also search all annotations based on different criteria in the Search Tab.
For example, a user can search for all annotations of type Comment that have been
made by an author el dh between 05/14/2007 and 05/14/2008. The search result
will show all the annotations that satisfy the criteria and will provide direct access to
the annotated ontology elements or changes.

One of the popular features of Collaborative Protégé is the Chat Tab (Figure @).
Users connected to the Protégé server can exchange live messages. The chat panel sup-
ports HTML formatting of the message, such as bold, italics, highlight. One feature
that sets the Collaborative Protégé chat functionality apart from other chat clients is the
support for sending internal and external links. An internal link points to an ontology
component. In the example in Figure [l one of the users sends an internal link to the
Gene class. The other user who is receiving the message can click on the internal link
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and see the definition for the class mentioned in the chat. Thus, users can see the full
context of the discussion in the chat.

7 Evaluation

We have performed the formative evaluation of Collaborative Protégé in the context
of the ATHENA-DSS project. ATHENA (Assessment and Treatment for Healthcare:
EvideNcebased Automation) [Eh is a clinical decision-support system that generates
guideline-based recommendations for the management of patients suffering from some
clinical conditions. The system, developed as a collaboration between VA Palo Alto
Healthcare System and Stanford University since 1998, is integrated with the VA’s
Computerized Patient Record System for a clinical demonstration, evaluation, and use.
Initially developed for the management of hypertension, developers are extending it to
include the management of chronic pain and diabetes, and the screening of chronic kid-
ney disease. The end-users of the system are clinicians who are making decisions on
the management of care for patients.

ATHENA-DSS developers use Protégé to build and maintain their knowledge base.
The team of clinicians and knowledge engineers start with the narrative of a clinical
guideline and distill this narrative into a set of related Protégé classes and instances that
represent the guideline formally. Currently, the developers use an MS Access database
to save the recommendation text and the associated annotations that they create. Thus,
the information is spread across different tools and it is not linked. As the developers
formalize medical concepts, such as diseases and drugs, and instantiate guideline rec-
ommendations as parts of flow-chart-like clinical algorithms, they have to work closely
with one another, making sure that they do not overwrite one another’s work. As the
knowledge bases evolve, the developers have to ensure that the recommendations and
annotations in the MS Access databases and Protégé knowledge bases are in synch.

As Collaborative Protégé became available, the team of one clinician and two know-
ledge engineers evaluated it over the period of one month. The three users actively used
the tool during the evaluation period. They had access to the web pages that briefly de-
scribe the tool but they did not have any training on how to use Collaborative Protégé.
They were experienced users of the regular Protégé tool.

After the evaluation period, we conducted extensive interviews with the users to
gauge their level of satisfaction with the tool, to understand how they used the it, to
learn which features they liked and did not like, and to get new feature requests from
them. In addition, we examined the annotations and the changes that the developers
produced during the evaluation period to determine how they used the annotation and
discussion feature, what was the nature of their posts, and how much of their time spent
with the system was spent on collaboration activities compared to modeling activities.

8 Results

During the evaluation period, the developers entered 22 comments. All comments were
comments on instances. There were three short discussion threads. We observed two

3 http://protege.stanford.edu/doc/collab-protege/
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main uses for the comments in this project. First, the developers used the discussion
feature to ask each other questions. For instance, the clinicians described some model-
ing problems and asked the knowledge engineers for the best ways to model the situa-
tion. Conversely, the knowledge engineers asked about some clinical concepts that they
needed to represent.

Each clinical guideline has a narrative description and a set of qualitative parameters.
The ATHENA-DSS developers represent each guideline as classes and instances in the
ATHENA-DSS knowledge base. The developers found that annotations provided a good
way to record the narrative and the parameters of the original guideline and to link them
to the ontology components that represent the guideline. In a sense, the information
about the original guideline provided the background information for ontology compo-
nents, and annotations were a natural way to represent this link. The ATHENA-DSS
developers currently store the information on the original guidelines in an MS Access
database and they wanted this information to be accessible during ontology browsing.
Because the reference guideline contains not only text, but a number of additional fields,
we used the flexible design of Collaborative Protégé to produce a custom-tailored an-
notation type for ATHENA-DSS. We created a subclass of the Annotatation class,
a GuidelineComment class. This subclass contained the fields specific to that type
of annotation, such as quality of evidence and recommendation code. Because the Col-
laborative Protégé implementation simply displays the subclasses of the Annotation
class as its available annotation types, we did not need to change any code to display
the custom-tailored annotation. The ATHENA-DSS developers found this flexibility to
be a particularly useful feature. They reported that they are now considering porting all
the annotations from the MS Access databases to Collaborative Protégé as annotations.
They cited several advantages of this approach in our interviews: First, they will be able
to stay within one environment and not have to maintain the synchronization between
the two sources. Second, they can see the reference source immediately as they browse
the instances and can understand why the guideline was modeled the way it was. After
we provided them with the new annotation type, about 25% of their comments were of
this type.

In general, the members of the ATHENA-DSS team found Collaborative Protégé
“very useful.” They appreciated that the knowledge engineers could see the questions
from the clinician in context of where the question was asked (rather than in an email,
detached from the ontology). As one of the participants told us “It’s just there, at the
point where the problem is.”

The ATHENA-DSS developers did not use the chat feature, mainly because they
were never on-line at the same time. Another group that is currently evaluating Col-
laborative Protégé (the editors of the the NCI Thesaurus) found the chat to be one of
the more useful features. The main difference between the two groups is that the sec-
ond group is much larger and ontology development is their primary task. Thus, most
editors are on-line editing the ontology during their workday.

In our interviews, the ATHENA-DSS developers indicated other potential uses that
they see for the annotation features. These uses included recording detailed design ra-
tionale, having one developer explain to the others how he is approaching a specific



30 T. Tudorache et al.

modeling problem in the context of the ontology, and having developers educate new
users on the structure and intricacies of the ontology.

9 Discussion and Future Work

The analysis of the results, even from this fairly small evaluation period, points to sev-
eral issues. First, users found Collaborative Protégé useful and did not require any spe-
cial training to use it. We know that they did not find or use all the features that were
available, and we expect that they would use the collaboration features even more ex-
tensively after a short training session (or with better documentation).

Second, the innovative use of Collaborative Protégé features points to the versatility
of the tool. In fact, some of these use prompted us to consider new features. For exam-
ple, we might link the tool to an issue-tracker system, to enable users to see which task
assignments have been made as part of the discussion, and to track their progress.

Third, the flexibility of the tool and the ease of extending it with new annotation
types proved crucial in the ATHENA-DSS project. We envision that other users will
create their own annotation types, with properties that are relevant in their settings.

One of the surprising findings for us (which we also observed in other settings) was
that users do not add annotations to changes, but annotate only ontology components (in
this case, instances). Even the rationale for changes themselves is recorded at the level
of the ontology component, not the change or a group of changes. This observation
suggests that users think in terms of ontology components rather than changes, even as
they are closely involved in ontology editing.

In Collaborative Protégé, facilities for reaching consensus, recording design ratio-
nale, and noting outstanding issues are an integral part of the process of ontology brows-
ing and editing. As users examine, say, a class in the ontology, they can immediately
see all the discussion and questions pertaining to this class, whether there was any con-
tention in its definition, alternatives that the authors considered. An editor, when coming
upon a class that, he feels, must be changed, can post a request immediately, in the con-
text of this class. This dual advantage of context-sensitivity and archival character of
annotations adds the greatest value to Collaborative Protégé compared to discussion
lists and issue trackers that are not integrated with an ontology environment.

Our infrastructure and the use of ontologies to represent many of the components that
drive our software, enables other developers to reuse these components easily. Specifi-
cally, while Collaborative Protégé uses all the service ontologies described in Section[3}
the service ontologies themselves are not specific to Protégé. We expect that other de-
velopers will reuse the ontologies in their tools, thus providing interoperability between
the tools. For instance, different tools can implement their own mechanism for support-
ing or displaying discussions. If they use the same annotation ontology, then annotations
created in one of the tools can be visible in the other tool.

There are many outstanding issues, however, that we must address in order to support
truly collaborative ontology development.

In our original model, each annotation annotates a single object: a single class in
the ontology, a single instances, a single other annotation. However, in the ATHENA-
DSS use case a single guideline description could refer to different concepts such as
hypertension and diabetes. Thus, there must be a way of associating an annotation to
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several different objects. We do not currently have such support in the user interface.
However, because annotations are simply instances, the annotates property can have
more than one value and thus reference more than one object.

While we have a set of annotation types for proposals and voting, we do not have
any workflow support for it. Our users (in ATHENA-DSS, and other projects) indicated
that the proposals feature would be much more useful with such workflow support.
For instance, when someone initiates a new round of voting, a workflow engine might
inform other users that they are expected to vote, can tally the votes or wait for a certain
period of time to elapse, and can produce the voting result.

Currently, Collaborative Protégé has only simple support for different user roles. In
the future, we plan to adopt a policy mechanism that would enable us to describe privi-
leges of users with different roles at different levels of granularity. For example, not all
users in a project may have the privileges to create change proposals or to comment on
the propsals. Some users may be able to edit only a part of the ontology. We plan to an-
alyze the different scenarios and workflows that the biomedical ontology-development
projects employ and add flexible support for roles and policies in future versions.

Finally, as we studied the different workflows that the projects described in the intro-
duction to this paper used, one thing became clear: Developers of biomedical ontolo-
gies need tools that are flexible enough to work with different workflows. For instance,
a group of users working together on developing an ontology in the context of a specific
project will have different requirements compared to an open community developing a
lightweight taxonomy that anyone can edit. In some cases, tools should support spe-
cific protocols for making changes, where some users can propose changes, others can
discuss and vote on them, and only users with special status can actually perform the
changes. At the other end of the spectrum are settings where anyone can make any
changes immediately. Thus, tools need to support different mechanisms for building
consensus, depending on whether the environment is more open or more controlled.

We are currently evaluating Collaborative Protégé in several other settings: the de-
velopment of the NCI Thesaurus, the development of the Software Resource Ontology
to be used by the NIH Roadmap’s NCBCs, the development of the 11th revision of the
International Classification of Diseases (ICD-11) at the World Health Organization, and
other projects. These projects are all active ongoing projects and have different scope,
workflow, the number of contributors, and so on. We expect to these evaluation to pro-
duce additional requirements for the tools and also to demonstrate innovative uses of
the capabilities that we described here.

Acknowledgments

This work was supported in part by a contract from the U.S. National Cancer Institute.
Protégé is a national resource supported by grant LM007885 from the United States
National Library of Medicine. Initial development of ATHENA-DSS for diabetes mel-
litus is supported by the Palo Alto Institute for Research and Education at VA Palo
Alto Health Care System. Views expressed are those of the authors and not necessarily
those of the Department of Veterans Affairs. We are indebted to Susana Martins, Martha
Michel, and Mary Goldstein of the VA Palo Alto Healthcare System for their help with
the evaluation and for their insightful feedback on the tool.



32

T. Tudorache et al.

References

1.

10.

11.

12.

13.
14.

15.

16.

17.

19.

Auer, S., Dietzold, S., Riechert, T.: OntoWiki—a tool for social, semantic collaboration. In:
Cruz, L., Decker, S., Allemang, D., Preist, C., Schwabe, D., Mika, P., Uschold, M., Aroyo,
L.M. (eds.) ISWC 2006. LNCS, vol. 4273. Springer, Heidelberg (2006)

OBI Consortium, http://obi.sourceforge.net/

Dellschaft, K., Engelbrecht, H., Barreto, J.M., Rutenbeck, S., Staab, S.: Cicero: Tracking
design rationale in collaborative ontology engineering (2008)

Finin, T., Joshi, A., Kagal, L., Niu, J., Sandhu, R., Winsborough, W., Thuraisingham, B.:
Rowlbac: Role based access control in owl. In: ACM Symposium on Access Control Models
and Technologies (SACMAT 2008), Colorado, US (2008)

Gangemi, A., Lehmann, J., Presutti, V., Nissim, M., Catenacci, C.: C-ODO: an OWL meta-
model for collaborative ontology design. In: Workshop on Social and Collaborative Con-
struction of Structured Knowledge at WWW 2007, Banff, Canada (2007)

Gennari, J., Musen, M.A., Fergerson, R.W., Grosso, W.E., Crubézy, M., Eriksson, H., Noy,
N.E,, Tu, S.W.: The evolution of Protégé: An environment for knowledge-based systems
development. International Journal of Human-Computer Interaction 58(1) (2003)
Goldstein, M.K., et al.: Translating research into practice: organizational issues in imple-
menting automated decision support for hypertension in three medical centers. Journal of
the American Medical Informatics Association 11(5), 368-376 (2004)

Kahan, J., Koivunen, M.-R.: Annotea: an open RDF infrastructure for shared web annota-
tions. In: The 10th International World Wide Web Conference, pp. 623-632 (2001)

Muiioz Garcia, O., Gémez-Pérez, A., Iglesias-Sucasas, M., Kim, S.: A Workflow for the
Networked Ontologies Lifecycle: A Case Study in FAO of the UN. In: Borrajo, D., Castillo,
L., Corchado, J.M. (eds.) CAEPIA 2007. LNCS (LNAI), vol. 4788, pp. 200-209. Springer,
Heidelberg (2007)

Noy, N.F., Chugh, A., Alani, H.: The CKC Challenge: Exploring tools for collaborative
knowledge construction. IEEE Intelligent Systems 23(1), 64—68 (2008)

Noy, N.F., Chugh, A., Liu, W., Musen, M.A.: A framework for ontology evolution in collab-
orative environments. In: Cruz, 1., Decker, S., Allemang, D., Preist, C., Schwabe, D., Mika,
P., Uschold, M., Aroyo, L.M. (eds.) ISWC 2006. LNCS, vol. 4273. Springer, Heidelberg
(2006)

Palma, R., Hartmann, J., Haase, P.. OMV: Ontology Metadata Vocabulary for the Semantic
‘Web. Technical report (2008), http://ontoware.org/projects/omv/

Protégé, http://protege.stanford.edu/

Rubin, D.L., Noy, N.F., Musen, M.A.: Protégé: A tool for managing and using terminology
in radiology applications. Journal of Digital Imaging (2007)

Sebastian, A., Noy, N.F.,, Tudorache, T., Musen, M.A.: A generic ontology for collaborative
ontology-development workflows. In: The 16th International Conference on Knowledge En-
gineering and Knowledge Management (EKAW 2008), Catania, Italy. Springer, Heidelberg
(2008)

Seidenberg, J., Rector, A.: The state of multi-user ontology engineering. In: The 2nd Inter-
national Workshop on Modular Ontologies at KCAP 2007, Whistler, BC, Canada (2007)
Sioutos, N., de Coronado, S., Haber, M., Hartel, F., Shaiu, W., Wright, L.: NCI Thesaurus:
A semantic model integrating cancer-related clinical and molecular information. Journal of
Biomedical Informatics 40(1), 30-43 (2007)

. Sunagawa, E., Kozaki, K., Kitamura, Y., Mizoguchi, R.: An environment for distributed on-

tology development based on dependency management. In: Fensel, D., Sycara, K.P., My-
lopoulos, J. (eds.) ISWC 2003. LNCS, vol. 2870. Springer, Heidelberg (2003)

Tempich, C., Simperl, E., Luczak, M., Studer, R., Pinto, H.S.: Argumentation-based ontology
engineering. IEEE Intelligent Systems 22(6), 52-59 (2007)


http://obi.sourceforge.net/
http://ontoware.org/projects/omv/
http://protege.stanford.edu/

Identifying Potentially Important Concepts and
Relations in an Ontology™

Gang Wul?, Juanzi Li', Ling Feng!, and Kehong Wang!

! Department of Computer Science, Tsinghua University, Beijing 100084, P.R. China
2 Department of Computer Science, Southeastern University,
Nanjing 210000, P.R. China
wug@keg.cs.tsinghua.edu.cn, 1ljz@keg.cs.tsinghua.edu.cn,
fengling@tsinghua.edu.cn, wkh@keg.cs.tsinghua.edu.cn

Abstract. More and more ontologies have been published and used
widely on the web. In order to make good use of an ontology, espe-
cially a new and complex ontology, we need methods to help under-
stand it first. Identifying potentially important concepts and relations
in an ontology is an intuitive but challenging method. In this paper, we
first define four features for potentially important concepts and relation
from the ontological structural point of view. Then a simple yet effective
Concept-And-Relation-Ranking (CARRank) algorithm is proposed to si-
multaneously rank the importance of concepts and relations. Different
from the traditional ranking methods, the importance of concepts and
the weights of relations reinforce one another in CARRank in an iterative
manner. Such an iterative process is proved to be convergent both in
principle and by experiments. Our experimental results show that CAR-
Rank has a similar convergent speed as the PageRank-like algorithms,
but a more reasonable ranking result.

1 Introduction

Ontology provides Artificial Intelligence and Web communities the remarkable
capability of specifying shared conceptualization explicitly and formally. A diver-
sity of ontologies have been widely used as the bases of semantic representation
in many applications such as knowledge bases, multi-agents and the Semantic
Web. As the amount, scale, and complexity of ontologies are increasing rapidly,
it requires more efforts for ontologists and domain experts to understand them.
Hence, Ontology Understanding, the process of getting familiar with an ontology
[4], has to seek helps from computer intelligence.

The state-of-the-art ontology engineering projects, like IsaViz, Ontoviz, and
Jambalaya, use information visualization techniques to represent ontologies. They
have the ability to help humans understand and navigate in complex information
spaces [9]. However, for a complex ontology, graphically presenting all concepts

* This work is supported by the National Natural Science Foundation of China under
Grant No0.90604025 and the Major State Basic Research Development Program of
China (973 Program) under Grant No.2003CB317007 and No.2007CB310803.
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and relations indistinctively makes above tools generate unreadable visualization
results. Users who are unfamiliar with the ontology will probably get lost in such
a masze.

To resolve the problem, some researchers have proposed approaches by draw-
ing users’ attention to those potentially important (or alternatively interesting)
concepts within one ontology. They calculate the importance of concepts either
by tracking the user’s browsing activities [7], or according to the concept hierar-
chy [20]. These solutions are straightforward. While more detailed information
about ontology structure, like the correlation between concepts and relations, is
not explored. In some other studies, traditional link analysis ranking algorithms
on Web pages and objects are employed to rank the importance of concepts [3],
and even the importance of relations [8| [I7]. These solutions need the help of
additional statistic information or time-consuming machine learning schemes.

In this paper, we propose a simple yet effective algorithm, named Concept
And Relation Ranking (CARRank), for identifying potentially important con-
cepts and relations in an ontology. By efficiently ranking the importance of con-
cepts and relations simultaneously, CARRank can find out which concepts and
relations might be the ones the ontology creator would like to suggest to users
for further consideration. In this way, CARRank can promote the usability for
ontology understanding. Users can even outline an interested sub-scope of an
ontology, of which important parts are taken out. Although CARRank is rather
an automatic ranking algorithm than a specific visualization approach, it can be
easily integrated into the existing ontology visualization tools to provide a novel
perspective. Main contributions of this paper include:

1) To make good use of ontology structural information, we give a graph repre-
sentation of ontology which makes it easy for applying link analysis ranking algo-
rithms while preserves the semantics expressed by RDF-based ontology languages.

2) To determine the potentially important concepts and relations in an on-
tology, we introduce an importance ranking model. The model tries to imitate
the creation process of an ontology from the ontological structural point of view
by defining four representative features.

3) To calculate the importance of concepts and relations, we propose an effi-
cient algorithm according to the model, named CARRank. The difference between
CARRank and existing PageRank-like algorithms is two-fold. Firstly, with this
algorithm, the importance of vertices (i.e. concepts) and the weights of edges (i.e.
relations) reinforce one another in an iterative process. Such a dynamic compu-
tation on edges weights as well as vertices importance has never been studied
previously. Secondly, the directions of walk for the algorithms are opposed, which
makes CARRank more suitable for supporting ontology understanding. CARRank
is proved to be convergent, and thus is universal for simultaneously ranking ver-
tices importance and edges weights in arbitrary directed labeled graph.

4) Experiments are conducted to demonstrate the effectiveness and efficiency
of the approach to support understanding of ontologies.

The remainder of the paper is organized as follows. We review the closely
related work in Section ] and present our CARRank model in Section Bl We
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then bring forward the CARRank algorithm in Section @l Experimental results
are shown in Section Bl The final section is about the conclusion and discussion.

2 Related Work

Cognitive Support for Ontology Understanding. The DIaMOND project
[7] and the holistic “imaging” ontology [20] are two most related studies. DIa-
MOND [7] is a plug-in for Protég@ to help users find concepts of interest within
an ontology. By tracking user’s navigation activities on an ontology, it continu-
ously calculates the degree of interest for each concept. The navigation overhead
can thus be reduced by drawing user’s attention to the highlighted concepts
of high interest degrees. The degree calculation of this method is user-specific.
In [20], authors exploited degrees of interest of concepts as a filter for labeling
important concepts in a large scale ontology. Its degree calculation is holisti-
cally based on concept hierarchy without considering non-subsumption relations
between concepts. Our work differs from these approaches. First, we think that
the importance measurement of a concept should take into account the contribu-
tions from all the other concepts in the ontology through relations including both
subsumption and non-subsumption ones. Second, relations between concepts are
also helpful for ontology understanding.

Ontology Ranking in the Semantic Web. OntoSelect [6], OntoKhoj [18],
and AKTiveRank [I] are three approaches that were developed to select (or
rank) one or more ontologies that satisfy certain criteria [19], with an ontol-
ogy document as the ranking granularity. The first two approaches relied on
the popularity, which assumed that ontologies referenced by many ontologies are
more popular, while the third one considered several structural evaluation met-
rics, including Density (DEM), Betweenness (BEM), Semantic Similarity (SSM),
and Class Match measure (CMM). Although AKTiveRank does not intend to
rank the importance of concepts or relations in an ontology, the above complex
networks analysis metrics it employs are useful for reference in this work. Ac-
cording to the pre-existing statistic information on instances, Swoogle [§] could
enable both document level and term level ranking, including the class-property
relationship ranking.

Compared with this line of research, our study aims to finding out potentially
important information in a given ontology, so the granularity of output is concept
and relation, rather than a whole ontology. Besides, the method can evaluate the
importance of general relations of concepts, as well as concepts themselves. Fur-
thermore, no prior knowledge or user interaction is required, which may be more
applicable in dealing with new ontologies. Table [T lists some of the differences.

Ranking Algorithms. In ranking Web pages, hyperlink is the only relation to
be considered. PageRank [B] pointed out that a good authority page is the one
pointed to by many good authorities. The evaluation is performed in a random
surfer manner over all pages on the Web graph. Unlike PageRank, HITS [13]

! http://protege.stanford.edu/
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Table 1. Related Work in the Semantic Web

Concept Rank Relation Rank Ranking Methods

CARRank v v CARRank

DIaMOND v - Tracking users’ navigation
20 v - Concept hierarchy
OntoSelect - - PageRank-like

OntoKhoj - - PageRank-like
AKTiveRank - - CMM+DEM+SSM+BEM
Swoogle v v PageRank-like

exploited a mutual reinforcing relationship between hub pages and authority
pages within a subgraph of the Web. By extension of PageRank and HITS,
Reverse PageRank [I0] was investigated as a reasonable approach to browse the
Web, which reverses the direction of all hyperlinks before applying PageRank.
In this study, we browse an ontology in a similar manner to Reverse PageRank.

Apart from the hyperlink relation, there exist more edge types in an ontol-
ogy, such as property-of, subclass-superclass, etc. The edge type is an important
factor in determining the importance of vertices. This was addressed recently
in a series of object-level link analysis ranking algorithms. In the field of data-
base, ObjectRank [3] applied link analysis methods to rank the importance of
database objects and tuples. Different weights are set according to link types
either manually or by statistic information. PopRank [I7] is a machine learning
approach to automatically assign the weights and rank the importance of Web
objects. These weight assignment approaches are not applicable for ontology un-
derstanding where absence of priori knowledge is fairly common. We attempt to
resolve it by evaluating the weights simultaneously in the ranking process accord-
ing to only the mutually reinforcing relationship between concepts and relations.

3 CARRank Model

3.1 Ontology Graph

Before any link analysis could be performed, an ontology should be represented
as a graph. As an ontology defines the concepts and the relations between them
in certain domain [I6, [IT], it is suggested to model a concept as a vertex and a
relation as a directed edge linking two concepts. We call such constructed graph
the ontology graph.

Definition 1. Given an ontology O, the ontology graph G = (V,&,ly,le) of
O is a directed labeled graph. V is a set of nodes representing all concepts in O.
& is a set of directed edges representing all relations in O. ly and lg are labeling
functions on V and £ respectively.

Definition[Ilis a representation of an ontology at the syntactic level. Its semantic
capabilities will be presented in section [3.41

The ontology graph illustrated in Figure [Il is our running example. It de-
scribes concepts and relations in an open software project domain, especially
the relationships between developers and projects.
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Foundry_member,

rdfs:sub§lassOf

Project_admin

Fig. 1. The running example

3.2 Mapping RDF-Based Ontology to Ontology Graph

In practice, the most important ontology languages in the Semantic Web are
RDF Schema (RDFS) and OWL. In these languages, an ontology is expressed
as a set of triples. A triple (s,p,0) € (UUB) x U x (UU BU L) is called an
RDF triple where U, B, and L are infinite sets of URI references, blank nodes,
and literals respectively. Here, s is called the subject, p the predicate, and o the
object of the triple. A set of such RDF triples is defined as an RDF graph [21],
and represented as a directed labeled graph as shown in Definition 2l We will
use the RDF graph to refer to both a set of RDF triples and its directed labeled
graph representation throughout the rest of this paper.

Definition 2. Let T be a set of RDF triples. The directed labeled graph
representation of T is G = (V, E,ly,lg), where

V = {v.|z € subject(T") U object(T')}

E ={espol(s,p,0) €T}
Iy (o) {(m,dz) if x is literal (dy is datatype identifier)
v Uz) =

T else
from(es,p,o) = Vs, to(€s,p,0) = Vo, and lg(€sp,o) =p

V' is the set of vertices in G. E is the set of directed edges. ly and lg are
labeling functions on V' and E. subject(T) and object(T) are used to achieve all
the subjects and the objects in T. Function from() and to() return the starting
and ending vertex of an edge.

However, for the same ontology, an RDF graph and an ontology graph are
unequal. Suppose an ontology consists of a relation “manage” linking from
“Project Admin” to “Project”. The ontology graph is shown in Figure[2l To ex-
press the same semantics, an RDF graph needs two triples (manage, rdfs:domain,
Project Admin) and (manage, rdfs:range, Project) as shown in Figure 3

The difference lies in that, for an ontology, a relation does not exist as a di-
rected edge but a vertex in an RDF graph. A relation is associated with a concept
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manage - ~Jdfs:domain, rdfs:range

Fig. 2. An ontology graph representation Fig.3. An RDF graph representation

by the semantics of rdfs:domain or rdfs:range (the concept is named domain or
range accordingly). Such indirect relationships will hinder the importance prop-
agation during the ranking, because there is no path between the domain and
the range. Hence, we propose a map function w to map an RDF graph to an
ontology graph in Definition

Definition 3. Let G = (V, E,ly,lg) be the RDF graph of an ontology O. We
define a map w: G — G as follows: w(G) = (V,E,ly,le) where,

V=V, ly=lv,
E ={espoles,po € ENlp(esp,o) # rdfs:domain A lg(es,p,0) # rdfs:range}
UEprUEpU Eg,
Epr = {€s,p,0|3ep,rdfs:domain,s € E N 3ep, rdfsrange,0 € EY},
Ep = {€s,p,keg:Sink|Fep, rdfs:domain,s € EN Aep rdfs:range,0 € £},
Er = {€keg:Source,p,0|F€p, rdfs:range,0 € EN Bep. rdfs:domain,s € E},

Ves,po € E, from(esp,o) = vs, to(€s,po) = Vo,and le(€spo) =P

Here, keg:Source and keg:Sink are defined to be the virtual domain and range of
those relations having no domain or range defined explicitly.

Each edge in the output ontology graph is an RDF triple. Therefore the same
relation can be distinguished between different domain concepts and range con-
cepts. The map removes those edges taking rdfs:domain or rdfs:range as their
labels, while adds new labeled edges to directly link the domains to the ranges
according to the rules in Definition Bl In this way, w(G) presents an ontology
graph that preserves the semantics of G and makes it easy for ranking. Thus,
the RDF graph in Figure Bl can be mapped to the ontology graph in Figure[2 In
fact, our running example shown in Figure [Tl is mapped from a real ontologyﬁ.

3.3 Model Description

The creation of an ontology is a composition process where the creator operates
with a set of concepts and relations. Hence, the ontology could be considered
as the image of the creator’s own understanding of the knowledge, just like
a literary work to its author. This phenomenon of human consciousness can
be best explained with William James’ famous stream of consciousness theory
[12]. He observed that human consciousness has a composite structure including
substantive parts (thought or idea) and transitive parts (fringe or penumbra), and
keeps moving from thought to thought. Transitive parts play an important role
in controlling the orderly advance of consciousness from one thought to another.

% http://keg.cs.tsinghua.edu.cn/project /software.owl
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By analogizing concepts and relations to substantive parts and transitive parts,
the creation of an ontology could be described as drifting on the stream of the
creator’s consciousness of the domain knowledge from one concept to another
via a particular relation. The initially created concept has a certain possibility of
being one of the creator’s emphasis (suggestions to users). For the concepts to be
suggested, the creator would always like to create more relations to describe its
relationships with other concepts. Consequently, ontology users will implicitly
follow the creator’s stream of consciousness for understanding the ontology.

We characterize four features for potentially important concepts and relations
which drive the drift on the stream of consciousness. It turns out to be our model
for Concepts And Relations Ranking (the CARRank model):

1. A concept is more important if there are more relations starting from the
concept.

2. A concept is more important if there is a relation starting from the concept
to a more important concept.

3. A concept is more important if it has a higher relation weight to any other
concept.

4. A relation weight is higher if it starts from a more important concept.

There are three meanings here. First, it explains what is iémportant (or al-
ternatively interesting). In this paper, term importance is used as a metric for
measuring the extent that the ontology creator suggests a concept or relation
to users. Second, a concept is regarded as a source that owns a set of relations
related to other concepts. We refer to this character as the hub like that in HITS
[13]. Finally, concepts and relations exhibit a mutually reinforcing relationship.

In our running example, concepts “Project”, “Project admin” and “Devel-
oper” are more attractive because they either have abundant relations to other
concepts (e.g. “Project”), or locate deeply in the subsumption hierarchy (e.g.
“Project admin”), or have a relation to other attractive concept (e.g. “Devel-
oper”). Accordingly, relation “manage” between “Project” and “Project admin”
becomes more meaningful. These observations coincide with the creator’s com-
ment that declares to emphasize the relationship between developers and projects.
Our inquiry to the creator about the design process is answered as follows: First
defined the concept “Project” with some decorative literals such as “Version” and
“Usage statistic”. Next, provided another concept “Developer” to complement
the description of “Project” through a relation “developed by” from “Project”
to “Developer”. Then, a hierarchy was built about “Developer” from “Person”
to “Project admin”. The process continued until all information was included.

3.4 Semantic Abilities

By using w mapping, any RDF-based ontology, like RDF Schema, DAML+OIL,
and OWL (including three increasingly-expressive sublanguages: OWL Lite,
OWL DL, and OWL Full), can be ranked with the CARRank model. In the
section of experiments, we will further analyze the ranking results of CARRank
for the same ontology in three languages with different expressive powers.



40 G. Wu et al.

Furthermore, CARRank even has the ability to support axioms expressed
as rules, e.g. SWRL [22] rules, because there exists RDF-compatible model-
theoretic semantics [I5] of SWRL by which we can interpret SWRL rules in the
framework of RDF graphs. In a broad sense, any inference scheme for ontology
is supported by CARRank, if it is resolvable on the level of RDF graphs.

Moreover, since a relation is represented as a vertex in an RDF graph, and
then kept in the ontology graph after w mapping, the hierarchies and proper-
ties of relations will also impact the global importance of these relations. That
means if there is a deeper hierarchy or more properties for a specific relation,
the importance of that relation is higher. Here, whereas we only concern about
the comparison locally among relations starting from the same concepts rather
than globally among all relations, because the importance may be quite different
when associated with different concepts.

Finally, since ontology understanding is affected by many factors, here the
importance only means some potential to be important in our context.

4 CARRank Algorithm

Definition 4. Suppose an ontology graph G has |V| =n > 1 concepts vy, ..., v, €
V. The adjacency matrix representation ofG, A = (a;;), is a n X n matric
where 1 < 14,5,k <n and

(1)

o 1 ifJeir; €8,

Z’] 0 otherwise.
Let w(v;,vj) be a relation weight function, and w; j = w(v;,vj) be the weight of
all relations from v; to vj. The relation weight matrixz representation of G,
W = (w; ), is a n x n matriz where 1 < 4,5,k <n, and

(2)

0< Wy, j <1 Zf Elei,k,j S 57
wi ;=0 otherwise.

Definition 5. For any concept v; € V, the forward concepts of v; are defined
as F,, = {vjlv; € VAeik,; € £}, and the backward concepts of v; are defined
as By, ={vjlv; € VAJeji,; € E}.

Definition 6. Suppose an ontology graph G has |V| =n > 1 concepts vy, ..., .
Let r(v;) be an importance function on V, and r; = r(v;) be the importance value
of vi where 0 <r; <1, > r; =1, and W = (w; ;) be the relation weight matriz.
We call R = (71, ...,7) the ontology graph G’s concept importance vector ,
and L; = (rw; 1, -+, rawin) the concept v;’s relation importance vector .

It is possible that there exists more than one relation from concept v; to concept
vj. Therefore, 7jw; ; is the total importance value of all the relations from concept
v; to concept v;. Suppose there are m > 0 such relations, e; i, j, ..., € k,,j- We
define the importance of individual relation e; x, ; to be "7 for any 1 <1 < m.
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Since a concept, like a hub according to the first two features of our model,
sinks the importance of other concepts, the computation for the importance is
totally the reverse of the process in PageRank. In fact, CARRank traces the
stream of consciousness reversely similar to the idea of Reverse PageRank [10].
The difference is that it updates the weight of relations during the iteration
according to the last two features of the model. Given an ontology graph G =
WV, E, 1y, lg), after k (k= 0,1,2,...) iterations, the importance of a concept s € V
and the weight of relation(s) from s to another concept ¢ € V are written as
rk+1(8) and wiy1(s,t) respectively. They are recursively evaluated in Equations

Bl and @

Wirt1(s,t) =
pra(s,1) S i)
t; €8y
rhp1(s) = Lme g >kt wera (s, t) (4)

|V| t;€F

Like PageRank-like algorithms, we use a damping factor 0 < o« < 1 as the
probability at which CARRank will get bored of reversely tracing the stream of
consciousness and begin looking for another concept on the ontology graph.

Equations Bl and @ reflect the features of our potentially important concepts
and relations model. Equation Bl formalizes the last feature, which computes the
weight of relation(s) starting from concept s to concept ¢ at the (k+1)th iteration.
The weight is in proportional to the importance of s and in the inverse ratio of the
sum of all importance of t’s backward concepts at the kth iteration. Therefore, an
important concept will increase the weight of those relations starting from itself.
Equation H] formalizes the first three features, which compute the importance
of concept s at the (k + 1)th iteration. The importance consists of two parts.
One is contributed by all the importance of s’s forward concepts and the weight
of relations from s to the forward concepts with probability «. The other is
contributed by some independent jump probabilities (here is I\l)l) when CARRank
leaves the current stream of consciousness with probability 1 — a.

For any initial distribution of concept importance vector Rg = (19,79, ...,70),
we have proved] that the iterative sequence {Ri | k=0,1,2,...} will converge
to R* which is the solution of this non-linear equations, i.e. the final result
of concept importance vector. Correspondingly, W* is the final result of the
relation weight matrix. In numerical analysis, it is reasonable to take Ry as
the approximation of R* and stop the iterative process, if the difference between
two successive iterations | Rix11 — Ry || is small enough. Thus ranking the
importance of the concepts is performed by sorting the entries in R*. With a
slight effort, ranking the importance of the relations related to certain concept
is performed by sorting the entries in the relation importance vector which is
computed with W* and R*.

3 For the details of the proof, see our technical report [24]. The proof indicates that
CARRank is a flexible algorithm for evaluating the importance of vertices and edges
simultaneously in any kind of directed graph.
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Let A be the adjacency matrix representation of an ontology graplﬂ and S be
the initial concept importance vector. In terms of Equation B ] and the above
descriptions, we present the CARRank algorithm as follows.

CARRANK(A, S)
1 Ro«— S, Wy+—0,k+—0
2 repeat
Y — ARy
for i —1,2,...,n
do for j «— 1,2,...,n
doif of ; #£0

.

o7
&

Rit1 «— Wi iRy
d— [[Ril1 — IRkl
Rit1 < Rit1 +dE
11 (S «— ‘le+1 — Rk”l
12 k—k+1
13 until § < e
14 return (Wy,Ry)

3
4
5
6
7 then wk+1 "
8
9
10

The algorithm consists of two parts, the update of the relation weight matrix
(line 3 to 7) and the update of the concept importance vector (line 8 to 10). o ] is
the sum of ranks of concepts which are ¢’s backward concepts at step k. Damping
factor « in Equation[lis represented in vector as E where ||E||; = a. Ignoring the
differences in concepts, E is usually a uniform distribution. Threshold 0 < € < 1
controls the termination of the iteration. The algorithm returns Ry and Wy, as

the limits of the concept importance vector and the relation weight matrix.

5 Experiments

We study the feasibility of CARRank from three aspects: ranking qualities, se-
mantic abilities, and efficiencies.

5.1 Experimental Settings

Evaluation Metrics. The metric for measuring the efficiency of ranking algo-
rithms is the number of iterations k that minimizes the difference between two
successive iterations || Rg+1 — Ry || to a given threshold €. A smaller & indicates
a faster convergence.

In order to measure the quality of concepts ranking results, we employ a

variant first 20 precision metric [I4]. The improved first 20 precision, PQ20 =
s X 20 a0 XA TH~20 300 - agsions different weights for the first 3, the next 7,
and the last 10 results to increase the value for ranking effectiveness.

Similarly, we define PR = E”Tg“” 5
1~20]

ranking results, where Cf..o is the relevant concepts in the first 20 most im-
portant concepts, and m, is the count of relevant relations in the first 5 most
important relations starting from concept c.

to measure the quality of relation

4 A is obtained by parsing an ontology file into an RDF graph, and mapping it to an
ontology graph, and finally constructed according to Definition [l
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A higher value of ];_@\/2/0 or PR means a better quality of ranking the impor-
tance of concepts or relations.

Ranking Methods. Most of the related work in Section [ are not specific for
ontology understanding as shown in Table[ll Appropriate modifications are made
in order to make them comparable. 1) We choose the standard PageRank(PR)
algorithm [5] on behalf of those PageRank-like algorithms. 2) We extract the
importance based labeling method from [20] which represents the methods that
only consider concept hierarchy(CH). 3) AKTiveRank [I] algorithm is modi-
fied by only considering the aggregation of density and betweenness measures
(DEM+BEM) for each concept as the importance. CMM and SSM are irrele-
vant to the task of ontology understanding.

Experimental Environments. The experiments were carried out on a Win-
dows 2003 Server with two Dual-Core Intel Xeon processors (2.8 GHz) and 3GB
memory. For some ranking methods, let damping factor o« = 0.85, and threshold
e =1x107% by default.

5.2 Ranking Qualities

To evaluate our proposed approach, we tried to collect representative ontologies
and their accurate answers (a list of ranked concepts and relations) as pos-
sible as we could. In this experiment, four representative ontologies from the
SchemaWeHd dataset are selected as shown in Table @l “OWL” is a well-known
meta ontology. “Software Project” is a full version of our running example which
has a small number of concepts and relations, while, “Copyright Ontology” and
“Travel Ontology” are more complex.

Table 2. Four ontologies

Concept# Property# URL
OWL 17 24 http://www.w3.0rg/2002/07 /owl.rdf
Software Project 14 84 http://keg.cs.tsinghua.edu.cn/persons/tj/ontology /software.owl
Copyright Ontology 98 46 http://rhizomik.net/ontologies/2006/01/copyrightonto.owl
Travel Ontology 84 211 http://learn.tsinghua.edu.cn:8080,/2003214945 /travelontology.owl

We take the ontology creators’ feedback to the ranking task as the reference
answers. We sent emails to the four contact creators, and got three ranks (for
Software Project, Copyright Ontology, and Travel Ontology) and one suggestion
(the creator of OWL recommended [23] as his answer) back in their replies. In
our inquiry email, the following ranking instruction is described:

For each ontology file, list top 20 (or as many as you like) important
concepts (with URI) of your ontology in your mind. And for each top
concept, please give top 5 (or as many as you like) important relations
(with URI) for that concept.

® http://www.schemaweb.info/
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Table 3. The importance of concepts — Software ontology

Rank Reference Answer PageRank DEM+BEM CARRank User Study

1 Project Message Project Project Project

2 Member has usage statistics Usage statistics Usage statistics Category

3 Developer statistics bugs Developer Statistic record Message

4 Category statistic record support Statistic record Developer Discussion

5 Public forum Member Member Category Help

6 LastestNew Project Message Release package Person

7 Message Developer Public forums Member Member

8 Version Category Person Message Developer

9 homepage super category Category Help Project admin
10 Usage statistics page views Project admin  Public forums Public forums

Table 4. The importance of relations — Software ontology

Top 5 Ranking results

Concepts Reference Answer CARRank User Study
1 title has usage statistics project homepage
2 summary developed by title

Project 3 activity ranking belong to category activity ranking
4 project homepage translations has public forum
5 project of statistic intended audience has usage statisitics
1 login name post message person name
2 publicly displayed name site member since

Member 3 email address login name
4 user id email address
5 site member since publicly displayed name
1 skills member of project person name
2 project role project role

Developer 3 skills
4 user id
5
1 hasProject hasProject super category
2 category name sub category sub category

Category 3 super category super category category name
4 sub category category name hasProject
5
1 hasMessage hasMessage hasMessage
2 belong to project

Public Forum 3 project of forum

4
5

With these reference answers, we compare CARRank with the four other rank-
ing methods mentioned above and a user study. The user study was conducted
on 5 volunteers whose research interests include the Semantic Web. We provided
each volunteer the four ontologies that they never knew about before, in their
original file formats, e.g. RDF or OWL. And then, for each ontology, volunteers
were required to independently give the top 20 important concepts and the top
5 important relations for each top concept as their own ranking results. In this
way, given one of the four ontologies, for each volunteer, we can computed a

1;_@2/0 value and a PR values according to his/her ranking results. The arith-

metic means on five PQ@Q20 values and five PR values are used to represent the
corresponding metrics of the user study.

Table Bl and @l present the comparisons on concepts and relations ranking for
a full version of our running example. Here, we choose OE_G\gf the five ranking
results collected in the user study which has the highest P@Q20 value.

Items listed in italic bold font are relevant ranking results. In Table[3] there are
5 relevant items in the first 10 ranking results for PageRank, 7 for DEM+BEM,
7 for CARRank, and 6 for the user study. Obviously, CARRank and DEM+BEM
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both have better ranking qualities than the user study. It means that they can
somewhat support the ontology understanding. It also shows that PageRank
is not a proper method in ranking the importance of concepts with less rele-
vant results than the user study. Both CARRank and DEM+BEM rank concept
“Project” the first place. The major difference of their results is that DEM+BEM
considers “Person” and “Project admin”, while CARRank considers “Help” and
“Release package”. However, “Person” is relatively not important in this on-
tology because it is a base class of “Developer” and “Member” in the class
hierarchy and rarely instantiated. PageRank fails in ranking “Project” the first
place, which greatly lower its ranking qualities.

As the other four ranking methods do not directly support to rank the im-
portance of relations, Table [ only gives the comparisons of CARRank and the
user study. It lists the first 5 relations (if available) starting from each concept of
the first 5 concepts in the reference answersd. Apparently, CARRank can better
reflect the importance of relations except for the concept “Project”, since its
ranking results are closer to the reference answers most of the time. For concept
“Project”, several owl:DatatypeProperty type relations, e.g. “title”, “summary”,
“activity ranking”, and “project homepage”, are given in the reference answers.
Such relations usually link to those simple data type values which have no out-
going edges hence very low importance as concepts. Therefore, according to
Equation [B owl:DatatypeProperty type relations are assigned low importance.
We believe that it is beyond the scope of link analysis ranki/n_g\/algorithms.

We further examine the quality of ranking results with P@Q20 and PR. The
comparisons are illustrated in Figure ] and Table Bl CARRank has some affir-
mative ability for helping ontology understanding, because it obtained a better
result than the user study did. Though the precision of CARRank for “Software”
is only about 4 percentage higher than that of users’ decision, the degree of the
support will be amplified along with the increase of the ontology’s scale and com-
plexity as shown in Figure @l We find users can hardly decide the top important

7 CH

S DEMBEM

E= CARRank
USER

Table 5. The Comparison of
Ranking Relations

CARRank User
copyright 0.06 0
software 0.586  0.562

N =
software copyright
Different Ontologies

Fig. 4. The Comparison of Ranking Concepts

5 In fact, every concept listed in Table ] has more than five relations except “Pub-
lic Forum”. However, the creator could not provide us more relations than the ref-
erence answers.
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concepts for “Copyright Ontology” for its complexity. Obviously, CARRank is
helpful in this case. Another interesting observation is that our algorithm is also
effective to those meta ontologies like “OWL”.

5.3 Comparison of Semantic Abilities

To exhibit the semantic abilities of CARRank, we generate three variations of
FOAF ontologyﬂ, i.,e. OWL-Full, OWL-DL, and OWL-Lite, with a tool named
foaf cleaner [2]. Then, CARRank is applied on the three versions of FOAF and
the original FOAF. Results are shown in Table [l

Original OWL-Full OWL-DL OWL-Lite Table 6. Top 10 Concepts for

Person 1 1 1 1

Document 2 2 2 2 CYC

Organization 3 3 3 5

Project 4 4 4 4 Rank Concepts
Agent 5 5 5 3 1 RNAPolymerase
OnlineEcommerceAccount 6 6 6 7 2 ExtensionOf-C-Regular
OnlineChatAccount 7 7 7 8 3 ClosedUnderGeneralizations-Classical
OnlineGamingAccount 8 8 8 9 4 NetworkPortNumber
OnlineAccount 9 9 9 10 5 SimpleWord
PersonalProfileDocument 10 10 10 11 6 GLFGraph

Tmage 11 11 11 6 7 BrigadeOrRegimentSized
Group 12 12 12 12 8 BrigadeOrRegimentSized
Pearson Correlation Coefficients 1.0 1.0 0.867 9 ExtensionOf-K-Normal

10 GLFAnalysisDiagramGraph

Fig. 5. Top 10 Concepts for FOAF

There are totally 12 concepts involved. The values in the first two columns
are the concepts and their ranks produced by applying CARRank on the original
FOAF ontology. The values in the last three columns are the ranks for the three
versions. We use the Pearson Correlation Coefficient to measure the similarity of
ranking results between one OWL version and the original version. The ranking
results for the OWL-Full and OWL-DL are the same as that for the original
one, though owl:imports of the OWL and RDF'S ontologies are removed from the
original, and owl:InverseFunctionalProperty on owl:DatatypeProperty is removed
from OWL-Full. The only affection happens to the ranking results of OWL-Lite
when owl:disjointWith is removed from OWL-DL. However, the similarity is still
over 85%. This indicates that CARRank can capture most of the semantics even
when the language expressive power changes.

Another challenge for semantic abilities of CARRank is to rank large scale
ontologies, e.g. cydd (23.7MB). Large scale ontologies are always developed
collaboratively by many creators for a long time. Because of the limitations of
individual creator and the limitation of the time, a global design intention may
be unstable or even inconsistent. The interesting ranking results of CYC are
listed in Table [0l There are 30432 classes and properties defined with 254371
RDF triples. It seems that CARRank ranks higher some abstract concepts for

" http://xmlns.com/foaf/spec/
8 http://www.cyc.com,/2004/06/04/cyc
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their complicated class hierarchy constructed with rdfs:subClassOf. Although it
is hard to determine the quality of ranking results for such large scale ontology,
we still suggest to use CARRank to periodically rank the concepts during its
composition in order to discover early the deviation of design intention.

5.4 Efficiencies

Convergence Comparison. Figure[ presents the comparisons among PageR-
ank, Reverse PageRank, and CARRank. Rankings are performed on “Relation-
ship”ﬁ ontology which has 169 vertices and 252 directed labeled edges in its
ontology graph. Obviously, CARRank and Reverse PageRank have conformable
convergent speed because both consider the hub score instead of authority score.
The only difference is that the additional time spent on updating the relation
weight matrix makes CARRank a little slower than Reverse PageRank.

On the other hand, the convergent speed of both CARRank and Reverse
PageRank are quite different from that of PageRank. The reason is that PageR-
ank considers authority score instead of hub score. Therefore, the convergent
speed may be various with respect to the topological structure of the ontol-
ogy graph. In Figure [6] the convergent speed of PageRank is much faster. How-
ever, take «UNSPSCH ontology on SchemaWeb for another example. There are
19600 vertices and 29386 directed labeled edges. As shown in Figure[d, CARRank
and Reverse PageRank express the same convergent speed and converge to the
threshold early than PageRank. In any case, the convergent speed is acceptable
for CARRank.

1 0.01
@
g 0.1 I CARRank 5 1e3] o I CARRank
T 001 o PageRank B o PageRank
o — ReversePageRank 2 g4l o — ReversePageRank
= 1E3
g F g + o g
< 1E-4 T 1ES + o
g 8 + o
Q 1ES 2 1E64 + + o
@ 5]
8 16 = + o
b= M © 1E7 +
2 s o
g™ M 2 1E-8 + e
8 1E8 M -g + o
c
2 > ie9 . . , ; r )
1E-9 T T T T T T T T J
0 10 20 30 40 5 60 70 8 90 2 4 6 8 10 12
Iterations Iterations

Fig. 6. Convergence (“Relationship”) Fig. 7. Convergence (“UNSPSC”)

6 Conclusion and Discussion

CARRank is a simple yet effective algorithm for identifying potentially impor-
tant concepts and relations in an ontology. The experimental results show the
feasibility of CARRank from the ranking qualities and the semantic abilities.

9 http://purl.org/vocab /relationship/
9 http:/ /www.ksl.stanford.edu/projects/DAML/UNSPSC.daml
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Although ontology understanding means much more than our proposed solu-
tion. we expect CARRank to be a preliminary step towards identifying potentially
important concepts and relations user-independently. In addition, we also agree
that being user-independent may not meet all the needs of application. Fortu-
nately, CARRank can be personalize by letting user provide a sub-graph of the
ontology which mainly contains the concepts and relations concerned about. It
would be interesting to explore the ranking based on users’ tasks and needs in
the future work.
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Abstract. Controlled Language (CL) for Ontology Editing tools offer
an attractive alternative for naive users wishing to create ontologies, but
they are still required to spend time learning the correct syntactic struc-
tures and vocabulary in order to use the Controlled Language properly.
This paper extends previous work (CLOnE) which uses standard NLP
tools to process the language and manipulate an ontology. Here we also
generate text in the CL from an existing ontology using template-based
(or shallow) Natural Language Generation (NLG). The text generator
and the CLOnE authoring process combine to form a RoundTrip On-
tology Authoring environment: one can start with an existing imported
ontology or one originally produced using CLOnE, (re)produce the Con-
trolled Language, modify or edit the text as required and then turn
the text back into the ontology in the CLOnE environment. Building
on previous methodology we undertook an evaluation, comparing the
RoundTrip Ontology Authoring process with a well-known ontology ed-
itor; where previous work required a CL reference manual with several
examples in order to use the controlled language, the use of NLG reduces
this learning curve for users and improves on existing results for basic
ontology editing tasks.

1 Introduction

Formal data representation can be a significant deterrent for non-expert users
or small organisations seeking to create ontologies and subsequently benefit
from adopting semantic technologies. Existing ontology authoring tools such
as Protég@ attempt to resolve this, but they often require specialist skills in
ontology engineering on the part of the user. This is even more exasperating
for domain specialists, such as clinicians, business analysts, legal experts, etc.
Such professionals cannot be expected to train themselves to comprehend Se-
mantic Web formalisms and the process of knowledge gathering; involving both
a domain expert and an ontology engineer can be time-consuming and costly.
Controlled languages for knowledge creation and management offer an attractive
alternative for naive users wishing to develop small to medium sized ontologies
or a first draft ontology which can subsequently post-edited by the Ontology
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Engineer. In previous work[I], we presented CLOnE - Controlled Language for
Ontology Editing which allows naive users to design, create, and manage in-
formation spaces without knowledge of complicated standards (such as XML,
RDF and OWL) or ontology engineering tools. CLOnE’s components are based
on GATE’s existing tools for IE (Information Extraction) and NLP (Natural
Language Processing) [2].

The CLOnE system was evaluated using a repeated-measures, task-based
methodology in comparison with a standard ontology editor — Protégé. CLOnE
performed favourably with test users in comparison to Protégé. Despite the ben-
efits of applying Controlled Language Technology to Ontology Engineering, a
frequent criticism against its adoption, is the learning curve associated with fol-
lowing the correct syntactic structures and/or terminology in order to use the
Controlled Language properly. Adhering to a controlled language can be, for
some naive users, time consuming and annoying. These difficulties are related to
the habitability problem, whereby users do not really know what commands they
can or cannot specify to the NLI (Natural Language Interface) [3]. Where the
CLOnE system uses natural language analysis to unambiguously parse CLOnE
in order to create and populate an ontology, the reverse of this process, NLG
(Natural Language Generation), involves the generation of the CLOnE language
from an existing ontology. The text generator and CLOnE authoring processes
combine to form a RoundTrip Ontology Authoring(ROA) environment: a user
can start with an existing imported ontology or one originally produced using
CLOnE, (re)produce the Controlled Language using the text generator, mod-
ify or edit the text as required and subsequently parse the text back into the
ontology using the CLOnE environment. The process can be repeated as nec-
essary until the required result is obtained. Building on previous methodology
[1], we undertook a repeated-measures, task-based evaluation, comparing the
RoundTrip Ontology Authoring process with Protégé. Where previous work re-
quired a reference guide in order to use the controlled language, the substitution
of NLG can reduce the learning curve for users, while simultaneously improving
upon existing results for basic Ontology editing tasks. The remainder of this
paper is organized as follows: Section Pl discusses the design and implementation
of the ROA pipeline focusing on the NLG component - the ROA text generator,
Section [3] presents our evaluation and discusses our quantitative findings. Sec-
tion M] discusses related work. Finally, Section [l and Section [f offer conclusions
and future work.

2 Design and Implementation

In this section, we describe the overall architecture of the Round Trip Ontology
Authoring (ROA) pipeline which is implemented in GATE [2]. We discuss briefly
extensions to existing CLOnE components of ROA, but focus the attention of
this section towards describing the CLOnE text generator, the algorithm used
and the XML configuration file containing templates needed to configure the
controlled language output of the generator.
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2.1 RoundTrip Ontology Authoring (ROA) and CLOnE

ROA builds on and extends the existing advantages of the CLOnE software and
input language, which are described below:

1. ROA requires only one interpreter or runtime environment, the Java 1.6
JRE.

2. ROA like CLOnE uses a sub-language of English.

3. As far as possible, CLOnE is grammatically lax; in particular it does not mat-
ter whether the input is singular or plural (or even in grammatical agreement).

4. ROA can be compact; the user can create any number of classes or instances
in one sentence.

5. ROA is more flexible and easier to learn by using simple examples of how
to edit the controlled language generated by the text generator in order to
modify the Ontology. It reduces the need to learn the Controlled Language
by following examples, style guides or CLOnE syntactic rules. Instead, a
user can create or modify various classes and instances in one (generated)
sentence or (using simple copy and paste) create new properties between
new or existing classes and instances.

6. The CLOnE grammar within ROA has been extended to handle simple verbs
and phrasal verbs.

7. Like CLOnE any valid sentence of ROA can be unambiguously parsed.

8. The advantage of the GATE Ontology API allows users to import existing
Ontologies for generation, subsequent editing in ROA and export the result
to different Ontology formats.

9. SimpleNLCﬂ has been added into the ROA text generator to lexicalize unseen
properties.

Procedurally, CLOnE’s analysis consists of the ROA pipeline of processing
resources (PRs) shown in Figure [ (left dotted box). This pipeline starts with
a series of fairly standard GATE NLP tools which add linguistic annotations
and annotation features to the document. These are followed by three PRs de-
veloped particularly for CLOnE: the gazetteer of keywords and phrases fixed in
the controlled language and two J APH] transducers which identify quoted and
unquoted chunks. Names enclosed in pairs of single or double quotation marks
can include reserved words, punctuation, prepositions and determiners, which
are excluded from unquoted chunks in order to keep the syntax unambiguous.
The last stage of analysis, the CLOnE JAPE transducer, refers to the existing
ontology in several ways in order to interpret the input sentences. Table [ below
provides an excerpt of the grammar rules of the CLOnE language. We refer the
reader to [T4] for additional rules and examples.

2 http://www.csd.abdn.ac.uk/~ereiter/simplenlg/

3 GATE provides the JAPE (Java Annotation Pattern Engine) language for match-
ing regular expressions over annotations, adding additional annotations to matched
spans, and manipulating the match patterns with Java code.
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Fig. 1. The ROA RoundTrip Ontology Authoring pipeline

Table 1. Excerpt of CLOnE grammar with examples

Sentence Pattern Example Usage

Forget everything. Forget everything. Clear the whole ontology
corpus to start with the
new ontology.

(Forget that) There is/are There are researchers, Create or delete (new)

<CLASSES>. universities and classes.
conferences.

(Forget that) <IN- Ahmad Ali Igbal and Create (or delete) in-

STANCES> is a/are Brian Davis are ’Ph.D. stances of the class.

<CLASS>. Scholar’.

(Forget  that) <SuB- ’Ph.D. Scholar’ is a Make subclass(es) of an

CLASSES> is/are a type of Student. existing super-class. "'For-

type/types of <SUPER- get that’ only unlinks the

CLASS>. the  subclass-superclass
relationship.

(Forget that) <CLASSES/ Professor supervises Create the property of the

INSTANCES > <VERB student. form Domain verb Range

PROPERTY> <CLASSES/ either between two classes

INSTANCES>. or instances.

2.2 Text Generation of CLOnE

The text generation component in Figure [l (right dotted box) displayed in the
ROA pipeline is essentially an Ontology Verbalizer. Unlike some NLG systems,
the communicative goal of the text generator is not to construct tailored reports
for specific content within the knowledge base or to respond to user specific
queries. Hence no specific content selection subtask or ”choice” is performed
since our goal is to describe and present the Ontology in textual form as un-
ambiguous subset of English - the CLOnE language for reading, editing and
amendment. We select the following content from the Ontology: top level classes,
subclasses, instances, class properties, their respective domain and ranges and
instance properties. The text generator is configured using an XML file, whereby
text templates are instantiated and filled by the values from the Ontology. This
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<!-- Template for all the other top classes -->
<templates
<in
<rriple id="rl™>
<property ns="rdf" name="type"/>
<object ns="owl™ name="Class"/>
<foriples

<!-- Template for defining class properties --3
<tewplater
<inz
<triple id="tl">
LProperty ns="rdf" name="rtype” >
<object na="rdf" name="Property’/>
</tripler

<triple id="tl.subject’>
<subject ref="tl.subject” />
<property ns="rdfs" name="sublClass0f"/>
<object name="Entity” />

<triple id="tZ"»
«<subject ref="tl.subject” />
<property ns="rdfs" name="domain”/>

<ftriplex </triplex
<fin
<ot <rriple id="t3">
<sinqular> <subject ref="tl.subject” />

<phrase>There are <property ns="rdfs" name="range"/>
«ref ref="tl.subject” mmher="plural™;>. <ftriplex
</fphraser </inx
</fzinmular> <out»
<plural> <sgingulars>
<phrase>There are <phrase>
«ref ref="tl.subject” mmher="plural™;>. <ref ref="tZ.object” mumber="sinqulac” />
</phraze> «ref ref="tl.subject” numher="sinqular” />
</plural> <ref ref="t3.object” mmber="singmilar” >,
<Jfouts </phrasze>
<ignorelf» </sinqalars>
<fignorelf> <pluralx
</template> «phrasex

<ref ref="tZ.object” mmber="singularc”/>

<ref ref="tl.subject” number="sincular”/>
<ref ref="t3.object” mmber="plural”/>.
</phrasex
<fplural>
<douts
<ftemplates>

Fig. 2. Example of a generation template

file is decoupled from the text generator PR. Examples of two templates used to
generate top level classes and class properties are displayed in Figure2l The text
generator (See Generator in Figure[l]) is realised as a GATE PR and consists
of three stages:

Stage 1 within the text generator converts the input ontology into an in-
ternal GATE ontological resource and flattens it into RDF style triples. This
is executed in a breadth-first manner—so lists are created where super-classes
always precede their corresponding subclasses—in the following order: top-level
classes, subclasses, instances, class properties, and instance properties.

Stage 2 matches generation templates from the configuration file (See Fig-
ure [2) with the triples list derived from the Ontology in Stage 1. A generation
template has three components: (1) an in element containing a list of triple
specifications, (2) an out element containing phrases that are generated when a
successful match has occurred and (3) an optional ignoreilf element for addi-
tional triple specifications that cause a match specified in the in element to be
ignored if the conditions are satisfied. The triple specifications contained within
the in portion of the template can have subject, property and object XML el-
ements. The triple specifications act as restrictions or conditions, such that an
input triple generated from the Ontology must match this template. If more than
one triple is included in the in element they are considered as a conjunction of
restrictions, hence the template will only match if one or more actual triples for
all triple specifications within the in element are found. One triple can refer-
ence another, i.e., a specification can constrain a second triple to have the same
object as the subject of the first triple. Only backward referencing is permitted



RoundTrip Ontology Authoring 55

since the triples are matched in a top down fashion according to their textual
ordering. An example of referencing can be seen in line 188 of the out element
of the template shown in Figure 2] for generating class properties.

In Stage 3 the out section of the template describes how text is generated
from a successful match. It contains phrase templates that have text elements
and references to values matched within the in elements. Phrases are divided into
singular and plural forms. Plural variants are executed when several triples are
grouped together to generate a single sentence (Sentence Aggregation) based
on a list of Ontology objects (i.e., There are Conferences, Students and
Universities). Text elements within a template are simply copied into the
output while reference values are replaced with actual values based on matching
triple specifications. We also added a small degree of lexicalization into the Text
Generator PR, whereby, for example, an unseen property, which is treated as a
verb is inflected correctly for surface realisation i.e. study and studies. This
involves a small amount of dictionary look-up using the SimpleNLG Library
to obtain the third person singular inflection studies from study to produce
Brian Davis studies at NUIG. The out elements of the generation template
also provide several phrase templates for the singular and plural sections. These
are applied in rotation to prevent tedious and repetitious output.

Stage 2 also groups matches together into sets that can be expressed together
in a plural form. For this to proceed, the required condition is that the differ-
ence between matches, occurs in only one of the references used in the phrase
templates, i.e., if singular variants would only differ by one value. A specialized
generation template with no in restrictions is also included in the configuration
file. This allows for the production of text where there are no specific input triple
dependencies.

3 Evaluation

3.1 Methodology

Our methodology is deliberately based on the criteria previously used to evaluate
CLOnE [14], so that we can fairly compare the earlier results using the CLOnE
software with the newer RoundTrip Ontology Authoring(ROA) process. The
methodology involves a repeated-measures, task-based evaluation: each subject
carries out a similar list of tasks on both tools being compared. Unlike our
previous experiment, the CLOnE reference guide list and examples are withheld
from the test users, so that we can measure the benefits of substituting the
text generator for the reference guide and determine its impact on the learning
process and usability of CLOnE. Furthermore, we used a larger sample size and
more controls for bias. All evaluation material and data are available online
for inspection, including the CLOnE evaluation results for comparisorE. The
evaluation contained the following:

4Thttp://smile.deri.ie/evaluation/2008/R0A
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A pre-test questionnaire asking each subject to test their degree of knowl-
edge with respect to ontologies, the Semantic Web, Protégé and Controlled
Languages. It was scored by assigning each answer a value from 0 to 2 and
scaling the total to obtain a score of 0-100.
A short document introducing Ontologies, the same ‘quick start’ Protégé
instructions as used in [4] (partly inspired by Protégé’s Ontology 101 doc-
umentation [5]), and an example of editing CLOnE text derived from the
text generator. The CLOnE reference guide and detailed grammar examples
used in for the previous experiment [4] were withheld. Subjects were allowed
to refer to an example of how to edit generated Controlled Language but did
not have access to CLOnE reference guide.
A post-test questionnaire for each tool, based on the System Usability Scale
(SUS), which also produces a score of 0-100 to compare with previous
results [6].
A comparative questionnaire similar to the one used in [4] was applied to
measure each user’s preference for one of the two tools. It is scored similarly
to SUS so that 0 would indicate a total preference for Protégé, 100 would
indicate a total preference for ROA, and 50 would result from marking all
the questions neutral. Subjects were also given the opportunity to make
comments and suggestions.
Two equivalent lists of ontology-editing tasks, each consisting of the following
subtasks:

e creating two subclasses of existing classes,

e creating two instances of different classes, and

e cither (A) creating a property between two classes and defining a prop-

erty between two instances, or (B) extending properties between two
pairs of instances.

For both task lists, an initial ontology was created using CLOnE. The same
ontology was loaded into Protégé for both tasks and the text generator was
executed to provide a textual representation of the ontology for editing pur-
poses(see Figure B]), again for both tasks.

For example, Task List A is as follows.

Create a subclass Institute of University.

Create a subclass Workshop of Conference.

Create an instance International Semantic Web Conference of class Confer-
ence.

Create an instance DERI of class Institute.

Create a property that Senior Researchers supervise Student.

Define a property that Siegfried Handschuh supervises Brian Davis.

3.2 Sample Quality

We recruited 20 volunteers from the Digital Enterprise Research Institute, Gal-

wayl]

. The sample size (n = 20) satisfies the requirements for reliable SUS

®http://www.deri.ie
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hMessages @ CL Document ‘ ,ﬁﬁ% CLIE E"}fx Text Generatar Generated Ontalogy

[ Annotation Sets  Annotations  Co-reference Editor |TE}{t|

There are Conferences, Researchers and Universities. Staff and Student are types of Researchear.
'Ph.D. Schalar is a fype of Student. Professor and "Senior Researcher' are types of Staff.

‘Shmad Ali lgbal and 'Brian Davis' are 'Ph.D. Scholar. 'Hamish Cunningham' is a Professar.

IThis is the textual representation of an ontology.
'kalina Bontchewa' and 'Siegfried Handschuh' are "Senior Researchers'

Researcher attends Conference. Professar supervises Student.

Fig. 3. Text Generated by ROA

evaluations [7]. We recruited subjects with an industrial background (I) and
participants with a research background (R). See (in Table Bl for details. In
addition we attempted to control bias by selecting volunteers who were either:

— Research Assistants/Programmers/Post-Doctoral Researchers with an in-
dustrial background either returning (or new) to Academic Research respec-
tively(T),

— Postgraduate Students who were new to the Semantic Web and unfamiliar
with Ontology Engineering(R),

— Researchers from the E-learning and Sensor Networks lab but not from the
Semantic Web Cluster(R),

— Researchers with no background in Natural Language Processing or Ontol-
ogy Engineering(R) or

— Industrial Collaborators (I).

In all cases, we tried to ensure that participants had limited or no knowledge
of GATE or Protégé. First, subjects were asked to complete the pre-test ques-
tionnaire, then they were permitted time to read the Protégé manual and Text
Generator examples, and lastly they were asked to carry out each of the two task
lists with one of the two tools. (Half the users carried out task list A with ROA
and then task list B with Protégé; the others carried out A with Protégé and
then B with ROA.) Each user’s time for each task list was recorded. After each
task list the user completed the SUS questionnaire for the specific tool used,
and finally the comparative questionnaire. Comments and feedback were also
recorded on the questionnaire forms.

3.3 Quantitative Findings

Table 2] summarizes the main measures obtained from our evaluation. We used
sPs9 to generate all our statistical results. In particular the mean ROA SUS

5 SPSS 2.0, http://www.spss.com
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Table 2. Summary of the questionnaire scores

Measure min mean median max
Pre-test scores 17 42 42 75
ROA SUS rating 48 74 70 100
Protégé SUS rating 10 41 41 85
R/P Preference 40 72 79 95

Table 3. Confidence intervals (95%) for the SUS scores
Tool Confidence intervals
Task list A Task list B Combined

Protégé  28-55 29-51 32-49
ROA 63-77 69-84 68-79

Table 4. Correlation coefficients

Measure Measure Pearson’s Spearman’s Correlation
Pre-test ROA time -0.41 -0.21 weak —
Pre-test Protégé time -0.28 -0.35 none
Pre-test ROA SUS -0.02 -0.00 none
Pre-test Protégé SUS -0.32 -0.29 weak —
ROA time  Protégé time 0.53 0.58 +
ROA time ROA SUS -0.65 -0.52 —
Protégé time Protégé SUS 0.53 0.56 +
ROA time  Protégé SUS -0.14 -0.10 none
Protégé time ROA SUS -0.02 -0.09 none
ROA SUS  Protégé SUS 0.04 -0.01 none
ROA SUS  R/P Preference 0.58 0.56 +
Protégé SUS R/P Preference -0.01 0.10 none

score is above the baseline of 65-70% while the mean SUS score for Protégé is well
below the baseline [§]. In the ROA /Protégé Preference (R/P Preference) scores,
based on the comparative questionnaires, we note that the scores also favour on
average ROA over Protégé. Confidence intervals are displayed in Table RG]

We also generated Pearson’s and Spearman’s correlations coefficients [9I10].
Table @ displays the coefficients. In particular, we note the following results.

— The pre-test score has a weak negative correlations the with ROA task time.

— There are no correlations with pre-test score and the ROA SUS score.

— The pre-test score has a weak negative correlation with the Protégé SUS
score.

— There are no correlations with pre-test score and the Protégé time.

7 A data sample’s 95% confidence interval is a range 95% likely to contain the mean
of the whole population that the sample represents [9].
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— In previous results in comparing CLOnE and Protégé, the task times for
both tools were more positively correlated with each other while in the case
of ROA and Protégé, there correlation has being weakened by a significant
32% of its original value (of 78%) reported for CLOnE [I], indicating that
the users tended not spend the equivalent time completing both ROA and
Protégé tasks.

— There is a moderate correlation with Protégé task time and Protégé SUS
scores.

— There is a strong negative correlation of -0.65 between the ROA task time
and the ROA SUS scores. Our previous work reported no correlation be-
tween the CLOnE task time and CLOnE SUS time. A strong negative or
inverse correlation implies that users who spent less time completing a task
using ROA tended to produce high usability scores - favouring ROA. More
importantly, we noted that the associated probability reported by SPSS, was
less then the typical 5% cut-off point used in social sciences. This implies
there is a 5% chance that the true population coefficient is very unlikely to
be 0 (no relationship). Conversely, one can infer statistically that for 19 out
of 20 (95%)users, with little or no experience in either NLP or Protégé who
favour RoundTrip Ontology Authoring over Protégé also tend to spend less
time completing Ontology editing tasks.

— The R/P Preference score correlates moderately with the ROA SUS score,
similar to previous results, but no longer retains a significant inverse correla-
tion with the Protégé SUS score. The reader should note the R/P Preference
scores favour ROA over Protégé.

We also varied the tool order evenly among our sample. As noted previously
in [I], once again the SUS scores have differed slightly according to tool order
(as indicated in Table B]). Previous SUS scores for Protégé tended to be slightly
lower for B than for A, which we believe may have resulted from the subjects’
decrease in interest as the evaluation progressed. While in previous results there
was a decrease in SUS scores for CLOnE (yet still well above the SUS baseline),
in the case of ROA however, the SUS scores increased for task B (see Table [3),
implying that if waning interest was a factor in the decrease in SUS scores
for CLOnE, it does not appear to be the case for ROA. What is of additional
interest is that group I, subjects with industrial background scored on average
10% higher for both ROA SUS and ROA /Protégé, which implies that Industrial
collaborators or professionals with an Industrial background favoured a natural
language interface over a standard Ontology Editor even more than Researchers.

3.4 User Feedback
The test users also provided several suggestions/comments about ROA.

— “RoundTrip Ontology Authoring becomes much easier, once the rules are
learnt”. (This is very interesting considering that no syntax rules, extended
examples or restricted vocabulary list were provided).
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Use of inverted commas should be used only once and afterwards, if same
the class /instance is reused, the system should automatically recognise it
as the previous word.

Many users suggested displaying the ontology pane on the right hand side
of the text pane, where test users edit the text instead of moving between
two separate panes.

Some users suggested dynamic ontology generation, once a user finishes typ-
ing a sentence, the changes should be displayed automatically in the ontology
pane.

Similar suggestions to the previous evaluation were provided for user auto-
completion, syntax highlighting, options about available classes, instances
or property names and keywords should be displayed, a similar concept to
modern Word Processor or programming IDEs such as eclipse.

Some test users with an industrial background demonstrated concern regard-
ing scalability and ROA using with a larger business related ontology and
suggest capabilities for verbalizing a portion of the ontology tree within the
Ontology viewer, using text generation for subsequent editing.

Some test users appreciated the singular /plural forms and sentence handling
of ROA (e.g., study, studies).

Table 5. Groups of subjects by source and tool order

Source Tool order Total
PR RP

R Researcher 5 7 12

I Industry 5 3 8

Total 10 10 20

Table 6. Comparison of the two sources of subjects

Measure Group min mean median max
Pre-test R 17 38 38 58

1 17 47 50 75
ROA SUS R 48 69 70 82

1 65 80 80 100
Protégé SUS R 10 30 28 52
1 12 48 49 85
R 40 68 72 88
1

65 78 78 95

R/P Preference

Related Work

“Controlled Natural Languages (CL)s are subsets of natural language whose
grammars and dictionaries have been restricted in order to reduce or eliminate
both ambiguity and complexity” [I1]. CLs were later developed specifically for



RoundTrip Ontology Authoring 61

computational treatment and have subsequently evolved into many variations
and flavours such as Smart’s Plain English Program (PEP), White’s Interna-
tional Language for Serving and Maintenance (ILSAM) [12] and Simplified Eng-
lish§ They have also found favour in large multi-national corporations, usually
within the context of machine translation and machine-aided translation of user
documentation [TTIT2].

The application of CLs for ontology authoring and instance population is an
active research area. Attempto Controlled Englisiﬂ (ACE) [13], is a popular CL
for ontology authoring. It is a subset of standard English designed for knowledge
representation and technical specifications, and is constrained to be unambigu-
ously machine-readable into DRS - Discourse Representation Structure. ACE
OWL, a sublanguage of ACE, proposes a means of writing formal, simultaneously
human- and machine-readable summaries of scientific papers [I4/15]. Similar to
RoundTrip Ontology Authoring, ACE OWL also aims to provide reversibility
(translating OWL DL into ACE). The application NLG, for the purposes editing
existing ACE text, is mentioned in [I6]. The paper discusses the implementa-
tion of the shallow NLG system - an OWL Verbalizer, focusing primarily on
the OWL to ACE rewrite rules, however no evaluation or quantitative data are
provided in attempt to measure the impact of NLG in the authoring process.
Furthermore OWL’s allValuesFrom must be translated into a construction which
can be rather difficult for humans to read. A partial implementation is however
available for public testin@.

Another well-known implementation which employs the use of NLG to aid the
knowledge creation process is WYSIWYM ( What you see is what you meant).
It involves direct knowledge editing with natural language directed feedback. A
domain expert can edit a knowledge based reliably by interacting with natural
language menu choices and the subsequently generated feedback, which can then
be extended or re-edited using the menu options. The work is conceptually simi-
lar to RoundTrip Ontology Authoring, however the natural language generation
occurs as a feedback to guide the user during the editing process as opposed
to providing an initial summary in Controlled Language for editing. A usability
evaluation is provided in [I7], in the context of knowledge creation, partly based
on IBM heuristic evaluation, but no specific quantitative data that we are
aware of, is presented. However, evaluation results are available for the MILE
(Maritime Information and Legal Explanation) application, which used WYSI-
WYM, but in the context of query formulation for the CLIMHJ project, of
which the outcome was favourable [I7].

Similar to WYSIWYM is GINO (Guided Input Natural Language Ontol-
ogy Editor) provides a guided, controlled NLI (natural language interface) for

8 http://www.simplifiedenglish-aecma.org/Simplified English.htm
9http://www.ifi.unizh.ch/attempto/
0 http://attempto.ifi.uzh.ch/site/tools/
" http://www-03.ibm.com/able/resources/uebeforeyoubegin.html
12 CLIME, Cooperative Legal Information Management and Explanation, Esprit
Project EP25414.
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domain-independent ontology editing for the Semantic Web. GINO incremen-
tally parses the input not only to warn the user as soon as possible about errors
but also to offer the user (through the GUI) suggested completions of words
and sentences—similarly to the“code assist” feature of Eclips and other de-
velopment environments. GINO translates the completed sentence into triples
(for altering the ontology) or SPARQ queries and passes them to the Jena
Semantic Web framework. Although the guided interface facilitates input, the
sentences are quite verbose and do not allow for aggregation. A full textual
description of the Ontology is not realized as is the case of the CLOnE text gen-
erator [I8]. Furthermore, similar, to our evaluation, a small usability evaluation
was conducted using SUS [6], however the sample set of six was too small to infer
any statistically significant results [7]. In addition, GINO was not compared to
any existing Ontology editor during the evaluation. Finally, [19] presents an On-
tology based Controlled Natural Language Editor, similar to GINO, which uses
a CFG (Context-free grammar) with lexical dependencies - CFG-DL to gener-
ate RDF triples. To our knowledge the system ports only to RDF and does not
cater for other Ontology languages. Furthermore no quantitative user evaluation
is provided.

Other related work involves the application of Controlled Languages for On-
tology or knowledge base querying, which represent a different task than that of
knowledge creation and editing but are worth mentioning for completeness sake.
Most notably AquaLo is an ontology-driven, portable Question-Answering
(QA) system designed to provide a natural language query interface to se-
mantic mark-up stored in a knowledge base. PowerAqua [20] extends Aqua-
Log, allowing for an open domain question-answering for the semantic web.
The system dynamically locates and combines information from multiple
domains.

5 Conclusion and Discussion

The main research goal of this paper is to assess the effect of introducing Natural
Language Generation (NLG) into the CLOnE Ontology authoring process to fa-
cilitate RoundTrip Ontology Authoring. The underlying basis of our research
problem is the habitability problem (See Section [Il): How can we reduce the
learning curve associated with Controlled Languages? And how can we ensure
their uptake as a Natural Language Interface (NLI)? Our contribution is em-
pirical evidence to support the advantages of combining of NLG with ontology
authoring, a process known as RoundTrip Ontology Authoring (ROA).

The reader should note, that we compared Protégé with ROA, because
Protégé is the standard tool for ontology authoring. Previous work [I] com-
pared CLOnE with Protégé. Hence, in order to compare ROA with CLOnE; it

13 mttp://www.eclipse.org/
4 http://www.w3.org/TR/rdf-sparql-query/
15 http://kmi.open.ac.uk/technologies/aqualog/
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was necessary to repeat the experiment and use Protégé as the baseline. We
make no claims that Protégé should be replaced with ROA, the point is that
ROA can allow for the creation of a quick easy first draft of a complex Ontol-
ogy by domain experts or the creation of small to medium sized Ontologies by
novice users. Domain experts are not Ontology Engineers. Furthermore, a large
percentage of an initial Ontology would naturally consists of taxonomic relations
and simple properties/relations.

Our user evaluation consistently indicated that our subjects found ROA (and
continue to find CLOnE ) significantly more usable and preferable than Protégé
for simple Ontology editing tasks. In addition our evaluation differs, in that we
implemented more tighter restrictions during our selection process, to ensure
that users had no background in NLP or Ontology engineering. Furthermore,
40% of our subjects with an industrial background, tended to score ROA 10%
higher then Researchers indicating that a NLI to a Ontology Editor might be a
preferred option for Ontology development within industry.

In detail, this evaluation differs from previous work [I] by two important
factors: (1) we ezcluded the CLONE reference manual from the training material
provided in the previous evaluation; and (2) we introduced a Text Generator,
verbalizing CLOnE text from a given populated Ontology and asked users to edit
the Ontology, using the generated CLOnE text based on an example provided.
We observed two new significant improvements in our results: (1) the previous
evaluation indicated a strong correlation between CLOnE task times and Protégé
task times, this correlation has significantly weaken by 32% between ROA and
Protégé task times. Hence, where users previously required the equivalent time
to implement tasks both in CLOnE and Protégé, this is no longer the case with
ROA (the difference being the text generator); and (2) our previous evaluation
indicated no correlation between either CLOnE/Protégé task times and their
respective SUS scores. However, with ROA, we can now infer that 95% of the
total population of naive users, who favour RoundTrip Ontology Authoring over
Protégé, would also tend to spend less time completing Ontology editing tasks.
We suspect that this is due to the reduced learning curve caused by the text
generator. Furthermore, ROA tended to retain user interest, which CLOnE did
not. We suspect that the absence of the need to refer to the CL reference guide
was a factor in this. While Protégé is intended for more sophisticated knowledge
engineering work, this is not the case for ROA. Scalability, both in performance
and usage, was also an issue raised by our test subjects. From a performance
perspective, when loading large Ontologies, we do not forsee any major issues
as ROA is currently being ported to the newest release of GATE which contains
a completely new Ontology API that utilises the power of OWLIM - OWL
in Memory, a high performance semantic repository developed at Ontotext9.
Finally, from a user perspective, authoring memory frequently used in translation
memory systems or text generation of selective portions of the Ontology (using
a Visual Resource) could significantly aid the navigation and authoring of large
Ontologies.

16 http://www.ontotext.com/owlim/
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6 Continuing and Future Work

Several interesting and useful suggestions for improvements to ROA were made,
many of which were already under development within the Nepomu (The
Social Semantic Desktop) project. ROA has been ported to a Nepomuk-KDE
application, Semn™ for Semantic Notetaking and will be also be targeted to-
wards the task of semi-automatic semantic annotation. Furthermore, the ROA
text generator was recently used in KnowledgeWet@ for the verbalization of sug-
gestions for semi-automatic ontology integration. Finally, ROA is being applied
within the EPSRC-funded Easy project to create a controlled natural language
interface for editing IT authorization policies (access to network resources such
as directories and printers) stored as Ontologies.
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Abstract. Navigational features have been largely recognized as fundamental
for graph database query languages. This fact has motivated several authors to
propose RDF query languages with navigational capabilities. In particular, we
have argued in a previous paper that nested regular expressions are appropri-
ate to navigate RDF data, and we have proposed the nSPARQL query language
for RDF, that uses nested regular expressions as building blocks. In this paper,
we study some of the fundamental properties of nSPARQL concerning expres-
siveness and complexity of evaluation. Regarding expressiveness, we show that
nSPARQL is expressive enough to answer queries considering the semantics of
the RDFS vocabulary by directly traversing the input graph. We also show that
nesting is necessary to obtain this last result, and we study the expressiveness of
the combination of nested regular expressions and SPARQL operators. Regard-
ing complexity of evaluation, we prove that the evaluation of a nested regular
expression E over an RDF graph G can be computed in time O(|G]| - |E).

1 Introduction

The Resource Description Framework (RDF) is the W3C recommendation data
model for the representation of information about resources on the Web. The RDF spec-
ification includes a set of reserved keywords with its own semantics, the RDFS vocab-
ulary. This vocabulary is designed to describe special relationships between resources
like typing and inheritance of classes and properties [8]. As with any data structure de-
signed to model information, a natural question that arises is what the desiderata are for
an RDF query language. Among the multiple design issues to be considered, it has been
largely recognized that navigational capabilities are of fundamental importance for data
models with explicit tree or graph structure (like XML and RDF).

Recently, the W3C Working Group issued the specification of a query language
for RDF, called SPARQL [20]], which is a W3C recommendation since January 2008.
SPARQL is designed much in the spirit of classical relational languages such as SQL.
It has been noted that, although RDF is a directed labeled graph data format, SPARQL
only provides limited navigational functionalities. This is more notorious when one
considers the RDFS vocabulary (which current SPARQL specification does not cover),
where testing conditions like being a subclass of or a subproperty of naturally requires
navigating the RDF data. A good illustration of this is shown by the following query,
which cannot be expressed in SPARQL without some navigational capabilities. Con-
sider the RDF graph shown in Fig.[Il This graph stores information about cities, trans-
portation services between cities, and further relationships among those transportation

A. Sheth et al. (Eds.): ISWC 2008, LNCS 5318, pp. 66 2008.
(© Springer-Verlag Berlin Heidelberg 2008
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scC

coastal city

Seafrance NEXpl‘e§§

Fig. 1. An RDF graph storing information about transportation services between cities

services (in the form of RDFS annotations). For instance, in the graph we have that a
“Seafrance” service is a subproperty of a “ferry” service, which in turn is a subproperty
of a general “transport” service. Assume that we want to test whether a pair of cities
A and B are connected by a sequence of transportation services, but without knowing
in advance what services provide those connections. We can answer such a query by
testing whether there is a path connecting A and B in the graph, such that every edge
in that path is connected with “transport” by following a sequence of subproperty re-
lationships. For instance, for “Paris” and “Calais” the condition holds, since “Paris” is
connected with “Calais” by an edge with label “TGV”, and “TGV” is a subproperty
of “train”, which in turn is a subproperty of “transport”. Notice that the condition also
holds for “Paris” and “Dover”.

Driven by these considerations, we introduced in [[7]] the language nSPARQL, that in-
corporates navigational capabilities to a fragment of SPARQL. The main goal of [[7]] was
not to formally study nSPARQL, but instead to provide evidence that the navigational
capabilities of nSPARQL can be used to pose many interesting and natural queries over
RDF data. Our goal in this paper is to formally study some fundamental properties of
nSPARQL. The first of these fundamental questions is whether the navigational capa-
bilities of nSPARQL can be implemented efficiently. In this paper, we show that this is
indeed the case. More precisely, the building blocks of nSPARQL patterns are nested
regular expressions, which specify how to navigate RDF data. Thus, we show in this
paper that nested regular expressions can be evaluated efficiently; if the appropriate data
structure is used to store RDF graphs, the evaluation of a nested regular expression F
over an RDF graph G can be computed in time O(|G| - | E|).

The second fundamental question about nSPARQL is how expressive is the language.
In this paper, we first show that nSPARQL is expressive enough to capture the deductive
rules of RDFS. Evaluating queries which involve the RDFS vocabulary is challenging,
and there is not yet consensus in the Semantic Web community on how to define a query
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language for RDFS. In this respect, we show that the RDFS evaluation of an important
fragment of SPARQL can be obtained by posing nSPARQL queries that directly tra-
verse the input RDF data. It should be noticed that nested regular expressions are used
in nSPARQL to encode the inference rules of RDFS. Thus, a second natural question
about nSPARQL is whether these expressions are necessary to obtain this result. In this
paper, we show that nesting is indeed necessary to deal with the semantics of RDFS.
More precisely, we show that regular expressions alone are not enough to obtain the
RDFS evaluation of some queries by simply navigating RDF data.

Finally, we also consider the question of whether the SPARQL operators add ex-
pressive power to nSPARQL. Given that nested regular expressions are a powerful
navigational tool, one may wonder whether the SPARQL operators can be somehow
represented by using these expressions. Or even if this is not the case, one may wonder
whether there exist natural queries that can be expressed in nSPARQL, which cannot
be expressed by using only nested regular expressions. In our last result, we show that
this is the case. More precisely, we prove that there are simple and natural queries that
can be expressed in nSPARQL and cannot be expressed by using only nested regular
expressions.

Organization of the paper. In Section 2] we introduce some basic notions about RDF
and RDFS. In Section Bl we define the notion of nested regular expression, and prove
that these expressions can be evaluated efficiently. In Section[d] we define the language
nSPARQL, and study the expressiveness of this language. Concluding remarks and re-
lated work are given in Section[3l

2 Preliminaries

RDF is a graph data format for the representation of information in the Web. An RDF
statement is a subject-predicate-object structure, called RDF triple, intended to describe
resources and properties of those resources. For the sake of simplicity, we assume that
RDF data is composed only by elements from an infinite set U/ of IRI{}. More formally,
an RDF triple is a tuple (s,p,0) € U x U x U, where s is the subject, p the predicate
and o the object. An RDF graph is a finite set of RDF triples. Moreover, we denote by
voc(@) the elements from U that are mentioned in G.

Figure [Tl shows an RDF graph that stores information about transportation services
between cities. In this figure, a triple (s, p, 0) is depicted as an edge s L, o, that is,
s and o are represented as nodes and p is represented as an edge label. For example,
(Paris, TGV, Calais) is a triple in the graph that states that TGV provides a transporta-
tion service from Paris to Calais. Notice that an RDF graph is not a standard labeled
graph as its set of edge labels may have a nonempty intersection with its set of nodes.
For instance, in the RDF graph in Fig.[ll TGV is simultaneously acting as a node and
as an edge label.

The RDF specification includes a set of reserved words (reserved elements from
U) with predefined semantics, the RDFS vocabulary (RDF Schema [8]]). This set of

! In this paper, we do not consider anonymous resources called blank nodes in the RDF data
model, that is, our study focuses on ground RDF graphs. We neither make a special distinction
between IRIs and Literals.
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Table 1. RDFS inference rules

1. Subproperty: 2. Subclass: 3. Typing:
(A,sp,B) (B,sp,C) (A,sc,B) (B,sc,C) (A,dom,B) (X,A,Y)
((1) P(_A,sp,C) ’ ((1) (A,sc,C) ((1) (X ,type,B)
(A;sp,B) (X,A,Y) (A,sc,B) (X type, A) (A,range,B) (X,A,)
(b) (X,B,Y) (b) (X ,type,B) (b) (Y,type,B)

reserved words is designed to deal with inheritance of classes and properties, as well
as typing, among other features [8]]. In this paper, we consider the subset of the RDFS
vocabulary composed by rdfs:subClassOf, rdfs:subPropertyOf, rdfs:range, rdfs:domain
and rdf:type, which are denoted by sc, sp, range, dom and type, respectively. This
fragment of RDFS was considered in [17]. In that paper, the authors provide a formal
semantics for it, and also show that this fragment is well-behaved as the remaining
RDFS vocabulary does not interfere with the semantics of this fragment. The semantics
proposed in was shown to be equivalent to the full RDFS semantics when one
focuses on the mentioned fragment.

We use the system of rules in Tab.[Il This system was proved in to be sound and
complete for the inference problem for RDFS in the presence of sc, sp, range, dom and
type, under some mild assumptions (see [I7] for further details). In every rule, letters
A, B, C, X, and ), stand for variables to be replaced by actual terms. More formally,
an instantiation of a rule is a replacement of the variables occurring in the triples of the
rule by elements of U. An application of a rule to a graph G is defined as follows. Given
arule 7, if there is an instantiation g, of 7 such that R C G, then the graph G’ = GUR/
is the result of an application of r to GG. We say that a triple ¢ is deduced from G, if there
exists a graph G’ such that t € G’ and G’ is obtained from G by successively applying
the rules in Tab.[Il

Example 1. Let G be the RDF graph in Fig.[Il This graph contains RDFS annotations
for transportation services. For instance, (Seafrance, sp, ferry) states that Seafrance
is a subproperty of ferry. Thus, we know that there is a ferry going from Calais to
Dover since (Calais, Seafrance, Dover) is in G. This conclusion can be obtained by a
single application of rule (D) to triples (Calais, Seafrance, Dover) and (Seafrance, sp,
ferry), from which we deduce triple (Calais, ferry, Dover). Moreover, by applying the
rule (3B to this last triple and (ferry, range, coastal city), we deduce triple (Dover,
type, coastal city) and, thus, we conclude that Dover is a coastal city. O

3 Nested Regular Expressions for RDF Data

Navigating graphs is done usually by using an operator next, which allows one to move
from one node to an adjacent one in a graph. In our setting, we have RDF “graphs”,
which are sets of triples, not classical graphs. In particular, instead of classical edges
(pair of nodes), we have directed triples of nodes (hyperedges). Hence, a language for
navigating RDF graphs should be able to deal with this type of objects. In [7], we
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Fig. 2. Forward and backward axes for an RDF triple (a, p, b)

introduce the notion of nested regular expression to navigate through an RDF graph.
This notion takes into account the special features of the RDF data model. In particular,
nested regular expressions use three different navigation axes to move through an RDF
triple. These axes are shown in Fig. [2l (together with their inverses).

A navigation axis allows one to move one step forward (or backward) in an RDF
graph. Thus, a sequence of these axes defines a path in an RDF graph, and one can use
classical regular expressions over these axes to define a set of paths that can be used
in a query. An additional axis self is used not to actually navigate, but instead to test
the label of a specific node in a path. The language also allows nested expressions that
can be used to test for the existence of certain paths starting at any axis. The following
grammar defines the syntax of nested regular expressions:

erp = axis | axisia (a € U) | axis::[exp] | exp/exp | explexp | exp™ (1)

where axis € {self, next, next’, edge, edge?, node, node™}.

Before introducing the formal semantics of nested regular expressions, we give some
intuition about how these expressions are evaluated in an RDF graph. The most natural
navigation axis is next::a, with @ an arbitrary element from U. Given an RDF graph G,
the expression next::a is interpreted as the a-neighbor relation in G, that is, the pairs
of nodes (x,y) such that (x,a,y) € G. Given that in the RDF data model a node can
also be the label of an edge, the language allows us to navigate from a node to one of
its leaving edges by using the edge axis. More formally, the interpretation of edge::a
is the pairs of nodes (z,y) such that (z,y,a) € G. The nesting construction [exp] is
used to check for the existence of a path defined by expression exp. For instance, when
evaluating nested expression next::[ezp] in a graph G, we retrieve the pairs of nodes
(z,y) such that there exists z with (z, z,y) € G, and such that there is a path in G that
follows expression ezp starting in z.

The evaluation of a nested regular expression exp in a graph G is formally defined
as a binary relation [exp] ¢, denoting the pairs of nodes (z,y) such that y is reachable
from x in G by following a path that conforms to exp. The formal semantics of the
language is shown in Tab.[2] In this table, G is an RDF graph, a € U, voc(G) is the
set of all the elements from U that are mentioned in G, and exp, exp,, exp, are nested
regular expressions.

As is customary for regular expressions, given a nested regular expression exp, we
use ezp™ as a shortcut for exp* /exp. The following is a simple example of the evalua-
tion of a nested regular expression. We present more involved examples when introduc-
ing the nSPARQL language.
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Table 2. Formal semantics of nested regular expressions

[self]q = {(z,z) | x € voc(G)}
[self:a]e = {(a,a)}
[next] e = {(z,y) | there exists z s.t. (z,z,y) € G}
[next:a]a = {(z,vy) | (z,a,y) € G}
[edge]c = {(z,y) | there exists z s.t. (z,y,2) € G}
ledgeralc = {(.9) | (&,3,a) € G}
[node] e = {(z,y) | there exists z s.t. (z,z,y) € G}
[node::a]c = {(z,vy) | (a,z,y) € G}
[axis']e = {(z,vy) | (y,z) € [axis]c} withaxis € {next,node,edge}
[axis™:a]e = {(z,y) | (y,z) € [axis:a]e} with axis € {next,node, edge}

lexp,/expy]a = {(x,y) | there exists z s.t. (z, z) € [ezp,]c and (2,y) € [ezp,]a}
[ezp,|ezps]e = [expi]c U [ezpy]a
[exp*]c = [self]c U [ezp]c U [exp/exp]c U [exp/exp/explc U - - -
[self::[ezp]]a = {(x,x) | € voc(G) and there exists z s.t. (x, z) € [ezp]a}

]
[next::[ezp]]a = {(x,y) | there exist z, w s.t. (z, z,y) € G and (z,w) € [ezp]c}
[edge::[ezp]]c = {(m,y) | there exist z, w s.t. (z,y, 2) € G and (z,w) € [ezp]c}
[node::[ezp]]c = {(x,y) | there exist z,w s.t. (z,z,y) € G and (z,w) € [ezp]c}
[axis™::[ezp]la = {(z,v) | (y,z) € [[axm lezp]]lc} withaxis € {next,node, edge}

Example 2. Let G be the graph in Fig. [[l and consider expression exp, =
next::[next::sp/self:train]. The nested expression [next:sp/self:train] per-
forms an existential test; it defines the set of nodes z in G such that there exists a
path from z that follows an edge labeled sp and reaches a node labeled train. There
is a single such node in G, namely TGV. Restricted to graph G, expression ezp;
is equivalent to next::TGV and, thus, it defines the pairs of nodes that are con-
nected by an edge labeled TGV. Hence, the evaluation of exp, in G is [ezp,]¢ =
{(Paris, Calais), (Paris, Dijon)}. |

In the following section, we introduce the language nSPARQL that combines the oper-
ators of SPARQL with the navigational capabilities of nested regular expressions. But
before introducing this language, we show that nested regular expressions can be eval-
uated efficiently, which is an essential requirement if one wants to use nNSPARQL for
web-scale applications.

3.1 Complexity of Evaluating Nested Regular Expressions

In this section, we study the complexity of evaluating nested regular expressions over
RDF graphs. We present an algorithm for this problem that works in time proportional
to the size of the input graph times the size of the expression being evaluated. As is cus-
tomary when studying the complexity of the evaluation problem for a query language
(cf. [21])), we consider its associated decision problem. For nested regular expressions,
this problem is defined as:

PROBLEM : Evaluation problem for nested regular expressions.
INPUT : An RDF graph G, a nested regular expression exp, and a pair (a, b).
QUESTION : Is (a, b) € [ezp]a?
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We assume that an RDF graph G is stored as an adjacency list that makes explicit the
navigation axes (and their inverses). Thus, every u € voc(G) is associated with a list
of pairs «(u), where every pair contains a navigation axis and the destination node. For
instance, if (s, p, 0) is a triple in G, then (next::p, 0) € a(s) and (edge™::0, s) € a(p).
Moreover, we assume that (self::u,u) € a(u) for every u € voc(G). Notice that if
the number of triples in G is N, then the adjacency list representation uses space O (V).
Thus, when measuring the size of G, we use |G| to denote the size of its adjacency list
representation. We further assume that given an element v € voc(G), we can access
its associated list a(u) in time O(1). This is a standard assumption for graph data-
structures in a RAM model.

In this section, we assume some familiarity with automata theory. Recall that given a
regular expression r, one can construct in linear time a nondeterministic finite automa-
ton with e-transitions 4, that accepts the language generated by 7.

A key idea in the algorithm introduced in this section is to associate to each nested
regular expression a nondeterministic finite automaton with e-transitions (e-NFA).
Given a nested regular expression exp, we recursively define the set of depth-0 terms of
exp, denoted by Dy (ezp), as follows:

Dy(exp) = {exp} if exp is either axis, or axis::a, or axis::[ ezp’],
Do(exp,/expy) = Do(exp,|exps) = Do(expy) UDo(eapy),
Do(exp*) = Dg(exp),

where axis € {self, next, next, edge, edge™, node, node}. For instance, for the
nested expression:

exp = next:a/(next::[next:a/self::b])*/(next::[node::b| | next::a)™,

we have Dg(ezp) = {next:a, next:[next:a/self:b|, next:[node::b]}. Notice
that a nested regular expression exp can be viewed as a classical regular expression over
alphabet Dy (exp). We denote by A, the e-NFA that accepts the language generated
by the regular expression exp over alphabet Dg(exp).

The algorithm for the evaluation of nested regular expressions is similar to the al-
gorithms for the evaluation of some temporal logics [11]] and propositional dynamic
logic [1]]. Given an RDF graph G and a nested regular expression exp, it proceeds by
recursively labeling every node u of G with a set label(u) of nested expressions. Ini-
tially, label(u) is the empty set. Then at the end of the execution of the algorithm, it
holds that exp € label(u) if and only if there exists z such that (u, z) € [exp]q. In the
algorithm, we use the product automaton G x A, which is constructed as follows.
Let  be the set of states of Acp, and ¢ : Q x (Do(exp) U {e}) — 2% the transition
function of A, The set of states of G x A,z is voc(G) x @, and its transition func-
tion &' : (voc(G) x Q) x (Do(exp) U {e}) — 2v°¢(G)*Q is defined as follows. For
every (u,p) € voc(G) x @ and s € Dg(exp), we have that (v, ¢) € 6'((u,p), s) if and
only if ¢ € 6(p, s) and one of the following cases hold:

— s = axis and there exists a such that (axis::a,v) € a(u),
- s = axis::a and (axis::a,v) € a(u),
- s = axis::[ exp| and there exists b such that (axis::b, v) € a(u) and exp € label(d),
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where axis € {self, next, next, edge, edge™, node, node*}. Additionally, if ¢ €
6(p, ) we have that (u,q) € ¢'((u, p),e) for every u € voc(G). Thatis, G X Ay is
the standard product automaton if G is viewed as an NFA over alphabet Dg(exp). It is
straightforward to prove that G x A, can be constructed in time O(|G| - |Aezp])-

Now we have all the necessary ingredients to present the algorithm for the evaluation
problem for nested regular expressions. This algorithm is split in two procedures: LA-
BEL labels GG according to nested expression exp as explained above, and EVAL returns
YES if (a,b) € [exp] e and NO otherwise.

LABEL(G, ezp):
1. for each axis::[ezp’] € Do(ezp) do

2 call LABEL(G, exp’)

3. construct A.,p, and assume that gy is its initial state and F' is its set of final states
4. construct G X Acap

5. for each state (u, qo) that reaches a state (v, qy) in G X Aegp, with g5 € F do

6 label(u) := label(u) U {exp}

EVAL(G, exp, (a,b)):
1. for each u € voc(G) do

2. label(u) := 0

3. call LABEL(G, exp)

4. construct Az, and assume that qo is its initial state and F’ is its set of final states
5. construct G X Acgp

6. if a state (b, ¢y), with gy € F, is reachable from (a, qo) in G X Acap

7 then return YES

8 else return No

It is not difficult to see that these procedures work in time O(|G|-|exp|). Just observe
that step 5 of procedure LABEL and step 6 of procedure EVAL, can be done in time
linear in the size of G x Ay, by traversing G' X A,z in a depth first search manner.

Theorem 1. Procedure EVAL solves the evaluation problem for nested regular expres-
sions in time O(|G| - |exp)|).

4 The Navigational Language nSPARQL

In this section, we introduce the language nSPARQL, and we formally study its expres-
siveness. nSPARQL is essentially obtained by using triple patterns with nested regular
expressions in the predicate position, plus SPARQL operators AND, OPT, UNION,
and FILTER. Before formally introducing nSPARQL, we recall the necessary defini-
tions about SPARQL.

SPARQL is the standard language for querying RDF data. We use here the
algebraic formalization introduced in [[19]. Assume the existence of an infinite set V' of
variables disjoint from U. A SPARQL graph pattern is defined as follows:

— A tuple from (U U V)x (U UV)x(U U V) is a graph pattern (a triple pattern).
- If P, and P, are graph patterns, then (P, AND P), (P, OPT P»), and
(P; UNION P,) are graph patterns.
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— If P is a graph pattern and R is a SPARQL built-in condition, then the expression
(P FILTER R) is a graph pattern.

A SPARQL built-in condition is a Boolean combination of terms constructed by using
equality (=) among elements in U U V/, and the unary predicate bound over variables.

To define the semantics of SPARQL graph patterns, we need to introduce some ter-
minology. A mapping ( from V to U is a partial function px : V' — U. For a triple
pattern ¢, we denote by 1(t) the triple obtained by replacing the variables in ¢ according
to . The domain of 1, denoted by dom(u), is the subset of V' where p is defined. Two
mappings pq and po are compatible if for every x € dom(uq) Ndom(us), it is the case
that 1 (z) = pe(x), i.e. when g U po is also a mapping. Let (27 and (2, be sets of
mappings. We define the join, the union, the difference, and the left-outer join between
(27 and (2, as:

O ) 29 ={p1 Ups | 1 € 4, ua € (25 are compatible mappings},
DU =Ap|lpe 2iorpe s},
D N2y ={pe | forall y' € 2, pand y are not compatible},
134025 = (24 % 22) U (21~ 22).

The evaluation of a graph pattern over an RDF graph G, denoted by [ - ¢, is defined
recursively as follows:

- [tle = {u| dom(u) = var(t) and u(t) € G}, where var(t) is the set of variables
occurring in ¢.

- [(Pl AND PQ)]]G = [Pl]]g X [[Pgﬂg, [(Pl UNION PQ)]]G = [[Pl]]G U [PQ]]G, and
[(Pl OoPT PQ)]]G = [Pl]](; X [Pgﬂg.

The semantics of FILTER expressions goes as follows. Given a mapping p and a built-
in condition R, we say that u satisfies R, denoted by u |= R, if (we omit the usual rules
for Boolean operators):

- Risbound(?X) and 7X € dom(p);
- Ris?X =¢,wherec € U, ?X € dom(u) and u(?X) = ¢;
- Ris?7X =?Y,7X € dom(u), ?Y € dom(p) and pu(?X) = p(?Y).

Then [(P FILTER R)]¢ = {¢ € [P]e | # = R}.

It was shown in [19], among other algebraic properties, that AND and UNION are
associative and commutative, thus permitting us to avoid parenthesis when writing se-
quences of either AND operators or UNION operators.

Now we formally define the language nested SPARQL (or just nSPARQL), by con-
sidering triples with nested regular expressions in the predicate position. A nested-
regular-expression triple (or just nre-triple) is a tuple ¢ of the form (x, exp, y), where
x,y € UUV and exp is a nested regular expression. nSPARQL patterns are recursively
defined from nre-triples:

— An nre-triple is an nSPARQL pattern.

- If P, and P, are nSPARQL patterns and R is a built-in condition, then
(P1 AND P), (P OPT P), (P4 UNION P,), and (P, FILTER R) are
nSPARQL patterns.
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To define the semantics of nSPARQL, we just need to define the semantics of nre-triples.
The evaluation of an nre-triple t = (?X, exp, ?Y") over an RDF graph G is defined as
the following set of mappings:

[tle = { | dom(u) = {?X, 7Y} and (u(?X), p(?Y) € [eaplc}.

Similarly, the evaluation of an nre-triple t = (?X, exp, a) over an RDF graph G, where
a € U, is defined as {p | dom(p) = {?X} and (1(?X),a) € [exp]c}, and likewise
for (a, exp,?X) and (a, exp,b) withb € U.

Notice that every SPARQL triple (?.X,p,?Y) with p € U is equivalent to (has
the same evaluation of) nSPARQL triple (?.X,next::p,?Y"). Also notice that, since
variables are not allowed in nested regular expressions, the occurrence of variables in
the predicate position of triple patterns is forbidden in nSPARQL. Nevertheless, every
SPARQL triple of the form (?X, ?Y, a), with a € U, is equivalent to nSPARQL pattern
(?X,edge::a, 7Y). Similarly, the triple (a, 7X, ?Y") is equivalent to (? X, node::a, 7Y).
Thus, what we are loosing in nSPARQL is only the possibility of using variables in the
three positions of a triple pattern.

As pointed out in the introduction, it has been largely recognized that navigational
capabilities are fundamental for graph databases query languages. However, although
RDF is a directed labeled graph data format, SPARQL only provides limited naviga-
tional functionalities. In [7]], we introduced nSPARQL as a way to overcome this limi-
tation. The main goal of [[7] was not to formally study nSPARQL, but instead to provide
evidence that the navigational capabilities of nSPARQL can be used to pose many in-
teresting and natural queries over RDF data. Our goal in this paper is to formally justify
nSPARQL. In particular, we have already shown that nested regular expressions can be
evaluated efficiently, which is an essential requirement if one wants to use nSPARQL for
web-scale applications. In this section, we study some fundamental properties related to
the expressiveness of nSPARQL. But before doing that, we provide some additional ex-
amples of queries that are likely to occur in the Semantic Web, but cannot be expressed
in SPARQL without using nested regular expressions.

Example 3. Let G be the RDF graph of Fig.[[land P; the following pattern:

Py = (?X, (next: TGV | next::Seafrance)t, Dover) AND (?.X, next::country, 7Y)

Pattern P, retrieves cities, and the country where they are located, such that there is a
way to travel from those cities to Dover using either TGV or Seafrance in every direct
trip. The evaluation of P, over G is {{?X — Paris,?Y — France}}. Notice that
although there is a direct way to travel from Calais to Dover using Seafrance, Calais
does not appear in the result since there is no information in GG about the country where
Calais is located. We can relax this last restriction by using the OPT operator:

Py = (?X, (next::TGV | next::Seafrance)t, Dover) OPT (? X, next::country, ?Y")

Then we have that [P]¢ = {{?X — Paris, 7Y — France}, {?X — Calais}}. ]

Example 4. Assume that we want to obtain the pairs of cities (?X, 7Y") such that there
is a way to travel from 7X to 7Y by using either Seafrance or NExpress, with an in-
termediate stop in a city that has a direct NExpress trip to London. Consider nested
expression:
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erp; = (next::Seafrance | next::NExpress) ™ /
self:[next::NExpress/self::London]/(next::Seafrance | next::NExpress)™
Then pattern P = (?X, exp,,?Y) answers our initial query. Notice that expression
self::[next::NExpress/self::London] is used to perform the intermediate existential
test of having a direct NExpress trip to London. O

Example 5. Let G be the graph in Fig.[[land P; the following pattern:
P, = (?7X, next::[(next::sp)”/self::transport], ?Y). (2)

Pattern P; defines the pairs of cities (?.X, 7Y") such that, there exists a triple (X, p, 7Y)
in the graph and a path from p to transport where every edge has label sp. Thus, nested
expression [ (next::sp)*/self::transport] is used to emulate the process of inference
in RDFS; it retrieves all the nodes that are sub-properties of transport (rule (Ia) in
Tab.[)). Therefore, pattern P retrieves the pairs of cities that are connected by a direct
transportation service, which could be a train, ferry, bus, etc. In general, if we want to
obtain the pairs of cities such that there is a way to travel from one city to another, we
can use the following nSPARQL pattern:

Py = (7X, (next::[(next:sp)*/self:transport])™, ?Y). 3)

In this section, we formally prove that @) and (@) cannot be expressed without using
nested expressions of the form axis::[exp]. O

4.1 On RDFS and nSPARQL

We claimed in [[7]] that the language of nested regular expressions is powerful enough to
deal with the predefined semantics of RDFS. In this section, we formally prove this fact.
More precisely, we show that if one wants to answer a SPARQL query P according to
the semantics of RDFS, then one can rewrite P into an nSPARQL query () such that )
retrieves the answer to P by directly traversing the input graph. We also show that the
nesting operation is crucial for this result.

SPARQL follows a subgraph-matching approach, and thus, a SPARQL query treats
RDEFS vocabulary without considering its predefined semantics. We are interested in
defining the semantics of SPARQL over RDFES, that is, taking into account not only
the explicit RDF triples of a graph G, but also the triples that can be derived from G
according to the semantics of RDFS. Let the closure of an RDF graph G, denoted by
cl(G), be the graph obtained from G by successively applying the rules in Tab. [ until
the graph does not change. The most direct way of defining a semantics for the RDFS
evaluation of SPARQL patterns is by considering not the original graph but its closure.
The theoretical formalization of such an approach was studied in [12]. The following
definition formalizes this notion.

Definition 1. Given a SPARQL graph pattern P, the RDFS evaluation of P over G,
denoted by [P]E", is defined as the set of mappings [P]ei(c). that is, as the evaluation
of P over the closure of G.
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Regular expressions alone are not enough. Regular expressions are the most common
way of giving navigational capabilities to query languages over graph databases [3], and
recently to query languages over RDF graphs [3I16/6]]. Our language not only allows
regular expressions over navigational axes but also nesting of those regular expressions.
In our setting, regular expressions are obtained by forbidding the nesting operator and,
thus, they are generated by the following grammar:

erp = axis | axis:ia (a € U) | exp/exp | explexp | exp™ 4)

where axis € {self, next, next?, edge, edge™, node, node'i}. Let regular SPARQL
(or just r'SPARQL) be the language obtained from nSPARQL by restricting nre-triples to
contain in the predicate position only regular expressions (generated by grammar (4)).
Notice that rSPARQL is a fragment of nSPARQL and, thus, the semantics for ISPARQL
is inherited from nSPARQL.

Our next result shows that regular expressions are not enough to obtain the RDFS
evaluation of some simple SPARQL patterns by directly traversing RDF graphs. In
fact, the following theorem shows that there is a SPARQL triple pattern whose RDFS
evaluation cannot be obtained by any rSPARQL pattern.

Theorem 2. Let p € U ~ {sp,sc,type,dom, range} and consider triple pattern
(?X,p,?Y). There is no rfSPARQL pattern Q such that [(?X,p,?Y)]2% = [Q]¢ for
every RDF graph G.

nSPARQL and RDFS evaluation. In this section, we show that if a SPARQL pattern
P is constructed by using triple patterns having at least one position with a non-variable
element, then the RDFS evaluation of P can be obtained by directly traversing the input
graph with an nSPARQL pattern. More precisely, consider the following translation
function from elements in U to nested regular expressions:

trans(sc) = (next:sc)t

trans(sp) = (nextusp)™

trans(dom) = next::dom

trans(range) = next::range

trans(type) = (next:type/(next:sc)* |

edge/(next::sp)*/next::dom/(next:sc)* |
node/(next::sp)* /next::range/(next::sc)* )
trans(p) = next::[(next::sp)*/self:p] forp ¢ {sc,sp,range,dom, type}.

Notice that we have implicitly used this translation function in Example[3l

Lemma 1. Let (x,a,y) be a SPARQL triple pattern with x,y € U UV and a € U,
then [(z,a,y)|S" = [(x, trans(a),y)]c for every RDF graph G.

That is, given an RDF graph GG and a triple pattern ¢ not containing a variable in the
predicate position, it is possible to obtain the RDFS evaluation of ¢ over G by navigating
G through a nested regular expression.
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Suppose now that we have a SPARQL triple pattern ¢ with a variable in the predicate
position, but such that the subject and object of ¢ are not both variables. We show how to
construct an nSPARQL pattern P; such that [t]9* = [P,] . Assume thatt = (z,?Y, a)
withz e UUV,?Y € V,and a € U, that is, t does not contain a variable in the object
position. Consider for every p € {sc, sp,dom, range, type}, the pattern P, ,, defined
as ((z, trans(p),a) AND (7Y, self:p, ?Y)). Then define then pattern P; as follows:

P, = ((z,edge::a/(next:sp)*, 7Y) UNION P, 5. UNION P, 5, UNION
Pigon UNION P, yange UNION P 100).

We can similarly define pattern P; for a triple pattern ¢ = (a, 7Y, z), where a € U,
?Y € Vandx € U U V. Thus, we have the following result.

Lemma 2. Let t = (x,?Y, 2) be a triple pattern such that 7Y € V, and x ¢ V or
z & V. Then [t]¥% = [P] for every RDF graph G.

Let 7 be the set of triple patterns of the form (x,y,z) such that x ¢ V ory ¢ V or
z ¢ V. We have translated every triple pattern ¢ € 7 into an nSPARQL pattern P; such
that [t]9* = [P]¢. Moreover, for every triple pattern ¢, its translation is of size linear
in the size of t. Given that the semantics of SPARQL is defined from the evaluation of
triple patterns, we can state the following result.

Theorem 3. Let P be a SPARQL pattern constructed from triple patterns in T. Then
there exists an nSPARQL pattern Q such that [P]S% = [Q] ¢ for every RDF graph G.
Moreover, the size of Q) is linear in the size of P.

The following example shows that one can combine the translation function presented
in this section with nested regular expression patterns to obtain more expressive queries
that take into account the RDFS semantics.

Example 6. Let G be the RDF graph shown in Fig.[Tl Assume that one wants to retrieve
the pairs of cities such that there is a way of traveling (by using any transportation
service) between those cities, and such that every stop in the trip is a coastal city. The
following nSPARQL pattern answers this query:

P = (?X, (trans(transport) /self::[trans(type)/self::coastal city])*,?Y). O

Notice that Theorems [2] and [l imply that nSPARQL is strictly more expressive than
rSPARQL. We state this result in the following corollary.

Corollary 1. There exists an nSPARQL pattern that is not equivalent to any -SPARQL
pattern.

4.2 On the Expressiveness of the SPARQL Operators in nSPARQL

Clearly, nested regular expressions add expressive power to SPARQL. The opposite
question is whether using SPARQL operators in nSPARQL patterns add expressive
power to the language. Next we show that this is indeed the case. In particular, we
show that there are simple and natural queries that can be expressed by using nSPARQL
features and that cannot be simulated by using only nested regular expressions. Let us
present the intuition of this result with an example.
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Example 7. Let G be the RDF graph shown in Fig.[Tl Assume that one wants to retrieve
from G the cities 7 X such that there exists exactly one city that can be reached from
?X by using a direct Seafrance service. The following nSPARQL pattern answers this
query:

[ (7X, next::Seafrance /next ™, 7X)
OPT ( ( (?X,next::Seafrance, ?7Y’) AND (?X, next::Seafrance, ?7) )
FILTER —?Y =?Z ) | FILTER —bound(?Y)

The first nre-triple (?X, next::Seafrance/next™, ?X) retrieves the cities ?.X that are
connected with some other city by a Seafrance service. The optional part obtains ad-
ditional information for those cities 7.X that are connected with at least two different
cities by a Seafrance service. Finally, the pattern filters out those cities for which no
optional information was added (by using —bound(?Y")). That is, only the cities ?X
that are connected with exactly one city by a Seafrance service remains in the evalua-
tion. If we evaluate the above pattern over G, we obtain a single mapping 4 such that
dom(p) = {?X} and u(?X) = Calais. |

The nSPARQL pattern in the above example is essentially counting (up to a fixed thresh-
old) the cities that are connected with 7 X by a Seafrance service. In the next result, we
show that some counting capabilities cannot be obtained by using nSPARQL patterns
without considering the OPT operator, even if we combine nested regular expressions
by using the operators AND, UNION and FILTER. The query used in the proof is
similar to that of Example[7l It retrieves the nodes ?X for which there exists at least
two different nodes connected with 7.X.

Theorem 4. There is an nSPARQL pattern that is not equivalent to any nSPARQL
pattern that uses only AND, UNION, and FILTER operators.

5 Related Work and Concluding Remarks

Related work. The language of nested regular expressions has been motivated by some
features of query languages for graphs and trees, namely, XPath [10]], temporal log-
ics and propositional dynamic logic [1]]. In fact, nested regular expressions are con-
structed by borrowing the notions of branching and navigation axes from XPath [10],
and adding them to regular expressions over RDF graphs. The algorithm that we present
in Section 3.J]is motivated by standard algorithms for some temporal logics [11] and
propositional dynamic logic [1I].

Regarding languages with navigational capabilities for querying RDF graphs, several
proposals can be found in the literature [18/3IT6l6/412]. Nevertheless, none of these lan-
guages is motivated by the necessity to evaluate queries over RDFS, and none of them
is comparable in expressiveness and complexity of evaluation with the language that we
study in this paper. Probably the first language for RDF with navigational capabilities
was Versa [18]], whose motivation was to use XPath over the XML serialization of RDF
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graphs. Kochut et al. [16] propose SPARQLeR, an extension of SPARQL that works
with path variables that represent paths between nodes in a graph. This language also
allows to check whether a path conforms to a regular expression. Anyanwu et al. [6] pro-
pose a language called SPARQ?2L. The authors further investigate the implementation of
a query evaluation mechanism for SPARQ2L with emphasis in some secondary mem-
ory issues. The language PSPARQL was proposed by Alkhateeb et al. in [3]. PSPARQL
extends SPARQL by allowing regular expressions in triple patterns. The same authors
propose a further extension of PSPARQL called CPSPARQL [4] that allows constraints
over regular expressions. CPSPARQL also allows variables inside regular expressions,
thus permitting to retrieve data along the traversed paths. In [3/4], the authors study
some theoretical aspects of (C)PSPARQL.

Alkhateeb has recently shown [2] that PSPARQL, that is, the full SPARQL language
extended with regular expressions, can be used to encode RDFS inference. Although
PSPARQL and the language rSPARQL that we present in Section 1] are similar,
when defining rfSPARQL we use a fragment of SPARQL, namely, the graph pattern
matching facility without solution modifiers like projection. Alkhateeb’s encoding [2]
needs the projection operator, and in particular, extra variables (not needed in the out-
put solution) appearing in the predicate position of triple patterns. This feature is not
allowed in the fragment that we use to construct languages rSPARQL and nSPARQL.
Although PSPARQL could be used to answer some RDFS queries, the additional abili-
ties needed in PSPARQL come with an associated complexity impact in the evaluation
problem for the conjunctive fragment, namely, NP-completeness [2]]. By using the re-
sults in [19] and the complexity of the evaluation problem for nested regular expres-
sions, it is easy to show that the complexity of the evaluation problem for the conjunc-
tive fragment of nSPARQL is polynomial.

Evaluating queries which involve RDFS vocabulary is challenging, and there is not
yet consensus in the Semantic Web community on how to define a query language for
RDFS. Nevertheless, there have been several proposals and implementations of query
languages for RDF data with RDFS vocabulary, e.g. [139I1312]. It would be interest-
ing to compare these approaches with the process of answering a SPARQL query under
the RDFS semantics by first compiling it into an nSPARQL query.

Concluding Remarks. In this paper, we have started the formal study of nested regular
expressions and the language nSPARQL, that we proposed in [[7]]. We have shown that
nested regular expressions admit a very efficient evaluation method, that justifies its
use in practice. We further showed that the language nSPARQL is expressive enough
to be used for querying and navigating RDF data. In particular, we proved that besides
capturing the semantics of RDFS, nSPARQL provides some other interesting features
that allows users to pose natural and interesting queries.
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Abstract. Efficient RDF data management is one of the cornerstones
in realizing the Semantic Web vision. In the past, different RDF storage
strategies have been proposed, ranging from simple triple stores to more
advanced techniques like clustering or vertical partitioning on the predi-
cates. We present an experimental comparison of existing storage strate-
gies on top of the SP?Bench SPARQL performance benchmark suite and
put the results into context by comparing them to a purely relational
model of the benchmark scenario. We observe that (1) in terms of perfor-
mance and scalability, a simple triple store built on top of a column-store
DBMS is competitive to the vertically partitioned approach when choos-
ing a physical (predicate, subject, object) sort order, (2) in our scenario
with real-world queries, none of the approaches scales to documents con-
taining tens of millions of RDF triples, and (3) none of the approaches
can compete with a purely relational model. We conclude that future
research is necessary to further bring forward RDF data management.

1 Introduction

The Resource Description Framework [I] (RDF) is a standard format for en-
coding machine-readable information in the Semantic Web. RDF databases are
collections of so-called “triples of knowledge”, where each triple is of the form
(subject,predicate,object) and models the binary relation predicate between the
subject and the object. For instance, the triple (Journall,issued,“1940") might
be used to encode that the entity Journall has been issued in year 1940. By
interpreting each triple as a graph edge from a subject to an object node with
label predicate, RDF databases can be seen as labeled directed graphs.

To facilitate RDF data access, the W3C has standardized the SPARQL [2]
query language, which bases upon a powerful graph pattern matching facility. Its
very basic construct are simple triple graph patterns, which, during query evalu-
ation, are matched against components in the RDF graph. In addition, different
SPARQL operators can be used to compose more advanced graph patterns.

* The work of this author was funded by DFG, grant GRK 806/2.
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An efficient RDF storage scheme should support fast evaluation of such graph
patterns and scale to RDF databases comprising millions (or even billions) of
triples, as they are commonly encountered in today’s RDF application scenar-
ios (e.g., [3H4]). The straightforward relational implementation, namely a single
Triples relation with three columns subject, predicate, and object that holds all
RDF triples, seems not very promising: The basic problem with this approach is
that the evaluation of composed graph patterns typically requires a large amount
of expensive self-joins on this (possibly large) table. For instance, the query “Re-
turn the year of publication of Journall (1940)" might be expressed in SQL as
follows (for readability, we use shortened versions of the RDF URISs).

SELECT T3.object AS yr
FROM Triples T1 JOIN Triples T2 ON T1.subject=T2.subject

JOIN Triples T3 ON T1.subject=T3.subject (1)
WHERE T1.predicate=’type’ AND Tl.object=’Journal’ AND T2.predicate=’title’

AND T2.object=’Journal 1 (1940)’ AND T3.predicate=’issued’

The Triples table access T1 and the associated WHERE-conditions extract
all Journal entities, T2 fixes the title, and T3 extracts the year of publication. We
observe that even this rather simple query requires two subject-subject self-joins
over the Triples table. Practical queries may involve much more self-joins.

To overcome this deficiency, other physical organization techniques for RDF
have been proposed [BIGITIRIOITOIT]. One notable idea is to cluster RDF data,
i.e. to group entities that are similar in structure [9II0] and store them in flat-
tened tables that contain all the shared properties. While this may significantly
reduce the amount of joins in queries, it works out only for well-structured data.
However, one strength of RDF is that it offers excellent support for scenarios
with poorly structured information, where clustering is not a feasible solution.

A conceptually simpler idea is to set up one table for each unique predicate in
the data [5IIT], which can be seen as full vertical partitioning on the predicates.
Each such predicate table consists of two columns (subject, object) and contains
all subject-object pairs linked through the respective predicate. Data is then
distributed across several smaller tables and, when the predicate is fixed, joins
do not involve the whole set of triples. By physically sorting data on the subject
column, subject-subject joins between two tables, a very frequent operation, can
be realized in linear time (w.r.t. the size of the tables) by merging their subject
columns [IT]. In such a scenario, the query from above might be formulated as,

SELECT DI.object AS yr

FROM type TY JOIN title TI ON TY.subject=DT.subject (2)
JOIN issued IS ON TY.subject=IS.subject

WHERE TY.object=’bench:Journal’ AND TI.object=’Journal 1 (1940)’

where type, title, and issued denote the corresponding predicates tables.
Predicate selection now is implicit by the choice of the predicate table (i.e.,
no longer encoded in the WHERE-clause) and, given that the subject-column is
sorted, both joins might be efficiently implemented as linear merge joins.

In the experiments in [TI] on top of the Barton library data [12], vertical
partitioning turns out to be clearly favorable to the triple table scheme and
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always competitive to clustering. Although the scenario is a reasonable choice
that illustrates many advantages of vertical partitioning, several issues remain
open. One point is that, in the partitioned scenario, efficient subject-subject merge
joins on the predicate tables (which are possible whenever predicates are fixed)
are a key to performance. However, when physically sorting table Triples by
(predicate, subject, object), linear merge joins might also apply in a triple store.

A study of the Barton benchmark shows that one query (out of seven) requires
no join on the triple (resp., predicate) table(s), and each two involve (a) a single
subject-subject join, (b) two subject-subject joins, and (c) one subject-subject plus
one subject-object join. Thus, none involves more than two joins. The simplicity
of these join patterns to a certain degree contrasts with the Introduction of [IT],
where the authors state that “almost all interesting queries involve many self-
joins” and motivate vertical partitioning using a five-way self-join query. We
agree that real-world queries often involve complex join-patterns and see an
urgent need for reevaluating the vertical approach in a more challenging scenario.

To this end, we present an experimental comparison of the triple and vertically
partitioned scheme on top of the the SP?Bench SPARQL benchmark [13]. The
SP?Bench queries implement meaningful requests in the DBLP scenario [14] and
have been designed to test challenging situations that may arise in the context
of SPARQL and Semantic Web data. In contrast to the Barton queries, they
contain no aggregation, due to missing SPARQL language support. But except
for this construct, they cover a much wider range of operator constellations, RDF
data access paths, join patterns, and advanced features (e.g., OPTIONAL clauses,
solution modifiers). The queries for the vertical and the triple store are obtained
from a methodical SPARQL-to-SQL translation and reflect these characteristics.

To put our analysis into context, we consider two more scenarios. First, we
test the Sesame SPARQL engine [15] as a representative SPARQL processor that
relies on a native RDF store. Second, we translate the SP?Bench scenario into
a purely relational scheme, thus comparing the current state-of-the-art in RDF
data management against established relational database technologies.

Contributions. Among others, our experiments show that (1) when triple ta-
bles are physically sorted by (predicate, subject, object), efficient merge joins can
be exploited (just like in the vertical scheme) and the triple table approach be-
comes more competitive, (2) for the challenging SP?Bench queries neither the
vertical nor the triple scheme shows a good overall performance, and (3) while
both schemes typically outperform the Sesame SPARQL engine, the purely re-
lational encoding is almost always at least one order of magnitude faster. We
conclude that there is an urgent need for future research in this area.

Related Work. An experimental comparison of the triple table and a vertically
partitioned scheme has been provided in [5]. Among others, the authors note the
additional costs of predicate table unions in the vertical scenario, which will be
discussed later in this paper. Nevertheless, the setting in [5] differs in several
aspects, e.g. in the vertically partitioned scheme the RDF schema layer was
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stored in separate tables and physical sorting on the subject-column (to allow
for subject-subject merge joins), a central topic in our analysis, was not tested.

We point the interested reader to the experimental comparison of the triple
and vertical storage scheme in [16]. This work has been developed independently
from us. It presents a reevaluation of the experiments from [I1] and, in this line,
identifies situations where vertical partitioning is an insufficient solution. Several
findings there are similar to our results. While the latter experiments are carried
out in the Barton scenario (like the original experiments in [I1]), we go one step
further, i.e. perform tests in a different scenario and put the results into context
by comparing them to a purely relational scheme, as well as a SPARQL engine.

The Berlin SPARQL Benchmark [I7] is settled in an e-commerce scenario and
strictly use-case driven. In contrast, the language-specific SP?Bench suite used
in this work covers a broader range of SPARQL/RDF constructs and, for this
reason, is preferable for testing the generality of RDF storage schemes.

Structure. In the next section we summarize important characteristics of the
SP?Bench SPARQL performance benchmark [13], to facilitate the interpretation
of the benchmark results. In Section [3] we then sketch the tested storage schemes
and the methodical query translation into these scenarios. Finally, Section [
contains the in-depth discussion of our experiments and a conclusion. In the
remainder, we assume the reader to be familiar with RDF [I] and SPARQL [2].

2 The SP?Bench Scenario

SP2Bench [13] is settled in the DBLP [I4] bibliographic scenario. Central to the
benchmark is a data generator for creating DBLP-like RDF documents, which
mirror characteristics and relations found in the original DBLP data. It relies
on natural function families to capture social-world aspects encountered in the
DBLP data, e.g. the citation system is modeled by powerlaw distributions, while
limited growth functions approximate the number of publications per year. Sup-
plementary, the SP?Bench suite provides a set of meaningful SPARQL queries,
covering a variety of SPARQL operator constellations and data access patterns.

According to DBLP, the SP?Bench generator creates nine distinct types of
bibliographic entities, namely ARTICLE, JOURNAL, INPROCEEDINGS, PROCEED-
INGS, BOOK, INCOLLECTION, PHDTHESIS, MASTERSTHESIS, and WWW doc-
uments, where each document is represented by a unique URI. In addition, there
are persons that act as authors or editors. They are modeled by blank nodes.

Each document (resp., person) is described by a set of properties, such as
dc:title, de:creator (i.e., the author), or swre:isbn. Outgoing citations are expressed
through predicate dcterms:references, which points to a blank node of type rdf: Bag
(a standard RDF container class) that links to the set of all document URISs refer-
enced by the respective document. Attribute dcterms:partOflinks inproceedings
to the proceedings they appeared in; similarly, swrc:journal connects articles to
journals. Several properties (e.g., dc:creator) are multi-valued.

The first part of Table [ lists the number of document class instances of type
INPROCEEDINGS, PROCEEDINGS, ARTICLE, JOURNAL, INCOLLECTION, and the
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Table 1. Key characteristics of documents generated by the SP?Bench generator

#triples #Inpr. #Proc. #Art. #Journ. #Inc. #Oth. #auth./#dist. #prop. file size year

10k 169 6 916 25 18 0 1.5k/0.9k 23+34 1.0MB 1955
50k 1.4k 37 4.0k 104 56 0 6.8k/4.1k 23434 5.1MB 1967
250k 9.2k 213 17.1k 439 173 39 34.5k/20.0k 23443 26MB 1979
1M 43.5k 903 56.9k 1.4k 442 551 151.0k/82.1k 23444 106MB 1989
5M 255.2k 4.7k 207.8k 4.6k 1.4k 1.4k 898.0k/429.6k 23452 533MB 2001
25M 1.5M  24.4k 642.8k 11.7k 4.5k 2.4k 5.4M/2.1M 25452 2.7GB 2015

remaining types #Oth. (Book, Www, PHD- and MASTERSTHESIS) for gener-
ated documents up to 25M RDF triples. ARTICLE and INPROCEEDINGS docu-
ments clearly dominate. The total number of authors (i.e., triples with predicate
dc:creator) increases slightly super-linear to the total number of documents. This
reflects the increasing average number of authors per paper in DBLP over time.
The table also lists the number #prop. of distinct properties. This value = +y
splits into = “standard” attribute properties and y bag membership properties
rdf: 1, ..., rdf: y, where y depends on the maximum-sized reference list in the
data. We observe that larger documents contain larger reference lists, and hence
more distinct properties. As discussed later, this might complicate data process-
ing in the vertically partitioned scenario. Finally, we list the physical size of the
RDF file (in NTriples format) and the year up to which data was generated.
To support queries that access an author with fixed characteristics, the docu-
ments contain a special author, named after the mathematician Paul Erdés, who
gets assigned 10 publications and 2 editor activities in-between 1940-1996. As
an example, Q8 (Appendix [Al) extracts all persons with Erdss Number 1 or 2T

3 The Benchmark Scenarios

We now describe the four benchmark scenarios in detail. The first system under
consideration is (1) the Sesame [I5] SPARQL engine. Sesame constitutes a query
engine that, like the other three scenarios, relies on a physical DB backend. It
is among the fastest SPARQL engines that have been tested in the context of
the SP?Bench benchmark (cf. [I3]) and has been chosen as a representative for
the class of SPARQL engines. The remaining scenarios are (2) the triple ta-
ble approach, (3) the vertically partitioned approach as described in [I1]], and
(4) a purely relational DBLP model. They are all implemented on top of a rela-
tional DBMS. Accordingly, a translation of the SP2 Bench SPARQL queries into
SQL is required. We will sketch the detailed settings and our methodical query
translation approaches for scenarios (2)-(4) in the remainder of this section. The
resulting SQL queries are available onlineE; still, to be self-contained we will
summarize their key characteristics when discussing the results in Section Hl
According to [II], to reach best performance all relational schemes should
be implemented on top of a column-store DBMS, which stores data physically

! See http://www.oakland.edu/enp/.
% http://dbis.informatik.uni-freiburg.de/index.php?project=SP2B /translations.html
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by column rather than row (see [II] for the advantages of column-oriented sys-
tems in the RDF scenario). The C-Store research prototype [I8] used in [I1]
misses several SQL features that are essential for the SP?Bench queries (e.g. left
joins), so we fall back on the MonetDB [19] column-store, a complete, industrial-
strength relational DBMS. We note that MonetDB differs from C-Store in sev-
eral aspects. First, data processing in MonetDB is memory-based while it is
disk-based in C-Store. Moreover, C-Store exhibits a carefully optimized merge-
join implementation (on top of run-length encoded data) and makes heavy use
of this operation. Although we observe that MonetDB uses merge joins less
frequently (cf. Section @), the system is known for its performance and has re-
cently been shown to be competitive to C-Store in the Barton Library RDF
scenario [16].

3.1 The Triple Table Storage Scheme

In the triple table scheme a single table Triples(subject, predicate,object) holds
all RDF triples. Methodical translations of SPARQL into this scheme have been
proposed in [2002T)22]. The idea is to evaluate triple patterns separately against
table Triples, then combining them according to the SPARQL operators in the
query. Typically, SPARQL operator AND is expressed by a relational join, UNION
by a SQL union, FILTER clauses result in WHERE-conditions, and OPTIONAL is
modeled by a left outer join. For instance, SPARQL query Q1 (Appendix [A]
translates into query () from the Introduction (prefixes and data types are
omitted). Observe that Q1 connects three patterns through two AND operators
(denoted as “.”), resulting in two SQL joins. The patterns are connected through
variable Zjournal in subject position, so both are subject-subject joins. We em-
phasize that, although queries were translated manually, the scheme is very close
to the approaches used by SPARQL engines that build on the relational model.

Dictionary Encoding. URIs and Literals tend to be long strings; they might
blow up relational tables and make joins expensive. Therefore, we store inte-
ger keys instead of the string value, while keeping the key-value mapping in
a Dictionary(ID,val) table (cf. [IH23J24ITT]). Note that dictionary encoding
implies additional joins with the Dictionary table in the translated queries.

Implementation. We sort data physically by (predicate, subject, object) rather
than (subject, predicate, object). While this contrasts with the experiments in [I1],
we will show that this sort order makes the triple approach more competitive,
because fast linear merge joins across property tables in the vertical scenario can
now be realized by corresponding merge joins in the triple scenario.

We note that indexing in MonetDB differs from conventional DBMS; it in-
terprets INDEX statements as advices, feeling free to ignore them and create its
own indicesH Though, we issue a secondary BTree index for all remaining per-
mutations of the subject, predicate, and object columns. The Dictionary table
is physically sorted by ID and we request a secondary index on column wval.

3 See http://monetdb.cwi.nl/projects/monetdb/SQL/Documentation /Indexes.html.
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3.2 The Vertically Partitioned Storage Scheme

The vertically partitioned relational store maintains one two-column table with
schema (subject, object) for each unique predicate in the data. The query trans-
lation for the vertical scenario is similar to the triple table translation. The
translation of SPARQL query @1 into this scenario is exemplarily shown in the
Introduction, query (2). Here, data is extracted from the predicate tables, so
predicate value restrictions in the WHERE-clause are no longer necessary.

One major problem in the vertical scheme arises when predicates in queries
are not fixed (i.e., when SPARQL variables occur in predicate position). Then,
information cannot be extracted from a single predicate table, but queries must
compute the union over all these tables. As discussed in Section [ (Table [II),
in our scenario the number of distinct properties (and hence, predicate tables)
increases with document size. Consequently, such queries require more unions
on large documents. This illustrates a basic drawback of the vertical approach:
Query translation depends on the structure of the data and, what is even more
urgent, queries may require a large number of unions over the predicate tables.

Implementation. We sort the predicate tables physically on (subject, object)
and issue an additional secondary BTree index on columns (object, subject).
Dictionary encoding is implemented analogously to the triple scheme.

3.3 The Purely Relational Scheme

We started from scratch and developed an Entity Relationship Model (ERM) of
DBLP. Using ERM translation techniques, we end up with the following tables,
where primary keys are underlined and foreign keys are marked by prefix “fk 7.

— Document (ID,address,booktitle,isbn,. . .,stringid, title,volume)

— Document_homepage(fk document,homepage)

— Document_seeAlso(fk document,secAlso)

— Venue(ID,fk document,fk venue type)

— Publication(ID,chapter,fk document,fk publication type,fk venue,pages)
— Publication_cdrom(fk publication,cdrom)

— Abstract(fk publication,txt)

— PublicationType(I/D,name) and VenueType(/D,name)

— Person(ID,name,stringid)

— Author(fk person,fk publication) and Editor(fk document,fk person)
— Reference(fk from,fk to)

The scheme distinguishes between venues (i.e., JOURNAL and PROCEEDINGS)
and publications (such as ARTICLE, INPROCEEDINGS, or BOOK). The dictionary
tables PublicationType and VenueType contain integer IDs for the respective
venue and publication classes. Table Document constitutes a base table for both
document types, containing properties that are common to both venues and
publications. Supplementary, Venue and Publication store the properties that
are specific for the respective type. For instance, if a new BOOK document is
inserted, its base properties are stored in table Document, while publication-type
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specific properties (e.g., chapter) are stored in table Publication. The entries
are linked through foreign key Publication.fk document; the type (in this case
Book) is fixed by linking Publication.fk publication type to the BooK ID in
PublicationType. Properties foaf:homepage, rdf:seeAlso, and bench:cdrom are
multi-valued in the SP?Bench scenario, so they are stored in the separate tables
Document_homepage, Document_seeAlso, and Publication_cdrom. We use a
distinguished Abstract table for the larger-than-average abstract strings.

Finally, there is one table Person that stores person information, two tables
Author and Editor that store the author and editor activity of persons, and a
table Reference that contains all references between documents.

Implementation. The scheme was implemented in MonetDB exactly as described
above, using the specified PRIMARY and FOREIGN KEY constraints, without addi-
tional indices. In the sense of a relational schema we omit prefix definitions (such
as “rdf:”, “dc:”). The data was translated using a conversion script.

4 Experimental Results

Setting. The experiments were carried out on a Desktop PC running ubuntu
v7.10 gutsy Linux, with Intel Core2 Duo E6400 2.13GHz CPU and 3GB DDR2
667 MHz nonECC physical memory. We used a 250GB Hitachi P7TK500 SATA-IT
hard drive with 8MB Cache. The relational schemes were executed with Mon-
etDB mserver v5.5.0, using the (more efficient) algebra frontend (flag “-G”).

As discussed in Section B we tested (1) the Sesame v2.0 engine SP (coupled
with its native storage layer, providing all possible combinations of indices) and
three MonetDB scenarios, namely (2) the triple store TR, (3) the vertically
partitioned store VP, and (4) the purely relational scheme RS. We report on
user (usr), system (sys), and elapsed time (total). While usr and sys were
extracted from the /proc file system, elapsed time was measured through a timer.
MonetDB follows a client-server architecture and we provide the sum of the usr
and sys times of the client and server processes. Note that the experiments were
run on a DuoCore CPU, where the linux kernel sums up usr and sys of the
individual processor units, so usr+sys might be greater than total.

For all scenarios we carried out three runs over all queries on documents of
10k, 50k, 250k, 1M, 5M, and 25M triples, setting a 30 minutes timeout and
2G B memory limit (using ulimit) per query. As our primary interest is the basic
performance of the approaches (rather than caching or learning strategies), we
performed cold runs, i.e. destroyed the database in-between each two consecutive
runs and always restarted it before evaluating a query. We provide average times
and omit the deviation from the average (which was always negligible).

Discussion of the Benchmark Results. All results were verified by compar-
ing the outcome of the engines among each other (where possible). Table P sum-
marizes the query result sizes and the physical DB sizes for each scenario on all
documents. The VP scheme requires less disk space than TR for large documents,
since predicates are not explicitly stored for each triple. For Sesame, indices
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Table 2. Query result sizes on documents up to 25M triples and physical DB size
Q1

10k
50k
250k
1M
5M
25M

7?72

]

Z .

—

no

25M triples

the y-axes are

(

5M, and S6

1M, S5
so least space is required.

b

10k, S2=50k, S3=250k, Sd=

We observe that both the TR and VP scenario scale well for documents up to

The query execution times are shown in Figures [l 2 and [
always in log scale). Please note that the individual plots scale differently.
5M triples, but total time explodes for 25M triples. The gap between total and
usr+sys for 25M indicates that much time is spent in waiting for data being read

Q1. Return the year of publication of “Journal 1 (1940)”.

Fig. 1. Results on S1
This simple query returns exactly one result on all documents. The TR and VP

translations are shown in the Introduction. The RS query joins tables Venue,
Document, and VenueType on the connecting foreign keys and then filters for

VenueType.name=“Journal” and Document.title=“Journal 1 (1940)”.
from or written to disk, which is caused by query execution plans (QEPs) that

occupy more than half of the required space. In RS there is no redundancy,

dictionary encoding, and no prefixes are stored
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25M triples

and S6=

)

5M

10k, S2=50k, S3=250k, S4=1M, S5=

Fig. 2. Results on S1

25M triples

5M, and S6

50k, S3=250k, S4=1M, S5=

Fig. 3. Results on S1=10k, S2

instead of efficient subject-subject merge joins. We

claim that using merge joins would be more efficient here. Due to this deficiency,

both Sesame and the RS scenario outperform the TR and VP schemes.

b

involve expensive fetch joins
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Q2. Extract all inproceedings with properties dc:creator, bench:booktitle,
de:title, swre:pages, dcterms:partOf, rdfs:seeAlso, foaf:homepage, dcterms:issued, and
optionally bench:abstract, including these properties.

2 implements a star-join-like graph pattern. Result size grows with document
size (cf. Table 2)) and the solution modifier ORDER BY forces result ordering.
The nine outer SPARQL triple patterns translate into nine predicate (triple)
table accesses in the VP (TR) scenario, connected through eight subject-subject
joins, due to variable Zinproc. The OPTIONAL clause causes an additional left
outer join. The RS query gathers all relevant information from tables Document,
Publication, PublicationType, Author, Person, Document_seeAlso, Venue,
and Document_homepage, and also contains a left outer join with table Abstract.

Like for @1, the subject-subject joins should be realized by merge joins in
the TR and VP scenario, but MonetDB chooses QEPs that mostly use fetch
joins, involving merge joins only in few cases. These fetch joins consume the
major part of execution time. Lastly, none of both schemes succeeds for the
25M triples document. Sesame is about one order of magnitudes slower. The RS
scheme requires less joins and is significantly faster than the other approaches.

Q3abc. Select all articles with property (a) swrc:pages, (b) swrc:month, or
(¢) swrc:isbn.

We restrict on a discussion of Q3b, as the results for Q3a and Q3¢ are similar. As
explained in [T3], the FILTER in Q3b selects about 0.65% of all articles. The TR
translation contains a subject-subject join on table Triples and a WHERE value-
restrictions for predicate swrc:month. Although variable ?property occurs in pred-
icate position, we chose a VP translation that does not compute the union of
all predicate tables, but operates directly on the table for predicate swrc:month,
which is implicitly fixed by the FILTER. The RS translation is straightforward.
The VP approach is a little faster than TR, because it operates on top of the
swrc:month predicate table, instead of the full triples table. The query contains
only one subject-subject join, and we observe that the VP and TR approaches
explode for the 25M document, again due to expensive fetch joins (cf. Q1, Q2).
Sesame is competitive and scales even better, while RS shows best performance.

Q4. Select all distinct pairs of article author names for authors that have
published in the same journal.

Q4 contains a long graph chain, i.e. variables ?namel and ?name2 are linked
through the articles that different authors have published in the same journal.
When translated into TR and VP, the chain is mapped to a series of subject-
subject, subject-object, and object-object joins. The RS query gathers all articles
and their authors from the relevant tables twice and joins them on Venue.ID.

As apparent from Table 2 the query computes very large results. Due to the
subject-object and object-object joins, the TR and VP scenarios have to compute
many expensive (non-merge) joins, which makes the approaches scale poorly.
Sesame is one order of magnitude slower. In contrast, RS involves simpler joins
(e.g., efficient joins on foreign keys) and shows the best performance.
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Qb5ab. Return the names of all persons that occur as author of at least one
inproceeding and at least one article.

®5a joins authors implicitly on author names (through the FILTER condition),
while @Q5b explicitly joins on variable ?person. Although in general not equiv-
alent, the one-to-one mapping between authors and their names in SP?Bench
implies equivalence of @5a and @5b. All translations share these join character-
istics, i.e. all translations of @5a model the join by an equality condition in the
SQL WHERE-clause, whereas translations of ?5b contain an explicit SQL JOIN.

Sesame scales bad for @5a, probably due to the implicit join (it performs
much better for @5b). In the SQL scenarios there are no big differences between
implicit and explicit joins; such situations are resolved by relational optimizers.

Q6. Return, for each year, the set of all publications authored by persons
that have not published in years before.

@6 implements closed world negation (CWN), expressed through a combination
of operators OPTIONAL, FILTER, and BOUND. The block outside the OPTIONAL
computes all publications and the inner one constitutes earlier publications from
authors that appear outside. The outer FILTER then retains all publications
for which ?Zauthor2 is unbound, i.e. those from newcomers. In the TR and VP
translation, a left outer join is used to connect the outer to the inner part. The
RS query extracts, for each year, all publications and their authors, and uses a
SQL NOT EXISTS clause to filter away authors without prior publications.
One problem in the TR and VP queries is the left join on top of a less-than
comparison, which complicates the search for an efficient QEP. In addition, both
queries contain each two subject-object joins on the left and on the right side of
the left outer join. Ultimately, both scale poorly. Also Sesame scales very bad.
In contrast, the purely relational encoding is elegant and much more efficient.

Q7. Return the titles of all papers that have been cited at least once, but
not by any paper that has not been cited itself.

This query implements a double-CWN scenario. Due to the nested OPTIONAL
clauses, the TR and VP translations involve two nested left outer joins with join-
intensive subexpressions. The VP translation is complicated by three unions of
all predicate tables, caused by the SPARQL variables ?member2, ?members3,
and ?memberj in predicate position. When encoding them at the bottom of
the evaluator tree, the whole query builds upon these unions and the benefit of
sorted and indexed predicate tables gets lost. We tested different versions of the
query and decided for the most performant (out of the tested variants), where
we pulled off the outermost union, thus computing the union of subexpressions
rather than individual tables. The RS query uses two nested SQL NoT IN-clauses
to express double negation. We could have used nested NoT ExisTs-clauses
instead (cf. Q6), but decided to vary, to test the impact of both operators.

Due to the unbound predicates, the VP approach has severe problems in
evaluating this query and behaves worse than the TR scheme. This illustrates
the disadvantages of the vertical approach in scenarios where unbound predicates
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occur. Sesame also behaves very bad, while the nested NOT IN-clause in RS, a
common construct in relational queries, constitutes the only practical solution.

Q8. Compute authors that have published with Paul Erdoes or with an
author that has published with Paul Erdoes.

)8 contains a SPARQL UNION operator, so all translations contain a SQL union.
The TR and VP versions of this query are straightforward. The RS translation
separately retrieves persons that have published with Paul Erdoes and persons
that have published with one of its coauthors (each from the Author and the
Person table), and afterwards computes the union of both person sets.

Again, the TR scenario turns out to be competitive to VP, but both schemes
fail to find an efficient QEP for large documents, due to the subject-object and
object-object joins and the additional non-equality WHERE-condition over the
subject and object columns. The Sesame engine scales surprisingly well for this
query, but is still one order of magnitude slower than the relational scheme.

Q9. Return incoming and outgoing properties of persons.

Both parts of the union in @9 contain a fully unbound triple pattern, which
selects all RDF database triples. The TR translation is straightforward. Con-
cerning the unbound ?predicate variable, we again pulled off the union of the
predicate tables in the VP scenario, thus computing the same query separately
for each predicate table and building the union of the results afterwards. As
discussed in Q7, this was more efficient than the union at the bottom of the
operator tree. The result size is always 4 (the first part constitutes properties
de:creator and swre:editor, and the second one rdf:type and foaf-name). A mean-
ingful RS translation of this query, which accesses schema information, is not
possible: In RS, the properties are encoded as (fixed) table attributes names[]

Although a little bit slower than the TR approach for small documents, VP
succeeds in evaluating the 25M triple document. Though, both approaches seem
to have problems with the unbound triple pattern and scale poorly. Sesame’s
native store offers better support, but is still far from being performant.

Q10. Return all subjects that stand in any direct relation with Paul Erdoes.
In our scenario the query can be reformulated as “Return publications and
venues in which Paul Erdoes is involved as author or editor, respectively”.

@10 implements an object bound-only RDF access path. The TR and RS trans-
lations are standard. Due to the unbound variable #predicate, the VP query
involves a union of the predicate tables. As for 9, the implementation of this
union on top of the operator tree turned out to be the most performant solution.

Recalling that “Paul Erdoes” is active between 1940 and 1996, the result size
has an upper bound (cf. Table 2 for the 5M and 25M documents). VP and
TR show very similar behavior. As illustrated by the results of Sesame, this
query can be realized in constant time (with an appropriate index). The index

4 A lookup query for fixed values in the DBMS system catalog is not very interesting.
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selection strategy of MonetDB in TR and VP is clearly suboptimal. RS scales
much better, but (in contrast to Sesame) still depends on the document size.

Q11. Return (up to) 10 electronic edition URLs starting from the 51°
publication, in lexicographical order.

@11 focuses on the combination of solution modifiers ORDER By, LimIT, and
OFFSET, which arguably remains the key challenge in all three translations.
The VP query operates solely on the predicate table for rdfs:seeAlso and,
consequently, is a little faster than TR. Sesame scales superlinearly and is slower
than both. Once more, RS dominates in terms of performance and scalability.

Conclusion. Our results bring many interesting findings. First, the MonetDB
optimizer often produced suboptimal QEPs in the VP and TR scenario (e.g.,
for Q1, @2, and Q3D not all subject-subject join patterns were realized by merge
joins). This shows that relational optimizers may have problems to cope with
the specific challenges that arise in the context of RDF. Developers should be
aware of this when implementing RDF schemes on top of relational systems.
Using the SP?Bench queries we have identified limitations of the vertical ap-
proach. We observe performance bottlenecks in complex scenarios with unbound
predicates (e.g., Q7), for challenging operator constellations (e.g., CWN-queries
@6, Q7), and identified queries with many non-subject-subject joins as a serious
weakness of the VP scheme. While the latter weakness has been noted before
in [IT], our experiments reveal the whole extent of this problem. The material-
ization of path expressions might improve the performance of such queries [I1],
but comes with additional costs (e.g., disk space), and is not a general solution.
Another finding is that a triple store with physical (predicate,subject,object)
sort order is more competitive to the vertical scheme, and might even outperform
it for queries (e.g., @7) with unbound predicates (cf. [16]). This relativizes the
results from [I1], where the triple store was implemented with (subject, predicate,
object) sort order and only tested in combination with a row-store DBMS.
Finally, none of the tested RDF schemes was competitive to a comparable
purely relational encoding. Although relational schemata are domain-specific
and, in this regard, optimized for the underlying scenario, we observed a gap of
at least one order of magnitude for almost all queries already on small documents,
typically increasing with document size. We therefore are convinced that there is
still room for optimization in RDF storage schemes, to reduce the gap between
RDF and relational data processing and bring forward the Semantic Web vision.
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References

1. W3C: Resource Description Framework (RDF), http://www.w3.org/RDF/
2. W3C: SPARQL Query Language, http://www.w3.org/TR/rdf-sparql-query/


http://www.w3.org/RDF/
http://www.w3.org/TR/rdf-sparql-query/

96

10.

11.

12.

13.
14.
15.
16.
17.
18.
19.
20.
21.
22.

23.
24.

M. Schmidt et al.

. Bizer, C., Cyganiak, R.: D2R Server — Publishing the DBLP Bibliography Database

(2007), http://www4.wiwiss.fu-berlin.de/dblp/

. Tauberer, J.: U.S. Census RDF Data, http://www.rdfabout.com/demo/census/
. Alexaki, S., Christophides, V., Karvounarakis, G., Plexousakis, D.: On Storing Vo-

luminous RDF Descriptions: The case of Web Portal Catalogs. In: WebDB (2001)

. Broekstra, J., Kampman, A., van Harmelen, F.: Sesame: A Generic Architecture

for Storing and Querying RDF and RDF Schema. In: Horrocks, 1., Hendler, J.
(eds.) ISWC 2002. LNCS, vol. 2342, pp. 54-68. Springer, Heidelberg (2002)

. Bonstrom, V., Hinze, A., Schweppe, H.: Storing RDF as a Graph. In: Web Congress,

pp. 27-36 (2003)

. Theoharis, Y., Christophides, V., Karvounarakis, G.: Benchmarking RDF Repre-

sentations of RDF/S Stores. In: Gil, Y., Motta, E., Benjamins, V.R., Musen, M.A.
(eds.) ISWC 2005. LNCS, vol. 3729, pp. 685-701. Springer, Heidelberg (2005)

. Chong, E.I., Das, S., Eadon, G., Srinivasan, J.: An Efficient SQL-based RDF

Querying Scheme. In: VLDB, pp. 1216-1227 (2005)

Wilkinson, K.: Jena Property Table Implementation. In: International Workshop
on Scalable Semantic Web Knowledge Base, pp. 35-46 (2006)

Abadi, D.J., Marcus, A., Madden, S., Hollenbach, K.J.: Scalable Semantic Web
Data Management Using Vertical Partitioning. In: VLDB, pp. 411-422 (2007)
Abadi, D.J., Marcus, A., Madden, S., Hollenbach, K.J.: Using the Barton libraries
dataset as an RDF benchmark. Technical report, MIT-CSAIL-TR-2007-036, MIT
(2007)

Schmidt, M., Hornung, T., Lausen, G., Pinkel, C.: SP?Bench: A SPARQL Perfor-
mance Benchmark. Technical report, arXiv:0806.4627v1 cs.DB (2008)

Ley, M.: DBLP Database, http://www.informatik.uni-trier.de/~1ley/db/
openRDF.org: Home of Sesame, http://www.openrdf.org/documentation. jsp
Sidirourgos, L., Goncalves, R., Kersten, M., Nes, N., Manegold, S.: Column-store
Support for RDF Data Management: not all swans are white. In: VLDB (2008)
Bizer, C., Schultz, A.: The Berlin SPARQL Benchmark,
http://www4.wiwiss.fu-berlin.de/bizer/BerlinSPARQLBenchmark/
Stonebraker, M., et al.: C-store: a Column-oriented DBMS. In: VLDB, pp. 553-564
(2005)

CWI Amsterdam: MonetDB, http://monetdb.cwi.nl/

Chebotko, A., Lu, S., Yamil, H.M., Fotouhi, F.: Semantics Preserving SPARQL-to-
SQL Query Translation for Optional Graph Patterns. Technical report, TR-DB-
052006-CLJF (2006)

Cyganiac, R.: A Relational Algebra for SPARQL. Technical report, HP Bristol
Harris, S.: SPARQL Query Processing with Conventional Relational Database Sys-
tems. In: SSWS (2005)

SourceForge: Jena2, http://jena.sourceforge.net/DB/index.html

Harris, S., Gibbins, N.: 3store: Efficient Bulk RDF Storage. In: PSSS (2003)


http://www4.wiwiss.fu-berlin.de/dblp/
http://www.rdfabout.com/demo/census/
http://www.informatik.uni-trier.de/~ley/db/
http://www.openrdf.org/documentation.jsp
http://www4.wiwiss.fu-berlin.de/bizer/BerlinSPARQLBenchmark/
http://monetdb.cwi.nl/
http://jena.sourceforge.net/DB/index.html

An Experimental Comparison of RDF Data Management Approaches

A SP2Bench SPARQL Benchmark Queries

97

SELECT ?yr
WHERE {
7journal rdf:type bench:Journal.

?journal dc:title "Journal 1 (1940)"""xsd:string.

7journal dcterms:issued 7yr }

SELECT ?inproc ?author ?booktitle ?title
7proc ?ee 7page ?url ?yr 7abstract

WHERE {

7inproc rdf:type bench:Inproceedings.

?inproc dc:creator ?author.

7inproc bench:booktitle ?booktitle.

?7inproc dc:title ?title.

7inproc dcterms:part0f ?proc.

7inproc rdfs:seeAlso 7ee.

?7inproc swrc:pages ?page.

7inproc foaf:homepage 7url.

?inproc dcterms:issued ?yr

OPTIONAL { ?inproc bench:abstract ?abstract }
} ORDER BY ?yr

SELECT DISTINCT 7title
WHERE {
7class rdfs:subClassOf foaf:Document.
?doc rdf:type 7class.
7doc dc:title 7title.
7bag2 ?member2 ?doc.
7doc2 dcterms:references ?bag2
OPTIONAL {
?class3 rdfs:subClass0f foaf:Document.
?7doc3 rdf:type ?class3.
?doc3 dcterms:references 7bag3.
7bag3 ?member3 ?doc
OPTIONAL {
?classd rdfs:subClass0f foaf:Document.
?7doc4 rdf:type ?classd.
?doc4d dcterms:references 7bagd.
7bagd 7memberd ?7doc3
FILTER (!bound(?doc4))
} FILTER (!bound(?doc3))

=

(a) SELECT ?article
WHERE {

7article rdf:type bench:Article.

7article ?property ?value

FILTER (?property=swrc:pages) }
(b) Q3a, but "swrc:month" instead of "swrc:pages"
(c) Q3a, but "swrc:isbn" instead of "swrc:pages"

SELECT DISTINCT ?namel ?name2
WHERE {
7articlel rdf:type bench:Article.

7articlel swrc:journal ?journal.
7article2 swrc:journal 7journal
FILTER (7namel<7name2) }

(a) SELECT DISTINCT ?person ?name
WHERE {
7article rdf:type bench:Article.
?article dc:creator ?person.
7inproc rdf:type bench:Inproceedings.
?inproc dc:creator ?person2.
?person foaf :name 7name.
?person2 foaf :name ?name2

b
(b) SELECT DISTINCT ?7person ?name

WHERE {
7article rdf:type bench:Article.
7article dc:creator ?person.
?inproc rdf:type bench:Inproceedings.
7inproc dc:creator ?person.
?person foaf :name ?name

SELECT DISTINCT ?name

?7erdoes rdf:type foaf:Person.
7erdoes foaf :name "Paul Erdoes

?doc dc:creator Zerdoes.
?doc dc:creator 7author.
?doc2 dc:creator ?author.
?doc2 dc:creator 7author2.
7author2 foaf:name 7name
FILTER (?7author!=7erdoes &&
?doc2!=7doc &&
7author2!=7erdoes &&
7author2!=7author)

-

UNION {

?doc dc:creator 7erdoes.
?doc dc:creator 7author.
7author foaf:name 7name
FILTER (7author!=7erdoes)

SELECT DISTINCT ?predicate
WHERE {

?person rdf:type foaf:Person.
?subject ?predicate ?person
} UNION {
?person rdf:type foaf:Person.
7person ?predicate Zobject

SELECT ?subj ?pred
WHERE {
7subj ?pred person:Paul_Erdoes

SELECT ?yr 7name ?doc
WHERE {
7class rdfs:subClassOf foaf:Document.
?doc rdf:type ?7class.
?doc dcterms:issued 7yr.
?doc dc:creator ?author.
7author foaf:name 7name
OPTIONAL {
?class2 rdfs:subClassOf foaf:Document.
?7doc2 rdf :type 7class2.
?doc2 dcterms:issued ?yr2.
?doc2 dc:creator ?author2
FILTER (?author=7author2 && ?yr2<?yr)
} FILTER (!bound(?author2))

SELECT 7ee
WHERE {
?7publication rdfs:seeAlso Zee
} ORDER BY ?ee
LIMIT 10
OFFSET 50
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Abstract. We present a technique for answering queries over RDF data
through an evolutionary search algorithm, using fingerprinting and Bloom
filters for rapid approximate evaluation of generated solutions. Our evolu-
tionary approach has several advantages compared to traditional database-
style query answering. First, the result quality increases monotonically and
converges with each evolution, offering “anytime” behaviour with arbitrary
trade-off between computation time and query results; in addition, the level
of approximation can be tuned by varying the size of the Bloom filters. Sec-
ondly, through Bloom filter compression we can fit large graphs in main
memory, reducing the need for disk I/O during query evaluation. Finally,
since the individuals evolve independently, parallel execution is straight-
forward. We present our prototype that evaluates basic SPARQL queries
over arbitrary RDF graphs and show initial results over large datasets.

1 Introduction

Almost ten years after its birth as a W3C recommendation, RDF is now used to
represent data in an uncountable variety of applications. Together with other (al-
most) standards, such as RDF schema, OWL, or SPARQL, we now have widely
accepted formalisms for the Semantic Web. For all their success there remains a
strange discrepancy between the type of representation and retrieval mechanisms
and the type of knowledge and data that they are meant to represent. Looking,
for example, at SPARQL as a query-language for RDF we have a database-style
query language which returns perfect answers on finite repositories. However,
the Semantic Web is intrinsically imperfect, too large to represent entirely, with
errors, incompleteness, misrepresentations, omissions, ambiguity and so forth.

In this paper we introduce a novel method to query RDF datasets with
SPARQL, which is scalable, but which might produce imperfect, approximate
answers; first, as a method to deal with ever larger datasets such as the bil-
lion triples made available for the Semantic Web challengeﬂ, and secondly, as a
method to retrieve an almost correct approrimate answer quickly. Given the im-
precise nature and the size of the Semantic Web, we believe that approximation
will be useful in many applications and even essential for others.

!http://challenge.semanticweb.org
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1.1 Method

Our method is based on the application of evolutionary techniques in search-
ing for an assignment that validates entailment between a graph representing a
query and a data graph. More concretely, we encode a query as a set of triple-
constraints with variables where a perfect solution is, as usually, an assignment
which maps nodes from the domain of the graph to each variable in such a way
that the instantiated constraints are all in the data graph.

To find such an assignment we do not apply exhaustive search on a pre-
computed index as is commonly done, but instead evolve the solutions through
standard evolutionary methods of mutation and crossover, guided by the num-
ber of satisfied constraints as our fitness function. To efficiently calculate this
fitness function we represent the original graph data using Bloom filters ML an
efficient and space-reduced data representation for set membership. With each
evolutionary step, we converge closer to a solution to our query.

This method is approximate in two ways: Bloom filters are unsound and may
lead to false positives. However, the confidence level of the filter can be tuned
by increasing the size of the filter (space-correctness trade-off). Secondly, and
more importantly, our evolution process might not reach 100% correctness, i.e.
solutions may still contain unsatisfied constraints; again, the approximation level
may be tuned by longer evolution cycles (time-correctness trade-off). For both
sources of approximation we provide a formal model to estimate the probability
of correctness of our answer.

The advantage of our method is that its behaviour is intrinsically any-time:
our evolutionary algorithm, for which we will demonstrate convergence, can be
stopped at any time and produce a meaningful result.

1.2 Research Questions

When presenting a new, approximate, method for querying potentially huge
Semantic Web data, two types of questions arise: can we compute useful answers
in an any-time manner? And secondly, how scalable is our approach when it
comes to runtime and representation size? In the following, we will address these
questions:

1. As the main requirement for any-time algorithms: does our evolutionary
strategy evolve monotonically, i.e. can we expect the next result in an iter-
ation to be at least as good as the previous one.

2. How does query time relate to the prospected quality of the answers, and
how does query-time compares to traditional approaches?

1.3 What to Expect from This Paper?

This paper introduces a new method for querying RDF repositories for approxi-
mate answers, using Bloom filters for fast approximate access to the triple graph
and evolutionary methods for searching an (almost) optimal solution. We have
implemented this idea and evaluated it on a number of real-life data-sets.
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However, our implementation itself is only preliminary and unoptimised, us-
ing a fairly standard evolution strategy and a relatively simple fitness function.
Therefore, this paper should be read mostly as a proof of concept, where even
a rather naive implementation indicates that of our idea can have significant
impact as a new querying paradigm for the Semantic Web.

The paper is structured as follows: in Section 2 we give the necessary back-
ground to make the paper self-contained. Section [ introduces our instance of
the RDF querying problem formally, before we give details of our evolutionary
querying method in Section @l Section [l presents our prototype implementation
and [ presents our initial experimental results.

2 Background

Before outlining our approach, we briefly present an overview of evolutionary
algorithms. We also discuss existing approaches for querying of RDF data, mostly
based on database techniques, and related work in approximate query answering.

2.1 Evolutionary Algorithms

The evolutionary computing paradigm ﬂa] consists of a number of algorithms
such as genetic algorithms, evolutionary programming, and others, that are all
based on natural selection and genetic inheritance; these algorithms can be used
for optimisation problems or for modelling and simulating complex systems.

In this paper we use an evolutionary algorithm, based on the general idea of
a population of individuals that evolve in some environment. Each individual is
a candidate solution to the problem at hand. The environment is the solution
space in which the individual competes with its siblings, based on survival of the
fittest. Starting with an initial population, individuals recombine and mutate to
produce an offspring. During each iteration of the algorithm, the current individ-
uals are evaluated against a fitness function, the worst performing are removed
and replaced by new individuals. Finally, when a stop criterion is satisfied (eg.
minimal fitness or maximum number of generations), the best individuals are
presented as final solutions. Many variations on this basic evolutionary schema
are possible; our particular strategy will be presented in Section Ml

2.2 RDF Query Answering

Existing RDF stores such as Sesame [B] or YARS m] mostly employ standard
database techniques for query answering. Some stores represent triples directly
in relational tables, possibly with some optimised partitioning or storage scheme
@, , ] Others re-implement these well-known database techniques on their
own representation @] Generally speaking, all systems construct partial in-
dices for simple triple patterns such as (7s,p,0) and (s,p,?0) during loading
time. During query execution single patterns can be answered with direct index
lookups, while joins require some nested loops [@]7 assigning one value at a time
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for each variable and backtracking when encountering wrong paths. With such
loop joins, and in the absence of special path indices, additional query clauses
lead to exponential runtime. In contrast, in our approach, additional clauses
make the problem easier instead of harder, since individuals can be more easily
distinguished and have more variation between their fitness values.

2.3 Approximate Query Answering

Generally speaking, when querying a dataset, three kinds of approximations can
be made: one can approximate the query, one can approximate the dataset, and
one can approximate the reasoning strategy (e.g. returning partial matches).

As an example of the first strategy, Stuckenschmidt and van Harmelen [17]
present an approximation technique that first relaxes all query constraints and
then stepwise restores them, leading to monotonically improving query results;
each approximate query returns a (ever smaller) superset of the original query
results and is complete with increasing correctness. The last strategy, approxi-
mating the reasoning process, has been investigated for RDF by Kiefer et al. ]
They introduce a similarity join extension to SPARQL; during query answering,
potential assignments to join-variables are compared using user-specified simi-
larity functions. The second strategy, approximating the dataset, e.g., through
random sampling, is often applied when dealing with very large datasets.

In comparison, our method can be seen as an approximation of the dataset,
but not only by random sampling. We have two sources of approximate answers:
first, the evolution can be stopped at any point without all constraints necessarily
satisfied. Found results are then incorrect to some degree (since some constraints
are not satisfied) and may also be incomplete (since some possibilities would not
have been explored).

3 Problem Description

In this section we give the necessary, and standard, formal definitions for the
problem we address (see also [@, @]) We also introduce the motivating example
used in the following section

Given three infinite sets I, B and L called respectively URI references, blank
nodes and literals, an RDF triple (s, p,0) is an element of (IUB)x I x (IUBUL).
Here, s is called the subject, p the predicate, and o the object of the triple. An
RDEF graph (or graph or dataset) is then a set of RDF triples. In this paper we
only consider basic SPARQL queries using so called graph patterns, which are
subsets of (/UL UV) x (IUV)x (IULUYV), where V is a set of variables
(disjoint from U U T U B)d Whenever, in the remainder of the paper, we discuss
SPARQL queries, we will refer to the sublanguage language of graph patterns.

2 An extension to complex query expressions with the usual algebraic operators such
as UNION, FILTER, OPTIONAL etc. is conceptually straightforward, and will be
considered in more detail in future research.



102 E. Oren, C. Guéret, and S. Schlobach

We define the semantics of a query through a mapping p which is a partial
function p : V' — U U T U B. For a triple pattern ¢, u(t) is the triple obtained
when the variables in t are replaced according to p.

The set of solutions to a query G over a data-set D is now defined as follows:
let D be an RDF data-set over U U T U B, and G = a graph pattern. Then we
say that a mapping p is a solution for G in D if, and only if, p € ,co{p |
dom(p) = var(t) and p(t) € D}, where var(t) is the set of variables occurring
in t.

In the following we will call the graph pattern our query, and a solution for
G in D an assignment. Furthermore, we will refer to a triple pattern within our
query as a constraint.

3.1 Approximation through Constraint Violation

Based on our definition of query answering, we can now define our notion of
“approximation”. An approximate solution is a variable assignment for which not
all constraints are satisfied, ie. for which not all constraints, after substitution,
appear in the original set of triples. To quantify the level of approximation,
we therefore count the number of unsatisfied query clauses: the more clauses
satisfied, the better the approximation.

Formally, we say that a mapping u is an approzimate solution for G in D if|
and only if, u € {u | dom(u) = var(t) and p(t) € D} for some t € G. To refine
the notion of approximation, we have to take the number of satisfied query triple
patterns into account, as a solution is of course better the more triple patters
are satisfied. More concretely, we define the trust in our approximations based
on an ordering using the number of violations of constraints ¢ in G.

3.2 Approximation through Unsound Look-Up

On top of the notion of approximation by ignoring some triple patterns in the
query graph, we also introduce approximation by using an unsound method for
checking whether a mapping p is indeed a solution to a query G for a graph
D. The reason for this is that Bloom filters are fast but unsound lookup mech-
anisms. As shown in Equation [Il the probability of false positives (because of
hash collisions) depends on the number k of hash functions used, the bitsize
m of the Bloom filter, and the number n of elements inserted into the filter.
During loading time, if a particular confidence level is required, we can tune the
size of the Bloom filter; alternatively, with a given filter and domain size, we can
estimate the confidence of false positives in the answers using the same equation.

confidence =1- Peollision = 1- (]- - e—li,? )k (1)

3.3 Motivating Example

A short snippet of RDF, taken from the SwetoDblp dataset E] of CS publica-
tions, is shown in Listing [Tl It states that the “Principles of Database Systems”
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book was written by some unnamed blank node, whose first element is Jeff Ull-
man, with a homepage at Stanford. All authors in the SwetoDblp dataset are
RDF sequences (ordered lists), although in this particular case that sequence
has only one member. We will reuse this example and this dataset throughout
the rest of the paper.

An example SPARQL query that could be executed over the SwetoDblp
dataset is shown in Listing[[.2] with namespace declarations removed for brevity.
The query selects the titles of all books in the dataset. A more extensive query
is shown in Listing [[L3] which selects the first author of each publication in a
conference proceedings, limiting the number of results. Here the “[ ]” brackets
indicate traversal of blank nodes, the “;” indicates repetition of the previous
subject, and “rdf: 1”7 is a RDF predicate for the first position in a list.

Listing 1.1. RDF snippet from SwetoDBLP dataset

r<U11man88> rdf:type opus:Book .
<Ullman88> rdfs:label "Principles of Database and Knowledge-Base Systems" .
<Ul1lman88> opus:author _:bl .
_:bl rdf:_1 dblp:ullman .

dblp:ullman foaf:homepage <http://www-db.stanford.edu/ ullman/> .
" J

Listing 1.2. SPARQL query for book title

-
SELECT ?title WHERE {

?publication rdf:type opus:Book .

?publication rdfs:label ?7title .

+
« J

Listing 1.3. SPARQL query for publication title and first author

KSELECT 7author ?7title WHERE {
[ rdf:type opus:Article_in_Proceedings ;
rdfs:label 7title ;
opus:author [ rdf:_1 [foaf:name ?7author 1]

1.
} LIMIT 1
N

4 Method

In this section, we present the details of our evolutionary technique. We explain
how we represent the RDF input data and the SPARQL query as an evolutionary
problem, we present a fitness function for our candidate solutions, and we explain
the overall evolution strategy. The advantage of an evolutionary algorithm is
that each generated individual contains a complete assignment for all variables,
and we verify each complete assignment as a whole. Since our tasks is verifying
solutions instead of generating them, Bloom filters are very useful, since they do
not allow lookups but only membership testing.

In the rest of the section, we explain our technique using the SPARQL query
shown earlier in Listing [[L2] which selects all publications and their titles in the
SwetoDblp dataset.
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Table 1. Translation of SPARQL query into constraints

Constraint Filter name
O 7publication rdf:type opus:Book spo
® 7publication rdf:type sp
© rdf:type opus:Book po
O 7publication opus:Book S0
O 7publication rdfs:label 7title spo
O 7publication rdfs:label sp
@ rdfs:label 7title po
© 7publication 7title so

4.1 Encoding

To setup our evolutionary algorithm, we need to choose a representation for the
query (constraints) and for the individuals (solutions).

Constraints. The graph patterns of our SPARQL query is translated into con-
straints that will be verified against the populated Bloom filters. We use four
Bloom filters (spo, sp, so, po) to check both complete and partial triple assign-
ments (to have more fine-grained fitness levels in the individuals).

An example translation is shown in Table [Il listing the constraints for the
query shown earlier in Listing Constraints 1-4 are generated from the first
WHERE clause (?publication rdf:type opus:Book), the next ones correspond
to the second clause (?publication rdfs:label ?7title). Constraints using
only ground terms, like the third one in our example, are discarded. The user is
warned if the constraint was unsatisfied. Otherwise, this operation is silent.

Splitting the triples into more fine-grained (e.g. binary) constraints allows us
to define a fitness function with better predictive power.

Individuals. Fach individual is a fully instantiated solution to our problem, ie. an
assignment for all variables. Therefore, the encoding template for the individuals
is the set of terms (both ground term and free variables) defined by the query,
as shown in Figure[Il Each individual consists of a set of variable assignments,
assigning one domain element to each query term. Each variable assignment can
be seen as a gene, and together they form the individual’s chromosome.

?publication groundl ground2 ground3 7title
Fig. 1. Encoding template for individuals

The domain of candidates depends on the usage of the variable. In total,
we have seven domains of candidate assignments: s, p, o, sp, so, po, spo. During
graph parsing we populate the three domains s, p and o with nodes occurring at
subject, predicate and object position. Then, for each variable, its domain will
be set to the intersection of its position in the query clauses. Ground terms in
the query are bound to a special domain, containing their only (already known)
value, as shown in Table
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Table 2. Variables and corresponding domain snippets

variable domain

?publication s: <Ullman88>, :bl, dblp:ullman

groundil rdf :type

ground2 opus:Book

ground3 rdfs:label

?title o: <http:/...>, :bl, dblp:ullman, "Principles...", opus:Book

Moreover, we use a dictionary encoding for all nodes in the dataset. Only
these dictionary keys (integers) are used during computation, requiring very
little memory space. However, for the sake of readibility, nodes values will be
used instead of their keys in all the following examples.

4.2 Fitness Evaluation

Next, we establish a metric for the quality of individuals: a fitness function. This
function should be designed in such a way that individuals closer to the optimal
solution can be identified by the system. For our application, an optimal solution
consist of a valid variable assignment.

A candidate solution is optimal if it satisfies all constraints. The quality of our
individual is therefore related to the number of constraint that they do violate.
To illustrate the fitness, we consider the candidate solution shown in Table
To evaluate the fitness of this individual, the query instantiated with the variable
assignment corresponding to the individual is checked against all relevant corre-
sponding Bloom filters. For each (possibly binary) constraint that is not present in
a filter, the involved variables are penalised by one point, as shown in Table
Table shows the complete fitness evaluation for this individual; the individ-
ual violated the two constraints in several manners, leading to a total fitness of 8
(lower is better). In addition to this overall fitness, we will also use the individual
score per variable later to determine how to control mutation.

4.3 Evolution Process

The evolution process consists of four operators: parent selection, recombination
(crossover), mutation and survivor selection. We now describe our implemented
choice for each of these operators.
Parent selection. Evolution loops create new individuals and destroy previous
ones. The parent selection operator is aimed at selecting from the current popu-
lation the individuals that will be allowed to mate and create offspring. Selection
is commonly aimed at the best individuals. The underlying assumption of this
selection pressure is that mating two good individuals will lead to better results
than combining two bad individuals.

Several parent selection schemes can be used. We employ a tournament-based
selection, in which two individuals are randomly picked from the population, the
best one is kept as the first parent. This process is repeated to get more parents.
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Table 3. Evaluation of a candidate solution

(a) Candidate solution

dblp:ullman rdf:type opus:Book rdfs:label "Principles..."

(b) Evaluating the individual

Constraint Filter Test result
O dblp:ullman rdf:type opus:Book spo  false
® dblp:ullman rdf:type sp false
® dblp:ullman opus:Book so false
O dblp:ullman rdfs:label "Principles...” spo  false
@ dblp:ullman rdfs:label sp false
@ rdfs:label "Principles...” po true
O dblp:ullman "Principles..." so false

(¢) Summing constraint violations

variables ?publication 7title
violation 0 8 0 © 06O © 06

Table 4. One-point crossover operator process
(a) Selection of random pivot gene

dblp:ullman rdf:type opus:Book rdfs:label "Principles..."

<Ullman88> rdf:type opus:Book rdfs:label :bl

(b) Creation of two children

dblp:ullman rdf:type opus:Book rdfs:label :bl

<Ullman88> rdf:type opus:Book rdfs:label "Principles..."

Recombination. Recombination acts as exploration during the search process.
This operator is aimed at creating new individuals in unexplored regions of
the search space. Its operation takes two parents and combines them into two
children. After various experiments, we opted for a classical one-point crossover
operator, in which one pivot gene is randomly selected and the parts around it
are swapped between the parents, demonstrated in Table [4]

Mutation. As compared with the recombination operator whose objective is to
do “big jumps” in the search space, the mutation operator is meant to explore the
neighbourhood of an individual. A slight modification is applied to one or more
genes. This perturbation is commonly referred to as an exploitation scheme.
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Table 5. Mutation operator process

(a) The gene responsible for the highest number of errors is selected

dblp:ullman rdf:type opus:Book rdfs:label "Principles..."

6 0 0 0 2

(b) and a new value is randomly assigned

<Ullman88> rdf:type opus:Book rdfs:label "Principles..."

In a standard genetic algorithm, mutation is a blind operator. The gene to
modify is randomly selected and the mutation is applied. After some experi-
mentation, we instead designed a mutation operator which is biased towards
mutating badly performing genes, based on the score per variables computed
during fitness evaluation. In case of a tie between two or more genes, a random
selection is performed among them, as shown in Table

Such a mutation operator improves the convergence speed of the population by
identifying the most problematic variables. However, such a greedy strategy may
lead to local optimums, without reaching proper global optimums. To reduce the
risk of premature convergence, we therefore also apply a blind random mutation,
after our optimised local search. This mutation is applied randomly, with low
probability, to one gene, randomly assigning a new value to it.

Survivor Selection. At this point of the evolution, we have both a parent
population and an offspring population (created by the parents). During the
survivor selection phase we select the individuals to keep for the next evolution
round. After experimenting with several possible strategies, we chose a genera-
tional selection: at the end of each evolutionary cycle, the parent population is
discarded and replaced by its offspring.

5 Prototype Implementation

We implemented our technique into an initial prototype in C++, using the Open
Beagle framework [7] for the evolutionary computing and Redland [3] for the
RDF graph parsing and SPARQL query parsing. As is commonly done, we split
the problem into a parsing and a querying phase, each with their own executable.
The prototype is open-source and available from http://eardf.few.vu.nll
During parsing, we fill the Bloom filters with the triples found in the RDF
input graph and collect the candidate assignments for each triple position. To
reduce the memory requirements in the Bloom filter and to increase the speed of
the fitness calculation, we construct a dictionary of all nodes in the input graph.
The dictionary maps each distinct node (URI, blank node and literal) to some
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index number; internally, only these indices are used (the chromosomes are sim-
ply a list of index numbers); when outputting the final results we transform the
solution indices back into the original node. To reduce the size of the dictionary,
we compress all nodes using the zlib libraryﬁ.

We use Redland to parse the RDF into streams of triples. For each node in
each triple, we retrieve or construct its corresponding dictionary index. We then
insert the triple into the relevant Bloom filters, substituting all nodes by their
index number, and collect the candidates for each domain (s, p, o, sp, so, po,
and spo). After parsing, we serialise the dictionary, domains, and Bloom filters.

When querying a parsed RDF graph, we load the previously generated Bloom
filters, domains, and dictionary. We then parse the SPARQL query (also using
Redland) and transform all WHERE clauses into constraints on the evolutionary
problem. We also transform all ground terms in the query into variables and
problem constraints, but with domains that contain only a single element (the
ground term), so the individuals have no choice in the assignment of that vari-
able. We then start the evolutionary process; when it finishes, we rewrite the
found solution to the SPARQL result format using the dictionary.

6 Evaluation

We evaluate our technique on several datasets, with several different queries.
Since our implementation is very basic without any optimisations, the absolute
loading and runtime numbers are not that meaningful. Instead we focus on the
curve of the graph, and especially on the first question: do we evolve monotoni-
cally towards a better solution.

6.1 Experimental Setup

We used three publicly available datasets: LUBM, an automatically generated
dataset targeted towards OWL reasoning MQ], FOAF, a publicly available col-
lection of FOAF profiles, and DBLP, an extract from the SwetoDblp collection
mentioned earlier. From the SwetoDblp dataset we extracted two subsets, one
containing 5000 triples and one containing 500.000 triples. All these datasets are
available at http://eardf.few.vu.nl

On each dataset, we evaluated one query. For the DBLP datasets, we used one
of the benchmark queries proposed by shown in Listing [l For the FOAF
dataset, we query for the name, work homepage, and publications of all people,
as shown in Listing For LUBM, we used the standard LUBM query #2,
shown in Listing [[L5l This query relies on OWL semantics and is not satisfiable
under simple RDF entailment; still, we will see that our technique manages to
converge towards an approximate answer.

All experiments were run using 100-200 individuals, over 500 generations,
and each experiment was repeated 100 times. We measured data loading time,
query execution time, and average and best fitness of the population in each

3http://zlib.net
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Listing 1.4. Query on DBLP dataset

SELECT ?7author 7artl ?art2 7proctitle ?year
WHERE {

7al rdf:type opus:Article_in_Proceedings;
opus:author [ rdf:_1 ?au ] ;
opus:isIncludedIn ?proc ;
rdfs:label 7artl.

?7a2 rdf:type opus:Article_in_Proceedings;
opus:author [ rdf:_1 ?au ] ;
opus:isIncludedIn ?proc ;
rdfs:label 7art2.

?au foaf:name ?7author .

?proc rdfs:label ?proctitle

opus:year ?year .
} LIMIT 1
\

Listing 1.5. Query on LUBM dataset

/—SELECT ?student, ?univ, ?dept
WHERE {

?student rdf:type ub:GraduateStudent .
7univ rdf:type ub:University .
?dept rdf:type ub:Department .
?student ub:member0f 7dept .
?dept ub:subOrganization0f ?7univ .
?student ub:undergraduateDegreeFrom 7univ

generation. The experiments were performed on a 64-bit 2GHz Intel Core2 Duo
machine with 2Gb of RAM, running Linux kernel 2.6.24.

6.2 Evaluation Results

Figure2demonstrates that on all datasets, for all queries, our technique converges
towards a complete solution. For each dataset, we show the best fitness in each
generation, averaged over the 100 different runs. One should note, that even if
we do not reach perfect fitness in the allocated evolution time, the solution are
typically very close to perfection. Since we have several Bloom filters and since
queries contain many clauses with several variables, a difference in fitness between
0 and n points is often caused by only one or two wrong assignments. Establishing
a direct relation between the usefulness of a candidate solution and its fitness value
is a tricky task. In absence of a gold standard with “most useful” ranked answers,
fitness values are meaningfull essentially when compared pair-wise.

Table [ shows the average query times for these queries. These times include
de-serialising the Bloom filters, the domains and the dictionary, and the evolu-

Listing 1.6. Query on FOAF dataset

-
WHERE {
?person foaf:name ?name .
?person foaf:workplaceHomepage 7work .
?person foaf:publications 7pubs .
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Fig. 2. Evolution of best fitness in the population for different datasets

Table 6. Average query execution time

dataset nr. triples nr. variables runtime
LUBM 8502 3 3.60s
FOAF 21163 4 2.31s
DBLP5k 5000 9 6.76s
DBLP500k 500000 9 38.74s

tion of 100 individuals for 500 generations. In absolute terms, these times are still
one order of magnitude slower than existing systems (we have compared with
Sesame2) but we have much room for optimisation, both in the implemented
code and in the evolution strategy. One interesting option is to use the parallel
(distributed) execution extension of the Beagle framework, which allows sets of
individuals to evolve separately on distributed machines, especially since mem-
ory usage during our evolution is minimal. Note that, due to our unoptimised
implementation, most of the querying time is actually spent to de-serialise the
previously parsed information; the actual evolution is almost constant with the
size of the dataset. This remarks also applies to memory usage. As we expected,
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each of the Bloom filters only requires very little memory to reach an acceptable
confidence rate and the size of the individuals during evolution remains small,
as it only depends on the number of variables in the query.

Figure [l shows how loading times relate to the size of the datasets. In ab-
solute terms our loading times are in the same order of magnitude as Sesame2,
presumably because we, on the one hand, do not construct any indices but only
construct the dictionary and populate our Bloom filters, while our implementa-
tion on the other hand is still unoptimised. In general, the loading times seems
to grow linearly with the number of triples in the dataset H, presumably because
most time is spent in computing the hashes before Bloom filter insertion, which
needs to be repeated for each triple in the graph.

7 Conclusion

We have introduced a novel method for querying RDF datasets. In contrast to
traditional database-oriented techniques, our method is not focused on finding
perfect solutions but rather on finding good enough solutions. Given the imprecise
nature and the size of the Semantic Web, we believe that such approximations
are useful in many applications.

We generate different solutions using an evolutionary algorithm; to enable
fast computation of the fitness of solutions, we verify assignments using Bloom
filters containing a compressed representation of the data graph. Our evolu-
tionary approach features anytime and approximate answering, and we have
demonstrated that even with a rather straightforward evolutionary strategy our
solutions improve monotonically with each generation. This answers our first
research question positively.

The prototype used for this paper and the results for small datasets should be
seen as a proof of concept. Our first experiments confirm our intuition, showing

4 Qur current prototype was able to load, but not able to proceed, a 15M triples
dataset.
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that it is indeed possible to construct query solutions “from scratch” for RDF
datasets, guided by the estimated quality of variable assignments.

The answer to the second research question is less easily given, as the compar-
ison is intrinsically unfair as, on the one hand, our method is still unoptimised
and, on the other hand, produces approximate results. However, initial experi-
ments indicate that the acual costs in runtime for the evolution part is constant,
and that the low memory requirement will indeed reduce the number of I/O
operations.

Using our rather unoptimised implementation as a baseline, we are currently
improving the evolutionary operators to increase convergence speed and effi-
ciency (i.e. converging to useful results). We are also improving the code for
loading data, and repeat run our experiments on bigger datasets and more com-
plex queries. An insight in this ongoing work can be found in a follow-up paper
focused on scalability B}, featuring a new and improved implementation with
promising performance and scalability results.
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Abstract. This paper studies the expressive power of SPARQL. The
main result is that SPARQL and non-recursive safe Datalog with nega-
tion have equivalent expressive power, and hence, by classical results,
SPARQL is equivalent from an expressiveness point of view to Rela-
tional Algebra. We present explicit generic rules of the transformations
in both directions. Among other findings of the paper are the proof that
negation can be simulated in SPARQL, that non-safe filters are super-
fluous, and that current SPARQL W3C semantics can be simplified to a
standard compositional one.

1 Introduction

Determining the expressive power of a query language is crucial for understand-
ing its capabilities and complexity, that is, what queries a user is able to pose,
and how complex the evaluation of queries is, issues that are central considera-
tions to take into account when designing a query language.

SPARQL, the query language for RDF, has recently become a W3C rec-
ommendation [9]. In the RDF Data Access Working Group (WG) were it was
designed, expressiveness concerns generated ample debate. Many of them re-
mained open due to lack of understanding of the theoretical expressive power of
the language.

This paper studies in depth the expressive power of SPARQL. A first issue
addressed is the incorporation of negation. The W3C specification of SPARQL
provides explicit operators for join and union of graph patterns, even for speci-
fying optional graph patterns, but it does not define explicitly the difference of
graph patterns. Although intuitively it can be emulated via a combination of
optional patterns and filter conditions (like negation as failure in logic program-
ming), we show that there are several non-trivial issues to be addressed if one
likes to define the difference of patterns inside the language.

A second expressiveness issue refers to graph patterns with non-safe filter, i.e.,
graph patterns (P FILTER C) for which there are variables in C' not present in
P. Tt turns out that these type of patterns, which have non-desirable properties,
can be simulated by safe ones (i.e., patterns where every variable occurring in
C' also occurs in P). This simple result has important consequences for defining
a clean semantics, in particular a compositional and context-free one.

A. Sheth et al. (Eds.): ISWC 2008, LNCS 5318, pp. 114 2008.
© Springer-Verlag Berlin Heidelberg 2008
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A third topic of concern was the presence of non desirable features in the W3C
semantics like its operational character. We show that the W3C specification of
the semantics of SPARQL is equivalent to a well behaved and studied composi-
tional semantics for SPARQL, which we will denote in this paper SPARQL,, [6].

Using the above results, we are able to determine the expressive power of
SPARQL. We prove that SPARQL_ and non-recursive safe Datalog with nega-
tion (nr-Datalog™) are equivalent in their expressive power. For this, first we
show that SPARQL, is contained in nr-Datalog ' by defining transformations
(for databases, queries, and solutions) from SPARQL, to nr-Datalog ', and we
prove that the result of evaluating a SPARQL_ query is equivalent, via the trans-
formations, to the result of evaluating (in nr-Datalog ') the transformed query.
Second, we show that nr-Datalog ™ is contained in SPARQL_ using a similar
approach. It is important to remark that the transformations used are explicit
and simple, and in all steps bag semantics is considered.

Finally, and by far, the most important result of the paper is the proof that
SPARQL has the same expressive power of Relational Algebra under bag seman-
tics (which is the one of SPARQL). This follows from the well known fact that
Relational Algebra has the same expressive power as nr-Datalog™ [1].

The paper is organized as follows. In Section 2 we present preliminary mate-
rial. Section 3 presents the study of negation. Section 4 studies non-safe filter
patterns. Section 5 proves that the W3C specification of SPARQL and SPARQL,,
are equivalent. Section 6 proves that SPARQL_ and nr-Datalog™ have the same
expressive power. Section 7 presents the conclusions.

Related Work. The W3C recommendation SPARQL is from January 2008. Hence,
it is no surprise that little work has been done in the formal study of its expressive
power. Several conjectures were raised during the WG sessions . Furche et al. [3]
surveyed expressive features of query languages for RDF (including old versions
of SPARQL) in order to compare them systematically. But there is no particular
analysis of the expressive power of SPARQL.

Cyganiak [2] presented a translation of SPARQL into Relational Algebra con-
sidering only a core fragment of SPARQL. His work is extremely useful to imple-
ment and optimize SPARQL in SQL engines. At the level of analysis of expressive
issues it presented a list of problems that should be solved (many of which still
persist), like the filter scope problem and the nested optional problem.

Polleres [§] proved the inclusion of the fragment of SPARQL patterns with
safe filters into Datalog by giving a precise and correct set of rules. Schenk [10]
proposed a formal semantics for SPARQL based on Datalog, but concentrated
on complexity more than expressiveness issues. Both works do not consider bag
semantics of SPARQL in their translations.

The work of Perez et al. [6] and the technical report [7], that gave the formal
basis for SPARQL, compositional semantics, addressed several expressiveness
issues, but no systematic study of the expressive power of SPARQL was done.

! See http://lists.w3.org/Archives/Public/public-rdf-dawg-comments/} espe-
cially the years 2006 and 2007.
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2 Preliminaries

2.1 RDF and Datasets

Assume there are pairwise disjoint infinite sets I, B, L (IRIs, Blank nodes, and
RDF literals respectively). We denote by T' the union I U BU L (RDF terms).
A tuple (vy,v9,v3) € (I UB) x I x T is called an RDF triple, where v; is the
subject, vo the predicate, and vs the object. An RDF Graph [] (just graph from
now on) is a set of RDF triples. Given a graph G, term(G) denotes the set of
elements of T occurring in G and blank(G) denotes the set of blank nodes in G.
The wunion of graphs, G1 UGa, is the set theoretical union of their sets of triples.
An RDF dataset D is a set {Go, (u1,G1), ..., (un,Gy)} where each G; is a
graph and each u; is an IRI. G is called the default graph of D and it is denoted
dg(D). Each pair (u;, G;) is called a named graph; define name(G;)p = u; and
er(u;)p = G;. We denote by term(D) the set of terms occurring in the graphs of
D. The set of IRIs {uq, ..., uy,} is denoted names(D). Every dataset satisfies that:
(i) it always contains one default graph (which could be empty); (ii) there may
be no named graphs; (iii) each u; is distinct; and (iv) blank(G;) Nblank(G;) =0
for ¢ # j. Finally, the active graph of D is the graph G; used for querying D.

2.2 SPARQL

A SPARQL query is syntactically represented by a block consisting of a query
form (SELECT, CONSTRUCT or DESCRIBE), zero o more dataset clauses
(FROM and FROM NAMED), a WHERE clause, and possibly solution modi-
fiers (e.g. DISTINCT). The WHERE clause provides a graph pattern to match
against the RDF dataset constructed from the dataset clauses.

There are two formalizations of SPARQL which will be used throughout
this study: SPARQL,,, the W3C recommendation language SPARQL [J] and
SPARQL,,, the formalization of SPARQL given in [6]. We will need some general
definitions before describe briefly both languages.

Assume the existence of an infinite set V of variables disjoint from 7. We
denote by var(«) the set of variables occurring in the structure «. A tuple from
(JULUV)x (IULUV) x (IUV) is called a triple pattern. A basic graph pattern
is a finite set of triple patterns.

A filter constraint is defined recursively as follows: (i) if ?7X,?Y € V and
w € ITUL then 7X = u, 7X = 7Y, bound(?X), isIRI(?X), isLiteral(?X), and
isBlank(?X) are atomic filter constraints?; (ii) if Cy and Cs are filter constraints
then (=C1), (C1 A Cy), and (Cy Vv Cy) are complex filter constraints.

A mapping p is a partial function g : V' — T. The domain of u, dom(u), is
the subset of V' where p is defined. The empty mapping po is a mapping such
that dom(jup) = 0. Two mappings p1, 2 are compatible, denoted 1 ~ pio, when
for all 7X € dom(p1) N dom(pe) it satisfies that pi(?X) = pa(?X), ie., when
w1 U pe is also a mapping. The expression prx—_., denote a mapping such that
dom(p) = {?X} and p(?X) = v.

2 For a complete list of atomic filter constraints see [9].
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The evaluation of a filter constraint C' against a mapping p, denoted u(C), is
defined in a three value logic with values {true, false, error} as follows:

— If C is an atomic filter constraint, excluding bound(-), and var(C) ¢ dom(u),
then u(C) = error;else if C'is 7X = wand pu(?X) = u,orif C'is 7X = 7Y and
p(?X) = p(?Y), or if C is isIRI(?X) and pu(?X) € I, if C is isLiteral(?X)
and p(?X) € L, if C is isBlank(?X) and u(?X) € B, then pu(C) = true;
otherwise p(C) = false.

— If C is bound(?X) then pu(C) = true if ?X € dom(u) else u(C) = falseB

— If C is (=Cy) then p(C) = true when p(Chi) = false; u(C) = false when
w(C1) = true; and p(C) = error when u(Cq) = error.

— If C'is (Cy v Cy) then pu(C) = true if either u(Cy) = true or u(Csy) = true;
w(C) = false if u(Ch) = false and p(Cs) = false; otherwise u(C) = error.
—If Cis (Cy A Cy) then pu(C) = true if u(C1) = true and p(Cs) = true;

w(C) = falseif either p(Ch) = false or (Cs) = false; otherwise p(C) = error.

A mapping p satisfies a filter constraint C', denoted p | C, iff u(C) = true.
Consider the following operations between two sets of mappings (21, {25:
21 X (2o :{ﬂl U g ‘ JURS (21,/1,2 € (2 andul N/JQ}
QU ={p|pe 2 orpe }
D\ 22 ={p1 € 21| for all us € £25, 11 and po are not compatible }
D \c 22 = {p1 € 21| for all us € (25, py and po are not compatible } U
{p1 € 21 | for all us € 29 such that py ~ po, (p1 Upe) ¥ C}
X () = (Ql X 92) U (91 \ 92)
NX el = {/J | JIRS (Ql X 92) and p ': C}U(Q1 \C QQ)
Syntax and Semantics of SPARQL,.
A SPARQL, graph pattern P is defined recursively by the following grammar:

P t | Il(ll GP II)II
GP ::= P "AND" P | P "UNION" P | P "OPT" P | P "FILTER" C |
n "GRAPH" P

where t denotes a triple pattern, C denotes a filter constraint, andn € TU V.
The evaluation of a SPARQL,, graph pattern P over an RDF dataset D having
active graph G, denoted [P]Z, is defined recursively as follows:
— if P is a triple pattern t, [P]Z = {u | dom(u) = var(t) and u(t) € G}
where p(t) is the triple obtained by replacing the variables in ¢ according to

mapping (.
— if P is a complex graph pattern then [P]Z is defined as given in Table [l

Syntax and Semantics of SPARQL,,.
A SPARQL,, graph pattern GroupGP is defined by the following grammarﬂ:

"{" TB? ((GPNotTriples | Filter) "."? TB?7)x* "}"
OptionalGP | GroupOrUnionGP | GraphGP

GroupGP
GPNotTriples

3 Functions invoked with an argument of the wrong type are evaluated to error-
4http://www.w3.org/TR/rdf-sparql-query/#grammar. We use GP and TB to abbre-
viate GraphPattern and TriplesBlock respectively
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Table 1. Semantics of SPARQL_, graph patterns. P, P> are SPARQL, graph patterns,
C'is a filter constraint, u € [ and ?7X € V.

Graph pattern P Evaluation [P]2

(P1 AND P,) [P]E = [P]@

(P OPT P2) [Pl [P2]e

(PLUNION P)  [PJEU[P]E

(P FILTERC)  {p|p € [P]8 and p = C}
(uGRAPH P1) [P

(?X GRAPHP1) U, cnames(n) ([Prlgiw)  ® {H2x—0})

OptionalGP ::= "OPTIONAL" GroupGP
GraphGP ::= "GRAPH" VarOrIRIref GroupGP
GroupOrUnionGP ::= GroupGP ( "UNION" GroupGP )=*
Filter ::= "FILTER" Constraint

where TB denotes a basic graph pattern (a set of triple patterns), VarOrIRIref
denotes a term in the set UV and Constraint denotes a filter constraint. Note
that the operator {A . B} represents the AND but it has not fixed arity.

The evaluation of a SPARQL,, graph pattern GroupGP is defined by a series
of steps, starting by transforming GroupGP, via a function T, into an intermediate
algebra expression E (with operators BGP, Join, Union, LeftJoin, Graph and
Filter), and finally evaluating £ on an RDF dataset D.

The transformation 7'(GroupGP) is given by Algorithm [II The evaluation of
E over an RDF dataset D having active graph G, which we will denote (E)Z
(originally denoted eval(D(G), E) in [9]), is defined recursively as follows:

— if E is BGP(TB), (E)E = {u | dom(u) = var(E) and u(E) C G} where
w(E) is the set of triples obtained by replacing the variables in the triple
patterns of TB according to mapping .

— if E is a complex expression then (P)Z is defined as given in Table 21
Note 1. In the definition of graph patterns, we avoided blank nodes, because this
restriction does not diminish the generality of our study. In fact, each SPARQL
query @ can be simulated by a SPARQL query @’ without blank nodes in its
pattern. It follows from the definitions of RDF instance mapping, solution map-
ping, and the order of evaluation of solution modifiers (see [9]), that if Q is a
query with graph pattern P, and Q' is the same query where each blank node
b in P has been replaced by a fresh variable ?X, then @ and Q’ give the same
results. (Note that, if @ has the query form SELECT or DESCRIBE, the “x” pa-
rameter is —according to the specification of SPARQL- an abbreviation for all
variables occurring in the pattern. In this case the query @’ should explicit in
the SELECT clause all variables of the original pattern P.)

Note 2. SPARQL,, follows a compositional semantics, whereas SPARQL,,, fol-
lows a mixture of compositional and operational semantics where the meaning
of certain patterns depends on their context, e.g., lines 7 and 8 in algorithm [I
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Algorithm 1. Transformation of SPARQL,,, patterns into algebra expressions.

1: // Input: a SPARQL,, graph pattern GroupGP

2: // Output: an algebra expression F = T'(GroupGP)

3: E «— empty pattern; F'S < ()

4: for each syntactic form f in GroupGP do

5 if f is TB then E «— Join(E, BGP(TB))

6:  if f is OPTIONAL GroupGP; then

7 if T'(GroupGP,) is Filter(F, E’) then E «— LeftJoin(E, E', F)
8: else £ — LeftJoin(E, T'(GroupGP, ), true)

9: if f is GroupGP; UNION --- UNION GroupGP, then

10: if n > 1 then

11: E’ « Union(- - - (Union(7'(GroupGP, ), T'(GroupGP,)) - - - ), T'(GroupGP, ))
12: else E' — T'(GroupGP, )

13: E « Join(E,E")

14:  end if

15 if f is GRAPH VarOrIRIref GroupGP, then

16: E «— join(E, Graph(VarOrIRIref, T (GroupGP,)))

17:  if f is FILTER constraint then F'S « (F'S A constraint)
18: end for

19: if F'S # () then E « Filter(FS, E)

20: return F

Table 2. Semantics of SPARQL,, graph patterns. A pattern GroupGP is transformed
into an algebra expression E using algorithm[Il Then F is evaluated as the table shows.
Fh and FEs are algebra expressions, C is a filter constraint, v € I and 7.X € V.

Algebra Expression E Evaluation (E)&

Join(Ex, E») E)& % (E2)&

(
LeftJoin(E1, B2, C)  (E1)B3 o (E2)B

Union(E1, E») (B U (ENE

Filter(C, E1) {p|pe(B)g and p=C}
Graph(u, E) <<E1>>gDr(u)D

Graph(2X, E) Us ¢ samestiy (B Z 0y % {pizx—})

Note 3. In this paper we will follow the simpler syntax of SPARQL, bet-
ter suited to do formal analysis and processing than the syntax presented by
SPARQL,,,. There is an easy and intuitive way of translating back and forth
between both syntax formalisms, which we will not detail here.

2.3 Datalog

We will briefly review notions of Datalog (For further details and proofs see [115]).
A term is either a variable or a constant. An atom is either a predicate formula
p(x1,...,x,) where p is a predicate name and each xz; is a term, or an equality



120 R. Angles and C. Gutierrez

formula t1 = ty where t1 and to are terms. A literal is either an atom (a positive
literal L) or the negation of an atom (a negative literal —L).

A Datalog rule is an expression H <+ B where H is a positive literal called
the head [ of the rule and B is a set of literals called the body. A rule is ground
if it does not have any variables. A ground rule with empty body is called a fact.

A Datalog program II is a finite set of Datalog rules. The set of facts occur-
ring in IT, denoted facts(IT), is called the initial database of II. A predicate is
extensional in IT if it occurs only in facts(IT), otherwise it is called intensional.

A Datalog program is non-recursive and safe if it does not contain any pred-
icate that is recursive in the program and it can only generate a finite number
of answers. In what follows, we only consider non-recursive and safe programs.

A substitution 0 is a set of assignments {x1/t1,...,2,/t,} where each z; is a
variable and each ¢; is a term. Given a rule r, we denote by 6(r) the rule resulting
of substituting the variable x; for the term ¢; in each literal of r.

The meaning of a Datalog program IT, denoted facts™(IT), is the database
resulting from adding to the initial database of II as many new facts of the
form 6(L) as possible, where 6 is a substitution that makes a rule r in II true
and L is the head of r. Then the rules are applied repeatedly and new facts
are added to the database until this iteration stabilizes, i.e., until a fizpoint is
reached.

A Datalog query @ is a pair (II, L) where II is a Datalog program and L is
a positive (goal) literal. The answer to @ over database D = facts(II), denoted
ansq(Q, D) is defined as the set of substitutions {6 | (L) € facts™(II)}.

2.4 Comparing Expressive Power of Languages

By the ezpressive power of a query language, we understand the set of all queries
expressible in that language [II5]. In order to determine the expressive power of
a query language L, usually one chooses a well-studied query language L’ and
compares L and L’ in their expressive power. Two query languages have the
same expressive power if they express exactly the same set of queries.

A given query language is defined as a quadruple (Q, D, S, eval), where Q is a
set of queries, D is a set of databases, S is a set of solutions, and eval : 9xD — S
is the evaluation function. The evaluation of a query @) € Q on a database D € D
is denoted eval(Q, D). Two queries Q1, Q2 € Q are equivalent, denoted Q1 = Qo,
if eval(Q1, D) = eval(Q2, D) for every D € D.

Let L1 = (Ql,Dl,Sl,evah) and L2 = (QQ,DQ,SQ,QV&]Q) be two query lan-
guages. We say that L is contained in Lo if and only if there are bijective
data transformations 7p : D1 — Dy and 75 : & — So, and query transfor-
mation 7g : Q1 — Qo, such that for all Q € Q; and D € D, it satisfies that
Ts(evali (Q, D)) = evala(7g(Q), Tp(D)). We say that Ly and Lo are equivalent
if and only if L is contained in Lo and Lo is contained in L;. (Note that if L
and Lo are subsets of a language L, then 7p, 7g and 7¢ are the identity.)

5 We may assume that all heads of rules have only variables by adding the correspond-
ing equality formula to its body.
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3 Expressing Difference of Patterns in SPARQL,,

The SPARQL,,, specification indicates that it is possible to test if a graph
pattern does not match a dataset, via a combination of optional patterns and
filter conditions (like negation as failure in logic programming)([9] Sec. 11.4.1).
In this section we analyze in depth the scope and limitations of this approach.

We will introduce a syntax for the “difference” of two graph patterns P; and
Py, denoted (Py MINUS P,), with the intended informal meaning: “the set of
mappings that match P; and does not match P»”. Formally:

Definition 1. Let Py, P> be graph patterns and D be a dataset with active graph
G. Then ((PLMINUS Py))& = (P)g \ (P2)é-

A naive implementation of the MINUS operator in terms of the other operators
would be the graph pattern ((P; OPT P,) FILTER C') where C'is the filter con-
straint

(=bound(?X)) for some variable ?X € var(P,) \ var(P;). This means that for
each mapping p € ((Py OPT P2))Z at least one variable ?X occurring in Pz,
but not occurring in Py, does not match (i.e., 7X is unbounded). There are two
problems with this solution:

— Variable ?X cannot be an arbitrary variable. For example, P» could be in
turn an optional pattern (P3 OPT Py) where only variables in Ps are relevant.
— If var(P2) \ var(Py) = () there is no variable ?.X to check unboundedness.

The above two problems motivate the introduction of the notions of non-optional
variables and copy patterns.

The set of non-optional variables of a graph pattern P, denoted nov(P), is a
subset of the variables of P defined recursively as follows: nov(P) = var(P) when
P is a basic graph pattern; if P is either (P AND P,) or (P; UNION P,) then
nov(P) = nov(Py)Unov(P,); if P is (P, OPT P,) then nov(P) = nov(P); if P is
(n GRAPH Py ) then either nov(P) = nov(P;) when n € I or nov(P) = nov(P;)U
{n} when n € V; and nov(P; FILTER C) = nov(P;). Intuitively nov(P) contains
the variables that necessarily must be bounded in any mapping of P.

Let ¢ : V — V be a variable-renaming function. Given a graph pattern P, a
copy pattern ¢(P) is an isomorphic copy of P whose variables have been renamed
according to ¢ and satisfying that var(P) Nvar(¢(P)) = 0.

Theorem 1. Let Py and P> be graph patterns. Then:

where:

— O is the filter constraint (?X1 =7X{A--- AN?X,, =7X) where 7X; € var(P,)
and X! = ¢(?X;) for 1 <i<n.
— Cy s the filter constraint (—bound(?X")) for some ?7X’" € nov(¢(Py)).
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Note 4 (Why the copy pattern ¢(P) is necessary?).

Consider the naive implementation of difference of patterns, that is the graph
pattern ((Py OPT P,) FILTER C) where C is the filter constraint (—bound(?X))
for some ?X € var(P,)\ var(P;). Note that such implementation would fail when
var(Py) \ var(Py) = (), because there exist no variables to check unboundedness.

To solve this problem, P, is replaced by ((P; AND ¢(F»)) FILTER C) where
@(P2) is a copy of P> whose variables have been renamed and whose relations
of equality with the original ones are in condition C;. Then we can use some
variable from ¢(P») to check if the graph pattern P, does not match. The copy
pattern ensure that there will exist a variable to check unboundedness.

Note 5 (Why non-optional variables?). Consider the graph pattern
P = ((?"X,name, ?N) MINUS((?X, knows, 7Y") OPT(?Y, mail, 77))).
The naive implementation of P would be the graph pattern
P’ = ((P, OPT P,) FILTER(—bound(?%))),

where P, = (?X name, ’N), P, = ((?X knows, ?Y) OPT(?Y,mail, ?Z)) and ?Z
is the variable selected to check unboundedness. (Note that variable 7Y could
also have been selected because 7Y € var(P;) \ var(Py).)

Note that the evaluation of graph pattern P’ differs from that of pattern P. To
see the problem recall the informal semantics: a mapping i matches the pattern
P if and only if 4 matches P; and p does not match P,. This latter condition
means: it is false that every variable in P, (but not in P;) is bounded. But to say
“every variable” is not correct in this context, because P, contains the optional
pattern (?Y,mail, 77), and its variables could be unbounded for some valid solu-
tions of P». The problem is produced by the expression (- bound(?7)), because
the bounding state of variable 7Z introduces noise when testing if pattern P,
gets matched.

Now, if we ensure the selection of a “non-optional variable” to check unbound-
edness when transforming P, we have that 7Y is the unique non-optional variable
occurring in P, but not occurring in P, i.e., variable 7Y works exactly as the
test to check if a mapping matching P, matches P, as well. Hence, instead of
P’, the graph pattern

P" = ((P1 OPT P;) FILTER(- bound(?Y)))

is the one that expresses faithfully the graph pattern (P MINUS P%), and in
fact, the evaluation of P” gives exactly the same set of mappings as P.

4 Avoiding Unsafe Patterns in SPARQL,,.

One influential point in the evaluation of patterns in SPARQL,,, is the behavior
of filters. What is the scope of a filter? What is the meaning of a filter having
variables that do not occur in the graph pattern to be filtered?
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It was proposed in [6] that for reasons of simplicity for the user and cleanness
of the semantics, the scope of filters should be the expression which they filter,
and free variables should be disallowed in the filter condition. Formally, a graph
pattern of the form (P FILTER C) is said to be safe if var(C) C var(P). In [6]
only safe filter patterns were allowed in the syntax, and hence the scope of the
filter C is the pattern P which defines the filter condition. This approach is
further supported by the fact that non-safe filters are rare in practice.

The WG decided to follow a different approach, and defined the scope of a
filter condition C' to be a case-by-case and context-dependent feature:

1. The scope of a filter is defined as follows: a filter “is a restriction on solutions
over the whole group in which the filter appears”.

2. There is one exception, though, when filters combine with optionals. If a filter
expression C' belongs to the group graph pattern of an optional, the scope
of C is local to the group where the optional belongs to. This is reflected in
lines 7 and 8 of Algorithm [I

The complexities that this approach brings were recognized in the discussion
of the WG, and can be witnessed by the reader by following the evaluation of
patterns in SPARQL,,,,.

Let SPARQLSS be the subset of queries of SPARQL,,, having only filter-
safe patterns. In what follows, we will show that, in SPARQL,,,, non-safe filters
are superfluous, and hence its non-standard and case-by-case semantics can be
avoided. In fact, we will prove that non-safe filters do not add expressive power
to the language, or in other words, that SPARQL,,., and SPARQLS:: have the
same expressive power, that is, for each pattern P there is a filter-safe pattern
P’ which computes exactly the same mappings as P.

The transformation safe(P) is given by Algorithm I This algorithm works
as the identity for most patterns. The key part is the treatment of patterns
which combine filters and optionals. Line 9 is exactly the codification of the
WG evaluation of filters inside optionals. For non-safe filters (see lines 15-20), it
replaces each atomic filter condition C’, where a free variable occurs, by either an
expression false when C” is bound(+); or an expression bound(a) otherwise. (note
that bound(a) is evaluated to a logical value of error because a is a constant.)

Note 6 (On Algorithm [3). The expression in line 9 must be refined for bag
semantics to the expression:

P’ — (((safe((P1 AND P;) FILTER C') UNION (safe(P;) MINUS safe(Ps)))
UNION (safe(P;) MINUS(safe(P;) MINUS safe(Ps))))
MINUS safe((P; AND Ps) FILTER C'))

Lemma 1. For every pattern P, the pattern safe(P) defined by Algorithm [2 is
filter-safe and it holds (P)) = ((safe(P))).

Thus we proved:

Theorem 2. SPARQL,,, and SPARQL}Y have the same expressive power.
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Algorithm 2. Transformation of a general graph pattern into a safe pattern.

: // Input: a SPARQL,. graph pattern P

: // Output: a safe graph pattern P’ « safe(P)
P 0
if Pis
if Pis

Py AND P,) then P’ « (safe(P1) AND safe(P%))
Py UNION P,) then P’ « (safe(P;) UNION safe(F%))
if Pis (n GRAPH P;) then P’ < (n GRAPH safe(P1))
if P is (P OPT P,) then
if P, is (Ps FILTER C) then

P’ «— (safe(Pr) OPT(safe((P1 AND P3) FILTER C)))
10:  else P’ « (safe(Pr) OPT safe(P2))
11: end if
12: if P is (P, FILTER C) then
13:  if var(C) C var(safe(P1)) then P’ «— (safe(P1) FILTERC)
14:  else

P> Tk W
—~ e~~~

©

15: for all 7X € var(C') and ?X ¢ var(safe(Py)) do

16: for all atomic filter constraint C’ in C

17: if C"is (7X =) or (?X =?Y) or isIRI(?X) or isBlank(?X) or isLiteral(?X)
18: Replace in C the constraint C’ by bound(a) //where a is a constant
19: else if C’ is bound(?X) then

20: Replace in C the constraint C’ by false

21: end for

22: end for

23: P« (safe(P,) FILTER C)

24:  end if

25: end if

26: return P’

5 Expressive Power of SPARQL
SPARQL,_

we 1s Equivalent to

As we have been showing, the semantics that the WG gave to SPARQL departed
in some aspects from a compositional semantics. We also indicated that there
is an alternative formalization, with a standard compositional semantics, which
was called SPARQL,, [d].

The good news is that, albeit apparent differences, these languages are equiv-
alent in expressive power, that is, they compute the same class of queries.

Theorem 3. SPARQL;”: is equivalent to SPARQL, under bag semantics.

The proof of this theorem is an induction on the structure of patterns. The only
non-evident case is the particular evaluation of filters inside optionals where
the semantics of SPARQLY: and SPARQL,, differ. Specifically, given a graph

pattern P = (P, OPT(P, FILTER C)), we have that SPARQLy; evaluates the
algebra expression LeftJoin(P;, Py, C), whereas SPARQL,, evaluates P to the
expression [P1]3x [P2 FILTER C], which is the same as the SPARQL,,, algebra

expression LeftJoin(Py, Filter(C, Py), true).
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6 Expressive Power of SPARQL_

In this section we study the expressive power of SPARQL_, by comparing it
against non recursive safe Datalog with negation (just Datalog from now on).

Note that because SPARQL. and Datalog programs have different type of
input and output formats, we have to normalize them to be able to do the
comparison. Following definitions in section 24 let Ly = (Qs, Ds, S5, ansg) be
the SPARQL,, language, and Lg = (Qg, Dy, S4, ansg) be the Datalog language.

In this comparison we restrict the notion of SPARQL, Query to a pair (P, D)
where P is a graph pattern and D is an RDF dataset.

6.1 From SPARQL_ to Datalog

To prove that L, is contained in Lg4, we define transformations 7o : Qs — Qy,
Tp : Dy — Dy, and Tg : Ss — Sg. That is, 7 transforms a SPARQL,, query into
a Datalog query, 7p transforms an RDF dataset into a set of Datalog facts, and
7s transforms a set of SPARQL_ mappings into a set of Datalog substitutions.

RDF datasets as Datalog facts. Given a dataset D, the transformation 7p(D)
works as follows: each term ¢ in D is encoded by a fact iri(t), blank(t) or literal(t)
when t is an IRI, a blank node or a literal respectively; the set of terms in D
is defined by the set of rules term(X) «— iri(X), term(X) «— blank(X), and
term(X) « literal(X); the fact Null(null) encodes the null value B: each triple
(v1,v2,v3) in the default graph of D is encoded by a fact triple(go,v1,va, v3);
each named graph (u, G) in D is encoded by a fact graph(u) and each triple in
G is encoded by a fact triple(u, vy, va,v3).

SPARQL, mappings as Datalog substitutions. Given a graph pattern P, a dataset
D with default graph G, and the set of mappings {2 = [P]Z. The transformation
Ts(§2) returns a set of substitutions defined as follows: for each mapping u € 2
there exists a substitution 6 € Tg({2) satisfying that, for each z € var(P) there
exists x/t € 0 such that t = u(z) when u(x) is bounded and ¢ = null otherwise.

Graph patterns as Datalog rules. Let P be a graph pattern to be evaluated
against an RDF graph identified by g which occurs in dataset D. We denote by
6(P,g)p the function which transforms P into a set of Datalog rules. Table
shows the transformation rules defined by the function §(P, g)p. The notion of
compatible mappings is implemented by the rules:
comp(X, X, X) — term(X), comp(X,null, X)) — term(X),
comp(null, X, X) « term(X) and comp(X, X, X) «— Null(X).
Let 7X,?7Y € V and u € I U L. An atomic filter condition C' is encoded by
a literal L as follows: if C' is either (?X = u) or (?X=7Y) then L is C; if C is
(isIRI(?X)) then L is iri(?X); if C' is (isLiteral(?X)) then L is literal(?X); if C
is (isBlank(?X)) then L is blank(?X); if C'is (bound(?X)) then L is ~Null(?X).
The transformation follows essentially the intuitive transformation presented
by Polleres [§] with the improvement of the necessary code to support faithful

5 We use the term null to represent an unbounded value.
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Table 3. Transforming SPARQL graph patterns into Datalog Rules. D is a dataset
having active graph identified by g. var(P) denotes the tuple of variables obtained from
a lexicographical ordering of the variables in the graph pattern P. Each p; is a predicate
identifying the graph pattern P;. If L is a literal, then v;(L) denotes a copy of L with
its variables renamed according to a variable renaming function v; : V. — V. cond is
a literal encoding the filter condition C. Each Py; is a copy of P; and u; € names(D).
P3 = (Pl AND Pz), P4 = (P1 FILTERCl) and P5 = (Pl FILTER Cz)

Pattern P 6(P,g)p

(21, w2, x3) p(var(P)) « triple(g, x1, x2,x3)
(PLAND P,)  p(var(P)) « vi(pi(var(P1))) A va(p2(var(F2)))
/\zEvar(Pl)ﬁvar(P2) comp(m (l’), V2 (.’L’), x)’
6(Pr,9)p , 6(P2,9)p
dom(v1) = dom(vz) = var(Py) Nvar(P), range(v1) Nrange(vz) = 0.
(PLUNION ) - p(var(P)) « pi(var(P1)) A, cvar(py) nwgvar(py) Null(2),
p(var(P)) < p2(var(P2)) A, cvar(py) nxgvar(py) Null(T),
6(Pr,9)p , 6(P2,9)p
(Pr OPT P) p(var(P)) < p1(var(P1)) A —p’(var(Py)) N cvar(Py) nwgvar(py) Null(z),
p(var(P)) — p(var(P),
ph(var(P1)) < pa(var(Ps)),
6(P1,9)p , 6(P2,9)p , 6(Ps,9)p
(u GRAPH P1) p(var(P)) « p1(var(F1)),
anduel 6(Pi,u)p
(?X GRAPH P1) p(var(P)) < p11(var(Pi1)) A graph(?X) A 7X = ua,
and ?7X € V §(Pi1,u1)p,

p(var(P)) < pin(var(Pin)) A graph(?X) N X = up,
6(Pinytun)D

(P FILTERC) p(var(P)) < p1(var(P1)) A cond

C is atomic 6(Pi,9)p

(PLFILTERC) p(var(P)) « pi(var(P1)) A —pa(var(Pr)),

Cis (=(C1))  6(Pr,9)p , 6(Pa,g)p

(P FILTERC) p(var(P)) < p1(var(P1)) A —p (var(P1)),

Cis (C1 ANC2)  p'(var(Pr)) « pi(var(Py)) A —p” (var(Py)),
p" (var(P1)) < pa(var(Pr)) A ps(var(P1)),
6(Pa,9)p 5 6(P5,9)p

(PLFILTERC) p(var(P)) « p1(var(P1)) A —p'(var(P1)),

Cis (C1 vV C2)  p'(var(Pr)) < pi(var(Pr)) A —p” (var(Pr))

p (var(Pr)) < pa(var(Pr)),
p' (var(P1)) < ps(var(P1)),
5(P479)D ) 5(P5,Q)D
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translation of bag semantics. Specifically, we changed the transformations for
complex filter expressions by simulating them with double negation.

SPARQL, queries as Datalog queries. Given a graph pattern P, a dataset D
with default graph G, and the SPARQL. query @@ = (P,D). The function
70(Q) returns the Datalog query (II, p(var(P))) where IT is the Datalog pro-
gram 7p(D) U (P, go)p, go identifies the default graph G, and p is the goal
literal related to P.

The following theorem states that the above transformations work well.

Theorem 4. SPARQL, is contained in non-recursive safe Datalog with negation.

6.2 From Datalog to SPARQL_

To prove that Ly is contained in Lg, we define transformations Té 1 Qq — Qs,
T, :Dqg — Dy, and T4 : Sqg — S,. That is, Té transforms a Datalog query into an
SPARQL,, query, 7/, transforms a set of Datalog facts into an RDF dataset, and
7¢ transforms a set of Datalog substitutions into a set of SPARQL, mappings.

Datalog facts as an RDF Dataset. Given a Datalog fact f = p(cq, ..., ¢,), consider
that desc(f) = { ( :b,predicate,p), ( :b,rdf: 1,¢1),...,( :b,rdf: n,c,,) }, where :b
is a fresh blank node. Given a set of Datalog facts F', we have that 7/, (F) returns
an RDF dataset with default graph {desc(f) | f € F'}, where blank(desc(f;)) N
blank(desc(f;)) = 0 for each f;, f; € F with i # j.

Datalog substitutions as SPARQL, mappings. Given a set of substitutions O,
the transformation 74(©) returns a set of mappings defined as follows: for each
substitution 6 € © there exists a mapping p € T4(O) satisfying that, if =/t € 6
then z € dom(u) and u(x) = t.

Datalog rules as SPARQL,, graph patterns. Let II be a Datalog program, and L
be a literal p(z1, ..., x,) where p is a predicate in IT and each z; is a variable. We
define the function gp(L);; which returns a graph pattern encoding the program
(II, L), that is, the fragment of the program IT used for evaluating literal L.

The translation works intuitively as follows:

(a) If predicate p is extensional, then gp(L); returns the graph pattern
((?7Y, predicate, p) AND(?Y,rdf: 1,29) AND .- AND(?Y,rdf n,z,)),
where 7Y is a fresh variable.
(b) If predicate p is intensional, then for each rule in IT of the form
L—pi A ApsA=qg A= A=ge ANLSTA - ANLES,
where Li? are literals of the form ¢; = t5 or —(t; = t3), we have have that
gp(L) g returns a graph pattern with the structure

(((-+((gp(p1) ;1 AND - - - AND gp(ps) 11)
MINUS gp(g1)) - - - ) MINUS gp(q))
FILTER(LSY A --- A LET)).  (2)

The formal definition of gp(L)r is Algorithm [3
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Algorithm 3. Transformation of Datalog rules into SPARQL,, graph patterns

1: //Input: a literal L = p(z1,...,x,) and a Datalog program IT

2: //Output: a SPARQL, graph pattern P = gp(L)

3 P10

4: if predicate p is extensional in II then

5 Let 7Y be a fresh variable

6 P — ((?Y, predicate, p) AND(?Y, rdf: 1,21) AND--- AND(?Y,rdf n, z,))
7: else if predicate p is intensional in I1 then

8 for each rule r € IT with head p(z},...,x}) do

9: P 0

10: C 10

11: Let 7" = v(r) where v is a substitution such that v(z}) = z;
12: for each positive literal q(y1,...,ym) in the body of ' do
13: if P =0 then P’ «— gp(q)nr

14: else P’ — (P’ ANDgp(q) )

15: end for

16: for each negative literal =q(y1,...,ym) in the body of v do
17: P’ — (P’ MINUS gp(q))

18: end for

19: for each equality formula ¢; = t2 in r’ do

20: if C =0 then C « (t1 = t2)

21: else C' «— C A (t1 = t2)

22: end for

23: for each negative literal —(t; = t2) in 7’ do

24: lf C = (Z) then C «— —\(tl = tz)

25: else C «— C N\ =(t1 =t2)

26: end for

27: if C' # 0 then P' — (P’ FILTERC)

28: if P =0 then P «— P’

20: else P — (P UNION P')

30: end for

31: end if

32: return P

Datalog queries as SPARQL, queries. Given a Datalog program II, a literal
L = p(z1,...,2,), and the Datalog query @ = (II,L). The function 7/(Q)
returns the SPARQL,, query (P, D) where P is the graph pattern gp(L); and
D is an RDF dataset with default graph 7/ (facts(II)).

The following theorem states that the above transformations work well.

Theorem 5. nr-Datalog™ is contained in SPARQL,..

7 Conclusions

We have studied the expressive power of SPARQL. Among the most important
findings are the definition of negation, the proof that non-safe filter patterns are
superfluous, the proof of the equivalence between SPARQL,, ., and SPARQL...
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From these results we can state the most relevant result of the paper:

Theorem 6 (main). SPARQL,,, has the same expressive power as Relational
Algebra under bag semantics.

This result follows from the well known fact (for example, see [I] and [5]) that
relational algebra and non-recursive safe Datalog with negation have the same
expressive power, and from theorems 2], [ @] and

Relational Algebra is probably one of the most studied query languages, and
has become a favorite by theoreticians because of a proper balance between
expressiveness and complexity. The result that SPARQL is equivalent in its ex-
pressive power to Relational Algebra, has important implications which are not
discussed in this paper. Some examples are the translation of some results from
Relational Algebra into SPARQL, and the settlement of several open questions
about expressiveness of SPARQL, e.g., the expressive power added by the op-
erator bound in combination with optional patterns. Future work includes the
development of the manifold consequences implied by the Main Theorem.
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Abstract. The Web Ontology Language (OWL) provides a modelling paradigm
that is especially well suited for developing models of large, structurally com-
plex domains such as those found in Health Care and the Life Sciences. OWL's
declarative nature combined with powerful reasoning tools has effectively sup-
ported the development of very large and complex anatomy, disease, and clini-
cal ontologies. OWL, however, is not a programming language, so using these
models in applications necessitates both a technical means of integrating OWL
models with programs and considerable methodological sophistication in know-
ing how to integrate them. In this paper, we present an analytical framework for
evaluating various OWL-Java combination approaches. We have developed a
software framework for what we call hybrid modelling, that is, building models
in which part of the model exists and is developed directly in Java and part of
the model exists and is developed directly in OWL. We analyse the advantages
and disadvantages of hybrid modelling both in comparison to other approaches
and by means of a case study of a large medical records system.

1 Introduction

A popular trend in software development is model driven engineering (MDE). In
MDE, the primary artefact is not a program per se, but a model (which a program
may instantiate). These models are typically expressed in a UML variant. Of course,
programming languages, especially object oriented ones such as Java, themselves
have modelling features and are often used to express (executable) models. The Web
Ontology Language (OWL) [11] provides a modelling paradigm that is especially
well suited for developing models of large, structurally complex domains such as
those found in Health Care and the Life Sciences. OWL's declarative nature combined
with powerful reasoning tools has effectively supported the development of very large
and complex anatomy, disease, and clinical ontologies.

OWL, however, is not a programming language, so using OWL models in applica-
tions necessitates both a technical means of integrating OWL models with programs
and considerable methodological sophistication in knowing how to integrate them. In
this paper, we present an analytical framework for and evaluation of various OWL-
Java combination approaches. We outline three distinct approaches to using ontolo-
gies to drive software architectures. The direct approach centres round the use of the
ontological entities as femplates for program classes. In this approach, the OWL
based model is converted, statically, into a corresponding approximation in Java. The
indirect approach represents the opposite extreme. In this case, the Java classes do not

A. Sheth et al. (Eds.): ISWC 2008, LNCS 5318, pp. 130 2008.
© Springer-Verlag Berlin Heidelberg 2008
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model the domain concepts directly, but merely access an external model encoded in
OWL. The third approach, presented in full in this paper, is a hybrid of the two. Here,
the Java classes directly model a limited number of high level entities which are re-
fined, dynamically, by aspects of the OWL ontology. The model is partly expressed
by program classes and partly expressed by OWL classes but the two halves are inte-
grated in a transparent way. The result is a model that can exploit the strengths of
each side to compensate for weaknesses of the other, or to accommodate different
skill sets and preferences of the modellers.

We developed the notion of a hybrid model, the supporting software, and the asso-
ciated methodology in the course of the Clinical E-Science Framework (CLEF) pro-
ject [11, 22, 33]. Part of the aims of CLEF were, broadly, to develop an architecture
for representing series of Electronic Patient Records as coherent entities that capture
a given patient’s medical history in a unified form. We use the CLEF software [12] as
the basis of a detailed case study of hybrid modelling.

Some key characteristics required of such a system drive us to hybrid modelling.
First medical applications typically require a large knowledge base about medicine,
e.g., disease, anatomy, treatment, efc. Given the specialised knowledge involved, the
development and maintenance of this ontology needs to be performed by knowledge
engineers with the requisite background and skills in medicine but who are not skilled
software developers. The representation of this knowledge, and its use within the
system, needs to be dynamic, in the sense that it can be modified or supplemented
without any modifications being made to the software architecture that draws on it.
Thus a good portion of the application’s information is naturally modelled using logic
based ontology languages (like OWL) common in the health informatics community.

However, capturing the types of complex temporally varying relationships that
constitute a patient history, and, critically, doing this in a way that supports typical
entry and searching patterns of the user base, is not a task for which OWL is particu-
larly well suited. For this, complex data structures and procedures are needed within
the model architecture. These requirements naturally suggested a combination of
OWL, for its knowledge representation and reasoning functionalities, and an object
oriented language, such as Java, for the procedural portions of the application.

In this paper, we examine and compare the three sorts of model especially for their
distinct effects on software development. We show via a case study how a specific
type of hybrid approach is well suited to a certain class of complex, information rich,
dynamic applications.

2 Software Models

We now introduce our notion of what a software model is, and present a general
framework to categorise the different varieties of software model.

Models: We use the term model specifically to mean a class based schema of some
type that can be accessed via an API represented in some standard Object-Oriented
Programming Language (OOPL), such as Java or C++. The core of such a model is a
hierarchically structured set of classes (not necessarily corresponding directly to spe-
cific classes in the host OOPL — see below), for each class an associated set of fields,
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Fig. 1. Fragment of a simple software model - shows basic model entities (classes ], fields
—, sub-class relationships ==#>) whilst making no assumptions regarding mode of repre-
sentation

Occult

and for each field a type-constraint defining the set of valid values. Figure 1 shows a
fragment of such a model, concerned with the representation of patient problems, and
specifically focusing on cancer and cancer-staging. Particular model formats may
extend this structure in various ways, such as by providing cardinality constraints on
fields, or providing data-type fields. Critically, the sorts of models we discuss are rep-
resentations of a domain of interest, not (primarily) of the program itself. That is, the
primary task is to represent the domain, not to structure the program.

Direct and Indirect Models (and Backing Models): One means of categorising such
models is by the type of interface offered to the client code. There are two broad pos-
sibilities. A direct model is one in which the object model of the host programming
language embodies the model directly, so that each OOPL class or field is a model
entity. An indirect model is one in which the API presents the objects of a backing-
model (BM) indirectly. Thus, instead of having a Java class called ‘Cancer’, an indi-
rect model would use a generic Java class, say, ModelClass, a specific instance of
which would then be used to represent a BM concept called ‘Cancer’.

Figure 2 shows an instantiation of a fragment of an indirect model. A generic Mod-
ellnstance object represents an instance of a particular BM class, with the relevant
class being specified via a ModelClass object (the current value of the instanceType
field). Associated with the Modellnstance object are a set of model-fields that have
been dynamically created, based on information derived from the relevant BM class.
Each such dynamically-derived field will actually be represented via an object of an
appropriate type (say, ModellnstanceField), with the current set of such objects pro-
viding the values for a single multi-valued OOPL field. We refer to such BM-derived,
indirectly-represented model fields as indirect fields. We refer to model fields that are
directly represented in the host OOPL as direct fields (such fields are found in both
direct and hybrid models, but not in fully-indirect models).

An obvious difference between direct and indirect approaches is in their effect on
the application development process. A direct model is tailor-made for a programmer
writing domain-aware code, whereas an indirect model is more suitable for driving
domain-neutral software. The converse usages are possible but more problematic. To
drive generic software from a direct model requires the use of a reflection facility (as
provided by the OOPL) in combination with appropriate coding conventions. Writing
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instanceType
Modellnstance

Iocus stage

Fig. 2. Instantiation of a fragment of an indirect model — software entities represented both
directly (object of named type C—1, object field —) and indirectly (reference to named
model-class <, model-derived field = = »)

domain-aware software to operate over an indirect model is awkward and unnatural
for the programmer, and hence inefficient (see section 3 for further discussion).

There are other issues that arise from the contrasting approaches, with pros and
cons on either side. With indirect models the BM will generally be represented in a
standard format for which sophisticated tools are available. For instance with OWL,
several editors are available, such as Protégé 4 [13] and Swoop [14], and a range of
reasoners [66] and other services. This is important when the model must incorporate
a large amount of domain knowledge, and particularly, as is often the case, when the
encoding is to be performed by a domain expert. On the other hand, direct representa-
tions provide a more natural means of implementing processing beyond the modelling
formalism, to either contribute to the dynamic aspects of the model itself, or to oper-
ate over its individual instantiations.

An additional advantage of indirect models is in the possibility of BM encapsula-
tion, which in addition to facilitating the seamless mixing and matching of disparate
BM formats, also enables the filtering of BM constructs not relevant to the applica-
tion. For example model classes may be generated only for certain types of concept
(excluding for instance compositional concepts that play a role in reasoning but are
not relevant to the application) and model fields generated only for certain properties
(possibly identified via appropriate super-properties).

Dynamic Models: A dynamic model is one in which the details of the model can vary
depending on the current state of the specific instantiation. The variability can be in
the composition of the field-sets associated with specific instances, in the constraints
on specific fields, or even in the types of specific instances. In general, the more dy-
namic the model, the more natural it is to use an indirect representation.

Figure 3 depicts the dynamic interaction involved in representing cancer staging,
where the set of potential stages is dependent on the type of the cancer, and the set of
potential sub-stages (if any), on a combination of type and stage. The modification of
field constraints manifests itself in the re-setting of the default fillers. It is desirable
that such automated updating be fully dynamic, with any assertions, retractions or
replacements producing appropriate responses. For example, if the type of the disease
is now specialised to Leukemia, the locus should update to Blood and the default stage
value to Leukemia+stage, and the sub-stage field should disappear.

There are two basic ways of achieving dynamics in a model. Firstly, one can re-
quire the client code, after setting specific field values, to explicitly make any result-
ing updates to other parts of the instantiation, in line with a set of stipulations
provided as part of the model. Alternatively one can create an update mechanism that
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Fig. 3. Creation of an instantiation of a dynamic indirect model - basic key as for figure 2 -
updates represented via shading (newly asserted field-value @, area of automatic response by
model ) - includes automatically-generated class names: BC+s = BreastCancer+stage = (I
or Il or I or IV), BCII+ss =BreastCancerStagell+subStage = (A or B)

reacts appropriately to changes in model instantiations. The first alternative is the
more flexible, imposing no restrictions on how the model is used. Hence, in addition
to basic data-creation, the model could also be used to drive query-formulation, pos-
sibly with a variety of query schemas of varying expressivity. However, this flexibil-
ity comes at the price of additional complexity on the client side. Furthermore, the
manner in which the updates are stipulated will be dependent on the BM format, rul-
ing-out the possibility of BM encapsulation. The second alternative simplifies things
on the client side, but does not necessarily provide the same flexibility. However, a
suitable architecture can achieve the best of both worlds. For example, our framework
provides an automatic update mechanism as part of an instantiation building facility.
An associated model-realisation plug-in facility comes with alternative back-ends for
data-creation and query-formulation. Additional back-ends (for e.g. alternative types
of query-formulation) could be plugged-in if required.

Ontology-Backed Models: The types of dynamic model in which we are specifi-
cally interested are indirect models in which the BM is provided by an OWL ontol-
ogy plus a suitable reasoner. In order for such a logic-based system to be used as
the basis for a dynamic software model, some form of sanctioning scheme [88]
must be used. Sanctioning provides a bridge between the constraint-based world of
the ontology, and the field-based world of the software model. Specifically, a sanc-
tioning scheme provides some means of associating a relevant set of fields with
each OWL class. Exactly how this is achieved is not important here. Possible ap-
proaches include the use of heuristics to derive the field-sets directly from class
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Breast
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timePoint

ProblemGllmpse

tage ubStage

Fig. 4. Instantiation of a simple fragment of a hybrid model - software entities represented both
directly (object of named type C—1, object field —) and indirectly (reference to named
ontology-concept <, ontology-derived field = = »)

restrictions, or the explicit specification of the field-sets via some form of internal
or external meta-data.

Hybrid Models: We define hybrid models as software models that integrate both
direct and indirect sections into a coherent whole. The intention is to benefit from the
strengths of the respective approaches whilst mitigating their weaknesses. The hybrid
models in which we are specifically interested are exemplified by the Patient Chroni-
cle Model (PCM), described in detail in section 4. Such models are divided into a di-
rect core section, in which a relatively small number of core entities provide the main
structure of the domain, and an indirect peripheral section, in which a far larger num-
ber of entities provide the detailed domain knowledge. The BM for the indirect sec-
tion of the current version of the PCM is provided by an OWL ontology, though this
is not a defining feature of such hybrid models.

To illustrate the basics of such models we look at an example from the PCM. Fig-
ure 4 shows the representation of a single disconnected “glimpse” of a patient’s can-
cer at a specific point-in-time. It can be seen that this is a very similar set-up to that
shown in Figure 2. Differences to note are: (1) the main entity is a domain-specific
ProblemGlimpse object rather than a domain-neutral Modellnstance, (2) locus is a
direct field on the ProblemGlimpse class (although stage and subStage are still dy-
namically-derived indirect fields), and (3) an additional timePoint field has been
added (although the representation of time is a central feature of the PCM, and pro-
vides additional motivation for the use of a hybrid model, for the purposes of the cur-
rent discussion we can consider timePoint as just another field). An additional
difference (not depicted) is that the fillers for the concept-valued direct fields (type
and locus) are actually of domain-specific types, designed to provide a type-safe
means of representing references to concepts from the relevant section of the ontol-
ogy. Hence, the type field has value-type ProblemType, a class that represents refer-
ences to concepts from the Problem section of the ontology. (Note that in the PCM the
mappings between the concept-referencing classes and the relevant root-concepts in
the ontology are provided via a configuration file and are not hard-coded in any way.)

Figure 5 shows how collections of domain objects, such as ProblemGlimpse, can
be aggregated together to form larger networks. The core structure of such a network
is provided by the domain objects and their interconnections, or in other words, is the
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instantiation of a direct model. It is only on the periphery of the model that the indi-
rect elements intrude. On the other hand, the domain objects comprise only a small
fraction of the model-entities — the vast majority residing within the ontology. For
instance, the set-up in Figure 4 involves only three domain-specific classes, Problem-
Glimpse, ProblemType and Locus (not to be confused with the Locus concept that
provides the root of the hierarchy to which it maps), whilst the number of ontological
concepts that can act as fillers for the type and locus fields, may number well into the
thousands.

From the point-of-view of a programmer implementing a domain-aware applica-
tion based on such a hybrid model, the direct nature of the core structure is a distinct
advantage (as noted above in connection with fully direct models, and further dis-
cussed in section 3). However, the need for indirect model access has not been en-
tirely eradicated. Providing fully direct access to the type of dynamic model with
which we are dealing is simply not a practicable proposition. What the hybrid ap-
proach does do, however, is to greatly mitigate the problem by pushing the indirect
representation to the edges of the model (in the case of the PCM, further mitigation is
achieved by the provision of a dynamic model browser, which allows the programmer
to explore the dynamic interaction in those areas of the model where it does need to
be handled).

To provide a rough comparison of PCM-style hybrid models with both direct and
ontology-backed indirect models, we have identified a number of potentially desirable
features that the models may provide — see table 1. Although this set was derived di-
rectly from the requirements for the PCM, we feel that it is fairly comprehensive,
though not necessarily exhaustive. Features include types of dynamic modification, as
classified by modification-type (field-constraint or model-shape - i.e. the addition and
removal of fields), and means of specification (onfological or extra-ontological). Also
covered are type of API (domain-neutral, domain-specific), potential for attachment
of processing mechanisms to operate over individual instantiations, knowledge main-
tenance by domain-experts, knowledge encapsulation, and potential for use in query-
formulation. (Note: section 4 provides further discussion of some of the listed
features.)
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Table 1. Comparison of features offered by different types of software model

Feature Direct Ontology- | Hybrid
Backed (PCM-
Indirect style)

Dynamic modification NO YES YES
(model-shape / ontological)
Dynamic modification NO NO YES
(model-shape / extra-ontological)
Dynamic modification NO YES YES
(field-constraints / ontological)
Dynamic modification YES NO YES
(field-constraints / extra-ontological)
Domain-neutral API YES™ YES YES
Domain-specific API YES NO YES™'
Model-instantiation processing YES NO YES™'
Knowledge maintenance by domain experts NO YES YES™
Knowledge encapsulation NO YES YES™?
Query formulation YES™ YES™ YES

di1 = Given appropriate reflection based architecture

ob1 = Given appropriate architecture

hy1 = For core structure - not for detailed knowledge

hy2 = For detailed knowledge - not for core structure

Whilst both the fully-direct and fully-indirect approaches offer a subset of the
listed features, PCM-style hybrids can, subject to certain trade-offs (see above discus-
sion), be said to offer all of them. Obviously, when developing a software model one
should select the approach that most closely meets the requirements of the particular
domain, and where this implies a choice of options, one should probably go with the
simplest. Hence, given the complexity overhead of the hybrid option, it should only
be used if neither of the other options fits the bill. However, we feel that it is likely
that for a large class of application areas this will indeed be the case.

3 Methodological Considerations

With a basic taxonomy of models in hand, we now turn to how various properties of
the different sorts of model affect software development methodology via cognitive
walkthroughs [10]. We consider how each sort of model handles the sequence of
events shown in Figure 3, i.e. we (1) instantiate an instance of ‘Cancer’, (2) set the
locus of the cancer to ‘Breast’, (3) set the stage of the breast cancer to ‘II’, and (4) set
the sub-stage of the stage II breast cancer to some value. A key point about this se-
quence is that each setting of a field alters what other fields are available and the con-
straints upon those fields (and, thus, perhaps, the behaviour of the object in the
application). Furthermore, the sequence of inputs and the particular values set (and
thus the shape of the object) vary enormously. As described above, there are many
different types of cancer, each with a different set of potential stages, and each com-
bination of cancer and stage having a different set of sub-stages (or possibly none).
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The “final” shape of the object (that is, when all its fields are set) is defined by a
combination of (1) the model class of which the object is an instance, and (2) addi-
tional information provided by the model, specifying dynamic modifications specific
to the evolving object. It is not always the case that there is a named model class that
corresponds directly to the fully determined object (that is, the system can require
runtime inference).

We take this sequence as an exemplar of how applications interact with entities in a
model. It is easy to see that interactive applications (such as an electronic hospital
chart) will need to modify entities in its model in this way. In all these cases, we pre-
sume that a sizable portion of the model will be expressed by a domain expert (who is
probably not a programmer) in a suitable modelling language, such as OWL (e.g., the
specifics of cancer). Given this scenario, we can examine what costs and benefits
model type offers. In order to keep things concrete, we confine the rest of the discus-
sion to models expressed in OWL, Java, or a combination of the two, although the
issues involved are potentially applicable to a range of modelling formalisms, and
most general purpose OOPLs.

Consider direct models (e.g. as generated by an OWL2Java mapper [99]). One ad-
vantage of direct models is that the model is entirely captured in Java and the applica-
tion programmer need never consider the ontology except as the input to the
OWL2Java processor. Thus, the programmer can consider OWL to just be a funny
kind of UML (and they may even view it as UML diagrams) and get on with the busi-
ness of using the Java classes. If the ontology is small and unlikely to change, this is
feasible. However, in typical medical applications, neither of these facts are the case.
A recent version of the NCI Thesaurus contains 65,228 classes (up from 27,652 in
2003) and is updated monthly'. With a direct model, not only do we get a prolifera-
tion of Java classes that obscure the actual structure of the ontology, but the natural
path to keeping the application in synch with the model is to regenerate and recom-
pile’. Aside from the tedium of this procedure, it makes it practically impossible to
modify the generated classes to introduce special behaviours, thereby eliminating a
major benefit of the direct approach.

Furthermore, this sort of model is very difficult to work with given the sequence of
operations in our example. In essence, to get the behaviour we want we need to de-
termine in advance which specific class we are going to instantiate in step one (i.e.,
not just cancer, but breast cancer; and not just breast cancer, but stage II breast can-
cer; etc.). If we later want to change from stage II to stage I, or to correct the locus,
we must discard our instance and create an instance of the relevant new sort.

Finally, since we do not have a reasoner available, we cannot query for aspects of
the ontology that were not explicitly reflected into Java. Workarounds include trying to
capture aspects of the semantics of OWL class expressions in Java (see [99]) or modi-
fying the ontology to ensure that specific needed entailments get names, and are thus,
reflected out to the application. In the first case, since the mapping is, at best, very par-
tial and approximate, we still miss many possible entailments but now also get spuri-
ous ones. In the second case, we contaminate our model with various application

! http://nciterms.nci.nih.gov/NCIBrowser/Dictionary.do
% The Thesaurus is used in e.g.: http://cancerimages.nci.nih.gov/calMAGE/index jsp
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specific classes and still cannot cover every case. Either way we would have great dif-
ficulty in replicating the type of behaviour illustrated by figure 3.

Of course all of this discussion concerning direct models assumes that the pro-
grammer is developing a domain-aware application. If alternatively the application is
to operate in a domain-neutral fashion, the advantages described do not apply, whilst
the difficulties in modelling dynamic behaviour are multiplied by the need to access
that behaviour via some kind of reflection based mechanism.

In contrast, using an indirect model backed by an OWL ontology avoids many of
these problems: The ontology is a separately modifiable component of the applica-
tion. We have the full power of an OWL reasoner available and can even update the
model in response to application events. Furthermore, the program does not have to
incorporate thousands of classes, but only the small number of classes that provide the
indirect model. As the API is domain independent, programmers can become expert
in using that API and amortise the effort of learning it over many programs. Such
APIs, as with SQL, provide a well defined interface for interacting with the ontology
based model, so it is easy to analyse exactly where and how the application works
with the model.

This flexibility can be accessed very nicely by a programmer developing a domain-
neutral application, but for those developing domain-aware applications it comes at a
considerable price. The indirect nature of the API becomes reflected in an unnatural
indirect coding process, whereby the programmer must operate with API documenta-
tion in one hand, and some representation of the ontology in the other, to create code
without type-safety or any other kind of API imposed constraints. Moreover, if parts
of the behaviour required in the domain cannot be expressed in OWL (e.g., certain
types of temporal relations, complex calculations, optimisations, etc.), the program-
mers must handle those aspects entirely on the Java side.

Of course, programmers could set up their own framework for mapping ontology
classes into their Java based model on a case by case basis, but this is precisely build-
ing an ad hoc hybrid model where the details of the hybridization have to be managed
explicitly.

With hybrid models we effectively split the difference. Consider the prototype sce-
nario: the Java programmers developing the model can start with a high level model
of the ontological aspects of the domain (say, a Problem class) as well as of other do-
main entities which do not appear in the ontology (e.g., a ProblemGlimpse). When the
application is working with this abstract model the programmers can hook up a hand-
ful of key entities to corresponding entities in the ontology, in order to exploit the
modelling done by the ontologist. Both the ontology and the program can dynamically
modify the shape and constraints of their respective model elements without interfer-
ing with each other. Furthermore, programmers can naturally move the boundary be-
tween the part of the model which is in Java and the part which is OWL (or some
other modelling formalism) as is appropriate. The fluidity of the boundary encourages
programmers to use the formalism that is best for the job given their tastes, experi-
ence, and skills. Instead of having to jump directly into OWL (for example) they can
defer that exploration until it is truly necessary. That is, modelling considerations,
rather than limitations of their integration technique, drive shifts in the boundary. Ob-
viously, hybrid models require some restrictions in the modelling on both sides.
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All three approaches have sweet spots, though we believe that hybrid models are
more generically useful. We suspect many domain applications will be better served
by a hybrid model.

4 Case Study

We now look in detail at the Patient Chronicle Model (PCM), as introduced in
section 2, and at the generic framework with which it was built. The PCM provides
the central component of an architecture designed for the representation of large bod-
ies of patient record data in a richly-structured chronicle format, and their subsequent
exploitation as a research resource over which interesting clinical queries can be for-
mulated and executed. The framework comprises a fully generic Core Model-Builder
and a temporally-focused but domain-neutral Chronicle Model-Builder’, specifically
for building chronicle-style models, such as the PCM. Although the framework was
initially created with the PCM in mind, it is a generic entity that should have much
wider applicability. Hence, our discussion here is concerned with the general class of
hybrid model that the framework enables us to build, using the PCM for purposes of
illustration. We concentrate on the external behaviour of the models. See [11] for a
fuller description of their internal architecture. All of the software described here,
including the PCM, the framework and the GUI-based tools, is available on the web
(see [12)]).

4.1 Design of Hybrid-Model Framework

An analysis of the requirements for the PCM resulted in the identification of the fol-
lowing set of elements to be incorporated into the design of the framework:

Ontological representation: An obvious requirement for a model representing medi-
cal data is that it in some way incorporates a large structured medical terminology.
The fact that this terminology was required to support the type of representations and
dynamic interactions illustrated in Figure 3 strongly implied some form of ontology
with associated reasoning mechanisms. Furthermore, due to the size of the terminol-
ogy, and the specialist knowledge that it was to embody, it was also necessary that the
format facilitate maintenance by domain experts rather than software developers.

Temporal representation: Patient record data tends to come as a set of snapshots,
representing such things as the current state of a patient’s illness or the results of an x-
ray procedure, at a particular point-in-time. However, to ask meaningful questions
concerning a patient’s history, we often need to aggregate together individual items of
snapshot data into coherent entities representing, for instance, the entire history of a
patient’s condition. This implied a SNAP/SPAN representation [44] of some type,
wherein the representation of temporal events is split between point-like SNAP events
and temporally-protracted SPAN events. An associated requirement, to facilitate ef-
fective querying, was for the representation of temporal summarisations, or temporal
abstractions [55] as they are known in the field of medical informatics. For instance,

3 These components of the framework each comprise a set of classes and support utilities.
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a set of measurements of the size of a tumour at various points-in-time can, with suit-
able interpolations, give rise to abstractions over selected time-periods, such as mini-
mum-size, maximum-size, size-at-start-of-period, etc.

Temporal processing: Associated with the requirement for temporal abstraction
structures, was a requirement for procedures to perform the relevant calculations.
Also required was a temporal-slicing facility, for slicing SPAN objects up into sec-
tions representing arbitrary sub-periods. Such a facility is required for answering que-
ries involving temporal-abstractions over dynamically-defined time-periods.

Ontological/temporal interaction: An additional requirement was for the orchestra-
tion of the higher-level interaction between the ontological representation, the
SNAP/SPAN representation and the temporal abstraction structures (see below for
details of such interaction).

Domain-specific API: The patient chronicle data is created programmatically by two
data-creation applications, a heuristic-based Chronicliser that generates the richly-
formatted patient chronicles from ‘raw’ patient record data, and a Patient Chronicle
Simulator that generates realistic patient histories as an aid to system development.
Both of these applications operate in a highly domain-aware manner and hence re-
quire a suitable domain-specific API.

Domain-neutral API: The model was also required to drive domain-neutral software,
including an RDF-based repository system, with an associated query-engine (combin-
ing basic RDF querying with query expansion and dynamic temporal abstraction), and
a set of GUIs for model-browsing, record-browsing and query-formulation. Hence,
there was a strong requirement for a domain-neutral API (the alternative would be to
let each application implement its own reflection-based interpretation of the model —
obviously not a sensible option).

Query-formulation capability: The model was required to drive query formulation
by domain-neutral applications, which, due to the dynamic nature of the model, im-
plied a requirement for a flexible instantiation-builder with a model-realisation plug-
in facility, to allow the incorporation of query-specific constructs into the instantiation
(see discussion of dynamic models in section 2).

Fully-dynamic interaction: Since some of the model-driven software, such as the
query-formulation system, needed to be highly interactive, it was required that instan-
tiation-building be fully-dynamic in that the system respond appropriately to any as-
sertions, retractions or replacements (see discussion of dynamic models in section 2).

Our hybrid model architecture, which was designed to incorporate this (partially
conflicting) set of elements, is composed of (1) a central Java component incorporat-
ing both direct and indirect sections of the model, and (2) a set of one or more knowl-
edge sources that collectively comprise the backing model (BM) for the indirect
section. All BM access is via a clean API, which entirely encapsulates the underlying
formalisms and associated reasoning mechanisms, allowing a range of formalisms to
be mixed and matched. However, since the BM for the PCM currently consists of a
single OWL ontology in combination with a FaCT++ reasoner [77] and suitable sanc-
tioning mechanisms, we refer simply to the “ontology” throughout the following
discussion.
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4.2 Nature of Hybrid Models

We now look in more detail at the nature of the PCM-style models that can be built
using our framework, building on the brief introduction provided in section 2. Spe-
cifically we look at (1) the type of complex dynamic interactions that the models can
embody and the way in which they can exhibit behaviours not easily specifiable
within a standard ontological representation, (2) the various distinct roles that proce-
dural processing plays within the models, and (3) the ‘network’ representation, which
enables both the models themselves and their individual instantiations to be accessed
in a domain-neutral fashion.

Complex Dynamic Interaction: In section 2 we described how the ProblemGlimpse
class can be used to represent a single disconnected ‘glimpse’ of a patient’s cancer at
a specific point-in-time (what we refer to as a GLIMPSE view). However, in practice
ProblemGlimpse is used in only to represent transient conditions such as pain or head-
aches. For major conditions such as cancer, where we wish to track the progress of the
condition through time, the more complex SNAP/SPAN-based representational pat-
tern depicted in figure 6 is used. In this pattern, a series of ProblemSnapshot objects
of the condition at specific points-in-time (the SNAPs) are aggregated together by a
ProblemHistory object (the SPAN).

The first thing to note in this pattern is that the temporally-invariant type and locus
fields are attached to the SPAN object, whereas copies of the temporally-variant stage
and subStage fields are attached to each of the SNAP objects. This means that
whereas the simpler GLIMPSE pattern could be mapped in a one-to-one fashion to a
single ontological instance, the SNAP/SPAN version requires a collection of such
instances, with each being mapped to a combination of the temporally-invariant fields
on the SPAN object and the temporally-variant fields on a specific SNAP object.

W@ O ®
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Descriptor Descriptor
@ History History

type locus f stage f subStage

ProblemHistory timePeriod

v v v

Problem Problem Problem
Snapshot Snapshot Snapshot
: stage ! subStage : stage : subStage : stage | subStage
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Fig. 6. Instantiation of a more complex fragment of a hybrid model (with problem description
distributed between SPAN and SNAP entities) - basic key as for figures 4 and 5 - also show are
fields derived from Temporal Abstraction System (- — =>).(NOTE: the timePoint fields for the
SNAP entities have been omitted.)
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An additional element not present in the GLIMPSE version is the representation of
temporal abstractions. For each current problem-descriptor (stage, subStage, etc.),
there will be an abstraction field associated with the SPAN object, which provides an
abstraction-set for that descriptor (via a DescriptorHistory object). Hence, the abstrac-
tion-sets for stage and subStage, both of which are defined (via extra-ontological
meta-data) as ordinals, include attributes such as max and min. These abstraction-sets,
as well as the methods for calculating the abstraction values, are ultimately provided
by a Temporal Abstraction System, to which the PCM interfaces. This all adds addi-
tional complexity, involving (1) yet another ontological-instance, this one being
mapped to a combination of the temporally-invariant fields on the SPAN object, and
the set of abstraction fields, and (2) dynamic generation of the individual abstraction-
sets, via interaction with the Temporal Abstraction System.

An important aspect of PCM-style hybrid models is the orchestration of interaction
by the major domain classes within a representational pattern. For instance, locus has
been specifically plucked out from the set of problem-descriptors to become a direct
field on ProblemGlimpse (one reason being that it is an entity that the programmer
will often wish to explicitly reference). However, even though the locus is explicitly
represented in the direct model, it is still represented in the ontology (along with the
more run-of-the-mill fields, such as stage and subStage, not represented in the direct
model). Furthermore, we have seen that the locus value plays a part in the ontological
reasoning behind the dynamic interaction illustrated in figure 3. Therefore classes
such as ProblemGlimpse have to orchestrate the dynamic updating in a manner that
maintains consistency between the model and the ontology.

With ProblemGlimpse, where there is a one-to-one correspondence between the en-
tities in the direct model and those in the ontology, such orchestration adds nothing to
the underlying ontological reasoning. It is merely the performance of a chore made
necessary by the hybrid nature of the model. However, in the case of ProblemHistory
where the corresponding interaction involves both multiple ontological-instances and
the Temporal Abstraction System, its orchestration adds additional levels of complex-
ity over and above that provided directly by the ontological reasoning.

Procedural Processing: Procedural processing plays three distinct roles within PCM-
style hybrid models: model-shape modification, field-constraint modification and
model-instantiation processing. Of these, the first two can be considered as providing
an intrinsic part of the model, whereas the third acts on individual instantiations, but
does not contribute to the model itself.

In the current PCM, the model-shape modification is always handled by fully ge-
neric mechanisms, although this is not something that is intrinsic to the task, and we
could envisage a situation where shape modification of a more domain-specific nature
was required. On the other hand, field-constraint modification and model-instantiation
processing, as exemplified respectively by temporal abstraction and temporal slicing,
are each, at different points in the PCM, handled by both generic and domain-specific
mechanisms. The generic case can be seen from the ProblemHistory-centred pattern
described above, where both the abstraction and slicing come as part of a configurable
generic pattern. An example of the domain-specific case is provided by the Dos-
agePattern class, used in representing sequences of drug administrations. This is an
abstract base-class that provides both its own temporal abstraction fields (totallntake,
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averageDailyIntake, efc.), and its own temporal slicing facility. The actual processing
is farmed out to appropriate sub-classes (RegularDosagePattern, CyclicDosagePat-
tern, etc.), each of which provides a distinct way of either summarising, or directly
representing the individual administrations. It should be apparent that the flexibility
offered by the object-oriented core of the hybrid models is very useful here, whereas
associating any sort of procedural processing with a fully indirect model is less
straightforward, and the greater the required flexibility, the less appealing such an
option becomes.

Fully-Indirect Representation: In order to provide the required domain-neutral API
the framework embodies a mechanism for automatically translating the source ver-
sion of the hybrid representation into a fully-indirect network version (and back
again). The translation process depends on the Java reflection facility and the confor-
mance of the source version of the model to certain coding conventions (the necessary
ingredients for obtaining generic access to the direct sections of the model - as dis-
cussed above).

The basic translation operation takes a source domain class, such as ProblemHis-
tory, and uses it to generate a set of generic network objects, consisting of a Model-
Node plus a set of ModelFields. The generated objects will collectively represent an
instance of the class. A wider process takes a model instantiation and converts it into
an entire network. An additional mechanism is provided to enable the specification of
the dynamic behaviour required from the network. This specification is handled by
the individual domain classes, each of which, upon being loaded at run-time, can reg-
ister a set of factory objects, which as the relevant sections of network are generated,
are used to create sets of listener objects that will implement the required interaction.

The network representation can be used in two distinct ways. Firstly, to provide a
static representation of an existing model-instantiation, which can be used in the stor-
age, retrieval and browsing of records. Secondly, with appropriate extensions to rep-
resent the required query-specific constructs, as a dynamic query-formulation system.
In this case the network representation is acting as an instantiation-builder with a
model-realisation plug-in facility, in the manner described above. (The network repre-
sentation could in principle also be used as an instantiation-builder for dynamic re-
cord-creation, but since this has not been a requirement of the PCM, our framework
does not currently provide this facility).

5 Conclusions

OWL ontologies offer a number of modelling advantages that have been fruitfully
exploited by domain experts working in Health Care and the Life Sciences and other
areas. However, to reap the benefit of those advantages requires that the resulting ar-
tefacts (i.e., the models expressed as ontologies) are effectively exploited by pro-
grammers building applications. In this paper, we have presented three mechanisms
for integrating OWL ontologies with programs written in a statically typed OOPL
(specifically Java), including a new approach based on hybrid-models. Hybrid-models
allow for a smooth integration between Java based modelling and OWL based model-
ling wherein each modelling paradigm's strengths can be mobilised as needed to pro-
duce a model that, on the one hand, is a reasonable representation of the subject
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domain and, on the other, is a natural part of a program. We have shown that for a
significant class of application this approach is especially effective.

Future work includes refining our hybrid-model supporting framework to better

enable model refactoring and refinement. Right now, model development tools are
entirely Java oriented or entirely OWL oriented, and thus do not allow for a unified
view of the whole hybrid model. While one strong advantage of hybrid-models is that
they allow different members of the development team to use the type of modelling
technique that is most appropriate for the task or their own skill set, we believe that a
holistic view of hybrid models has its own advantages.
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Abstract. Various semantic web service discovery techniques have been
proposed, many of which perform the profile based service signature
(I/O) matching. However, the service I/O concepts are not sufficient
to discover web services accurately. This paper presents a new method
to enhance the semantic description of semantic web service by using
the semantic constraints of service I/O concepts in specific context. The
semantic constraints described in a constraint graph are extracted auto-
matically from the parsing results of the service description text by a set
of heuristic rules. The corresponding semantic web service matchmaker
performs not only the profile’s semantic matching but also the matching
of their semantic constraints with the help of a constraint graph based
matchmaking algorithm. The experiment results are encouraging when
applying the semantic constraint to discover semantic web services on
the service retrieval test collection OWLS-TC v2.

1 Introduction

Semantic web services (SWS) have attracted a significant amount of attention
in recent years. The aggregation, including description and discovery of services
plays an important role in various internet-based virtual computing environ-
ments [I]. SWS discovery is the process of locating existing web services based
on the description of their functional and non-functional semantics [2]. Most
SWS matchmakers perform the matching of service profile rather than service
process model. SWS profile describes the services capabilities in terms of several
elements, including its inputs(I), outputs(O), preconditions/assumptions(P) and
effects/postconditions(E) [3].
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Various SWS description languages such as OWL-S [3], WSMO [4], WSDL-
S [5], SAWSDL [6], provide different frameworks to describe SWS. There are
also various SWS matchmakers based on the respective profile elements: some
perform logic based semantic IOPE matching [7] [8], and some others perform
logic based semantic service signature (Input/Output) matching [9LT0,TTLT2L13]
(T4 T516).

A common characteristic of most current SWS matchmakers is that the se-
mantic matching between a pair of SWS concepts annotated to the input and
output parameters almost depends on the subsumption relations in the domain
taxonomy. Most current SWS matchmakers treat the SWS signature as a set
of concepts which are however not sufficient to discover SWS effectively when
using logic based reasoning. Two services with similar real world semantics may
fail to match, and even two services with the same input and output concepts
may have essential differences in semantics which cannot be detected by logic
based reasoning.

In order to overcome this problem, many recent researches have explored
various information to complement service I/O concepts for SWS matchmaking.
The ranked matching algorithm [9] explores the service category and service
quality together with its I/O concepts to compute the combined degree of match
between the request and the advertisement. Klusch et al. [7] [T0] have proposed
a hybrid method for SWS discovery which utilizes both the logic based reasoning
and the content (unfolded concept expressions) based Information Retrieval(IR)
techniques to remedy this limitation. Kiefer et al. [I7] have proposed a new
approach to perform SWS matchmaking based on iSPARQL strategies which
combines structured and imprecise querying together on a diverse set of syntactic
description information (service name, service description text, etc.). The work
in [I8] describes the relationships between inputs and outputs explicitly and uses
OWL ontologies to fix the meaning of the terms used in a service description.

Most SWS discovery approaches consider each SWS signature as a bag of con-
cepts and ignore the relationships between the concepts in the SWS profile. The
relationships between the service I/O concepts, called semantic constraints in
this paper, can be helpful for expressing the semantics of services and improv-
ing the existing SWS discovery methods in practice if they can be generated
automatically. Motivated by this idea, we add some restriction relationships to
the interface concepts to enhance the semantic description of services. These re-
striction relationships which may not be defined in the domain ontology can be
extracted from the service description text automatically. A novel SWS discovery
mechanism has been proposed to perform the matching on both the service I/O
concepts and their semantic constraints which are represented by a constraint
graph.

The rest of this paper is organized as follows. Section 2 gives the definition of se-
mantic constraint for SWS and the constraint graph. Section 3 describes the seman-
tic constraint extracting method. A Constraint Graph-based Matching (CGM)
algorithm is proposed in section 4. Section 5 evaluates the proposed approach on
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the OWL-S service retrieval test collection TC v?El. Section 6 discusses the related
work. The conclusion and future research are given in section 7 finally.

2 Semantic Constraint for Semantic Web Service
Discovery

2.1 Motivation

Many SWS matchmakers like OWLM [19], OWLS-MX [10], OWLS-UDDIE, Lu-
min% perform logic based semantic matchmaking on service I/O concepts. As
discussed in section 1, representing SWS by the service I/O concepts is not suf-
ficient enough for service discovery. Some important facts can be observed from
the existing SWS collections.

(1)The domain of concept is not specified. The service I/O concepts usually
describe abstract things like “price”, “distance”. Normally their meanings are
heavily related to the context, that is, it is difficult to get its exact semantics
unless they are set in a certain context, such as “the price of a book”, “the price
of a flight ticket”, “the distance between two cities”, “the distance between two
stars”. So if a service is only annotated with the concept Price as its output, it
is still not clarified whose price is returned by this service.

(2) The property of concept is not specified. Every concept defined in
domain ontology may have several properties to restrict its semantics. All the
individuals of each concept can be divided into several categories according to
different property restrictions and values. For example, the concept Bag has a
property hasColor, so the individuals of Bag can be classified into different
sets according to their values of the property hasColor, such as the red bags,
the blue bags, the green bags and so on. Therefore, in specific context, the
semantics of I/O concepts can be better clarified if they are associated with their
property values. Meanwhile, the concepts with different property restrictions
may correspond to various individuals in respective context. For example, service
A returns a kind of food information with the maximum price, while service B
returns the food information with brand “Coca Cola”. We cannot assert that
these two kinds of food information are similar. Also the functions of the two
services cannot to be asserted to be similar.

(3) The relationship between concepts is not specified. Two web services
annotated with the same input and output concepts may have essentially differ-
ent semantics which cannot be detected by logic based reasoning. The difference
may be caused by the diverse relationships between the input and output con-
cepts. For example, both service A and service B have been annotated with
concept GroceryStore for their input parameters and concept Food for their

! http://www-ags.dfki.uni-sb.de/~klusch /owls-mx/
2 http://www.daml.ri.cmu.edu/matchmaker/
3 http://lsdis.cs.uga.edu/projects/meteor-s/downloads/Lumina,/
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output parameters. But service A returns the food information contained in a
certain grocery store while service B returns the food information sold by a
certain grocery store. These two web services have the same interfaces and the
same annotated concepts which the interface refers to, but their functions are
totally different.

2.2 Constraint Types Definition

According to the above facts, the semantics of SWS will be better clarified if the
constraint relationships of the concepts have been annotated. Each concept used
to annotate web service can take some kinds of constraints. A concept and one of its
constraints can be represented by a statement (SC, CT, OC) using RDHY terms:

— SC (Subject Concept), is the subject of the statement and usually corre-
sponds to the service I/O concepts. It specifies the thing the statement is
about.

— OC (Object Concept), is the object of statement. It can be described as
another concept or a literal.

— CT (Constraint Type), is the predicate of the statement which identifies the
property or characteristic of the subject concept that the statement specifies.
There are many constraint relationships between two entities in the real world,
which are also true in web service domain. We choose three important abstract
constraint types, considering that not all the realistic constraints can be ex-
tracted accurately and automatically from description text.

e isPropertyObjectOf Constraint: triple (A, isPropertyObjectOf, B) means
that concept A is a property object of concept B. It specifies the domain
which concept A belongs to, that is, the individuals of concept A in
specific service are the property values of individuals of concept B. For
example, if a service has been annotated with an output concept Price
and the price has a constraint triple (Price, isPropertyObjectO f, Car),
it means that this service returns the price of a certain car.

e hasPropertyObject Constraint: this constraint relation is the inverse of
isPropertyObjectOf. Triple (A, hasPropertyObject, B) means that concept
A is the one which has an inherent property object concept B. For ex-
ample, if a service has been annotated with an output concept Car that
has a constraint triple (Car, hasPropertyObject, Price), it means that
this service returns the information of a car associated with a value of
price.

e Operation Constraint: triple (A, Operation, B) means that the two con-
cepts entities have a certain association between them. The word “Op-
eration” is an abstract word representing all kinds of properties. For
example, if a service has been annotated with an output concept Book
and the concept Book in this web service has an “Operation” constraint
triple (Book, “published by”, “Springer”), it means that this service re-
turns the books that are published by Springer.

* http:/ /www.w3.org/TR/rdf-primer/
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2.3 Constraint Graph Definition

After adding constraints defined above to service I/O concepts, the service se-
mantics has been enriched and SWS is described by both service I/O concepts
and their constraints. In this paper, a concept together with its constraints is
described in a constraint graph. Let C be a set of concepts, a directed constraint
graph can be described as ConstraintGraph(C) = {(SC,CT,0C)|SC € C'}.

The snippet of a food querying service profile is described in Fig.1(a). This
service returns the food information in a certain store together with their quan-
tity, annotated with one input concept Store and two output concepts Food
and Quantity. After adding isPropertyObjectOf constraints to concepts Food
and Quantity, the connected constraint graph which is depicted in Fig.1(b)
indicates the relationships between Food and Store, Quantity and Food. The
description of service’s semantics in Fig.1(b) is clearer than the set of three
concepts described in Fig.1(a).

Store

<profile:Profile >
<profile:hasInput rdfiresource="#_GROCERYSTORE"/>
<profile:hasOutput rdf:resource="# FOOD"/> I::> isPropertyObjectOf
<profile:hasOutput rdf:iresource="# QUANTITY"/>

isPropertyObjectOf .
</profile:Profile> ., [sPropertyObj N

.
[} _————{
~a?

Food Ql;e;n‘tity
(a) (b)

Fig. 1. (a) The snippet of a food service profile; (b) The constraint graph representation
of the service (the dashed circle denotes output concept and the solid circle denotes
input concept)

3 Extracting Semantic Constraint

The description texts in web services are important knowledge sources for service
discovery. The constraints of a certain concept can be extracted from the descrip-
tion texts according to the definition of concept in domain ontology, especially
the definition of property whose subject is the concept. However, in practice,
few domain ontologies are comprehensive enough to provide plenty constraints
information, as every concept in the domain ontology has only limited kinds
of properties. In this section, an extraction method based on the parse trees of
description text is proposed to obtain the semantic constraints of service 1/O
concepts.

3.1 Overview

The semantic constraints for input/output concepts of a web service can be ex-
tracted from the description text of this web service. Each concept corresponds
to a sequence of words (called key-word) in the description text, and the syn-
tactic relations between the key-word and other words may be the semantic
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| Description text | | The service returns the price of the book published by Springer.

- T

DT NNVBZ NP(price)
The servicereturns ~
NP(price) PP

O
DT NNIN NP(book)
Syntactic Tree the price of  NF(hook) VP

Nt
the book published/ ~
IN NN

Constraint Graph
by Springer.

<SC,.CT,.0C,> ﬂ
<SC,.CT,.0C,>

<Price, isPropertyObjectOf , Book>
~~~~~~~~ <Book, “published by”, “Springer”>

<sC,.CT,,0C,>

(a) semantic constraint extracting framework (b) example

Fig. 2. Semantic constraint extraction

constraints of the corresponding concept. The syntactic structures of the service
description text give rich information about the constraint types for service I/O
concepts. Thus, the semantic constraints of I/O concepts could be derived from
the syntactic tree. Unlike the ontology-based information extraction or relation
extraction, we detect the semantic constraints for the service I/O concepts rather
than their instances. In ontology-based information extraction, the relation ex-
traction focuses on the relationship between two specified entities.

The semantic constraint extraction which is based on the parsing tree of the
sentence consists of preprocessing, syntactic parsing and heuristic-based extract-
ing (shown in Fig.2(a)). During preprocessing, some pre-selected key-words rep-
resenting the service I/O concepts are tagged in the description text. And then,
the text is parsed syntactically to identify the constituents modifying the key-
words. Finally, several heuristics rules are used to extract constraint triples about
the key-words from the syntactic constituents.

3.2 Preprocessing

The aim of preprocessing is to detect the key-words and process the text in order
to improve the precision of syntactic parsing in the next step. Some more details
are as follows.

— Key-words detection. The concepts in service I/O are annotated to a
sequence of words in the description text, that is, each concept is instantiated
by a word sequence through scanning all these fragments in text.

— Name Entity Recognition. ANNIE Gazetteer in GATE [20] is used to
recognize the name entities in the text which are useful for the matching.
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For example, the word “Japan” is annotated as a country, so it can match
the concept Country in a geographical ontology.

— Tokenization. Corresponding to each service I/O concept, a key-word may
include several tokens. A key-word should be a terminal node in the parsing
tree in order to extract its constraints correctly. Therefore, each key-word is
considered as one token.

— Part Of Speech tagging for special words. Several rules are designed to
assign Part Of Speech (POS) tags to some important ambiguous words which
can help improving the precision of parsing. Based on the observation that
concepts in domain ontologies are usually nouns, we specify each key-word
to noun and some important words to verb, e.g., “return”, “provide”.

3.3 Extracting Semantic Constraint

We firstly obtain the syntactic trees by parsing the sentences which contain the
key-words in the description text. The semantic constraints of the key-words are
identified according to syntactic relationships in parsing trees such as modification
and represented in triples each of which includes a key-word, a constraint type and
a constraint constituent. The extraction includes three phases as follows.

Candidate Constituent Detection. From the observation, the constraints of
a key-word are probably contained in the phrase whose head word is the key-
word. All such phrases can be detected by propagating the key-word from the
bottom to the top of the syntactic tree. The propagation path is expressed as a
sequence of interior nodes labeled by nonterminal categories in the parsing tree,
e.g. a node sequence “NP NP” in Fig.2(b) is the propagation path of key-word
“price”.

The constituents contained in each phrase which is in the propagation path
are called candidate constituents which may contain modification information of
the key-word. For example, Fig.2(b) describes the parsing tree of the sentence
“The service returns the price of the book published by Springer.”, in which the
key-word is “price”. The propagation path of the key-word “price” is “NP NP”.
The candidate constituents contained in the propagation path are “DET” and
“PP”.

Constraint Constituents Filtering. In candidate constituents, some function
words, such as “DET” in Fig.2(b), are not valuable modifiers for the key-word.
Only the constituents that contain useful modifiers of the key-word are consid-
ered as constraint constituents. Thus, the constraint constituent of the key-word
“price” is the constituent tagged with “PP”.

Various constraint types defined in section 2 often have different syntactic
characteristics and are expressed in diverse constituents, so respective rules are
designed to filter the useful constraint constituents from all the candidate con-
stituents. The second column in Table 1 presents the rules that can filter the use-
ful constituents from the candidate constituents for the constraint types shown in
the first column. As the hasPropertyObject constraint relationship is the inverse
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Table 1. The semantic constraint extraction rules

Constraint Type Candidate Constituents Filtering Rules Modifiers Extraction Rules
Rule 2: Extract the noun
string from the adjective if
it’s suffix is “’s”.

Rule 3: Extract the key
phrase from the PP phrase
whose head word is “of”.

Rule 4: Identify the ref-

Rule 1: The candidate constituents
isProperty tagged with “JJ”, “PP”, and
ObjectOf “Pronoun” are indicator of

constituents in which
isPropertyObjectOf constraint

locates.
erence word in possessive
pronoun phrase.
Rule 6: Extract the verb,
Operation Rule 5: The candidate constituents preposition, noun from the
tagged with “VP” and “SBAR” VP phrase.
are indicator of constituents in Rule 7: Extract the verb,
which Operation constraint preposition, noun from the
locates. SBAR phrase.

of isPropertyObjectOf constraint, we can get the hasPropertyObject constraints
from the isPropertyObjectOf ones.

By analyzing the structure of the parsing tree, the isPropertyObjectOf con-
straint of the key-word can be extracted from either its sibling nodes or its par-
ent’s sibling nodes which are tagged with “JJ”, “PP” or “Pronoun”. The Oper-
ation constraint often locates in the constituents tagged with “VP” or “SBAR”.
Rule 1 and Rule 5 are designed to extract the candidate constituents for isProp-
ertyObjectOf constraint and Operation constraint respectively. As depicted in
Fig.2(b), the isPropertyObjectOf constraint of “price” locates in the constituent
tagged with “PP”.

Extracting Modifier. After the above two steps, the modifiers now can be
extracted from the constraint constituents identified by the Rule 1 and Rule
5 in Table 1. Not all the constraint constituents provide useful constraints for
the key-word. Some rules listed in the third column in Table 1 are also used to
extract the modifiers of the key-word for specific type.

Rules 2-4 for isPropertyObjectOf constraint are motivated by the observa-
tion that the isPropertyObjectOf modifiers to nouns are usually locates in a
PP phrase, an adjective or a possessive pronoun. Rule 2 states that only the
adjectives like “book’s” are the constraint constituents of the key-word. Tak-
ing the noun phrase “book’s price” for example, the constraint constituent of
the key-word “price” is the adjective “book’s”. Only the word “book” which
can be extracted from the adjective is the isPropertyObjectOf modifier of the
key-word “price”. Rule 3 indicates that the isPropertyObjectOf modifier often
locates in the PP phrase whose head word is “of”. Rule 4 is supported by the
observation that nouns are usually modified by a possessive pronoun like “its”.
The noun that refers to the pronoun is identified as the isPropertyObjectOf
modifier.
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Rules 6-7 for Operation constraint are supported by the observation that
the candidate constituents tagged with “VP” and “SBAR” are good indicator
of constituents where Operation constraint locates. The verbs in verb phrase
and SBAR clause usually describe the relationship between two entities and the
following preposition is a good indicator of the voice of the sub-sentence in which
the VP phrase locates. If the verb is a transitive verb and the following word is a
noun, then the Operation constraint is composed by the verb and the noun which
is the object of the verb. A preposition “by” indicates that the noun following
it would be extracted as the subject of the operation which the verb represents.

Finally, the constraint triples can be represented by the key-words and the
extracted modifiers. In Fig.2(b), the modifier of “price” is “book” and the con-
straint triple is (Price, isPropertyObjectO f, Book). For the snippet of sentence
“the book published by Springer”, the constraint triple ( Book, “published by”,
“Springer”) indicates that the subject of the verb “publish” is “Springer” and
it’s object is the noun “book”.

In this paper, we only consider these three constraint relations of the concept
at a coarse granularity level. The extraction rules are very specific in order to
achieve the high precision of extracting. If there need to extract more informa-
tion, more rules should be added accordingly.

4 Matching Algorithm

According to the definition of constraint graph introduced in section 2, we have
designed a three levels’” matching algorithm to measure the match between two
constraint graphs.

4.1 Constraint Graph Matching(CGM)

The degree of matching between the ConstraintGraph(C,.) of the request and
the ConstraintGraph(Cy) of a service is computed by the following formula:

P
ConstraintGraphMatch(Cy, Cs) = Z Héz})X(TripleMatch(RTi, ST;))/ P
=1 /<

where P is the number of triples contained in the constraint graph Constraint-
Graph(C,.), P’ is the number of the triples contained in the constraint graph
ConstraintGraph(Cs) and the function T'riple M atch(RT;, ST;) is used to esti-
mate the match between two triples RT; € ConstraintGraph(C,) and ST; €
ConstraintGraph(Cs).

4.2 Triples Matching

If there is a triple T} in the constraint graph of the request and a triple T in the
constraint graph of web service, the matching between two triples is computed
as following;:
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— Stepl: compute the degree of match between two subjects.

— Step2: compute the degree of match between two objects if the constraint
types of the two triples are similar and their subjects are matched.

— Step3: compute the weighted sum of match value obtained from the above
operations as the match value if all the elements in the triple are matched.

This matching algorithm states that the subsumption relation between two
subjects only means that the triples are possibly matching. Only when all the
three elements in each triple are relative, can we say that the two triples are
matched and the degree of match can be measured.

4.3 Concept Matching

The matching between two concepts is based on the subsumption relationship
reasoning on the taxonomies of domain ontologies. The logic based semantic
matchmaker we use here is much more relaxed compared to the algorithm de-
seribed in [7]. Five different levels for the degree of semantic matching are defined,
that is, Exact, Plug-in, Subsumed-by, Intersect, and Fail. Let ¢ be a concept,
then Parents(c) returns the set of the generic concepts that are the parents of
concept ¢ and Children(c) returns the set of the specific concepts that are the
children of concept c. The details of the logic based semantic matching are as
follows.

— Exact match: concept r of the request exactly matches the concept s of
service if and only if 7 = s. The concept r of the request perfectly matches
the concept s with respect to logic based equivalence of their formal semantic.

— Plug-in match: concept s of service plug-in matches the concept r of request
if and only if r € Parents(s) V s € Children(r).

— Subsumed-by match: concept r of the request subsumed-by matches the
concept s of service if and only if s € Parents(r) V r € Children(s).

— Intersect match: concept r of request intersect matches the concept s of
service if and only if

|| Parents(r) A Parents(s)||

>0.5
max (|| Parents(r)||, || Parents(s)||)

— Fails: concept r of the request does not match any concept of service ac-
cording to any of the above match levels.

The definitions of the plug-in match and the subsumed-by match seem redu-
plicate. A is the parent of B logically equals that B is the children of A, but it is
not always true in ontology reasoning. In ontology library, there exist some kinds
of reference relationships between two ontologies, such as “import” relation. If
two concepts come from different ontologies and there is no reference relation-
ship between these ontologies, then the two concepts match fails. Let ontology
onty be imported into another ontology onts, that the concept B in onts is the
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child of concept A in ont; cannot infer that concept A is the parent of concept
B, because the two concepts belong to different ontologies and the reasoning is
based on different knowledge bases.

When the constraint graph based matchmaker coordinate with other match-
maker, the logic based semantic matchmaker used in it can be adapted accord-
ingly. The semantic similarity between two literals is also measured by the dis-
tance in the lexical hierarchy which defined in WordNet dictionary. The degree
of match is 1 if the two literals belong to the same synonym set.

5 Experiment Results and Analysis

The proposed method has been evaluated on the service retrieval test collection
OWL-S TC v2, which consists of 576 web services from 7 domains, 28 queries
(each query represents one request) with their relevance sets. Each web ser-
vice in this dataset has only one operation. In this experiment, 27 queries are
evaluated, except the one without output parameter. Two sets of web services
using in this experiment have been transferred from OWL-S TC v2 by anno-
tating output concepts with constraints: Datasetl and Dataset2. In Datasetl,
the semantic constraints of the output concepts in request and web service are
manually annotated by two people and mainly described by service I/O con-
cepts; while the semantic constraints of concepts in Dataset2 are automatically
extracted using the method represented in section 3. The constraint graph based
SWS matchmaker (described in section 4) called CGM is implemented in JAVA
using Jendl.

In the experiments, we measured the constraint graph based service retrieval
performance. The Macro Averaged Recall Precision curves are shown in Fig. 3.
OWLS-MO is a pure logic based matchmaker on the service I/O concepts [10].
OWLS- M4 is reported to be the best-performing matchmaker variant of the
OWLS-MX matchmaker [I0] which uses Jensen-Shannon information divergence
to compare the request and service based on the unfolded concept expressions.
We also use the nearest-neighbor as the minimum degree of match and a value of
0.7 as syntactic similarity threshold for OWLS-M4. These values were suggested
by the authors of OWLS-MX to obtain better results for OWLS-TC v2. InOut-
Constraint matchmaker and AutoConstraint matchmaker use CGM to compare
two services based on their semantic constraint graph, which have been evalu-
ated on Dataset]l and Dataset2 respectively. MO+InOutConstraint matchmaker
uses CGM to filter the results of OWLS-MO on Datasetl. M0+AutoConstraint
matchmaker uses CGM to filter the results of OWLS-M0O on Dataset2.
M4+InOutConstraint matchmaker uses CGM to filter the results of OWLS-M4
on Datasetl. M4+AutoConstraint matchmaker uses CGM to filter the results
of OWLS-M4 on Dataset2. For running OWLS-MX variants, we use OWLS-
iMatheid. All these datasets and matchmakers are available for downloadd. From

® http://jena.sourceforge.net /
5 http://www.ifi.uzh.ch/ddis/research/semweb /imatcher/
" http://nlp.nudt.edu.cn/~dpwei/
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Fig. 3. Macro Average Recall-Precision Curves. (a). The performance on Datasetl;
(b). The performance on Dataset2.

the preliminary experimental results depicted in Fig.3, the following facts can
be observed.

(1) Both InOutConstraint and OWLS-M4 outperform OWLS-MO0 as shown in
Fig.3(a). This fact indicates that pure service I/O concepts based matchmaker is
not effective to discovery web services. OWLS-MO often returns some irrelevant
services rather than relevant services according to the logic-based semantic filter
criteria. While OWLS-M4 can use the syntactical similarity filter (matching
of the unfolded concept expressions) to find relevant services that OWLS-MO
would fail to retrieve. InOutConstraint can perform the semantic matching more
accurately by enriching the description of SWS. The logic based matchmaker for
two concepts which differs from that of OWLS-MX variants uses more relaxed
notions for matching in order to retrieve more services, and the constraints of
I/O concepts can help filter the irrelevant ones. It also indicates that we should
use more relaxed semantic based matchmaker when using the constraint graph
based matchmaker.

(2) Fig.3(a) also shows that both MO+InOutConstraint and M4+InOutConst-
raint outperform their corresponding OWLS-MX variants in OWLS-TC v2. In-
OutConstraint can filter the irrelative services which are returned by OWLS-MX
variants because of the constraints matching. In OWLS-TC v2, there are about
10% web services that have no input parameter and also some web services
with matching I/O concepts but different functionalities, which increases the
probability of returning irrelevant services by OWLS-MX variants. For example,
the “ food Exportservice.owls” service only has an output concept Food and re-
turns the exported food information. The query “grocerystore food service.owls”
which requires services that return the food owned by a certain grocery store has
an input parameter GroceryStore and an output parameter Food. The query
and the service implement different functions but OWLS-MX variants judge that
the service matches the query because of the same output concept.

(3) InOutConstraint outperforms both the composed matchmaker M4+ In-
OutConstraint and OWLS-M4 as illustrated in Fig.3(a). The relaxed logic based
semantic matchmaker defined in section 4.3 can retrieve more web services to



158 D. Wei et al.

improve the recall, while the constraints which make the matching of concepts
more accurately are benefit for filtering the irrelative services, because the con-
straints that InOutConstraint use are annotated by people carefully.

(4) MO+AutoConstraint outperforms OWLS-M0 and M4+ AutoConstraint
also outperforms OWLS-M4 as shown in Fig.3(b). This fact illustrates that the
semantic constraint extracting method for service I/O concepts is effective to
filter the irrelative services that OWLS-MX variants return, although the im-
proved performance is lower than that in Dataset1l. With the improvement of the
extracting performance, the curve of MO+ AutoConstraint would approach the
curve of M0+InOutConstraint. AutoConstraint depicted in Fig.3(b) has lower
performance than M4+ AutoConstraint, even OWLS-M4, which suggests that
the constraints extracted from the description text automatically are not good
enough to filter all the irrelative services that the relaxed logic based semantic
matchmaker returns.

From the above experiments, we can see that the semantic constraints of ser-
vice input/output concepts enrich the description of services capabilities and
alleviate the unclear problem of semantic web services that described by only
I/O concepts. Semantic constraint of service I/O concepts can distinguish the
similar web services to improve the precision of discovery task. The semantic
constraint based matchmaker could combine to other SWS matchmakers to im-
prove their performance. The matchmaker CGM explores the constraints infor-
mation to filter the irrelevant services which probably match the request by pure
logical reasoning, while the hybrid matchmaker emphasizes particularly on re-
trieve those services that fail to retrieve according to pure logic based matching.
So they can work with each other without conflict. However, the performance
of our matchmaker depends on the performance of constraints extraction. The
best performance displayed in Fig.3(a) is InOutConstraint which indicates that
semantic constraints of service I/O concepts are excellent in SWS discovery task
if supported by a good constraints extracting result.

6 Related Work

Semantic web service discovery is a hot topic in the fields of both semantic web
and web service. An abundance of different approaches for service matchmaking
focuses on different aspects of service description including functional and non-
functional ones. The work presented in this paper concerns only the function
based matchmaking. The functional properties of SWS mainly include service
inputs, service outputs, preconditions and effects [3]. Several studies concentrate
on describing web service with richer semantics for discovery [7] [18], in which the
matching has high complexity. Hull et al. [I8] describe the relationships between
inputs and outputs explicitly and use OWL ontologies to fix the meaning of
the terms used in a service description. The description capability depends on
the domain ontologies, and the service descriptions are mainly established by
domain experts. The work presented in [21I] [22] focus on annotating services
I/O parameters with ontology concepts (semi-) automatically, while our work is
to add the semantic constraints to these concepts.
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The majority of the research work in the literature [9,[I0,[12] focus on the
matchmaking of service I/0, i.e. the data semantics of a web service. Different
methods extend service I/O matching from different aspects of web service.

Paolucii et al. [I2] consider the service profile and its inputs and outputs
for determining the match between the request and advertisement. In [J], the
ranked matching algorithm is based on service description, including service
inputs, service outputs, service quality and service category. The matching of
service inputs and outputs depends on the subsumption relations in domain
ontology. The proposed method in this paper extends the matching of service
I/O concepts by not only the taxonomy hierarchy in domain ontology but also
the semantic constraints of each concept extracted from specific service context.

OWLS-MX [I0] uses a hybrid SWS matching that complements logic based
reasoning with approximate matching based on syntactic similarity computa-
tions. The matchmaker in this paper is similar to OWLS-MX but differs from it
in several aspects. Firstly, they explore different information for matchmaking
except service I/O concepts. The information of web service used in OWLS-MX
is the unfolded concept expressions and the corresponding matching depends on
the structures of the domain ontologies. In our method, the constraint informa-
tion is extracted from the description text of web service and the matchmaker is
less dependent on the domain ontologies. Secondly, they have different ways to
improve the recall and precision. The reason that the hybrid variants in OWLS-
MX outperforms the OWLS-MO is that the matching of unfolded concept ex-
pressions can return those syntactically similar but logically disjoint services as
the answer set. The reason that our method outperforms the OWLS-MO is that
it can remove those false web services that match the request on service 1/0
concepts by their constraints matching. Finally, our method mainly focuses on
semantic constraint of service I/O concepts, it is expected to be easily utilized
in other kinds of SWS matchmakers.

7 Conclusions and Future Work

Web service discovery is a significant challenge. Because of the low precision of
current key word based discovery mechanism, most work has focused on logic
based discovery of semantic web service recently. The majority of the work per-
forms profile based service signature (I/O) matching. However, the service I/O is
not sufficient to describe the function of web service clearly. This paper mainly
works on enhancing the semantics of web service through introducing seman-
tic constraints to service I/O concepts. Constraint graph is designed to describe
the semantic constraints of the service I/O concepts. The semantic constraints of
concepts can be extracted automatically from the parsing trees of the description
text. Meanwhile, a matching algorithm for the constraint graph is proposed. The
semantic similarity between the request and service is measured by the degree
of matching between their corresponding constraint graphs.

Preliminary results of our comparative experiments show that building con-
straint graph based SWS matchmakers is more sufficient than purely service
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I/0O based matchmaker. Semantic constraints of service I/O concepts can im-
prove the precision of semantic matching and easily be plugged into any other
SWS matchmakers as long as they have the same logic based semantic filters.

The performance of our method depends on the performance of constraints
extraction, finding more efficient extraction method to get better results of ex-
traction is the work in the future. We are planning to extract more constraint
relationships for the concepts that appear in the web service description, then
web service can be represented by a more complicated graph and the matching
algorithm will be more sophisticate.
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Abstract. Currently proposed Semantic Web Services technologies allow the
creation of ontology-based semantic annotations of Web services so that soft-
ware agents are able to discover, invoke, compose and monitor these services
with a high degree of automation. The OWL Services (OWL-S) ontology is an
upper ontology in OWL language, providing essential vocabularies to semanti-
cally describe Web services. Currently OWL-S services can only be developed
independently; if one service is unavailable then finding a suitable alternative
would require an expensive and difficult global search/match. It is desirable to
have a new OWL-S construct that can systematically support substitution tracing
as well as incremental development and reuse of services. Introducing inheritance
relationship (IR) into OWL-S is a natural solution. However, OWL-S, as well as
most of the other currently discussed formalisms for Semantic Web Services such
as WSMO or SAWSDL, has yet to define a concrete and self-contained mecha-
nism of establishing inheritance relationships among services, which we believe
is very important for the automated annotation and discovery of Web services
as well as human organization of services into a taxonomy-like structure. In this
paper, we extend OWL-S with the ability to define and maintain inheritance rela-
tionships between services. Through the definition of an additional “inheritance
profile”, inheritance relationships can be stated and reasoned about. Two types of
IRs are allowed to grant service developers the choice to respect the “contract”
between services or not. The proposed inheritance framework has also been im-
plemented and the prototype will be briefly evaluated as well.

1 Introduction

Current Web Services technology such as WSDL, UDDI, and SOAP provide the means
to describe the “syntax” of the code running in a distributed fashion over the Internet.

i Corresponding author.
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They lack, however, the capabilities to describe the semantics of these code fragments,
which is one of the major prerequisites for service recognition, service configuration
and composition (i.e., realizing complex workflows and business logics with Web ser-
vices), service comparison as well as automated negotiation.

To that end a number of languages such as OWL-, SAWSDLE, WSM(ﬂ, and
SWSHY have been proposed. Each of these languages allows connecting Web services
with an ontology-based semantic description of what the service actually does. The
OWL Services (OWL-S) ontology is an OWL ontology defining a set of essentia vo-
cabularies to describe the “semantics” of Web services, defining its capabilities, re-
quirements, internal structure and details about the interactions with the service. Other
efforts provide similar vocabularies with different focus and coverage.

Based on the de-facto ontology language, OWL DL, OWL-S seems to be a promis-
ing candidate as an open standard. Currently OWL-S services can only be developed
independently. Moreover, if one service is unavailable then finding a suitable alternative
would require an expensive and difficult global search/match. It is desirable to have a
new OWL-S construct that can support the systematic substitution tracing as well as the
incremental development and reuse of services. Hence, in order for OWL-S to enjoy
wider adoption, a more systematic, automated and effective mechanism of annotation
and discovery of services is required.

The owl : imports construct of OWL can be seen as a rudimentary form of estab-
lishing links between OWL-S services to support easy service annotation. However, it
does not provide the necessary flexibility since once a particular construct from a ser-
vice ontology, say, a composite process in a service model, is imported, it can only be
augmented by adding more triples describing it. Basically, the importing service cannot
revoke any RDF statement already made in the imported ontology. Hence, only reusing
constructs at very detailed level is possible for the importing approach, which we deem
is neither desirable nor practical. An approach more flexible and powerful is needed.

Inspired by the object-oriented programming paradigm, we propose to extend OWL-
S with service inheritance, which we believe improves the level of automation and effec-
tiveness for carrying out the above tasks. So far, however, only the SWSF framework
briefly discusses establishing connections between different Web services in order to
reuse similar underlying elements and add additional relationship information. Further-
more, none of these standards defines a concrete and self-contained way of sharing
specific elements among Web Services or a way of interpreting the relationship among
these services.

1.1 Motivation

We believe adding inheritance relationships between services can help to automate and
ease a number of tasks. In this subsection, we present some scenarios in which inheri-
tance of services facilitates the completion of tasks.

'mttp://www.daml.org/services/owl-s/

2 http://www.w3.0org/TR/sawsdl/

3 http://www.wsmo.org/wsml/wrl/wrl.html
‘Mttp://www.daml.org/services/swst/
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Semantic Service Annotation. The number of Semantic Web services (SWS) needs to
reach a critical mass in order for SWS to gain wider acceptance and adoption. Hence,
the creation of semantic annotation of Web services is an important first task. Currently,
with tool support, annotation of services are still mostly created from scratch. Inheri-
tance mechanism can greatly speed up the annotation of Web services by selectively
reusing components from existing services.

Service Discovery. Automated Web service discovery is stated as a motivating task
for OWL-S. Service discovery, however, depends heavily on (potentially large) service
registries because there is yet no other way to discover those services otherwise.

An alternative to discovering relevant services without the need of a registry is to
make use of inheritance relationships between services in order to find service substi-
tutes more efficiently. Analogous to object-oriented concepts, when certain constraints
are satisfied, a sub service may be used to substitute its super service for automated,
dynamic service discovery and composition.

It may seem that existing language constructs such as rdfs:subClassOf can
handle inheritance, by subclassing existing service annotations. However, as RDF
Schema and OWL are based on monotonic logic, subclassing only represents a re-
stricted form of inheritance.

Inspired by the MIT Process Handbook [1I2]] we believe that service ontologies are
central to the organization of business knowledge. As shown by Malone and colleagues,
process repositories that build on the inheritance of process properties can be effectively
used to (1) invent new business processes, (2) systematically explore the design space
of possible service alternatives through recombination [3], (3) design robust services
through the advanced usage of exceptions, (4) support knowledge management about
services by improving their management process, ability to handle conflicts, support
for communicative genres, (5) as well as improve software design and generation by
increasing the coordination alternatives between pieces of code and achieve the flexible
execution of workflows [4]].

Based on the above motivating tasks, we propose to extend OWL-S with Inheritance
Relationships (IRs) between services for more automated annotation and discovery. We
draw inspirations from the Semantic Web Services Framework (SWSF) and expand the
brief discussion in SWSF on inheriting and overriding processes among services.

In this paper, we present an inheritance framework for OWL-S ontology. Two versions
of Inheritance Relationships are supported: normal and strict inheritance for OWL-S in
the form of additional, independent service profiles. The normal inheritance does not
impose additional restrictions on the inheritance relationship in order to allow for more
flexible reuse of existing service components. As normal inheritance inevitably allows
the alteration of existing services, a form of default inheritance advocated by SWSL [3]
is employed. The strict inheritance, by imposing certain restrictions on IOPEs of the
inherited process, dictate that the “contracts” of processes of a super service must be
maintained by the inheriting service. This guarantees a proper refinement relationship
between the super service and the sub service. Hence, a strictly inheriting sub service
can substitute its super service whenever the super service is invoked, whereas this sub-
stitutability is not guaranteed with normal inheritance. Moreover, it enables a sub service
to be more easily discovered.
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The rest of the paper is organized as follows. Section 2 briefly presents background
knowledge about OWL-S and SWSF. Section 3] discusses the two forms of inheritance
relationships in detail. In Section [l we extend the well-known CongoBuy example
from OWL-S specification to illustrate the benefits of IRs. Finally, Section 3l concludes
the paper and discusses future work directions.

2 Background Knowledge

In this section, we introduce the background knowledge necessary for the discussion of
the following sections.

2.1 OWL-S

The OWL-S ontology has been developed to enrich Web Services with semantics. The
semantic markup of OWL-S enables the automated discovery, invocation, composition,
interoperation and monitoring of Web services. This automation is achieved by provid-
ing a standard ontology (OWL-S) for declaring and describing Web Services.

Being an OWL ontology, OWL-S defines a set of essential vocabularies to describe
the three components of a service: profile, model and grounding. A service can have sev-
eral profiles and one service model. The service model, in turn, may have one or more
service groundings. In summary, a service profile describes what the service does; the
service model describes how the service works and the grounding provides a concrete
specification of how the service can be accessed.

The ServiceProfile class provides a bridge between service requesters and
service providers. The instances are mainly meant to advertise an existing service by
describing it in a general way that can be understood both by humans and computer
agents. It is also possible to use a service profile to advertise a needed service request.

OWL-S provides a subclass of ServiceProfile, Profile. This default class
should include provider information, a functional description and host properties of the
described service. It is possible to define other profile classes that specify the service
characteristics more precisely.

The ServiceModel class uses the subclass Process to provide a process view
on the service. This view can be thought of as a specification of the ways a client may
interact with a service. The service model defines the inputs, outputs, preconditions and
effects (IOPEs) and the control flow of composite processes.

One useful language constructin the service model is the definition of Expression,
which is used to express preconditions and effects in the logic language of choice by the
service developer. Basically, an expression is characterized by an expression language,
such as SWRL [6]], KIF [7], etc., and an expression body, containing the logic expression
in that language.

The ServiceGrounding class provides a concrete specification of how the ser-
vice can be accessed. Of main interest here are subjects like protocol, message formats,
serialization, transport and addressing. The grounding can be thought of the concrete
part of the Semantic Web service description, compared to the service profile and ser-
vice model which both describe the service on an abstract level.
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2.2 SWSF

The Semantic Web Services Framework (SWSF) [8] includes two major components,
The Semantic Web Services Language (SWSL) [3] and the Semantic Web Services
Ontology (SWSO) [9]. SWSL is a generic language, used in the SWSF framework to
formally specify Web service concepts and descriptions. It includes two sublanguages:
SWSL-FOL (based on first-order logic) and SWSL-Rules (based on logic program-
ming). SWSO serves essentially the same purposes as OWL-S: providing semantic
specifications of Web services; namely (similarly to OWL-S) a comparable service pro-
file, model and grounding.
However, SWSO also has a number of significant differences from OWL-S.

— Higher expressivity: the SWSF service ontology (called FLOWS) is expressed in
first-order logic. OWL-S, in contrast, is expressed in OWL-DL, a variant of de-
scription logic language SHOZN (D) [10].

— Enhanced process model: SWSF claims to provide an enhanced process model as
compared to OWL-S. It is based on the Process Specification Language [11]], hence,
it provides Web Services specific process concepts that include not only inputs and
outputs, but also messages and channels.

— Non-monotonic language: In addition to the service language, SWSO makes use
of SWSL-Rules, a non-monotonic language based on the logic-programming par-
adigm which is meant to support the use of the service ontology in reasoning and
execution environments.

— Interoperability: an important final distinction between OWL-S and FLOWS is with
respect to the role they play. Whereas both endeavor to provide an ontology for Web
services, FLOWS had the additional objective of acting as a focal point for inter-
operability, enabling other business process modeling languages to be expressed or
related to FLOWS.

Molecules are a language construct in the Frames layer of the SWSL-Rules lan-
guage. We will use molecules to present some of the inheritance-related concepts in
later sections. Here, we give a brief overview of molecules. A molecules can be viewed
as an atomic term: a constant, a variable or an function application. Of the seven forms
of molecules, we present the two forms that will be used in this work: value molecules
and boolean molecules. In this paper, the molecules will be presented in teletext
font.

Value molecules are of the form t [m -> v] where t, m and v are all terms where
t denotes an object, m denotes a function invocation in the scope of t and v denotes a
value returned by the invocation. The molecule t [m *-> v] denotes that this method
is inheritable.

Boolean molecules are of the form t [m] where t and m are both terms. A Boolean
molecules can be interpreted as t [m -> truel, meaning that the property m of ob-
ject t is true.

Complex molecules can be formed from other molecules by grouping and nesting.
For example, the molecules t [m -> v] and t[p], which describe the same ob-
ject t, can be grouped together to form the complex molecule t [m -> v and p].
Similarly, t [m -> v] or t[p] canbe groupedto formt[m -> v or p].
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2.3 Related Works

The concept of inheritance is not new. It has been an active research area in program-
ming languages and software engineering for over decades. In particular, the works on
behavioral subtyping of object-oriented languages and object-oriented specifi-
cation languages are particularly related.

OWL-S defines an process hierarchy ontologyﬁ that describe a profile-based ap-
proach of creating service hierarchies. However, this approach, as the authors put it,
“provides a useful means of constructing a ’yellow pages’ style of service categoriza-
tion”. It does not support the extension/modification of services at the level of granular-
ity presented in this paper.

3 IR Framework for OWL-S

Although inheritance has been widely used in computer science as a tool to encapsulate
and manage program complexity and to improve code reuse and reliability, it has not
been widely applied to the Web Services domain.

In this section, we present in detail our proposed inheritance relationships (IRs)
framework for OWL-S services. The language constructs used to extend/modify in-
herited entities and conditions that must be satisfied by these constructs are presented.

We start this section with a discussion on the distinction between different types of
inheritance relationships: normal vs strict inheritance and single vs multiple inheritance.

3.1 The Perspectives of Inheritance

Normal IR, closely related to default inheritance [14/13]], allows for flexible alteration
of inherited service components. It primarily facilitates the easy annotation of Web
services.

In complete inheritance, information that is used by more than one element has to
be stored in a more general element. This means that no redundant information is al-
lowed and information has to be inherited down the inheritance chain: the generalization
must be complete. Therefore, inherited information can neither be altered nor arbitrarily
extended.

On the contrary, default inheritance is defined such that elements get inherited by de-
fault which can be modified and extended afterwards. Hence, new features/functionalities
are allowed to be added in default inheritance. In the Web environment, it is often the case
that an inheriting service intends to extend the functionality of the inherited service. Com-
pared to the OWL imports approach, default inheritance allows for the possibility of
freely modifying an inherited entity. Furthermore, default inheritance has been shown
to be easier to understand by non-specialists [16] making it more suitable for the wide
variety of users on the Semantic Web. For those reasons, default inheritance is adopted
for this approach.

Strict IR aims at enabling more automated and accurate service discovery by following
the inheritance chain between services. Seen as a form of normal IR, strict IR imposes

3 http://www.daml.org/services/owl-s/1.1/ProfileHierarchy.owl
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certain restrictions such that a strictly inheriting service can automatically be used as a
faithful substitute for the inherited service.

The faithful substitute is achieved by following the principle of operational refine-
ment on the IOPEs of the inherited processes. Briefly, let the IOPEs of an OWL-S
service process SPy, and its ancestor process SPy, be I,0,P,E and I',O’, P’ E', re-
spectively. In order to establish a strict IR between Sy, and Sy, the following conditions
must hold.

P =P E=F

e.g., the preconditions P of the inheriting service SPg, must be weaker than that of the
inherited service, and vice ve