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Abstract. This paper proposes a Gaussian Mixture Model (GMM)–based 
speech emotion recognition methods using four feature parameters; 1) Fast Fou-
rier Transform(FFT) spectral entropy, 2) delta FFT spectral entropy, 3) Mel-
frequency Filter Bank (MFB) spectral entropy, 4) delta MFB spectral entropy. 
In addition, we use four emotions in a speech database including anger, sadness, 
happiness, and neutrality. We perform speech emotion recognition experiments 
using each pre-defined emotion and gender. The experimental results show that 
the proposed emotion recognition using FFT spectral-based entropy and MFB 
spectral-based entropy performs better than existing emotion recognition based 
on GMM using energy, Zero Crossing Rate (ZCR), Linear Prediction Coeffi-
cient (LPC), and pitch parameters. 

1   Introduction 

The ability to recognize, interpret and express emotions - commonly referred to as 
“Emotional Intelligence” [1] - plays a key role in human communication. Computers 
with emotion recognition and expression skills will allow a more natural and im-
proved human computer interaction. An emotion-recognizing computer can “learn” 
during an interaction by associating emotional expressions (like pleasure or displeas-
ure) with its own behavior, as a kind of reward and punishment [2]. In recent years, 
research that analyzed, human emotional information has been conducted, particularly 
in the fields of emotional speech, facial expressions, and body gestures etc. There are 
still few papers that address the problem of recognizing emotional states or human 
emotions contained in speech information, however and most of the papers are based 
on mathematical classification methods or pattern recognition techniques [3]. The 
most commonly analyzed aspects of emotion in speech are energy, tempo, duration, 
jitter, shimmer, LPC, Mel Frequency Cepstrum Coefficient (MFCC), pitch, and so on. 
The features that are most prominent in emotion recognition are pitch and energy [4], 
[5]. A probability model algorithm is used to classify speech and to derive the status 
of speaker’s emotions. Generally, the emotion classifications are neutrality, anger, 
sadness, happiness, surprise and disgust [4]. 

This paper proposes to perform emotion recognition using speech information. 
Speech is able to deliver not only the meaning of speech but also information about 
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emotions which is evident in aspects of speaker’s speech that are able to be classified. 
The emotional speech database that is used in this paper consists of neutrality, anger, 
sadness, and happiness. The analytical methods for emotion recognition are FFT spec-
tral entropy, delta FFT spectral entropy, MFB spectral entropy, delta MFB spectral 
entropy. We use a GMM algorithm as a pattern recognition algorithm for recognizing 
emotion in speech. The rest of this paper is organized as follows. Section 2 describes 
the previous variable emotion recognition methods. The proposed method is described 
in Section 3. Section 4 shows the experiment-based performance evaluation of the 
proposed method. Finally, conclusions are provided in Section 5. 

2   Related Works 

In this section, we describe work that has been done in emotion recognition. Kyung 
Hak Hyun [6] used non-zero-pitch for speech emotion recognition. Pitch information 
is quite useful in speech emotion recognition [6], and non-zero-pitch is the pitch con-
tour that does not have a zero value. Because the zero value of the pitch causes some 
errors in the Gaussian distribution, it must be eliminated. Although the non-zero-pitch 
contour loses some information content such as unvoiced sounds, the emotion recog-
nition result is improved. They have applied this concept to a Bayesian classifier and 
they obtained better results for emotion recognition than those obtained using the 
previous pitch contour. 

Kwon et al. [7] used a CHMM (Continuous Hidden Markov Model) with a left-
right topology and up to five states to model on the word level including a neutral 
style and three stress styles. Their paper showed an average emotion recognition rate 
of 70.1%, which was superior to the performance of a support vector machine (SVM) 
classifier that had a recognition rate of 67.1% [8]. For a second database containing 
short commands or greetings with several words using five basic emotions, an aver-
age recognition rate of 40.8% was achieved, but this time it was inferior to the SVM 
classifier’s rate of 42.3%. 

Jian Zhou [9] proposed a speech emotion recognition method based on rough set 
(RS) theory and SNM. Rough Set (RS) is a valid mathematical theory to deal with 
imprecise, uncertain, and vague information. They used energy, pitch contour, and the 
first, second, and third formants as features for speech emotion recognition. The mean 
emotion recognition rate is 74.75%. 

3   A Proposal for Speech Emotion Recognition 

In this paper, we used spectral entropy and MFB spectral entropy to analyze the fea-
tures for emotion recognition. Spectral entropy calculates each frame, and uses a 
combination of delta spectral entropy. MFB spectral entropy uses 27 filter banks. In 
this section, we first describe the compilation flow and the block diagram of the emo-
tion recognition analysis. 
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Fig. 1. Block Diagram of the Emotion Recognition Analysis 

3.1   The Block Diagram of the Emotion Recognition Analysis 

The emotion recognition system block diagram is shown in Fig. 1. In creating the 
model, we use the emotion speech database to perform FFT and MFB spectral en-
tropy-based feature extraction using FFT spectral entropy, delta FFT spectral entropy, 
MFB spectral entropy, and delta MFB spectral entropy. The probabilistic model pa-
rameters are based on using the GMM. In recognizing emotions, we extract the FFT 
and MFB spectral entropy-based features and then the emotion recognition system 
compares the extracted parameters with the probabilistic models of the four emotions. 

3.2   FFT Spectral Entropy  

In this paper, we use FFT spectral entropy and delta FFT spectral entropy. Entropy is 
based on Shannon’s information theory and it is the means of measuring the amount 
of information. In FFT spectral entropy, entropy theory is applied to speech emotion 
recognition.  

The speech is first pre-emphasized using a pre-emphasis filter in order to spectrally 
flatten the signal, and then the pre-emphasized speech is separated into short segments 
called frames. This will significantly enhance the ability to identify the emotional 
aspects of speech in this paper. In order to reduce the familiar edge effects, a 512-
point Hamming window is applied to each frame. The FFT of X(i,n) is given by  
equation (1). 
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Where X(i,n) is the nth frame and the ith frequency component. M denotes the number 
of points in the FFT. x(m,n) is the nth frame the mth sample. After the FFT block, the 
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spectrum of each frame is filtered by a set of filters, and the power of each band is 
calculated. The power of each band S(i,n) is calculated using equation (2). 

2|),(|),( niXniS =  (2) 

The probability density of the spectrum is estimated by using a method that normal-
izes the frequency components. The FFT normalization P[S(i,n)] is defined in  
equation (3). 
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The method of calculating the spectral entropy H(n) is shown in equation (4). 
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The delta FFT power spectrum of each calculation subtracts the nth frame and the ith 
frequency component from the n+1th frame and the ith frequency component. The 
delta FFT power spectrum S´(i,n) is defined in equation (5). 
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We calculated the delta FFT power spectrum by taking the logarithm and the 
modulus, and then we calculated the spectrum normalization. P[S´(i,n)] is the delta 
FFT normalization, which is defined in equation (6). In addition, the proposed delta 
spectral entropy H´(n) is shown in equation (7). 
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3.3   MFB Spectral Entropy 

In this paper, we use MFB spectral entropy and delta MFB spectral entropy. The 
speech is first pre-emphasized using a pre-emphasis filter “1-αZ-1” in order to spec-
trally flatten the signal, where “α” is in the range 0.9 ~ 1. The default value of “α” is 
0.97 [10]. Then the pre-emphasized speech is separated into short segments called 
frames. The frame length is set to 32ms (512 sample) to guarantee that the signal 
inside the frame is stationary. There is an 16ms (256 sample) overlap between two 
adjacent frames to ensure that the signals from one frame to the next are stationary. A 
frame can be seen as the result of multiplying the speech waveform by a rectangular 
pulse whose width is equal to the frame length. In order to reduce the edge effects, a 
512-point Hamming window is applied to each frame. After the FFT block, the spec-
trum of each frame is filtered by a set of filters, and the power of each band is  
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calculated. Each signal frame is processed through a Mel-scale filter bank resulting in 
a vector that contains 27 energy coefficients.  

The MFB multiplies the FFT by the Mel-scale filter. The MFB describes M(b,n), 
which is shown in equation (8). 
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where, M(b,n) is obtained by multiplying S(i,n) by the frequency response of the ith 
Mel-scale filter asVb(i). Lb and Ub are the start frequency and the end frequency of the 
ith Mel filter. The method of calculating the spectral entropy H(n) is shown in equa-
tion (9). 
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The proposed delta MFB is M´(b,n), which is defined by subtracting the nth frame 
and the bth Mel-frequency filter bank by the n+1th frame and the bth Mel-frequency 
filter bank.  The delta FFT power spectrum S´(i,n) is defined in equation (5). We 
calculated the delta MFB power spectrum by taking the logarithm and the modulus, 
and then we calculated the normalized delta MFB spectrum P[M´(b,n)] that is defined 
in equation (10).  
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where, b is the number of Mel-filters that is used in this paper. The proposed delta 
MFB spectral entropy is shown in equation (11). 
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3.4   Emotion Recognition Using GMM 

In this paper, we used a GMM to estimate the probability distribution instead of as-
suming that each class distribution is a normal distribution. A GMM uses various 
Gaussian distributions to model discrete probability distributions, so it can be opti-
mized using the Expectation Maximization (EM) algorithm [11]. The modeled prob-
ability distribution using the GMM is defined in equation (12). 
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where, bi is the GPDF (Gaussian probability density function), and pi is the mixture 
weight. We need ui, Σi and pi to express the Gaussian mixture density, where ui is the 
mean vector and Σi is the covariance matrix. It is a set of three parameters that express 
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the probability model for a Gaussian distribution of the speaker’s emotion. This set is 
defined by the GMM, and shown in equation (13).  

{ } Mi
iii ,...,3,2,1, , == ∑μρλ  (13) 

All emotional features are modeled using the GMM with diagonal covariance ma-
trices measured over all frames of a speech.  

First, using all of the training data, a root GMM is trained with the EM(Expectation 
Maximization) algorithm with a maximum likelihood criterion, and then one GMM 
per class is adapted from the root model using the MAP(Maximum a Posteriori) crite-
rion. MAP adaptation protects against overtraining and removes the need to optimize 
the number of Gaussians per class which may be necessary due to differences in the 
amount of available training data per class [12]. We use 32 Gaussians for spectral-
based entropy and MFB spectral-based entropy.  

 

Fig. 2. Block diagram of the process of training the GMM parameters 

Figure 2 shows emotion recognition using the GMM. In the training step, we esti-
mate the GMM parameters including the maximum Gaussian in each emotional data 
set using EM algorithm.  

4   Experiments and Results 

4.1   Emotional Speech Databases 

Given that in many languages the fundamental tendencies of sounds are expressed in 
similar ways, our results in recognizing the emotions of Korean language speakers 
can generally be applied to speakers of other languages. For this reason, we used a 
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database produced by Professor C. Y. Lee from Media and the Communication Signal 
Processing Laboratory of Yonsei University in Korea with the support of the Korea 
Research Institute of Standards and Science. This data covers the four emotions of 
neutrality, happiness, sadness, and anger; and its principles are as follows [13]: 

− easy pronunciation in anger, sadness, happiness and neutrality 
−  45 dialogic sentences that express natural emotion 

The original data is stored in the form of 16kHz. To use the data in MATLAB, we 
transformed the data for the training and simulation into a 16bit format through quan-
tization with a pulse code modulation filter. 

There are fifteen male and fifteen female emotional speech samples in the database. 
In this paper, 30 subjects listened to the utterances of one speaker played back in 
random order.  

4.2   Speech Emotion Recognition Using the Existing Methods 

The table 1 shows that the result of the emotion recognizing experiment using general 
features. The general features define energy, log-energy, ZCR, LPC, and pitch. The 
existing method use combination of general features. The judgment currently uses 
four emotions. The experiment used four classifications by dividing the group into 
men and women, and then dividing each of these groups according to whether or not 
the speaker participated in the training.  

Table 1. Emotion recognition results: (a) General features; (b) General and delta general  
features 

 
Participate 
in training 

Not participate 
in training 

  Participate 
in training 

Not participate 
in training 

 Male Female Male Female   Male Female Male Female 
Anger 78.0% 79.3% 74.3% 76.3%  Anger 80.3% 82.6% 74.3% 77.3% 

Sadness 71.3% 75.0% 61.6% 74.6%  Sadness 77.0% 78.0% 75.7% 76.3% 
Happiness 42.0% 58.6% 40.3% 54.0%  Happiness 53.3% 56.0% 50.3% 57.3% 
Neutrality 51.0% 60.3% 47.6% 52.3%  Neutrality 51.6% 51.6% 46.0% 49.3% 
Average 60.6% 68.3% 55.9% 64.3%  Average 64.5% 67.1% 61.6% 65.1% 

(a)  (b) 

 
Table 1(a) is the result of the first experiment that used general features. Table 1(b) 

is the result of the second experiment that used general features and delta general 
features. In this experiment, the emotion recognition result using general features is 
62.3%, and the emotion recognition result using general and delta general features is 
64.6%. The experiment of emotion recognition using general feature showed a maxi-
mum recognize rate when using a combination of general features and delta general 
features. 

4.3   Emotion Recognition Using the Proposed Method 

In experimental environments, we used 12,600 sentences as training data, and we 
performed the context-independent speech emotion recognition using experimental 
data consisting of 3,600 sentences. The sentences used in the experiments were 200 
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randomly selected sentences for each emotion. The experiments consist of two meth-
ods of using FFTs for spectral entropy based emotion recognition. Table 2(a) shows 
the experimental results using the FFT spectral entropy based emotion recognition 
method. Table 2(b) shows the experimental results using the FFT spectral entropy 
method and the delta FFT spectral entropy based emotion recognition method. In the 
experimental results, the emotion recognition result using FFT spectral entropy is 
65%, and the emotion recognition result using FFT spectral entropy and delta FFT 
spectral entropy is 72.75%. The experiment demonstrates that the emotion recognition 
using FFT spectral entropy, and delta FFT spectral entropy show the maximum rec-
ognize rate. The experiments consist of two parts for the MFB spectral entropy based 
emotion recognition methods.  

Table 2. Emotion recognition results: (a) FFT spectral entropy; (b) FFT and delta FFT spectral 
entropy 

 
Participate 
in training 

Not participate 
in training 

  Participate 
in training 

Not participate 
in training 

 Male Female Male Female   Male Female Male Female 
Anger 78.0% 68.0% 72.0% 66.0%  Anger 82.0% 84.0% 84.0% 78.0% 

Sadness 80.0% 74.0% 86.0% 78.0%  Sadness 78.0% 72.0% 44.0% 76.0% 
Happiness 52.0% 58..0% 46.0% 66.0%  Happiness 64.0% 52.0% 48.0% 54.0% 
Neutrality 60.0% 62.0% 52.0% 54.0%  Neutrality 62.0% 58.0% 66.0% 50.0% 
Average 67.5% 65.5% 64.0% 66.0%  Average 71.5% 66.5% 60.5% 64.5% 

(a)  (b) 

Table 3. Emotion recognition results: (a) MFB spectral entropy; (b) MFB and delta MFB 
spectral entropy 

 
Participate 
in training 

Not participate 
in training 

  Participate 
in training 

Not participate 
in training 

 Male Female Male Female   Male Female Male Female 
Anger 78.0% 66.0% 74.0% 62.0%  Anger 92.0% 80.0% 84.0% 78.0% 

Sadness 76.0% 84.0% 76.0% 86.0%  Sadness 72.0% 92.0% 72.0% 96.0% 
Happiness 54.0% 58..0% 42.0% 54.0%  Happiness 56.0% 58.0% 54.0% 52.0% 
Neutrality 68.0% 72.0% 72.0% 70.0%  Neutrality 86.0% 74.0% 82.0% 74.0% 
Average 69.0% 70.0% 66.0% 68.0%  Average 76.5% 76.0% 73.0% 75.0% 

(a)  (b) 

 
Table 3(a) shows the experimental results using the MFB spectral entropy based 

emotion recognition method. Table 3(b) shows the experimental results using the 
MFB spectral entropy and delta MFB spectral entropy based emotion recognition 
method.  

In the experimental results, the emotion recognition result using MFB spectral en-
tropy is 68.25%, and the emotion recognition result using MFB spectral entropy and 
delta MFB spectral entropy is 75.13%. The experiment demonstrates that emotion 
recognition using MFB spectral entropy and delta MFB spectral entropy show the 
maximum recognize rate. 
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5   Conclusions  

This paper proposed human emotion recognition using FFT and MFB spectral-based 
entropy. For emotion recognition, the GMM was used to design the emotion probabil-
istic model. An emotion speech database was used that consists of four emotions: 
anger, sadness, happiness and neutrality. We trained and tested the emotion recogni-
tion using the collected FFT and MFB spectral-based entropy from the emotion 
speech database. In experiments using the FFT spectral entropy-based method, we 
attained a maximum recognition rate of 65.8% when we used FFT spectral entropy 
and delta FFT spectral entropy.  In experiments using the MFB spectral entropy-based 
method, we attained a maximum recognition rate of 75.1% when we used MFB spec-
tral entropy and delta MFB spectral entropy. We also experimented using the existing 
method, and we experimented using the proposed emotion recognition method, and 
then we compared the results of the experiment using the existing method with the 
result of the experiment using the proposed method. We attained a maximum recogni-
tion rate of 64.6% using general features, such as energy, ZCR, LPC, and pitch and 
delta using these general features. From the experimental results, the proposed FFT 
spectral entropy-based method improves the recognizing rate 1.2%, and the proposed 
MFB spectral entropy-based method improves the recognizing rate 10.5% compared 
to the emotion recognition method that uses general features. 
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