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Abstract. Augmented reality (AR) based human-machine interaction (HMI) 
provided a seamless interface between user and application environment, but 
occlusion handing remained as a tough problem in AR applications. Recently 
most AR occlusion handling algorithms aimed at general environment, more 
special research on AR occlusion handling for application in the context of in-
dustrial assembly, such as assembly training and assembly task guidance, is re-
quired. An occlusion handling method aimed at video see-through AR-based 
assembly system is presented based on the analysis of the occlusion between 
virtual part, visual assembly feature, navigation information, physical part and 
physical assembly environment in the context of virtual/physical assembly 
working space. The method was implemented in prototype AR-assembly sys-
tem and was proved to be efficient in handling the virtual/physical occlusion in 
augmented assembly scene. 
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1   Introduction 

In recent years, augmented reality (AR) and human-machine interaction (HMI) have 
been becoming more and more tightly interrelated, with the help of AR technology 
physical working space can be enhanced with various useful digital content [1]. In AR 
system for assembly task application, AR displays can enhance the user’s perception 
of the physical assembly working space and assembly constraint feature between 
virtual/physical parts, providing access to information the user cannot directly per-
ceive when unaided. AR can be used in a wide range of areas in the industrial assem-
bly field, and potential applications can be concluded into following 5 aspects [2]: 
AR-based assembly feature design [3], AR-based assembly sequence evaluation [4], 
AR-based assembly training, AR-based assembly task guidance, and AR-based as-
sembly inspection.  

Two basic choices are available to accomplish the combining of virtual and physi-
cal scene: optical and video see-through HMD. Compare with optical see-through 
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HMDs, video see-through HMD is widely used in AR applications because of its 
flexibility in combining strategies, easier to match the brightness of virtual and physi-
cal objects, and relatively cheaper. Video see-through HMD is used in Prototype AR 
system presented in this paper to achieve a virtual/physical mixed assembly environ-
ment (see Fig. 8). 

Most of the AR application directly overlay the computer generated graphic of vir-
tual parts on physical scene video captured by camera, therefore the image of physical 
parts is occluded by the graphic of virtual parts all the time (see Fig. 1). Many re-
searches aimed at solving the incorrect occlusion problem: Fuhrmann [5] selected a 
portion of the physical scene and aligned 3d geometry models to them, and the 3d 
geometry information of models was used to manipulate occlusion. Yokoya [6] calcu-
lated depth information of physical objects by stereo vision theory, and the method 
cost large amount of calculation as it deals with the whole scene to calculate the depth 
information of physical environment, but stereo vision method can not be used in 
real-time AR system. Ohta [7] used client/server method to accelerate calculation 
speed, but vision field of client and server suffered from inconsistent problem. Lepetit 
[8] accelerated calculation speed by calculating approximate depth information of 
physical objects through their 2d contours in the video, however the method could not 
achieve the accurate depth information of complex 3d geometry object such as as-
sembly part. 

  

Fig. 1. Virtual/physical occlusion. (Left) Incorrect occlusion. (Right) correct occlusion. 

Occlusion handling methods mentioned above are general methods, however there 
is seldom special research on occlusion between virtual/physical parts in the AR-
based assembly applications. It is noted that accurate depth information of virtual and 
physical parts are required to manipulate occlusions by AR-based assembly system. 
However both accuracy and calculation speed of stereo vision theory based method 
need to be improved. It is considered that CAD model of physical assembly parts are 
always available in industrial assembly application, therefore occlusion handling 
method presented in this paper used 3d CAD model of physical parts to calculate 
depth information for virtual/physical occlusion handling. 

2   Visual Elements in AR-based Assembly Scene 

In the context of AR-based assembly application, visual elements can be classified 
into 2 categories: virtual and physical elements.  
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2.1   Virtual Elements 

(1) Virtual Part. Virtual part does not exist in the physical assembly working space, 
and computer generates the graphic of virtual parts and overlays it on the video cap-
tured by camera mounted on the HMD. In the designing stage of an assembly project, 
AR system gets 3d geometry model of virtual parts from CAD software and merges it 
into virtual/physical environment to accomplish the pre-assembly procedure, and 
deficiency of the assembly design can be found and modified. In the training stage, 
virtual part was transformed to target place through defaulting path and then con-
strained in the computer driven mixed assembly scene, so that user can learn the as-
sembly procedure intuitively. 

(2) Visual Assembly Feature. Visual assembly feature means visual geometric ele-
ments representing assembly relations and constraints between assembly parts. AR-
based assembly system help the user identify the constraints between assembly parts 
intuitively with visual assembly feature while manipulating the part to the target 
place. For instance, part A and part B have a face-mating relationship, AR system 
displays the faces to be mated on A and part B while part A approaching to part B, so 
that face-mating constraint of the parts can be augmented by visual assembly feature 
and be identified intuitively (see Fig. 2). Elements of assembly feature include: 

• Line: including beeline, curve and circle, these assembly features are used to repre-
sent assembly constraints such as hole-shaft fitting, edge alignment and so on.  

• Surface: including plane, curved and sphere surface, mainly used to represent con-
strains such as face-mating, face-parallel and face-alignment and so on.  

 

Fig. 2. Visual assembly feature with line and surface style 

(3) Navigation Information. Navigation information includes product name, part 
name and id, guidance for assembly procedure in assembly handbook, prompt mes-
sage (see Fig. 2), and also graphic elements such as line, rectangle, circle, arrow and 
so on, these elements are used to let the user pay attention to the assembly informa-
tion such as active region, assembly direction, assembly path and so on (see Fig. 7). 

2.2   Physical Elements 

(1) Physical Part. Physical part means the assembly part exists in the physical as-
sembly working space, and its feature is presented in the video capture by the camera 
mounted on the HMD.  
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It is possible that physical part’s feature is not clear enough for user to identify in 
the physical scene video because of the insufficient light condition or out of focus, 
therefore physical part’s outline contour need to be augmented. AR-based assembly 
system achieves 3d model data from CAD software, align the model to corresponding 
physical part’s region in physical scene video captured by camera, and then enhanced 
the user’s perception by overlaid physical part’s location and geometry information. 

(2) Physical Assembly Environment. Physical assembly environment means the 
physical working space in which assembly procedure takes place, including assembly 
platform, brace, clamp, and workshop etc. Physical assembly environment is dealt as 
background in the AR scene by default. Prototype AR-based assembly system pre-
sented in this paper dealt the physical assembly environment as bounding box and 
constrained assembly elements within certain range of physical space by collecting 
detection technology. 

3   Occlusion between Virtual/Physical Elements 

Virtual elements in the AR-based assembly scene include virtual part, visual assembly 
feature and navigation information; Physical elements include physical part and work-
ing environment. Occlusion between virtual and physical elements in AR assembly 
application is analyzed in this section. 

3.1   Occlusion between Virtual Part and Physical Part 

The most important portion in occlusion handling method in AR-based assembly 
application is occlusion between virtual and physical parts, because users always pay 
more attention to assembly relational region than other of the video image. Accurate 
depth information of both virtual and physical parts is needed for occlusion handling, 
for inaccurate depth information will lead to incorrect occlusion between vir-
tual/physical parts when virtual part is attached to physical part through assembly 
constraint and tightly mated together. In this paper we calculate the accurate depth 
information of virtual and physical parts based on the 3d CAD model of assembly 
parts while it is always available in industrial assembly application. Occlusion of 
virtual and physical parts can be classified into 4 categories:  

• Virtual occlude physical: When the location of virtual part is closer to the observer 
than physical part, system directly overlaid virtual graphic generated by computer 
up on the physical scene captured by camera mounted on the observer’s head.  

• Physical occlude virtual: On the other hand, if physical part’s location is closer to 
the observer than virtual part, system remained the region of physical part in physi-
cal scene video unchanged and neglected virtual part’s  graphic in the same region.  

• Virtual/physical mutual occlusion: In this case, virtual and physical parts occluded 
mutually (see Fig. 3) and we can not simply directly overlaid graphic of one part 
on to another. For the region of virtual part’s graphic generated by computer and 
physical scene video captured from camera can be divided into pixels, and AR-
based assembly system deals with virtual/physical occlusion region pixel by pixel 
to solve the mutual occlusion problem. 
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Fig. 3. (Left) mutual occlusion of virtual/physical parts: virtual part antenna is partial occluded 
by physical part shell, and physical part is also partial occluded by virtual part. (Right)  
Incorrect occlusion. 

• Translucent occlusion: In this case, visual property of virtual part is translucent. In 
other words, physical part’s feature behind the virtual part can be seen simultane-
ously by alpha channel blending method. In AR-based assembly application, if 
translucent occlusion mode is on, user could always perceive physical assembly 
part through video see-through HMD even when it is occluded by translucent vir-
tual ones. 

3.2   Occlusion between Visual Assembly Feature and Physical Part 

Assembly constraints among assembly parts, such as face-mating, alignment, hole-
shaft mating, can be augmented in the users’ vision field intuitively by visual assem-
bly feature in AR-based assembly system. Visual assembly feature is a kind of virtual 
3d geometry object whose elements include line and surface as mentioned above. 
Similar to the virtual/physical parts’ occlusion, the occlusion between visual assembly 
feature and physical part includes: virtual occlude physical, physical occlude virtual, 
virtual/physical mutual occlusion and translucent occlusion. 

It is recommended that the property of surface element in visual assembly feature 
can be set to translucent style by defaulting, so the observer can always perceive the 
geometry and location of virtual and physical parts even when they are occluded by 
translucent assembly feature (see Fig. 2).  

3.3   Occlusion between Navigation Information and Physical Part 

2d navigation information is always visible and cannot be occluded by physical part 
or other visual elements, it occluded or translucently occluded other elements in 
mixed assembly environment. 3d navigation information such as arrow, rectangle 
region, and circle are virtual 3d geometry elements, Occlusion between 3d navigation 
information and physical part is similar to virtual and physical parts’ occlusion de-
scribed above, it includes: virtual occlude physical , physical occlude virtual , vir-
tual/physical mutual occlusion and translucent occlusion. 
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3.4   Occlusion between Virtual Elements and Physical Assembly Environment 

In AR-based assembly application, physical assembly environment includes assembly 
platform, brace, workshop, etc. While user is performing assembly task in vir-
tual/physical mixed assembly working space, physical environment is shown as back-
ground in the scene, and computer generates virtual elements are directly overlaid on 
to the physical assembly environment in the video captured by camera, since physical 
environment was always further to the observer than virtual elements. 

Bounding box is used to constrain virtual elements be in a certain region of work-
ing space and make sure that virtual elements to be always closer to observer than 
physical environment. 

4   Occlusion Handling Method for AR-based Assembly 
Application 

4.1   Placing Virtual Part in Contact with Physical Part in AR Assembly Scene 

3d geometry models of virtual/physical parts are achieved from CAD software inter-
face, they are placed in the AR assembly scene in contact with each other automati-
cally by registration procedure. First parts’ transform matrices from physical world 
coordinate to camera are estimated, and then parts’ CAD models are transformed and 
projected onto image plane aligning with physical assembly scene. Great deal of re-
searches can be found on this subject. Our registration method is similar to Kato’s 
method, and the details can be found in [9] and [2]. 

It is noted that lens distortion of camera mounted on users’ head would reduce pre-
cision of virtual/physical parts’ alignment. The distortion can be approximated using 
the following expression:  

Pd = (1 +  k1 r 
2 +  k2 r 

4 + k3 r 
6) Pn + dp. (1) 

where k1, k2, k3 are coefficients for radial distortion, dp is tangential distortion vec-
tor, and Pd is distorted position in image coordinate. Distortion of physical scene 
video is verified in our system by calibration procedure, details can be found in [2]. 

4.2   Virtual/Physical Depth Image 

Virtual depth image records the depth information of virtual elements such as virtual 
part, visual assembly feature and navigation information within rending area, it is a 
gray scale image with the same size as computer generates graphic. The value of 
virtual depth image indicates the distance from observer to virtual element’s surface 
being rendered at current pixel. Virtual depth image can be acquired from 3d graphic 
engine such as OpenGL and OpenInventor while rendering procedure.  

Physical depth image records depth information of the video captured by camera 
mounted on observer’s header pixel by pixel. AR system aligns physical part’s CAD 
model to its corresponding region in physical scene video, by rending the physical 
model, its depth image can be easily achieved from rendering engine. The range of 
gray scale value in depth image is from 0 to 1, it is recommended that depth informa-
tion of physical assembly environment be set to the maximal value 1, so that it will be 
directly overlaid by other elements in the mixed scene by default (see Fig. 4). 
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Fig. 4. (Left) depth image of virtual elements. (Right) depth image of physical elements. 

4.3   Occlusion Handling Procedure 

When virtual scene, virtual depth image, physical scene and physical image are  
available, system integrates the virtual/physical scene. Virtual scene is generated by 
computer, physical scene is captured by camera mounted on observer’s head, and 
virtual/physical depth image are acquired from rendering engine mentioned above. 
While integrating, system compares the depth value of virtual scene with physical 
pixel by pixel: if physical depth value is less than virtual one, it means that virtual 
element’s region at current pixel is further to observer and should be occluded by 
physical element, system fills current pixel with physical scene, and vise versa. Oc-
clusion relation of 3d virtual elements and physical elements will be correctly dealt 
with through this procedure (see Fig.5). 

After 3d geometry elements are integrated into one image, 2d navigation informa-
tion will be overlaid on top of mixed video. It is noted that there are also occlusions 
between 2d navigation information, and the order of 2d information overlaying on the 
video is determined by their layer id. 2d information is drawn on the video from lest 
important to the most important for the sake that important information would not be 
occluded by less important ones. The whole procedure of occlusion handling method 
is illustrated below (see Fig. 6).  

 

Fig. 5. Occlusion between virtual and physical 3d geometry elements 
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Fig. 6. Occlusion handling method 

5   Prototype AR-based Assembly System 

Prototype AR-based assembly system is a sub-system of smart assembly system 
which belongs to national defense “eleven five” foundational scientific research pro-
ject committed by Huazhong university of science and technology. Prototype system 
presented in this paper was implicated in assembly task training for an aerospace 
product, and it has been proved that occlusion handling method can real-time manipu-
late the occlusion in AR-based assembly application (see Fig. 7). 

Geometry model was exported to VRML file “.wrl” from CAD software pro/e; as-
sembly scene management and graphic rendering by virtual reality SDK OpenInven-
tor; assembly feature rendering and depth image achievement by OpenGL; capturing 
video from camera by DirectShow; image processing and occlusion handling by 
open-source library OpenCV. Development platform was Microsoft Visual C++ 6.0 
and operation system was Microsoft windows XP. 

Capture physical scene 
video from camera 

Compare the depth value of  
virtual/physical scenes pixel by pixel. 

If physical depth value be less? 

Fill the pixel same as 
physical scene 

Fill the pixel same as 
virtual scene 

yes 

Virtual/physical mixed scene 
with 3d geometry elements

Overlay 2d navigation  
elements on top of video

Output mixed assembly 
scene to HMD

Render 3d geometry 
virtual scene

Render physical parts and 
Get physical depth image Get virtual depth image 

no 



 Occlusion Handling in AR System for Human-Assisted Assembly Task 129 

Physical scene video was captured by camera mounted on the video see-through 
HMD “AR-vision-3D” (see Fig. 8), CMOS color sensor, resolution 640×480,  
maximal capture rate 48fps. Virtual scene is generated by pc with Intel Pentium 4 
CPU 2.4G, GeForce MX 440 AGP8x 64M, memory 512M. Virtual/physical assembly 
scene was displayed on the HMD with solution 800×600 and rate 12fps. 

 

Fig. 7. Prototype AR-based assembly system 

 

Fig. 8. Video see-through HMD “AR-vision-3D” 

6   Conclusion 

Augmented reality technology can be implicated in industrial assembly field to 
form a virtual/physical parts mixed assembly environment, and it can effectively 
improve the product quality, shorten period of development and reduce the cost of 
the product. 

Virtual/physical occlusion handling is one of the main problems in AR technology, 
by now there is no special research that analyzed occlusion handling of vir-
tual/physical elements in the industrial assembly field. In this paper occlusion among 
virtual part, visual assembly feature, navigation information, physical part and physi-
cal assembly environment is analyzed, and then occlusion handling method is  
presented for video see-through AR-based assembly application. The experiment of 
prototype AR system proved that occlusion handling method can solve the occlusion 
problem in industrial assembly application efficiently. 
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