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Abstract. A general free-form surface inspection approach relying on
the projection of a structured light pattern and the interpretation of
the generated stripe structures by means of Fourier-based features is
proposed in this paper.

The major concerns of this paper are the determination of various ref-
rence sets of stripe patterns, and the detailed investigation on the subset
of Fourier features that best characterizes free-form bright/dark struc-
tures. In order to tackle the inspection problem with a general approach,
a first part of this paper is dedicated to the definition of different image
data sets that correspond to various types of free-form specular shapes
recorded with a structured illumination. A second part deals with the
optimization of the most appropriate pattern recognition process. The
optimization is dedicated to the use of different pattern arrangements,
and the evaluation of different Fourier feature subsets.

It is shown that with only 10 Fourier features and a certain pat-
tern arrangement, high classification rates of free-form surfaces can be
obtained.

1 Introduction

Primary purpose of machine vision systems is to provide industrially rugged and
cost-effective inspection solutions, they ensure real-time detection, identification
and rejection of production defects and serve as valuable process feedback and
control utilities. The objects to be inspected usually have complex structures,
so that a broad range of different industrial workpieces, as large steel plates
[1], steel blocks [2], or bearing rolls [3], can be tackled within the context of
industrial quality control processes. Moreover, surface defects can have different
shapes, sizes, and physical aspects. Thus, the difficulty within the machine vision
domain is to build “intelligent” vision systems which must be at least as good
as the human inspector in terms of quality control.

The visual enhancement of a certain type of defective surfaces is, in general,
directly dependant of the lighting and the recording technology. Typically, depth
defects related to a geometric deformations of the surface, or textural defects

J. Blanc-Talon et al. (Eds.): ACIVS 2008, LNCS 5259, pp. 125–136, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



126 Y. Caulier and S. Bourennane

synonymous of different surface roughness have to be visually enhanced by means
of a structural and a diffuse lighting. Different automatic inspection systems
have been proposed recently. The firm Aceris [4] proposes a combined 3D laser
technique with a 2D colour approach for the measurement of electronic devices.
In the same manner, a combined 3D computer tomography technique and a 2D
X-Ray sensor are merged in one system of the firm Comet [5].

With the same objective of increasing different defect types with one system,
an alternative surface inspection procedure for the characterization of cylindrical
objects, is proposed in [6]. It has been demonstrated that the projection of a
structured light pattern on the surface to be inspected by means of an adapted
illumination serves its direct characterization in terms of defective surfaces visual
enhancement. However, in order to simplify the processing of the stripe images,
periodical and vertical bright/dark structures have been considered.

Such results are therefore only applicable in case of the characterization of
vertical stripe patterns.

There are two possible steps toward the generalization of the proposed inspec-
tion method to free-form surfaces. First possible alternative could be to adapt
the structured illumination to the shape of the surface to be inspected so that
a periodical vertical pattern is depicted in the recording sensor. This approach
is difficult or even impossible to implement, in particular if the free-form sur-
faces are highly specular. This problematic is addressed in detail in [7]. Second
possible solution could be to consider the characterization of non-vertical and
non-periodical bright/dark structures which are produced when a light pattern
is projected onto free-form surfaces. This approach is tackled in this paper.

Most of the research on the definition of adapted stripe-specific features for
identification and classification purpose of defective work-pieces are related to
the bright/dark patterns obtained with a coherent lighting. Most of the proposed
stripe characterization techniques are Fourier- [8,9] or wavelet-based [10,11]. In-
deed such transformations, as the Fourier e.g., have the property of periodic
features description, which makes such an approach very attractive in terms of
the characterization of periodic or almost periodic structures. Within the surface
inspection field, [12] uses the inverse Fourier transform to remove the repetitive
periodic patterns of statistical features. Qian et al. [13] proposes a fault detec-
tion method by means of interferometric fringe patterns based on the a windowed
Fourier transform approach.

Furthermore, the Fourier method is an attractive approach as far as the com-
putation costs are concerned. The Fast Fourier Transform (FFT) is often used in
real-time application processes. [14] proposes a Fourier-based approach for the
description of industrial surface defects, and demonstrates that such a technique
is accurate and computationally light. Ünsalan [15] uses Fourier-based features
for the description of steel surfaces and the FFT to increase the speed of the
transformation. [16] et al. propose two efficient algorithms to analyze large scale
periodic structures by means of FFT-based methods.

With the interpretation of vertical bright/dark structures obtained by means
of a non-coherent lighting, the investigations in [17] showed that, as far as the
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classification rates of a certain type of defects is concerned, one of the most
efficient method was the Fourier-based image content description method.

All these facts concerning the Fourier transform, are strong arguments in favor
of using such an approach for stripe image content description. Thus, in case of
the inspection task of free-form surfaces, textural Fourier-based features will be
used.

The rest of this paper is organized as follows. The 9 different sets of reference
stripe image patterns are introduced in Sect. 2. The Fourier-based image content
description method is presented in Sect. 3. Sect. 4 briefly introduces the involved
classification rule and the classification methodology. The classification results
are described in detail in Sect. 5. Finally, a summary is given in Sect. 6.

2 Proposed Method for Free-Form Surface
Characterization

The surface inspection principle based on the projection of a structured light
pattern, and its characterization in the corresponding images have been intro-
duced in Sect. 1. Such an inspection procedure, was initially defined for the
characterization of cylindrical and specular surfaces [6]. The aim is now to apply
this inspection principle to a broader range of surface geometries.

As a matter of fact, if non-planar object surfaces are recorded with a con-
ventional planar structured lighting or if the illumination is not adapted to the
geometry of the shape being inspected, the bright and dark stripes in the im-
ages will neither be vertical nor periodical. Rather, their geometries will depend
on the shape of the inspected objects. As a consequence, with the purpose of
generalizing the inspection principle to free-form specular surfaces, an exten-
sive range of stripe structures have to be considered. Such stripe geometries can
be obtained by means of different surface shapes, structured light positions or
sensor types. Our task is not to enumerate all possible combinations of these
components and to compute the corresponding stripe geometries. This would be
hardly possible. Hence, in order to generalize the proposed inspection method,
it is preferable to focus our investigations on a restricted and predefined number
of stripe deformations.

A further generalization of the proposed inspection method is dedicated to
the arrangement of the patterns to classify, i.e. their arrangement according to
the predefined classes. The involved stripe image characterization technique de-
scribed in [17], allows to discriminate between non-defective and defective 3D
depth defects without knowledge of the defect depth. Hence, such a method 2 1

2D
surface inspection approach allows the direct discrimination of two distinct 3D
defect classes. However, purpose of conventional structured-illumination-based
techniques is the depth recovery of the inspected scene [18,19]. Thus, it could
be possible to combine the proposed 2 1

2D inspection method with a 3D scene
reconstruction technique, and therefore to consider only one 3D class encom-
passing the defective and the non-defective surfaces. As a consequence, a com-
bined image content description method and depth retrieval approach allows to
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Fig. 1. (a) Surface inspection principle: a camera C records the object surfaces to be
inspected S, illuminated by an illumination L, (b) Reference patterns for the classifica-
tion of free-form surfaces. Image patterns of three different surface shapes -0-, -1- and
-2-. Φ0

0 corresponds to patterns without distortion. Φ4
1 corresponds to patterns with a

maximal perspective distortion of type -1-. Φ4
2 corresponds to patterns with a maximal

cylindrical distortion of type -2-. Φ4
1 and Φ4

2 were artificially obtained by warping the
images of set Φ0

0 to simulate the required distortions. All the patterns of al sets have
a size of 64 × 64 pixels. Two different approaches, χ1 and χ2, for the classification
of classes {ΩA, ΩR,3D , ΩR,2D} were addressed. χ1 corresponds to the inspection task
defined in [6], χ2 considers all the defective 3D surfaces as belonging to class ΩR,3D .

reconsider the three classes problem and to classify the image patterns according
to the depicted disturbances.

Fig. 1 depicts the surface inspection principle and a fraction of reference pat-
terns that are considered in this paper. Two types -1- and -2- of stripe deforma-
tions and two pattern arrangements χ1 and χ2 are considered. All the patterns
are manually annotated and classified into three distinct classes ΩA, ΩR,3D, and
ΩR,2D. These classes correspond to non-defective surfaces, defective 3D geomet-
rical, and defective 2D textural surfaces.

Φ0
0 is the reference stripe patterns that have been involved for the qualification

of the industrial system [6]. This set is made of 252 elements manually annotated
and classified into three distinct classes ΩA, ΩR,3D, and ΩR,2D. Fig. 1 depicts
six examples of the reference set Φ0

0 .
Concerning the inspection of free-form surfaces, two types of pattern struc-

tures -1- and -2- are considered. The easiest and simplest way consists of using
the patterns of Φ0

0 and to “transform” or “adapt” them, so that these can be used
for the characterization of free-form surfaces. Further derived 8 patterns sets are
build from Φ4

1 . The 4 sets Φ1
1-Φ4

1 correspond to the warping of all patterns of
Φ0

0 with increasing projective transformations. The 4 sets Φ1
2-Φ

4
2 correspond to

the warping of all patterns of Φ0
0 with increasing cylindrical transformations.

Concerning the inspection of two types of pattern arrangements. The 9 image
sets are classified according to arrangement χ1, corresponding to the 2 1

2D direct
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surface interpretation approach, and arrangement χ2, which states for the com-
bined 2 1

2D and 3D depth recovery methodology. In that case, all the 3D defects
as defective (all lead to similar disturbances) in a first time. Then, a further
step would consists of discriminating the non-defective from the defective parts
according to their computed depth.

3 Fourier-Based Stripe Image Content Description

Once the different reference sets have been introduced, the next step consists of
defining the most appropriate algorithmic procedures that best characterize the
content of such patterns. This is equivalent to search for adequate feature sets
that best describe the bright/dark structures depicted in the stripe patterns.

3.1 Definition of the Fourier Transform

The Fourier transform F is a transformation between an input space (spatial do-
main) into an output space (frequency domain). It’s inverse is called the inverse
Fourier transform F−1. The Fourier transform is a generalization of the theory
of Fourier series and is applicable to all non-periodical and integrable functions.

For a discrete image F the Fourier transform F̂ = F(F) and the inverse
transform F = F−1(F̂) are described by following equations:

F̂ = =
Mu−1∑

k=0

Mv−1∑

l=0

f(k, l)e−j 2Πκ
Mu

ke−
j2Πλ
Mv

l

κ = 0, 1, ..., Mu − 1; λ = 0, 1, ..., Mv − 1 (1)

F = =
1

MuMv

Mu−1∑

κ=0

Mv−1∑

λ=0

f̂(κ, λ)ej 2Πk
Mu

κej 2Πl
Mv

λ

k = 0, 1, ..., Mu − 1; l = 0, 1, ..., Mv − 1 (2)

f is a two-dimensional function whose values are related to the image F grey
levels. f(k, l) and f(κ, λ) correspond to the grey level values of images F and F̂
at positions (k, l) and (κ, λ). Mu and Mv are the width and height of F and F̂
in pixel. An important remark considering the Fourier transform is that if the
samples of the input time image F are real values f(k, l) ∈ R, the samples of the
output frequency image F̂ are complex values f̂(κ, λ) ∈ C so that the information
of a Fourier transformed image is contained in the magnitude and the phase of the
spectral representation. In many applications only the magnitude information is
needed and the phase information is discarded. However, despite this common
practice, in some context phase information should not be ignored. Oppenheim
and Lim [20] have shown that if we construct synthetic images made from the
magnitude information of one image and the phase information of another, it
is the image corresponding to the phase data that we perceive, if somewhat
degraded.
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In our case we will only consider the magnitude of the Fourier transform,
noted |F̂|. Its representation is done in a cartesian coordinate system whose ν1-
axis is horizontal with ascendant values from left to right and ν2-axis is vertical
with ascendant values from top to bottom. Images F and |F̂| have the same
dimensions.

3.2 Texture Analysis with Fourier Transform

We apply the method proposed by Weska [21] which uses different parts of the
frequency spectrum for classification purposes. The characterization of the image
pattern F is based on the Fourier power spectrum P which is defined as the
square of the spectral’s magnitude |F̂|. P is a matrix of same size as matrix F̂,
P(κ, λ) is the value of the power spectrum at position (κ, λ). We have following
definition:

P = |F̂|2
P(κ, λ) = |f̂(κ, λ)|2, κ ∈ 0, 1, · · · , Mu − 1; λ ∈ 0, 1, ..., Mv − 1

The power spectrum is used as an image signature for the discrimination
of different types of stripe images. Weska considers the radial and the angular
spectral distributions, saying that the former is sensitive to texture coarseness
and the latter to texture directionality. Weska also uses the distributions cor-
responding to the principal spectral image axes, the ν1- and ν1-directions. The
mathematical expression of the four spectral regions is shown in Fig. 2.

Pr1,r2 =
∑

[
r2
1 ≤ κ2 + λ2 < r2

2

0 < κ < Mu
2 ; 0 < λ < Mv

2

]
|f̂(κ, λ)|2 Pv1,v2 =

∑
[
0 < κ < Mu

v1 < λ < v2

]
|f̂(κ, λ)|2

Pθ1 θ2 =
∑

[
θ1 ≤ tan−1(λ/κ) < θ1

0 < κ < Mu
2 ; 0 < λ < Mv

2

]
|f̂(κ, λ)|2 Pu1,u2 =

∑
[
u1 < λ < u2

0 < κ < Mv

]
|f̂(κ, λ)|2

Fig. 2. Partitioning principle of the frequency domain for the computing of the 33
regions of the power spectrum



Fourier-Based Inspection of Free-Form Reflective Surfaces 131

The assumption using different parts of the power spectrum is that some
regions may be more discriminative or representative of certain classes of stripe
images. Such images are characterized by a vertical pattern whose disturbances
are synonymous of defective surfaces. Hence, we guess that isolating the regions
of the power spectrum which correspond to the vertical stripe pattern for the
computation of the characteristic features could lead to better classification rates.

3.3 Fourier-Based Classification

For the purposes of this paper a total number of 33 features corresponding to the
average value of power spectrum regions are used. A total of 8 radial regions with
Pr1,r2, 10 directional regions with Pθ1,θ2, 5 horizontal regions with Pv1,v2 and
10 vertical regions with Pu1,u2 is considered. The number of computed features
is independent of the size of the image pattern. Mathematical formulation of the
5 involved feature vectors cF

r,θ,v,u, cF
r , cF

θ , cF
v , and cF

u are as follows:

cF
r,θ,v,u = {{Pr1,r2}, {Pθ1,θ2}, {Pv1,v2}, {Pu1,u2}}, cF

r,θ,v,u ∈ R
33

cF
r,θ,v,u = {{cF

r }, {cF
θ }, {cv}, {cF

u }}

with {Pr1,r2} ∈ R
8, {Pθ1,θ2} ∈ R

10, {Pv1,v2} ∈ R
5, {Pu1,u2} ∈ R

10

and (r1; r2) = (jr; (j + 1)r), r = (Mu

2
2

+ Mv

2
2
)/8, j = {0, ..., 7}

(θ1; θ2) = (jθ; (j + 1)θ), θ = 2π/10, j = {0, ..., 9}

(v1; v2) = (jv; (j + 1)v), v = Mv

2 /5, j = {0, ..., 4}

(u1; u2) = (ju; (j + 1)u), u = Mu

2 /10, j = {0, ..., 9}

(3)

The classification of the stripe patterns is evaluated by using all 33 features of
vector cF

r,θ,v,u but also by considering the radial, angular, horizontal or vertical
regions of the power spectrum separately, i.e. by means of the four different
feature vectors cF

r ∈ R
8, cF

θ ∈ R
10, cF

v ∈ R
5, and cF

u ∈ R
10.

4 Pattern Classification

Pattern classification process consists of applying a classification rule and a cer-
tain classification methodology to automatically assign a class Ω to a pattern
F , so that the classification rates are maximized, i.e. the false alarms rates are
minimized. A tremendous number of possible pattern classification rules, as the
statistic-based [22,23,24], or the instance-based [25,26,27] are described in the
pattern analysis literature. In the same manner, various classification method-
ologies, as the n-fold cross-validation, or the Bootstrap approaches [28,29,30] are
proposed within the pattern analysis literature.

Testing the influence of various pattern classification approaches would be
beyond the scope of this paper. Thus, it is necessary to select the most ade-
quate classification rule and an appropriate classification methodology in terms
of stripe pattern interpretation.
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Concerning the feature-based interpretation of stripe structures, three differ-
ent rules were considered in [17]: the Naive Bayes, the One-Nearest-Neighbor
and the Three-Nearest-Neighbor. Their influence on the classification of vertical
periodical bright/dark structures was evaluated. The comparison of these three
classificators showed that, in general better classification rates were obtained
using the One-Nearest-Neighbor approach. This is a strong argument in terms
of using “only” this approach for our purposes. Furthermore, Cover [31] and
Guttierez [32] show that the k-NN method approaches the results of the Naive
Bayes classifier in case of a large data set as we have here.

With the methodology, a 10-fold stratified validation, which is certainly the
mostly used approach within the pattern classification community, was addressed
in [17]. Various n-fold cross-validation approaches for different values of n has
been evaluated and compared with the bootstrap technique by Kohavi [33]. He
shows that a stratified 10-fold cross-validation is the more appropriate model in
terms of classification accuracy. Moreover, Witten [28], referred that a ten times
sampling is the right number of folds to get the best estimation error.

Thus, as our aim is to evaluate the two proposed Fourier sets of features and
not a certain stripe pattern classification, we “only” consider the 1-NN classifi-
cation rule combined with a stratified 10-fold cross-validation for our purposes.

5 Classification Results

This section is dedicated to the evaluation and comparison of the different in-
volved feature sets using the 33 Fourier characteristics. The final purpose is to
extract a subset of features, as small as possible to retrieve only the most relevant
features that accurately classifies the reference image sets. The evaluation crite-
ria for each set of pattern is the rate R of correctly classified patterns, expressed
in percent.

With the purpose of optimizing the proposed Fourier-based pattern character-
ization process, a primary feature selection or feature subset evaluation process
is necessary. The purpose is to determine which of the 4 subsets introduced in
Sect. 3 are particulary relevant for the characterization of the stripe structures.

5.1 Fourier Subsets Evaluation

Table 1 shows the classification results of image set Φ0
0 by means of vector cF

r,θ,v,u

made of the 33 Fourier features, and the 4 feature subset vectors described in
equation (3).

In section 3.3 the assumption was made that some frequency subbands could
be more representative of the stripe patterns to be characterized. This is clearly
observable in case of the results listed in Table 1. A high discrepancy in the
classification results is observable concerning the Fourier-based approach. Best
classification rates of 90.4% and 92.4% are obtained when only the 10 directional
Fourier features cF

θ are used.
These results show that from the 33 Fourier features, the subset made of the

10 directional Fourier features is particulary relevant in terms of stripe pattern
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Table 1. Rates R of correctly classified patterns for image set Φ0
0 with Fourier’s

textural features by means of a 1-NN classifier. The two pattern arrangements χ1 and
χ2 are considered.

Feature vector Arrangement χ1 Arrangement χ2

cF
r,θ,v,u 85.7 87.7

cF
r 79.7 79.3

cF
θ 90.4 92.4

cF
v 84.1 83.3

cF
u 84.1 86.5

characterization. Thus, further investigations are dedicated to the characteriza-
tion of free-form surface using the 33 Fourier, the 10 directional Fourier.

5.2 Free-Form Surface Characterization

Fig. 3 shows the classification rates for image distortions of type -1- and of type -
2- by means of the three feature vectors cF

r,θ,v,u, cF
θ , and for pattern arrangements

χ1 and χ2.
These graphics confirm the results of Table 1, i.e. that the selective use of

only the Fourier directional features lead to more accurate classification rates.
In particular as far as the second type of stripe distortions -2- is concerned.

Rates for increasing distortions of types -1- and -2- for feature vectors
cF

r,θ,v,u, and cF
θ .

Fig. 3. The detection rates are computed for different image sets and correspond to
increasing distortions of type -1- and of type -2-. Left values on the axis of abscissae:
detection rates for image set Φ0

0 . Right values on the axis of abscissae: detection rates
for image sets Φ4

1 and Φ4
2 .
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The results are not similar for both pattern arrangements. Indeed, the clas-
sification rates are slightly better in case of a combined 2 1

2D / 3D approach,
i.e. for arrangement χ2, where a lowest rate of 81 % for all set of patterns is
observed. In case of arrangement χ1, the lowest rate is 78 %.

6 Summary

Based on a method initially defined for the automatic inspection of cylindri-
cal specular surfaces, a general approach for the characterization of free-form
specular shapes is proposed in this paper. The inspection principle relies on the
interpretation of a stripe pattern projected onto the surface to be inspected and
recorded by the optical sensor.

Starting from the reference image set defined for the qualification of the in-
dustrial process, 8 additionally image sets, corresponding to various types of
free-form specular shapes recorded with a structured illumination could be de-
fined. All these image sets are used to search for the most appropriate Fourier
features.

With respect to the characterization of periodic or almost periodic bright/dark
structures, a Fourier-based image-content description method defined within the
texture analysis field, is considered. In order to propose a general approach to the
inspection method, two different types of stripe deformations, and two different
pattern arrangements are considered.

The Fourier method necessitates the computation of a huge amount of 33
features, which signifies high computational costs. Hence, in order to propose
a competitive, real-time able inspection procedure, extensive investigations are
done to retrieve only the most relevant features that accurately classifies all the
reference image sets.

Finally, it is demonstrated that with only the 10 directional Fourier features
high classification rates can be reached. Moreover, it is shown that the pattern
arrangement has a direct influence on the detection accuracy. In case of the
proposed inspection task relying on a structured illumination, a combined 2
2 1

2D / 3D approach is prefered.
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