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Abstract. In this paper, we present an approach to a challenge well
known from the area of Ubiquitous Computing: extracting meaning out
of geo-referenced information. The importance of this “semantics of
place” problem is proportional to the number of available services and
data that are common nowadays. Having rich knowledge about a place,
we open up a new realm of “Location Based Services” that can behave
more intelligently. Our approach builds on Ontology Engineering tech-
niques in order to build a network of semantic associations between a
place and related concepts. We briefly describe the KUSCO system and
present some preliminary results.

Keywords: Point of Interest, Place, Semantic of Place, Ontologies, On-
tology Enrichment, Ontology Evaluation.

1 Introduction

The current ubiquitous availability of localization technologies (particularly GPS)
has driven to the emergence of many new applications (the “Location Based Ser-
vices” or LBS) and enormous amounts of geo-referenced data. However, although
we have already available rich and sophisticated knowledge representation and
techniques (e.g. Semantic Web and Ontology Engineering) that allows for elabo-
rate uses, information on location or place tends to be poor, with little or no di-
rectly associated semantics (e.g. the typical Point Of Interest or POI simply has a
description and a generic type; in other cases we only have the latitude/longitude
pair; and sometimes an LBS has its own purpose driven semantics, unusable to
others). The association of a set of semantic concepts to a place should allow the
application of those sophisticated techniques and foster the quality of current and
future LBS (e.g. with better indexing). For example, knowing simply that “Gold-
ener Adler” is placed at “47.268430 N 11.392230 E” and that it is a restaurant
misses much of its essential meaning: what kind of food do they make? how ex-
pensive is it? where exactly is it? is it open now?

KUSCO is a system that intends to find and associate a set of semantic tags to
Points Of Interest (or POI’s). A POI is a geo-referenced tag that contains a lat-
itude/longitude pair, a name and a type (e.g. restaurant, museum, gas station).
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Such information is used by KUSCO, which applies a number of techniques to
automatically extract information from the Web about that POI. The system
starts by doing a web search (e.g. using Yahoo), then it extracts and calculates
statistics about the main words used. Afterwards, it associates these words to
concepts (of WordNet [1]), and finally it determines the relationships of these
concepts with the POI by using Place Ontologies.

In this paper, we describe the Ontology Enrichment process of the KUSCO
system. This process is necessary to establish the association between the Generic
Place Ontologies and specific POI instances, which is also normally called On-
tology Instantiation. Given a POI and an Ontology, KUSCO seeks for the as-
sociations between the Ontology Terms and the more relevant words found in
the Web pages most related to the POI. In the next section, we present “Se-
mantics of Place” problem, well known in the area of Ubiquitous Computing.
Then, we present some Ontology Engineering concepts that are essential to this
work: Learning and Evaluation. In section 4, we present KUSCO and show some
preliminary results. We end the paper by discussing next steps (section 5) and
final remarks (section 6).

2 Semantics of Place

First introduced in [2], Jeffrey Hightower argues that location must have more
associated information than simply the absolute position in a global coordinate
system. Location representation needs more human-readable information includ-
ing geographic, demographic, environmental, historical and, perhaps, commercial
attributes. The meaning of place derives from social conventions, their private
or public nature, possibilities for communication, etc. [3,4]. As argued by [5] on
distinguishing the concept of place from space, a place is generally a space with
something added - social meaning, conventions, cultural understandings about
role, function and nature - having also temporal properties, once the same space
can be different places at different times. Thus, a place only exists if it has some
meaning for someone and the construction of this meaning is the main objective
of our research.

As a formal definition, location models can be classified into four main types
[6]: Geometric, Symbolic, Hybrid or Semantic. While the first three models (the
third considers both geometric and symbolic) are mainly devoted to spatial
relationship between locations, the last one, the Semantic Location Model, is
orthogonal to symbolic and geometric representations. The semantic represen-
tation provides other information around its place, such as a bus route or a
snapshot of interest. For instance, a hybrid location model was proposed by
Jiang and Steenkiste [7] where they decompose the physical environment in dif-
ferent levels of precision and feature a self-descriptive location representation
to each level. At a lower level of decomposition, they use a local and 3D co-
ordinate system (Latitude, Longitude, Altitude) to define points or areas for
which there is no name in the hierarchical tree. As an example, they can identify
a specific printer in the Carnegie Mellon University campus by the identifier
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cmu/wean-hall/floor3/3100-corridor#(10,10,0). In a different perspective, the
HP Cooltown [8] introduces a semantic representation of locations. Its main
goal is to support web presence for people, places and things. They use Uni-
versal Resource Indentifies (URIs) for addressing, physical URI beaconing and
sensing of URIs for discovery, and localized web servers for directories in order
to create a location-aware ubiquitous system to support nomadic users. In the
same line, Ubiquitous Web [9] was envisioned as a pervasive web infrastructure
in which all physical objects are socially tagged and accessible by URIs, pro-
viding information and services that enrich users experiences in their physical
context as the web does in the cyberspace.

While the focus of our work is the Semantic aspect of Location Representa-
tion, we also take advantage of information available on the Web about public
places. With the growth of the World Wide Web, we think that almost every
commercial and non-commercial entities of public interest are or tend to become
present on-line by proper web sites or referred by other related institutions. This
should become even more relevant for places considered interesting for a group of
people (i.e. they are in a sense Points Of Interest). But differently from the two
previous semantic models, we don’t assume that the Semantic Web is already
a reality, with all information semantically structured and tagged. Actually, it
is widely accepted that the majority of on-line information is composed of un-
restricted user-written texts, so we get mainly dependent on the Information
Extraction (IE) capabilities. IE is a research subtopic within Information Re-
trieval (IR) devoted to extract useful information from a body of text, including
techniques like Term Extraction and Named Entity Recognition. In the Natural
Language Processing field, there are other techniques which will be further used
in our work, including part-of-speech tagging and word sense disambiguation to
discover meaningful key concepts from the Web and contextualize it within a
Common Sense Ontology (see the following sections).

3 Ontology Engineering

The growing amount of information available on the web demands for the de-
velopment of efficient and practical information extraction approaches, in order
to avoid the actual user’s overloading of information. This need for new ways
of extracting information from the web stimulated a new vision, the Semantic
Web [10], where resources available have associated machine-readable semantic
information. For this to come true, a knowledge representation structure for rep-
resenting the semantics associated to resources would be necessary, and that was
where ontologies [11] assumed a central role in the movement of the Semantic
Web. Because it is nearly impossible to design an ontology of the world, research
focused on the development of domain-specific ontologies, in which construction
and maintenance are time-consuming and error-prone when manually done. In
order to automate this process, research on ontology learning has emerged, com-
bining information extraction and learning methods to automatically, or semi-
automatically, build ontologies.
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3.1 Ontology Learning

According to [12], ontology learning can be described as “the process of automatic
or semi-automatic construction, enrichment and adaptation of ontologies”. It
relies on a set of algorithms, methods, techniques and tools to automatically, or
semi-automatically, extract information about a specific domain to construct or
adapt ontologies. The process of ontology learning comprises four different tasks:
ontology population, ontology enrichment, inconsistency resolution and ontology
evaluation. Ontology population is the task that deals with the instantiation of
concepts and relations in an ontology, without changing its structure. On the
other hand, ontology enrichment is the task of extending an ontology by adding
new concepts, relations and rules, which results in changes on its structure.
Because errors and inconsistencies can be introduced during ontology population
and enrichment, inconsistency resolution aims to detect these inconsistencies and
generate appropriate resolutions. Finally, the ontology evaluation task assesses
the ontology by measuring its quality with respect to some particular criteria
(see section 3.2).

The ontology learning process can be performed through three different major
approaches [12]: the integration of ontologies by capturing the features that are
shared between them; the construction of a new ontology from scratch, based
on the information extracted from data about a specific domain; and the spe-
cialization of a generic ontology by adapting it to a specific domain.

Following the work of Buitlaar et al. [13], the ontology learning process deals
with six different aspects related with the structure of an ontology: Term Identi-
fication, which is in the basis of every ontology learning process; Synonym Iden-
tification, for identifying sets of terms that refer to the same concept or relation;
Concept Identification, which is done through the realizations of the concept
(i.e. terms); Taxonomy Construction, using inclusion relations (usually known as
“is-a” relations); Semantic Relations Extraction, for identifying non-taxonomic
relations that connect semantically related concepts; and Rule Acquisition, the
least explored aspect of ontology learning.

3.2 Ontology Evaluation

The need for well defined techniques of ontology evaluation arise from the fact
that different ontology conceptualizations can be constructed from the same
body of knowledge. Much of the work developed in this field came from the con-
text of ontology learning and enrichment, where different evaluation approaches
were explored to evaluate the resulting ontologies. Also, the increasing develop-
ment of semantic-aware applications, that make use of ontologies, uncovered the
need to evaluate the available ontologies and choose the one that best fits the
specific needs of the application.

According to [14], there are four different categories of techniques used for
ontology evaluation: those based on a “golden standard”, those based on the
results of an application that makes use of the ontology, those based on the use
of a corpus about the domain to be covered by the ontology, and those where
evaluation is done by humans.
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When the semantic characterization of place involves the construction and
enrichment of place ontologies, it becomes necessary to apply some of the tech-
niques developed for ontology evaluation, in order to assess the quality of the
ontology produced and validate the proposed ontology enrichment approach.

4 KUSCO

The problem of “position to place” is a well known challenge within the area
of Ubiquitous Computing and relates deeply with the connection humans have
with places, their functionality and meaning. Attached to a tag name, even when
a category is included, a place needs a richer semantic representation in our
perspective in order to be understood. This knowledge can be used for whatever
processes that demand semantics of place (e.g. understanding POI’s while in
navigation; searching for a place that has specific characteristics; route planning
using locations with specific functionalities; inferring user’s activity, etc.). We
formally name this process as Semantic Enrichment of Place and it consists
of using available Common Sense Ontologies and Web information to build a
collection of generic and instance facts about these places. Figure 1 shows the
internal architecture of KUSCO System. The following sections will explain in
detail each component of this system.

Fig. 1. The architecture of KUSCO

4.1 Generic Place Ontologies

The module of Generic Place Ontologies represents a collection of commonsense
and generic information about well-known place categories, like restaurants, cin-
emas, museums, hotels, hospitals, etc. At a first stage, this information is man-
ually collected from well-known and shared Ontologies (retrieving and selecting
the most popular using ontology search engines like [15]). But as the system is
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used, it is dynamically fed by new examples, and thus instantiated and popu-
lated by specific facts about these instances that represent real-world places (see
fig. 1). At a first stage, only concepts are extracted from Web describing places.
Furthermore we also want to instantiate relations between these concepts using
the original context where they appear. In order to infer place meaning, ontolo-
gies are contextualized on WordNet. For each term in an ontology, a WordNet’s
definition will be looked for (see section 4.4 for an example of this process).

4.2 Geo Web Search

This module is responsible for finding Web pages using only POI data as key-
words: place name and geographical address. This last element is composed of
the City name (where POI is located) and is obtained from Gazetteers 1 avail-
able on Web). This search is presently made by the freely available Yahoo API.
For the moment, we are applying a simple heuristic that use the geographical
reference as another keyword in the search. Thus, assuming a POI is a quadru-
ple (Latitude, Longitude, [Category,] Name)2, the final query to search will be:
“City Name” + [“Category” +] “Name”. In the near future, however, we think
that works like Geotumba[17] and Wikipedia[18], with their geo-reference anno-
tated information, will contribute to get better precision of this process, once
the search on the Web can be localized only in a given geographical region.
At this moment our system is very sensitive to geographical location of Place
Name. For example, after looking for specific Web information for a given POI
named “Carnegie Hall” in New York, we find many relevant results all referring
to the same place: a concert venue. In another example, given a POI in the same
city about “Mount Sinai” (a hospital), a geographical search gives us definitions
such as a hospital and a metropolitan neighborhood. This shows us that this
approach can become very dependent of search algorithms and of the Web’s rep-
resentativeness of places. At the end of this process, the N more relevant pages
are selected (as suggested by the search engine).

4.3 Meaning Extraction

Having the set of Web pages found earlier, keyword extraction and contextual-
ization on WordNet is made at this point. This processing includes POS tagging,
Named Entity Recognition and Word Sense Disambiguation using available NLP
tools [?,19,20]. On completion of these sub tasks for each web page, we are able
to extract the most relevant terms (only common or proper nouns) that will
be used in the categorization task (next module). The common nouns are con-
textualized on WordNet and thus can be thought not only as a word but more

1 A geographical dictionary (as at the back of an atlas) generally including position and
geographical names like Geonet Names Server and Geographic Names Information
System [16].

2 This category refers to the type of POI in question, a museum, a restaurant, a pub,
etc. This information is optional, once sometimes it may not be present in the POI.
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cognitively as a concept (specifically a synset - family of words having the same
meaning, i.e., synonyms [?]). Each concept importance is computed by TF/IDF
weighting [21] considering the most relevant WebPages for all POI’s on that
category.

4.4 Place Categorization

In order to evaluate the capacity of categorizingPOI’s (i.e. if they represent restau-
rants, museums, bars, etc.) we selected a set of ontologies using a popularity based
criteria [22]. The result of this ontology selection process was a set of four ontolo-
gies about different domains: restaurants3, museums4, travel5 and shows6.

In an initial phase, already described, POI’s were associated to a set of Word-
Net concepts. To facilitate the categorization of the POI’s against this set of
ontologies, we also map the concepts of the selected ontologies in WordNet. The
mapping comprises three phases:

1. Term Extraction. The terms are extracted from the name of the concepts
contained in the ontology. Because these names are usually comprised of one
or more terms, they are split by upper case letters and special characters
such as ’-’ and ’ ’.

2. Term Composition. In a preliminary analysis of the results obtained in the
previous phase, we found that some of the terms, extracted of the split con-
cept names, represented composed entities such as ’fast food’ or ’self-service’.
To avoid loosing these composed entities, the different terms extracted from
each concept are combined and the resulting combinations are included as
terms associated to the concept.

3. Concept Identification. The terms and combinations of terms, extracted in
the previous phases, are then searched in WordNet. When more that one
sense is found for each term, these are disambiguated by selecting the sense
with the greatest tag count value. The tag count is a value given by WordNet
for each word sense and represents the frequency of that word sense in a
textual corpus.

The result of the mapping process is that all the concepts of each ontology
became associated to one or more concepts of WordNet. With the ontologies
already mapped in WordNet, the categorization process proceeds with three
different approaches:

– Simple Approach. The simple approach, as its name tells, is the most simple
approach and represents the direct mapping between the concepts associated
to POI’s and the concepts associated to the ontologies. The mappings be-
tween concepts of the two structures are counted and the POI is categorized
in the ontology with the greatest number of mappings.

3 http://gaia.fdi.ucm.es/ontologies/restaurant.owl
4 http://cidoc.ics.forth.gr/rdfs/cidoc v4.2.rdfs
5 http://protege.cim3.net/file/pub/ontologies/travel/travel.owl
6 http://www-agentcities.doc.ic.ac.uk/ontology/shows.daml
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Table 1. Percentages of correctly categorized POI’s

Simple Weighted Expanded

Restaurants (I) 71% 29% 59%

Restaurants (II) 70% 41% 69%

Museums (I) 0% 15% 15%

Museums (II) 14% 14% 14%

– Weighted Approach. The weighted approach takes advantage of the TF/IDF
[21] value of each one of the concepts that are associated to POI’s. The
TF/IDF value represents the weight of the concept in relation to the POI it
is associated to. This way, each mapping has a weight equal to the weight
of the concept that originated the mapping. The POI is then categorized in
the ontology with the greatest sum of mapping weights.

– Expanded Approach. The expanded approach is based on the idea that the
expansion of the concepts to their hyponyms make the mapping more tol-
erant and extensive. One may argue that when searching for restaurants,
we are implicitly searching for every kind of restaurant, such as an italian
restaurant or a self-service restaurant. Following this idea, the concepts as-
sociated to POI’s are expanded to their hyponyms and the concepts that
result from this expansion are associated to the POI. Then, the mapping
between POI’s and ontolgies is performed as in the simple approach.

4.5 Preliminary Results

In order to evaluate the three categorization approaches described before, we
conducted some preliminary experiments with four sets of POI’s, manually cat-
egorized as restaurants and museums. We then used the three categorization
approaches to categorize the POI’s according to the four ontologies previously
selected and mapped in WordNet. The percentages of correctly categorized POI’s
for each set are presented in Table 1.

Although this is a preliminary experimentation, using a total of 116 POI’s, the
results obtained reveal interesting hints. As expected, the quality of the ontolo-
gies is crucial to the results of the categorization process. In our experimentation
scenario, the ontology representing the restaurants domain was clearly more de-
tailed than that representing the museums domain. Furthermore, the museums
ontology was very abstract, which decreases the probability of matching with
the specific concepts associated to POI’s. In part, this explains the bad results
of the POI’s representing museums. Another interesting result is that the simple
approach performs better than the weighted approach in most cases. This reveals
that somehow the TF/IDF value used for weighting the concepts associated to
the POI’s is not reflecting the real weight of the concept, which should be im-
proved in a near future. Also, we can conclude that the expanded approach stays
very close to the simple approach. In this situation, there is not an evident gain
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on expanding the concepts to their hyponyms. Again, the quality and detail of
the ontologies used may have a strong impact in the results obtained with this
approach in the way that when ontologies are not specific enough there is no
point on specializing the concepts associated to the POI’s.

5 Future Work

This is an ongoing work and a lot of ideas are planned to be tested in the near
future, some of them were extracted from the results obtained so far. One of the
things we plan to improve is the way the TF/IDF of each concept associated to
the POI’s is calculated. Actually, it is calculated only taking into account the set
of six web pages that were selected for each POI. Clearly, this set of documents
is too small for obtaining relevant TF/IDF values. We believe that calculating
the TF/IDF value taking into account all the web pages selected to the whole
set of POI’s will improve its relevance. Another fact already referred is that the
quality of the ontologies used in the process is crucial to the results obtained,
which demands for a more carefully selection and evaluation of such ontologies.
Some of the approaches developed in areas such as ontology evaluation (see
section 3.2) may be applied, in order to guarantee the quality of the ontologies
used in the system. The next step is the ontology instatiation process, which will
make use of the information generated in the previous steps to create instances
of concrete POI’s in the Generic Place Ontologies.

6 Conclusions

It is clear that, in order to improve current and future location based services,
more information must be associated to common POI’s. Location representation
needs more human-readable information including geographic, demographic, en-
vironmental, historical and, perhaps, commercial attributes. KUSCO, the system
we are developing, implements a process that we call as Semantic Enrichment of
Place, which consists of using available Common Sense Ontologies and Web infor-
mation to build a collection of generic and instance facts about these places. We
have described the system architecture and foccused in the process of association
between the Generic Place Ontologies and specific POI instances. Interesting re-
sults were obtained in a preliminary experimentation, which revealed important
hints that will be used for future improvements.
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