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Abstract. This work describes a multiagent recommender system where
agents work on behalf of members of a group of customers, trying to reach
the best recommendation for the whole group. The goal is to model the
group recommendation as a distributed constraint optimization problem,
taking customer preferences into account and searching for the best so-
lution. Experimental results show that this approach can be sucessfully
applied to propose recommendations to a group of users.

1 Introduction

The internet is a rich source of information where users search information about
products and services related to their interests and preferences. However, locat-
ing the necessary information has become a hard task for the user [7]. Moreover,
the information is usually distributed through several locations.

In order to deal with some of these issues, recommender systems have been
developed [12]. These systems learn about user preferences over time and au-
tomatically suggest products that fit the user needs. Recommender systems are
being applied in several domains in e-commerce to suggest products to their
customers [2] such as book recommendation (amazon.com) or movie recommen-
dation (netflix.com). The main advantage of recommender systems is the ability
to aggregate information and to match the recommendations with the informa-
tion people are looking for.

Group recommendation is a new challenge to the recommendation area be-
cause it is necessary to take into account all members preferences. Each group
member elicits his preferences, which means that preferences within the group
are not homogeneous. The recommender system needs to aggregate all prefer-
ences to formulate a recommendantion that suits the whole group.

Several group recommender systems have been developed in the past years, in
different domains. Let’s Browse [3], for instance, is a group recommender system
which recommends web pages to a group of users who are browsing the web.

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 103–112, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



104 F. Lorenzi et al.

Another example is MusicFX [9], a system used in a fitness center to adjust
the selection of background music to best suit the preferences of people working
out at any given time. A special feature found in this system is that a group is
composed by people who happen to be in the place at the same time. MusicFX
uses explicit preferences of all participants to make a music selection that will
be listen by everyone who is present. In this case, the group is composed by
strangers rather than family members or friends.

Intrigue [1] is another example of group recommender system. The system
recommends attractions and itineraries by taking into account preferences of
heterogeneous groups of tourists (such as families with children) and explains
the recommendations by addressing the requirements of the group members.
Attractions are separately ranked by first partitioning a user group into a number
of homogeneous subgroups with the same characteristics. Then each subgroup
may fit one or more stereotypes and the subgroups are combined to obtain the
overall preference, in terms of which attractions to visit for the whole group.

The group recommendation task may become more difficult according to the
complexity of the domain. Recommendation of travel packages, for instance, is
composed by several information components such as flights, hotels, and at-
tractions [13] [5]. Besides the specific knowledge necessary to assemble all the
components, each user has different preferences that need to be considered dur-
ing the recommendation process. A group member may prefer flying during the
day and staying in a four-star hotel; while another member prefers flying at night
and staying in a hostel to save money. Besides the fact that group members have
different and hard criteria to make decisions, sometimes group members do not
want to let other members know their preferences. In these cases, the privacy is
very important and the system cannot allow users to see each other preferences.
Thus, finding the best option for the entire group according to the preferences
of each individual and keeping the privacy of each member is a tricky task. The
system needs to find the global optimal recommendation in a distributed fashion.

The formalism of distributed constraint optimization problem (DCOP) has
been proposed to deal with the problem of coordinating and optimizing agents’
interactions. It has been used in multiagent systems (MAS) in several domains
[8] [10] [11]. DCOP is related to the constraint satisfaction problems (CSP), a
well known technique in AI, in the sense that it deals with assignment of values
to variables under certain constraints. However, DCOP is more difficult. First,
it deals with optimization (not only with satisfaction) meaning that the best
solution must be found (not any one). Second, the assignment is computed in a
distributed way.

CSP was also used in [6], where authors proposed a multiagent recommender
system to arrange meetings for several participants taking into account con-
straints for personal agendas. Three different agents were proposed: the personal
assistant agent is the interface between the user and the MAS; the flight travel
agent is connected to a database of flights; and the accommodation hotel agent is
responsible for finding an accommodation on the cities involved in the meeting.
However, the system does not provide the best recommendation to the group,
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due to the limitations of the CSP formalism (any recommendation is acceptable
instead of the best).

We propose a DCOP-based multiagent recommender system to perform the
travel group recommendation task. Aspects of travel group recommendation task
such as customers, their preferences, and the need of coming out with a rec-
ommendation for the whole group can be viewed as components of a DCOP
instance. Each user is represented by an agent that is responsible for negotiating
with a recommender agent who holds the information about the travel services,
trying to get the best recommendation according to customers.

Experimental evaluations were performed to verify the feasibility of the
DCOP-based multiagent recommender system. Test cases were generated and
solved with a DCOP algorithm, namely the distributed pseudotree optimiza-
tion (DPOP) [11]. The results obtained have shown that using DCOP to op-
timize the problem of finding a recommendation to a group is feasible both in
terms of running time and communication load.

The rest of the paper is organized as follows: section 2 describes the DCOP
framework. Section 3 shows the proposed multiagent recommender system, pro-
viding details about the use of DCOP to specify the travel groups recommen-
dation process. Section 4 discusses the feasibility of the proposed multiagent
recommender system using the DPOP algorithm. Section 5 summarizes the con-
tributions and shows future direction for this work.

2 Distributed Constraint Optimization Problem

DCOP represents a generic framework for the resolution of ditributed prob-
lems with a significant application in MAS. The challenge is to find the best
distribution and value attribution of a set of variables to a set of agents with
interdependencies. In a DCOP, differently from a distributed constraint satis-
faction problem (DisCSP) [14], the interest is to optimize the restrictions and
not only to satisfy them. DCOP is associated with a global function and the
objective is to maximize or minimize it. This function depends on a cost value
associated to each restriction.

The approaches for dealing with DCOP in real life problems should consider
that the agents must be able to optimize the global function in a distributed
way, using only local communication. It is not acceptable to use a central agent
responsible for all the processing. Also a DCOP algorithm should be capable of
finding the solution with the agents working in an asynchronous way. Finally,
the approach should provide quality guarantees.

DCOP is a formalism to model a range of agents coordination issues. A DCOP
consists of n variables V = {x1, x2, ..., xn}, where each can assume values in a
finite, discrete domain D1, D2, ..., Dn. Each variable is assigned to one agent
that has the control over the values of the variable. The goal of the agents is
to choose values for the variables to optimize a global objective function. This
function is described as an aggregation over a set of cost functions related to pairs
of variables (in the case of binary constraints). Thus, for each pair of variables
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xi, xj , there is a cost function defined as fij : Di × Dj → N [10]. A DCOP can
be represented by a constraint graph, where vertices are variables and edges are
cost functions between variables.

Although some algorithms have been proposed to deal with DCOP, here we
use the DPOP [11] algorithm. It must be said that we have also used other
algorithms such as Adopt [10]. Due to lack of space we do not show the results
here but notice that DPOP has performed better than the others in this setting.
DPOP uses a message-passing scheme to allow the communication among the
agents and to achieve the solution in a distributed fashion. DPOP is based on
the dynamic programming technique. It provides solutions quickly with a low
number of messages since it is not fully asynchronous. On the other hand, it
requires an exponential memory space. It is a complete algorithm, i.e., it always
finds the optimal solution.

3 The Multiagent Recommender System

In our DCOP-based multiagent recommender system, a community of agents
share a common goal (the travel package recommendation) as well as individual
goals (the individual preferences). The proposed multiagent recommender sys-
tem is composed by two different kind of agents: the user agent (UA) and the
recommender agent (RA). The UAs work on behalf of each user and represent
their travel preferences. Each UA knows the user individual preferences for each
travel service (hotel, flight companies, tour operators, etc). In the recommen-
dation process, these agents interact with the recommender agent to reach the
global optimal recommendation. The RAs work on behalf of suppliers of travel
services and each one has information about a different kind of service. Each RA
is responsible for collecting information from a supplier. This step is reported
elsewhere [4].

Figure 1 illustrates the scheme of the proposed multiagent recommender sys-
tem. First, it is required that each user set up his preferences and inform his UA.
After, the UAs start an interaction with the RA to get a list of possibilities for
the particular service. This list is ranked according to the user preferences for
this service. It is important to mention that a travel package recommendation is
composed by several components (flight, hotel, attractions and so on). However,
we are considering in our example (shown in Figure 2) just one service (e.g.
hotel) to recommend.

The major challenge in this approach is to guarantee the best recommendation
for the whole group of users. The recommendation process is easy when it deals
with an individual user. However, when we have a group of users, the system
has to find the best recommendation for the whole group, i.e., the system has
to take into account all preferences of the users .

Group recommender systems reported in the literature are based on different
approaches in what regards how to reach to the final decision. These approaches
were already discussed in section 1. Here we revisit them to draw comparisons
with our approach. In MusicFX, for example, the system selects and plays music
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autonomously based on the preferences of the group members who are present
in the gym. In Let’s Browse, there is a group member responsible for making the
final decision. This member decides the best option for the group. Intrigue uses a
similar approach, but it is the tour guide who decides which tour should be taken
by the group. Another existing approach is to assume that group members will
arrive at the best decision through conventional discussion. In this case, group
members could chat or exchange e-mails, trying to reach a consensus.

As we propose a multiagent recommeder system to recommend travel packages
to groups, in our point of view, none of the approaches mentioned is adequate
to our scenario. First, a travel package has different components and a group
has several members. The group would take too long to make a final decision.
Second, the approach based on a member who is responsible for the final decision
is a centralized one.

Fig. 1. DCOP-based multiagent recommender sytem

As mentioned, each UA represents one user that ranks all information
obtained from the RA. R is the set of possible recommendations defined
as {r1, r2, ..., r|R|}. The individual ranking Sa(r) for the set R is defined
as follows: we compute the preference Pa(r) of UA a regarding a rec-
ommendation r. Assuming that there is a permutation of R such that
Pa(r′1) > Pa(r′2) > . . . > Pa(r′|R|), we defined an individual ranking Sa(r) for the
set R as Sa(r′1) = 0, Sa(r′2) = 1, . . . , Sa(r′|R|) = |R| − 1. The preference values
{0, 1, . . . , |R| − 1} are used to simplify the notation and save space in the de-
scription. However, any other form of preferences representation (e.g. a table)
could be used. These values can be any positive integers and the most preferable
recommendation must have the lowest value.

We map the UA rankings into cost functions and these cost functions are ag-
gregated to describe the global objective function. The optimum of this objective
function provides the best recommendation of a travel package to the group.

For each travel group, the DCOP is defined as follow: a set of variables
{a0, a1, ..., an}, where the variable a0 is assigned to the RA and ai is assigned
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to the UAi (where 0 < i ≤ n). These variables can take values from the domain
D = R. For sake of illustration, Figure 2 shows a simple example of a DCOP
of a travel group recommendation, with four UAs {a1, a2, a3, a4} and one RA
{a0} that is representing hotels information. This RA has three option of hotels
that can be recommended to the group, thus the domain D of each variable is
{1, 2, 3}. Each UA has a ranking of these hotels according to its user preferences.

a  (RA)0
D  =  { 1 , 2 , 3 }

D  =  { 1 , 2 , 3 }

a  (UA  ) 1 1

D  =  { 1 , 2 , 3 }

D  =  { 1 , 2 , 3 }
D  =  { 1 , 2 , 3 }

a  (UA  ) 4 4
a  (UA  )3 3

a  (UA  ) 2 2

Fig. 2. The DCOP for one group recommendation case

The cost function for each relation between one UA and the RA is computed
based on the ranking Sa(r) for the set R of recommendations. Thus, there is
one cost function f(a0, ai) to represent the individual ranking between each pair
(a0, ai) for all 0 < i ≤ n. Each of these cost functions has the following form

f(a0, ai) =
{

Sai(r) when ai = r and a0 = r
∞ otherwise . (1)

The first case of Equation 1 captures the situation where the agents a0 and ai

agree on the recommendation. The second case captures the situation where some
agent disagrees with the RA. Equation 2 shows the global objective function,
which is the aggregation over all cost functions.

F =
n∑

i=1

f(a0, ai) . (2)

Since the individual ranking is defined in an ascendant way, the solution to the
DCOP (and thus the best recommendation to the travel group) is the one that
minimizes this global objective function. It is important to note that our DCOP-
basedmultiagent recommender systemcan be extended to havemore than oneRA.

4 Experimental Evaluation

We have conducted a set of experiments to empirically evaluate the feasibility of
the proposed multiagent recommender system. We use two measures to evaluate
the performance:
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Fig. 3. (a) Running time, in milliseconds, for each test case. (b) Details of the nearly
linear running time in the domains size for a fixed number of 70 UAs. (c) Details of the
linear running time in the number of agents for a fixed R with 18 recommendations.

– Running time: time required by the algorithm to solve the recommendation
for the group taking into account user preferences.

– Communication (network usage): number of bytes transferred through mes-
sage exchanges among the agents during the algorithm execution.

Test cases have 20, 30, 40, 50, 60, 70, 80, 90, and 100 agents, each representing
one individual in the travel group (one UA). In addition, we have one RA. For
each of these cases, R takes the following values: 3, 6, 9, 12, 15, 18, and 21
(representing possible recommendations).

In each experiment the data was averaged over 20 runs. We run the original
implementations of the DPOP algorithm, which are available on the internet1.

1 DPOP is available at http://liawww.epfl.ch/frodo/

http://liawww.epfl.ch/frodo/
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Fig. 4. (a) Communication (sum of exchanged bytes) for each test case. (b) Details
of the linear communication in the domains size for a fixed number of 70 UAs. (c)
Details of the linear communication in the number of agents for a fixed R with 18
recommendations.

Figure 3(a) shows the running time in milliseconds for each test case. We can
see that the running time is nearly linear in the number of UAs and in the domain
(R) sizes. To show with more details these increasing rates, Figure 3(b) shows
how the running time is nearly linear in the domains size for a fixed number
of 70 UAs and Figure 3(c) shows the running time for an increasing number
of UAs, for a fixed R with 18 recommendations. The algorithm provides very
satisfactory results regarding these metrics and proves the feasiblility of using
DCOP in the group recommendation task. In the hardest test case, with 100
UAs and 21 travel recommendation options the algorithm takes only about 413
miliseconds to solve the DCOP and provides the optimal recommendation to
the group.
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Figure 4(a) shows the total number of bytes transferred. The results are both
nearly linear in the number of UAs and in the domain (R) sizes. Figure 4(b)
shows details of the increasing in the domains size for a fixed number of 70 UAs
while figure 4(c) depicts the linear growing rate in the number of UAs for a fixed
R with 18 recommendations. For example, in the case of 100 UAs and 18 domain
values, the total number of bytes transferred is about just 11625 bytes.

5 Conclusion and Future Work

Recommender systems are been used in e-commerce to help users to find out bet-
ter products according to their needs and preferences. Multiagent recommender
systems use agents to help in the solution process, trying to improve the recom-
mendation quality. Agents cooperate in order to reach the best recommendation
for the whole group. The recommendation for group of users is considered a
challenge to recommender systems due the fact that is not an easy task to find
out the best solution that satisfies all the users in the group.

In this paper we have shown that the DCOP formalism can be successfully
used to help the group recommendation process. Agents work on behalf of the
users and try to get the best recommendation according to the user preferences.
Experimental evaluations have shown the feasibility of using the DPOP algo-
rithm to solve the DCOPs generated for each recommendation case.

As a future work we intend to adapt and test our system to recommendations
where the preferences are interrelated. These interrelation appears for instance
when the users define the preferences for a travel option A as a result of the
available travel options B.
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