


Lecture Notes in Artificial Intelligence 5249
Edited by R. Goebel, J. Siekmann, and W. Wahlster

Subseries of Lecture Notes in Computer Science



Gerson Zaverucha
Augusto Loureiro da Costa (Eds.)

Advances in
Artificial Intelligence –
SBIA 2008

19th Brazilian Symposium on Artificial Intelligence
Salvador, Brazil, October 26-30, 2008
Proceedings

13



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jörg Siekmann, University of Saarland, Saarbrücken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbrücken, Germany

Volume Editors

Gerson Zaverucha
Federal University of Rio de Janeiro (UFRJ)
COPPE-PESC
Caixa Postal 68511
Rio de Janeiro - 21941-972, Brazil
E-mail: gerson@cos.ufrj.br

Augusto Loureiro da Costa
Federal University of Bahia (UFBA)
Escola Politécnica
Departamento de Engenharia Elétrica, 2 andar
Rua Aristides Novis, 2
Federação CEP 40.210-630 Salvador, Bahia, Brazil
E-mail: augusto.loureiro@ufba.br

Library of Congress Control Number: 2008935544

CR Subject Classification (1998): I.2, F.4.1, F.1.1, H.2.8

LNCS Sublibrary: SL 7 – Artificial Intelligence

ISSN 0302-9743
ISBN-10 3-540-88189-1 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-88189-6 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springer.com

© Springer-Verlag Berlin Heidelberg 2008
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12539758 06/3180 5 4 3 2 1 0



Preface

The 19th Brazilian Symposium on Artificial Intelligence (SBIA 2008) was held in
Salvador, Bahia, Brazil, during October 26–30, 2008. It was hosted by the Federal
University of Bahia (UFBa) and, as has occurred since 2002, was collocated with
the Brazilian Symposium on Artificial Neural Networks (SBRN), now in its tenth
edition. This year the two events took place jointly also with the Intelligent
Robotics Journey (JRI).

SBIA, supported by the Brazilian Computer Society (SBC), is the leading
conference in Brazil for the presentation of research and applications results in
artificial intelligence. Since 1995, SBIA has become an international conference,
with papers written exclusively in English, an international Program Committee
(PC) and keynote speakers, and proceedings published in the Lecture Notes in
Artificial Intelligence series of Springer. Since 1996, SBIA has been a biennial
event.

The SBIA 2008 program included keynote talks/tutorials by some of the most
distinguished researchers in the area, five workshops and a thesis and disserta-
tion contest. SBIA 2008 continued the tradition of high selectivity for published
papers and double-blind reviewing. A total of 142 submissions from 15 countries
were received, of which only 27 were accepted for publication in this volume,
yielding an acceptance rate of 19%. Each submission was reviewed by three PC
members, and a recommendation was provided for each paper based on discus-
sion among the reviewers moderated by the Program Chair.

We would like to thank all researches who submitted their papers to SBIA
2008. We are indebted to the 150 PC members, and also to the other reviewers,
for their excellent work: thorough and timely reviews, and participation in the
discussions. SBIA 2008 had the privilege and honor of having this PC and invited
speakers. We gratefully acknowledge everyone in the Organizing Committee for
their invaluable support, Aline Paes for helping with the preparation of this
volume, along with the agencies CNPq and CAPES for the financial support.
Finally, we would like to express our gratitude to Alfred Hoffman and his staff
at Springer for their continuing support of SBIA.

October 2008 Gerson Zaverucha
Augusto Loureiro da Costa
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Antônio C.R. Costa

Probabilistic Multiagent Patrolling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
Tiago Sak, Jacques Wainer, and Siome Klein Goldenstein

Knowledge Representation and Reasoning

Proving Epistemic and Temporal Properties from Knowledge Based
Programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Mario Benevides, Carla Delgado, and Michel Carlini

Detecting Code Evolution in Programming Learning . . . . . . . . . . . . . . . . . 145
Thais Castro, Hugo Fuks, and Alberto Castro

Revising Specifications with CTL Properties Using Bounded Model
Checking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

Marcelo Finger and Renata Wassermann

Toward Short and Structural ALC-Reasoning Explanations: A Sequent
Calculus Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Alexandre Rademaker and Edward Hermann Haeusler



Table of Contents XV

A Case for Numerical Taxonomy in Case-Based Reasoning . . . . . . . . . . . . 177
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André Luis Santiago Maia and Francisco de A.T. de Carvalho

Missing Value Imputation Using a Semi-supervised Rank Aggregation
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

Edson T. Matsubara, Ronaldo C. Prati,
Gustavo E.A.P.A. Batista, and Maria C. Monard

A Learning Function for Parameter Reduction in Spiking Neural
Networks with Radial Basis Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

Alexandre da Silva Simões and Anna Helena Reali Costa

A Robust Methodology for Comparing Performances of Clustering
Validity Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Lucas Vendramin, Ricardo J.G.B. Campello, and
Eduardo R. Hruschka

Natural Language Processing

An Experiment in Spanish-Portuguese Statistical Machine
Translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

Wilker Ferreira Aziz, Thiago Alexandre Salgueiro Pardo, and
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Logical and Relational Learning

Luc De Raedt

Department of Computer Science, Katholieke Universiteit Leuven
Celestijnenlaan 200 A B-3001, Heverlee, Belgium

luc.deraedt@cs.kuleuven.be

I use the term logical and relational learning (LRL) to refer to the subfield
of machine learning and data mining that is concerned with learning in ex-
pressive logical or relational representations. It is the union of inductive logic
programming, (statistical) relational learning and multi-relational data mining
and constitutes a general class of techniques and methodology for learning from
structured data (such as graphs, networks, relational databases) and background
knowledge. During the course of its existence, logical and relational learning has
changed dramatically. Whereas early work was mainly concerned with logical
issues (and even program synthesis from examples), in the 90s its focus was on
the discovery of new and interpretable knowledge from structured data, often
in the form of rules or patterns. Since then the range of tasks to which log-
ical and relational learning has been applied has significantly broadened and
now covers almost all machine learning problems and settings. Today, there ex-
ist logical and relational learning methods for reinforcement learning, statistical
learning, distance- and kernel-based learning in addition to traditional symbolic
machine learning approaches. At the same time, logical and relational learning
problems are appearing everywhere. Advances in intelligent systems are enabling
the generation of high-level symbolic and structured data in a wide variety of
domains, including the semantic web, robotics, vision, social networks, and the
life sciences, which in turn raises new challenges and opportunities for logical
and relational learning. These developments have led to a new view on logical
and relational learning and its role in machine learning and artificial intelligence.
In this talk, I shall reflect on this view by identifying some of the lessons learned
in logical and relational learning and formulating some challenges for future
developments.

Reference

1. De Raedt, L.: Logical and Relational Learning. Springer, Heidelberg (in press)

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, p. 1, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Transfer Learning by Mapping and Revising

Relational Knowledge

Raymond J. Mooney

Department of Computer Sciences, University of Texas at Austin
1 University Station C0500, Austin, TX 78712-0233, USA

mooney@cs.utexas.edu

1 Transfer Learning (TL)

Traditional machine learning algorithms operate under the assumption that
learning for each new task starts from scratch, thus disregarding knowledge ac-
quired in previous domains. Naturally, if the domains encountered during learn-
ing are related, this tabula rasa approach wastes both data and computational
resources in developing hypotheses that could have potentially been recovered
by simply slightly modifying previously acquired knowledge. The field of transfer
learning (TL), which has witnessed substantial growth in recent years, develops
methods that attempt to utilize previously acquired knowledge in a source do-
main in order to improve the efficiency and accuracy of learning in a new, but
related, target domain [7,6,1].

2 Statistical Relational Learning (SRL)

Traditional machine learning methods also assume that examples are represented
by fixed-length feature vectors and are independently and identically distributed
(i.i.d). Statistical relational learning (SRL), studies techniques that combine the
strengths of relational learning (e.g. inductive logic programming) and probabilis-
tic learning of graphical models (e.g. Bayesian networks and Markov networks).
By combining the power of logic and probability, such methods can perform
robust and accurate reasoning and learning about complex relational data [2].
Also, SRL frequently violates the i.i.d. assumption since examples are not inde-
pendent, in which case, inferences about examples must be made in unison (i.e.
collective classification).

3 TL for SRL

Most TL research addresses supervised feature-vector classification or reinforce-
ment learning. In contrast, our research has focussed on developing TL methods
for SRL. Markov logic networks (MLNs) are an expressive SRL formalism that
represents knowledge in the form of a set of weighted clauses in first-order pred-
icate logic [5]. We have developed an initial MLN transfer system, Tamar, that

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 2–3, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Transfer Learning by Mapping and Revising Relational Knowledge 3

first autonomously maps the predicates in the source MLN to the target do-
main and then revises the mapped structure to further improve its accuracy [3].
Our results on transfer learning between three real-world data sets demonstrate
that our approach successfully reduces the amount of computational time and
training data needed to learn an accurate model of a target domain compared
to learning from scratch.

We view transferring an MLN to a new domain as consisting of two subtasks:
predicate mapping and theory refinement. In general, the set of predicates used
to describe data in the source and target domains may be partially or completely
distinct. Therefore, the first transfer task is to establish a mapping from pred-
icates in the source domain to predicates in the target domain. For example,
the predicate Professor in an academic source domain may map to Director
in a target movie domain. Tamar searches the space of type-consistent map-
pings and determines the mapping that results in an MLN that best fits the
available data in the target domain. Once a mapping is established, clauses from
the source domain are translated to the target domain. However, these clauses
may not be completely accurate and may need to be revised, augmented, and
re-weighted in order to properly model the target data. This revision step uses
methods similar to those developed for theory refinement [4], except the theory
to be revised is learned in a previous domain rather than manually constructed
for the target domain by a human expert.
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Synthetic Biology is an emerging discipline that is providing a conceptual frame-
work for biological engineering based on principles of standardisation, modularity
and abstraction. For this approach to achieve the ends of becoming a widely ap-
plicable engineering discipline it is critical that the resulting biological devices
are capable of functioning according to a given specification in a robust fashion.
In this talk we will describe the development of techniques for experimental val-
idation and revision based on the development of a microfluidic robot scientist
to support the empirical testing and automatic revision of robust component
and device-level designs. The approach is based on probabilistic and logical hy-
potheses [1] generated by active machine learning. Previous papers [2,3] based
on the author’s design of a Robot Scientist appeared in Nature and was widely
reported in the press. The new techniques will extend those in the speaker’s
previous publications in which it was demonstrated that the scientific cycle of
hypothesis formation, choice of low-expected cost experiments and the conduct-
ing of biological experiments could be implemented in a fully automated closed-
loop. In the present work we are developing the use of Chemical Turing machines
based on micro-fluidic technology, to allow high-speed (sub-second) turnaround
in the cycle of hypothesis formation and testing. If successful such an approach
should allow a speed-up of several orders of magnitude compared to the previous
technique (previously 24 hour experimental cycle).

References

1. De Raedt, L., Frasconi, P., Kersting, K., Muggleton, S.H. (eds.): Probabilistic Induc-
tive Logic Programming. LNCS (LNAI), vol. 4911, pp. 1–27. Springer, Heidelberg
(2008)

2. Muggleton, S.H.: Exceeding human limits. Nature 440(7083), 409–410 (2006)
3. King, R.D., Whelan, K.E., Jones, F.M., Reiser, P.K.G., Bryant, C.H., Muggleton,

S.H., Kell, D.B., Oliver, S.G.: Functional genomic hypothesis generation and exper-
imentation by a robot scientist. Nature 427, 247–252 (2004)

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, p. 4, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Logic, Probability and Learning, or an

Introduction to Statistical Relational Learning

Luc De Raedt

Department of Computer Science, Katholieke Universiteit Leuven
Celestijnenlaan 200 A B-3001, Heverlee, Belgium

luc.deraedt@cs.kuleuven.be

Probabilistic inductive logic programming (PILP), sometimes also called sta-
tistical relational learning, addresses one of the central questions of artificial
intelligence: the integration of probabilistic reasoning with first order logic rep-
resentations and machine learning. A rich variety of different formalisms and
learning techniques have been developed and they are being applied on applica-
tions in network analysis, robotics, bio-informatics, intelligent agents, etc. This
tutorial starts with an introduction to probabilistic representations and machine
learning, and then continues with an overview of the state-of-the-art in statis-
tical relational learning. We start from classical settings for logic learning (or
inductive logic programming) namely learning from entailment, learning from
interpretations, and learning from proofs, and show how they can be extended
with probabilistic methods. While doing so, we review state-of-the-art statisti-
cal relational learning approaches and show how they fit the discussed learning
settings for probabilistic inductive logic programming.

This tutorial is based on joint work with Dr. Kristian Kersting.
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Most data mining methods assume that the data to be mined is represented in
a structured relational database. However, in many applications, available elec-
tronic information is in the form of unstructured natural-language documents
rather than structured databases. This tutorial will review machine learning
methods for text mining. First, we will review standard classification and clus-
tering methods for text which assume a vector-space or ”bag of words” represen-
tation of documents that ignores the order of words in text. We will discuss naive
Bayes, Rocchio, nearest neighbor, and SVMs for classifying texts and hierarchical
agglomerative, spherical k-means and Expectation Maximization (EM) methods
for clustering texts. Next we will review information extraction (IE) methods
that use sequence information to identify entities and relations in documents.
We will discuss hidden Markov models (HMMs) and conditional random fields
(CRFs) for sequence labeling and IE. We will motivate the methods discussed
with applications in spam filtering, information retrieval, recommendation sys-
tems, and bioinformatics.
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Inductive Logic Programming (ILP) is the area of Computer Science which deals
with the induction of hypothesised predicate definitions from examples and back-
ground knowledge. Probabilistic ILP (PILP) extends the ILP framework by
making use of probabilistic variants of logic programs to capture background
and hypothesised knowledge. ILP and PILP are differentiated from most other
forms of Machine Learning (ML) both by their use of an expressive represen-
tation language and their ability to make use of logically encoded background
knowledge. This has allowed successful applications in areas such as Systems Bi-
ology, computational chemistry and Natural Language Processing. The problem
of learning a set of logical clauses from examples and background knowledge has
been studied since Reynold’s and Plotkin’s work in the late 1960’s. The research
area of ILP has been studied intensively since the early 1990s, while PILP has
received increasing amounts of interest over the last decade. This talk will pro-
vide an overview of results for learning logic programs within the paradigms of
learning-in-the-limit, PAC-learning and Bayesian learning. These results will be
related to various settings, implementations and applications used in ILP. It will
be argued that the Bayes’ setting has a number of distinct advantages for both
ILP and PILP. Bayes’ average case results are easier to compare with empirical
machine learning performance than results from either PAC or learning-in-the-
limit. Broad classes of logic programs are learnable in polynomial time in a
Bayes’ setting, while corresponding PAC results are largely negative. Bayes’ can
be used to derive and analyse algorithms for learning from positive only exam-
ples for classes of logic program which are unlearnable within both the PAC
and learning-in-the-limit framework. It will be shown how a Bayesian approach
can be used to analyse the relevance of background knowledge when learning.
General results will also be discussed for expected error given a k-bit bounded
incompatibility between the teacher’s target distribution and the learner’s prior.
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Abstract. The use of real-valued distances between bit vectors is cus-
tomary in clustering applications. However, there is another, rarely used,
kind of distances on bit vector spaces: the autometrized Boolean-valued
distances, taking values in the same Boolean algebra, instead of R. In
this paper we use the topological concept of closed ball to define den-
sity in regions of the bit vector space and then introduce two algorithms
to compare these different sorts of distances. A few, initial experiments
using public databases, are consistent with the hypothesis that Boolean
distances can yield a better classification, but more experiments are nec-
essary to confirm it.

1 Introduction

Data clustering or unsupervised classification is an important field of research
in computer science (see [1,2]), with a number of applications in computer pro-
grams. In clustering, the distance concepts play a fundamental role in algorithm
design. To classify objects we can deal with two types of features: those which
can take values from a continuous range (a subset of R) or from a discrete set.
If this discrete set has only two elements, we have binary features or properties.
Furthermore, in the most cases, finite discrete or symbolic features can be eas-
ily represented by binary values, which are represented by bit vectors. Hence, a
number of distance concepts have been used since the early clustering works to
deal with binary features [3]. Because of the metric spaces are generally defined
as taken values in R, the usual distances in clustering (and the distances on bit
vector spaces) are real-valued. But in [4,5] we find another kind of metric spaces,
called “autometrized”, taking values in the same algebra, instead of R. These au-
tometrized distances are rarely used in clustering and the authors do not know
any work comparing real-valued and autometrized distances in clustering.

The purpose of this paper is to confront real-valued and autometrized Boolean-
valued distances. Since both kind of distances are very different, we choose a theo-
retical framework in which similar concepts, techniques and algorithms are used:
� The first author wish to express his gratitude to Prof. Marcelo Finger for valuable

comments on some early ideas related to this paper. Thanks are also given to the
referees, specially referee 3, for suggestions improving the quality of this paper. This
work was supported by the Fapesp-SP-Brazil.
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we employ the topological concept of closed ball and the same density definition
for both kind of metrics. Thus the comparison can be carried out in a simple way.

The organization of this paper is as follows. Section 2 presents the basic con-
cepts of ultrametric and Boolean valued spaces and the appropriated concepts of
closed ball for these spaces. Section 3 develops the theoretic framework: explains
the concepts of Boolean algebra of bit vectors, closed ball and least closed ball in
real-valued and autometrized Boolean-valued spaces. Section 4 carried out a dis-
cussion about the application of Boolean-valued distances in clustering. Finally,
sections 5, 6 and 7 introduce two algorithms, show preliminary experimental
results and get the final conclusions of this work.

2 Ultrametric and Boolean-Valued Autometrized Spaces

2.1 Ultrametric Spaces

The definition of ultrametric space had been created from the standard definition
of metric space by replacing the sum with maximum operation in the triangle
inequality.

Definition 1. Let S be a non void set and let d be a map: d : S × S −→ R. We
said that 〈S, d〉 is a ultrametric space if, ∀x, y, z ∈ S, it holds:
a) d(x, x) = 0;
b) d(x, y) = d(y, x);
c) If x �= y, then d(x, y) �= 0;
d) d(x, z) ≤ max (d(x, y), d(y, z)) .
The map d is called an ultrametric.

In [6] Krasner has introduced the term “ultrametrique” and has explained the
most important properties of ultrametric spaces: every point inside a ball is itself
at the center of the ball, two balls are either disjoint or contained one within the
other, all triangles are either equilateral or isosceles, and so on (see [7] for other
explanation of basic properties).

Some properties, for instance, previously named on equilateral and isosceles
triangles, are derived from the linearity of R. From this, consider condition d
in definition 1: in any triangle each edge must be lower or equal to the largest
one. Then, a scalene triangle falsify condition d. For an equilateral triangle the
equality holds. Furthermore, an isosceles, non equilateral, triangle satisfies con-
dition d if and only if one edge is lower than each other. The existence of the
maximum and the comparability of the edges follow from the linearity of R.

The well-known topological definition of closed ball can be extended to ul-
trametric spaces (for topological concepts, see [8]). Despite that the definition
is the same that in metric spaces, the geometrical sense of closed ball is quite
different in ultrametric spaces.

Definition 2. Let 〈S, d〉 be an ultrametric space. For o ∈ S, r ∈ R , the closed
ball of center o and radius r, Cr(o), is:
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Cr(o) = {x ∈ S : d(o, x) ≤ r}
A set D ⊆ S is called a closed ball if there exists r and o as above, such that
D = Cr(o).

The named property that any point in a closed ball can be considered as center
is the following proposition.

Proposition 1. Let 〈S, d〉 be an ultrametric space, o ∈ S, r ∈ R and x ∈ Cr(o).
Then Cr(x) = Cr(o).

Proof. We will show that Cr(x) ⊆ Cr(o). Let y ∈ Cr(x). Then d(x, y) ≤ r. Since
x ∈ Cr(o), we have d(o, x) ≤ r. From condition d in definition 1 and the property
of the maximum operation, we obtain d(o, y) ≤ max (d(o, x), d(x, y)) ≤ r. The
other side is analogous. 	

From the proof of proposition 1 we see that two closed balls of the same radius
are disjoint or identical. Hence, if we fix an ultrametric and consider a radius
r, then we partition the entire space into closed balls of radius r. In clustering
terminology, the radius r is a classifier. It is easy to show that for any pair of
closed ball there exists only two possibilities: one is included within the other or
they are disjoint, but it is necessary to use that the radius are comparable, i.e.
the linearity of R.

When we want to specify a closed ball in a metric space, we need to find the
center and the radius. However, in a ultrametric space this is reduced to find the
radius, since any point in the closed ball can be considered as a center.

2.2 Autometrized Boolean-Valued Spaces

We recall that a Boolean algebra B is defined as a complemented, distributive
lattice with minimum (�) and maximum (�) [9,10], denoting with ≤ the partial
order of B and with ∧ and ∨ the meet or infimum and the join or supremum
operations. Furthermore, we denote by − and  the complement and symmetric
difference operations of the Boolean algebra.

Despite that standard metrics can be defined on a Boolean algebra (for
instance, the Hamming distance), Blumenthal in 1952 introduced another mod-
ification of the standard definition of metric space in eliminating R of the defini-
tion, using a Boolean algebra instead. The word “autometrized” is used in these
cases, i.e. for metric spaces that take values in the same structure. A number
of autometrized structures are known: Brouwerian Algebras, Newman Algebras,
commutative l -groups, etc. (see [5]). In a Boolean algebra, a two elements set
can not have a maximum. Hence, Blumenthal replaced the maximum of defi-
nition 1 with the supremum operation (∨). The main concept of this paper is
called autometrized Boolean-valued space:

Definition 3. Let B be a Boolean algebra and let � the minimum of B. Then,
for d : B × B −→ B and x, y, z ∈ B, 〈B, d〉 is a autometrized Boolean-valued
space (BVS) if:
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a) d(x, x) = �;
b) d(x, y) = d(y, x);
c) If x �= y, then d(x, y) �= �;
d) d(x, z) ≤ d(x, y) ∨ d(y, z).
The map d is called a Boolean-valued distance.

Blumenthal has used the symbol + instead of the ∨, thus his definition looks as
the usual for metric spaces. However, this modification is very relevant. From
the theoretic viewpoint, R has a well defined structure: is continuous, have a
countable dense subset, is linearly ordered, has no first no last element, etc. The
Boolean structures are discrete, partially ordered, with maximum and minimum,
etc. The set R has so many operations defined on it, much more than a Boolean
algebra. The most usual operations of the Boolean algebra, meet and join, are
idempotent, differently from the standard operations on R. The consequences of
this different structure in clustering applications are discussed in Section 4.

In [4] the distance d(x, y) in autometrized Boolean algebras is defined as the
symmetric difference (XOR in bit vectors)

d(x, y) = x y = (x ∧ −y) ∨ (−x ∧ y) .

In [4] are also proved the conditions in Definition 3 and some geometric properties
of this distance.

By making a little modification of closed ball standard definition in metric
spaces, we obtain the following.

Definition 4. Let 〈B, d〉 be a BVS. For o, r ∈ B , the closed ball of center o
and radius r, Cr(o), is:

Cr(o) = {x ∈ B : d(o, x) ≤ r}
A set D ⊆ B is called a closed ball if there exists r and o as above, such that
D = Cr(o).

Since the supremum is lower than any other upper bound, we obtain d(o, x) ∨
d(x, y) ≤ r from d(y, x) ≤ r and d(o, x) ≤ r and an analogous of proposition 1
holds in BVS.

3 Spaces on Bit Vectors

Let k be a positive integer and let S be the space of all bit vectors v of length
k. Since S has the structure of a Boolean algebra, we use the expression a
Boolean algebra of bit vectors, omitting the fixed k, as well in the cases that the
Boolean algebra structure is not relevant. For a bit vector v, we denote vi its
i-th coordinate (the i-th place), omitting that 1 ≤ i ≤ k.

3.1 Real-Valued Metrics: Hamming and Jaccard

Let us fix a Boolean algebra of bit vectors. If we denote by qb(v) the number of
bits equaling 1 in the bit vector v, then the well-known Hamming metric h(v, w)
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between two bit vectors is defined by h(v, w) = qb(v XOR w). The proof that
this distance is a metric is straightforward.

Another widely used distance is Jaccard j:

j(a, b) =

{
0 if a = b

1− qb(a∧b)
qb(a∨b) = qb(a�b)

qb(a∨b) otherwise

with qb(v) as above. Notice that this definition avoids the problem of dividing by
zero (divide overflow), as usual in definitions of Jaccard coefficient and Jaccard
distance found in the literature, for example: jaccardcoef (A,B) = |A∩B|

|A∪B| (see
http://en.wikipedia.org/wiki/Jaccard_index). To prove that Jaccard distance
is a metric, the only non trivial condition is the triangle inequality. A proof can
be found in [11].

The Euclidean distance also can be defined on a Boolean algebra of bit vectors
in the usual way. Then, another example of metric space is 〈B, g〉 with B a
Boolean algebra of bit vectors and g the Euclidean distance.

Example 1. Let v and w be the bit vectors v = 〈0, 0, 1, 0, 1, 1, 0, 1〉 and w =
〈0, 1, 1, 0, 0, 1, 1, 0〉. With the notation above we have:

Euclidean Hamming Jaccard
g(v, w) = 2 h(v, w) = 4 j(v, w) = 1

3

Considering bit vector algebras, the Euclidean, the Hamming and the Jaccard
distances are not ultrametric. In this sense, counterexamples of condition d in
definition 1 can be easily found for these distance concepts: let x = 〈1, 0〉, y =
〈1, 1〉 and z = 〈0, 1〉. Hence, let us see a well-known example of an ultrametric
space onto a bit vector algebra: for bit vectors v and w, let d(v, w) the largest
coordinate such that v and w differ. When v = w, we can consider that these
sequences differ until the 0-th coordinate, or to simply define d(v, v) = 0. Such
g is an ultrametric.

3.2 Autometrized Boolean-Valued Spaces of Bit Vectors

The order and the operations of the Boolean algebra are defined in the standard
way. The order is defined point-to-point (i.e. the bit-to-bit order). Thus, v =
〈v1, v2, . . . , vk〉. If v and w are two bit vectors of length k, we define the point-
to-point order in the usual way:

v ≤ w if and only if vi ≤ wi, for all i

and the meet and the join operations also are defined point-to-point too:

v ∧ w = 〈v1 ∧ w1, v2 ∧ w2, . . . , vk ∧wk〉
v ∨ w = 〈v1 ∨ w1, v2 ∨ w2, . . . , vk ∨wk〉

A well-known theorem states that two finite Boolean algebras of the same car-
dinality are isomorphic [10]. Then, we can think any finite Boolean algebra as a
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algebra of bit vectors with � and � for the bit vectors of the all zeros and of all
ones, respectively.

The symmetric difference  is the more common Boolean-valued distance,
represented by the XOR operation on bit vectors. By using the v and w of
subsection 3.1, we have v w = 〈0, 1, 0, 0, 1, 0, 1, 1〉. Two Boolean distances can
be incomparable: let t = 〈1, 0, 1, 0, 0, 1, 1, 0〉 and thus v t = 〈1, 0, 0, 0, 1, 0, 1, 1〉.
Hence, we have v  w � v  t and v  t � v  w by the bit-to-bit order. The
strange situation is that the distance between v and w is not the same that
between v and t. However neither t is closer of v than w, nor w is closer of v
than t.

3.3 Examples of Closed Balls in Bit Vector Spaces and Minimal
Closed Balls

Let us see some examples. We will use the Boolean algebra of the bit vectors
of length 4. In Jaccard space, the closed ball of radius 0.5 and center 〈1, 1, 0, 0〉
(figure 1) is:
C0.5 (〈1, 1, 0, 0〉) = {〈1, 1, 1, 1〉 , 〈1, 1, 1, 0〉 , 〈1, 1, 0, 1〉 , 〈1, 1, 0, 0〉 , 〈1, 0, 0, 0〉 , 〈0, 1, 0, 0〉}

(0000)

(0001)

(0011

(1110)

(1111)

(1001)
(1011)

(0111)

(1100)

(1000) (0100) (0010)

(0101)
(1010)

(1101)

(0110)

Fig. 1. Closed ball C0.5 (〈1, 1, 0, 0〉) using Jaccard distance

In Hamming space, the closed ball of radius 1 and center 〈1, 1, 0, 0〉 (see figure 2)
is:
C1 (〈1, 1, 0, 0〉) = {〈1, 1, 1, 0〉 , 〈1, 1, 0, 1〉 , 〈1, 1, 0, 0〉 , 〈1, 0, 0, 0〉 , 〈0, 1, 0, 0〉}
In the XOR autometrized BVS, the radius r and the distance between two el-
ements are no more real numbers, but elements of the same Boolean algebra,
i.e. bit vectors of length four. Let us see the closed ball of radius 〈0, 0, 1, 1〉
and center 〈1, 1, 0, 0〉: C〈0,0,1,1〉 (〈1, 1, 0, 0〉). The distance between the center
〈1, 1, 0, 0〉 and the element 〈1, 1, 1, 1〉 is 〈1, 1, 0, 0〉 〈1, 1, 1, 1〉 = 〈0, 0, 1, 1〉 and
〈0, 0, 1, 1〉≤〈0, 0, 1, 1〉=r (bit-to-bit). Hence, by definition 4, we have 〈1, 1, 1, 1〉 ∈
C〈0,0,1,1〉 (〈1, 1, 0, 0〉). Thus, this closed ball (see figure 3) is:
C〈0,0,1,1〉 (〈1, 1, 0, 0〉) = {〈1, 1, 1, 1〉 , 〈1, 1, 0, 1〉 , 〈1, 1, 1, 0〉 , 〈1, 1, 0, 0〉}
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Fig. 2. Closed ball C1 (〈1, 1, 0, 0〉) using Hamming distance
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Fig. 3. Closed ball C〈0,0,1,1〉 (〈1, 1, 0, 0〉) using Boolean-valued distance

3.4 Least Closed Balls

The early ideas for clustering algorithms, such that single linkage, minimal span
tree and UPGMA (see [12]) use operations and the linear order of R and can not
be directly implemented with autometrized Boolean-valued distances. Hence,
in order to implement, validate and compare both distances, we present two
density-based clustering algorithms. First, we discuss the density concept and
its relationship with the topological concept of closed ball.

Data clustering is frequently looking for denser regions of the feature space to
select the elements which belong to these regions into clusters. In some sense, it
can be said that data clustering has as a target the dense regions of the feature
space. In the sequel, we aim to specify the density concept to be used later in
clustering algorithms.

The simplest concept of density for finite spaces is to consider a set of ele-
ments related to the total of nodes of some region of the space including this
set. Frequently, given a set A of points, we need a way to determinate a region of
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space which includes A. A possible answer to this problem is to consider the
least closed ball which includes A, the so-called spherical clusters, where “least
closed ball” means the ball with lowest radius.

Definition 5. Let 〈B, d〉 be a a metric, ultrametric or Boolean-valued space and
let A ⊆ B,A �= ∅. Furthermore, let Cr(c) a closed ball in 〈B, d〉. Then Cr(c) is
called a minimal closed ball including A if A ⊆ Cr(c) and there is not an r′ < r
such that A ⊆ Cr′(c).

But this approach based on the concept of least closed ball including a given set
of elements yields a number of problems. For example, in certain spaces can exist
two different minimal closed balls including a certain set A. For example, in the
Hamming space of the bit vectors of length 4, let A = {〈1, 1, 1, 0〉 , 〈1, 0, 0, 0〉}: the
centers 〈1, 1, 0, 0〉 and 〈1, 0, 1, 0〉 yield closed balls which include A, have radius 1
and have 5 nodes: C1 (〈1, 1, 0, 0〉) = {〈1, 1, 1, 0〉 , 〈1, 1, 0, 1〉 , 〈1, 1, 0, 0〉 , 〈1, 0, 0, 0〉 ,
〈0, 1, 0, 0〉} and C1 (〈1, 0, 1, 0〉) = {〈1, 1, 1, 0〉 , 〈1, 0, 1, 1〉 , 〈1, 0, 1, 0〉 , 〈1, 0, 0, 0〉 ,
〈0, 1, 0, 0〉} (some features on closed balls in Hamming spaces can be found
in [13]).

But, even the question of how to find a minimal closed ball which includes a
given set is far away from triviality. We will look for both a center and a radius,
but in certain spaces it can be hard to find both of them. Of course, we can use
a brute force procedure. For example, let B be a Boolean algebra of bit vectors
and let A ⊆ B. For each element x ∈ B, find the maximum of the distances
with the elements of A, call it m(x). Then, let m(c) = min {m(x) : x ∈ B} (the
minimum of this set) and set c as center and m(c) as radius. With little spaces we
can use brute force procedures, but these are very limited procedures, since the
number of elements of a Boolean algebra grows exponentially. In certain spaces,
as Euclidean or Hamming, we can idealize best procedures to find a minimal
closed ball. Certain clustering algorithms do not look for a center, but for a
centroid, to simplify the search.

3.5 Closed Balls in Jaccard Space

Let B be a Boolean algebra of bit vectors. In the sequel, let us analyze the
closed balls including a given set of elements A ⊆ B in Jaccard space. In this
space there is always such a closed ball, because the whole space B is one of
them. Furthermore, the radiuses of closed balls are real-valued and hence they
are linearly ordered. Since the set of closed balls is finite, the set of radiuses is
too. Since every set of radiuses has a least element, there exists a closed ball
including A with least radius.

Proposition 2. Let B be a Boolean algebra of bit vectors, 〈B, j〉 a Jaccard space
and let A ⊆ B,A �= ∅. There is always a minimal closed ball C in 〈B, j〉such
that A ⊆ C. 	


However, the existence of least closed balls can fail in Jaccard space.
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Example 2. Consider the Boolean algebra of the bit vectors of length 4. There
are two different minimal closed balls including {〈1, 1, 0, 0〉 , 〈1, 0, 0, 0〉}: C0.5

(〈1, 0, 0, 0〉) and C0.5(〈1, 1, 0, 0〉).

Given a set A �= ∅. It is possible that c /∈ A, for each minimal closed ball Cr(c)
such that A ⊆ Cr(c), i.e. no element of A is the center of some minimal closed ball
including A. Then, the seek for a center can be a excessively time-consuming task
if the whole space must be analyzed. Hence, the following propositions are relevant
in practice (see http://www.geocities.com/autometrized22/mathematical.zip for
the proof).

Proposition 3. Let B be a Boolean algebra of bit vectors and let A ⊆ B,A �= ∅.
Furthermore, let C1(c) a closed ball of radius 1. Then, there exists a c′ ∈ A such
that C1(c′) = C1(c), c′ ≤

∨
A and c′ ≥

∧
A. 	


Proposition 4. Let B be a Boolean algebra of bit vectors and let A ⊆ B,A �= ∅.
Furthermore, let Cr(c) a minimal closed ball of radius r < 1. Then c ≤

∨
A and

c ≥
∧

A.

3.6 Least Closed Balls in Autometrized BVS

Fixed a autometrized BVS 〈B, d〉. Let A ⊆ B. We will analyze the question
again: is there a least closed ball in B including A? Note that the B itself is a
closed ball including A. Since the set of radius is finite and partially ordered,
there is a minimal closed ball including A. But the question of the existence
of the least closed ball including A is hard to solve. We present a construction
using the symmetric difference as distance.

Let 〈B,〉 the autometrized BVS of bit vectors with the symmetric difference
as distance. Furthermore, let A ⊆ B, A �= ∅, A = {a1, a2, . . . , an}. To define the
desired open ball, we need the center and the radius. Because of the ultrametric
properties of 〈B,〉, any element of the closed ball can be taken as center. Then,
we set a1, the first element of A, as center. The radius is defined by:

r =
n∨

i=1

(a1  ai)

In http://www.geocities.com/autometrized22/mathematical.zip a proof of the-
orem 1 can be found.

Theorem 1. Cr(a1) is the least closed ball such that A ⊆ Cr(a1) ⊆ B.

Now, the density, is computed by:

δ =
|A|

2qb(r)

where |A| is the cardinal number of A and qb(r) is the number of bits equaling
1 in vector r. Note that 2qb(r) = |Cr (a1)| (this has a straightforward inductive
proof on the length of the vector r).
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4 The Application of Boolean-Valued Distances in
Clustering

The difference of structure and operations between R and the Boolean algebras
has several consequences in clustering applications. Let us see some of these.

Given x, y ∈ R we can take the least number, but in a Boolean algebra B two
different elements can be incomparable. The fact that there is no total order on
Boolean algebras yields a problem when we try to find the least distance: it may
not exist. Some algorithms use common operations on R. For example, we can
compute the average of a set of distances. But the average of a set of elements
has no sense in a Boolean algebra. Recall that Euclidean distance uses the oper-
ations of sum, square and square root on R. On the other hand, the operations
of supremum and infimum in a Boolean algebra are idempotent. Completely dif-
ferent structure and operations imply completely different clustering techniques.

In a more general way, when we consider the application of Boolean distances
in clustering, the following questions immediately arise:

Question 1. How Boolean-valued concepts can be implemented in actual pro-
grams?
Question 2. How to use the Boolean-valued distance concepts to yield clustering
algorithms?

When a scientist changes his research framework, immediately he feels the tools
which he lost, but do not yet see the tools which he gets. Perhaps the main loss
is the linear order of the set of values of the distance map: for an element x, it
can occur that we can not determine what of two other elements, say y and z, is
closer of x, because of the lack of comparability of the Boolean-valued distances:
d(x, y) � d(x, z) and d(x, z) � d(x, y). This is a serious problem and in some
of our techniques we need to use the Hamming distance together the Boolean
distance to circumvent it. We also lost the rich mathematics of R: we are not
able anymore to accomplish simple operations, for example, the average of a set
of values.

But if we are able to apply the Boolean distances in clustering, still remains
the following question:
∗ Is the autometrized Boolean-valued space a suitable structure for clustering
applications?

More specifically:
Question 3. Can the Boolean-valued space clustering algorithms yield a good
classification?
Question 4. Can these algorithms be validated?
Question 5. Are these algorithms efficient?

4.1 Clustering Implementation of Autometrized BVS

First, we will answer question #1. We work on a Boolean algebra of bit vec-
tors. An unsigned or integer type can be used to represent the bit vectors
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in the usual way. For example, suppose that we work in the space of vec-
tors of 8 bits. Then the vector 〈0, 1, 0, 0, 1, 0, 1, 1〉 represents an object that
has the first, second, fourth and seventh properties (using the right to left
order in bit vectors) and is encoded as the integer 75 (see the programs in
http://www.geocities.com/autometrized22/programs.zip for details). The AND,
OR, XOR and NOT operations are implemented bit-to-bit in most processors
and are available in programming languages. For instance, the C language uses
&,|,^ and ~ for these. The bit-to-bit ≤ can not be used directly, i.e. V <= W,
since it compares the integer values and not the bit-to-bit ones. By using a well-
known equivalence in Boolean algebras, we can write (x ∧ y) = x (x & y == x
in C language) for x ≤ y.

5 Algorithms

In this section we describe density-based clustering algorithms and use them to
confront Jaccard and Boolean-valued distances. When we use Jaccard distance,
the search for the center is a time-consuming procedure. Hence, we replace the
seek for a center, by a faster procedure seeking for a centroid. In the Boolean case,
any element of the closed ball can be used as a center and thus there is no seek
for a center. In http://www.geocities.com/autometrized22/programs.zip can be
found the programs that implement these algorithms. Complexity analysis of
the algorithms presented here shows that it is around O

(
n3
)
. By using dynamic

programing and suitable structures (a heap, for example), this complexity can
be lowered.

5.1 Encoding

The encoding of binary properties using bit vectors is done in the usual way, taking
the 1 value if the object has the property, 0 otherwise. For an example of an usual
encoding, let us consider a market basket database over items 1, 2, 3, 4, . . . , k. Each
transaction is encoded as a bit vector of length k: 〈v1, v2, . . . , vk〉, where vi has the
1 value if the transaction has the item i, and 0 otherwise.

The so-called symbolic data, when they take a finite number of values, can be
encoded into binary taking each possible value of the attribute as a bit. Thus,
in the mushroom data base in [14], the attribute cap-color can take the values
brown, buff, cinnamon, gray, green, pink, purple, red, white or yellow and we
use one bit for brown, one for buff and so on.

For continuous data, a number of discretization techniques can be used. But
this is a complex discussion, out of the scope of this paper.

5.2 The Big Ball Density Algorithm

This is a hierarchical agglomerative algorithm (see [2]). In the main step, two
clusters are selected if the least closed ball including these cluster has a maximal
density. To compute this density, we also consider the elements inside the ball
which do not belong to these clusters, if they exist.
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for each element e
make_unitary_cluster ( e );

end_for;
number_of_clusters <-- number_of_elements ;
while number_of_clusters > 1 do

maximal_density <-- 0;
for each cluster pair {x,y} do

find a minimal closed ball b which includes x,y
compute the density d of b
if d > maximal_density then

cl1 <-- x; cl2 <-- y; maximal_density <-- d;
end_if;

end_for;
create a new cluster with the elements of cl1 and cl2;
delete( cl1 ); delete( cl2 );
number_of_clusters <-- number_of_clusters - 1;

end_while ;

5.3 Ball in the Middle Algorithms

This is a hierarchical agglomerative algorithm too. For each pair of clusters, we
make a list of the nearest elements from a cluster to another. Since Boolean-
valued distances can be incomparable, we use the Hamming distance in the
Boolean case. Then, we find the least closed ball which includes that list and
compute the density. Select the pair of clusters with the larger density.
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6 Experimental Results

We have used three databases in [14]. Despite these databases are primarily
used for supervised machine learning, they were also used several times in the
literature to test unsupervised classification. In this sense, we are looking for
“natural structure” of data (which can exist or not), without using the supplied
target classes. Then, we compare the “natural structure of data” founded by
the algorithm with the target classes, to evaluate the classification. This is a
standard procedure in several papers in the literature.

The comparison was carried out by using the same algorithms with Jaccard
distance and autometrized Boolean XOR. We also used a procedure to eliminate
outliers. The discussion about outliers elimination is out the scope of this paper
(see [2] for such question). For each data base and algorithm, the same outliers
elimination was used for both distances, and thus this elimination does not
influence the results.

The programs in http://www.geocities.com/autometrized22/programs.zip im-
plement the algorithms. These programs were used to yield the results showed in
Tables 1, 2 and 3. When using Jaccard distances, we use a centroid of the closed
ball. The centroid found by our method is not the center of a minimal closed ball
in nearly 6% of the cases, with average error of 5% in the radius. In most of cases
(>96%), the true center and the centroid yields the same clustering.

6.1 Results Using the Congress, Hepatitis and Zoo Databases

We used the database congress in [14]: this data set includes votes for each of the
U.S. House of Representatives Congressmen on the 16 key votes in 1984. Usually,
the bit vector coordinate vi takes the 1 value if the vote was “yes”, 0 otherwise.
The target classes are republicans and democrats and they were not used in

the clustering procedure. We used a strong outliers elimination to find some
structure in data. Table 2 shows, Boolean distances were successfully to find these
structures, but Jaccard has failed. We also include data from [16] corresponding
to the ROCK algorithm and a “traditional hierarchical clustering algorithm”. At
this date, [16] has 507 citations named in http://scholar.google.com.

The hepatitis database in [14] contains the medical and personal data from
patients with hepatitis. The target classes are alive or death. Both Boolean and
Jaccard distances fails in finding some structure of the data consistent with the
target classes (see table 2).

Table 1. Results using the Congress databases
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Table 2. Results using the Hepatitis databases

HEPATITIS
Big ball Middle ball

Class 1 Class 2 Class 1 Class 2
Jaccard Cluster 1 7 10 22 42

Cluster 2 24 105 9 73
Boolean Cluster 1 0 6 7 7

Cluster 2 31 109 24 108

Table 3. Results using the zoo database

The zoo database is an artificial data set in [14]. It has seven target classes,
but [15] affirms that the natural structure has four classes. We set to five the
number of clusters. In [15] is used a hierarchical agglomerative algorithm, based
on a distance concept called “weighted dissimilarities”. The results in [15] using
the zoo database are showed in the last column of table 3, together with results
using the ball in the middle and the big ball algorithms with Boolean and Jaccard
metrics. Again, autometrized Boolean-valued distances present best results that
Jaccard distance.

7 Conclusions

Despite of very different features of real-valued and Boolean-valued distances,
our method of comparison, based on similar concepts and algorithms suitable for
both kind of distances, yields preliminary experimental results consistent with
the hypothesis that autometrized distances are suitable to find the structure
of databases. But the evidence presented here does not suffice for conclusive
results. It is necessary more experiments with natural and artificial databases,
as well as to use another autometrized and real-valued distances and the study
of geometrical and topological concepts which can be applied in a general way
on both kind of distances.

Our future work is the test of programs to reply questions #3, #4 and #5 of
section 4 in a conclusive manner.
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Abstract. Modern content-based image retrieval systems use different
features to represent properties (e.g., color, shape, texture) of the visual
content of an image. Retrieval is performed by example where a query
image is given as input and an appropriate metric is used to find the
best matches in the corresponding feature space. Both selecting the fea-
tures and the distance metric continue to be active areas of research.
In this paper, we propose a new approach, based on the recently pro-
posed Multidimensional Dynamic Time Warping (MD-DTW) distance
[1], for assessing the texture similarity of images with structured tex-
tures. The MD-DTW allows the detection and comparison of arbitrarily
shifted patterns between multi-dimensional series, such as those found
in structured textures. Chaos theory tools are used as a preprocessing
step to uncover and characterize regularities in structured textures. The
main advantage of the proposed approach is that explicit selection and
extraction of texture features is not required (i.e., similarity comparisons
are performed directly on the raw pixel data alone). The method pro-
posed in this preliminary investigation is shown to be valid by proving
that it creates a statistically significant image texture similarity measure.

Keywords: Content-Based Image Retrieval, Texture, Dynamic Time
Warping, Similarity Measure, Distance Measure, Chaos Theory.

1 Introduction

In recent years, the rapid development of information technologies and the advent
of the Web have accelerated the growth of digital media and, in particular, image
collections. As a result, new mechanisms to search on large image databases have
been proposed. One of the first approaches was keyword-matching, which uses a
textual representation and is based on the manual annotation of images with de-
scriptive keywords. This approach is not only subjective and error-prone but also
very time-consuming and cumbersome for large databases.
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Recently, automatic image labeling approaches [2,3,4] have been proposed as
an attempt to improve the manual annotation of images. In [2], image recognition
techniques are employed to automatically assign a limited number of descriptive
keywords. This approach is limited by the fact that current image recognition
methods are not completely reliable and, as a consequence, the assigned keywords
have to be verified by a person. Other works such as [3] consider the textual
context of images, in web pages, to automatically extract descriptive keywords
(such as those that appear in captions). The performance of those approaches
is lower than the one obtained by using manual annotation. Furthermore, their
applicability is limited in situations where there is no textual context (such as
in photo albums). Those textual description approaches can only obtain part of
the richness and complexity of an image’s visual content.

To overcome these problems, content-based image retrieval (CBIR) [5] was
proposed in the early 1990’s. The basic idea is to directly use the visual content
when determining image similarity. Retrieval is performed by using a query im-
age as input, which has a feature set extracted to represent its visual content
(e.g., color, shape, texture). Afterwards, an appropriate metric is applied to find
the best matches in the corresponding feature-set space. In this context, tex-
ture is one of the most important visual characteristics when defining similarity
among images.

Texture is defined as the repetition of a certain atomic pattern (or texton)
residing in a region. For a low-level image analysis, texture features play a very
important role in distinguishing textured regions from one another based on the
measurement of optical homogeneity of surfaces. In the 1970’s, Haralick et al.
[6] proposed the first systematic analysis of texture by using a co-occurrence
matrix, which describes the distribution of co-occurring pixel values at a given
offset. Based on such matrix, several texture features (e.g., contrast, entropy),
which explore the spatial dependence of pixel values, can be extracted. Other
researchers carried on investigating texture. For example, Tamura et al. [7] de-
veloped a set of texture features designed to measure the visual properties of
coarseness, contrast, directionality, line-likeness, regularity, and roughness which,
based on conducted psychological experiments, are thought to dominate human
visual perception of texture. Research into other techniques, such as the use of
wavelet-based texture features, has also been very active.

When considering texture similarity, the selection of both a set of features
and a distance metric continues to be the most critical decision. The selection of
features requires the application of methods to extract the most relevant visual
characteristics, which are then used to compare to other textures. The distance
metric is responsible for the comparison of the feature values of different textures.

The complexity of feature extraction and the observation that structured tex-
ture contains regular repeated patterns has motivated this work to investigate
the suitability of the Dynamic Time Warping (DTW) distance [8] as a feature-
independent (i.e., based on the raw pixel values only) measure of image texture
similarity. DTW was designed to find the minimal distance between two series
considering their synchronization through shifts. In this context, we consider raw
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pixel data to compute texture similarity. All the relevant features of a texture
are, in some way, ”hidden” in the raw information. Besides that, any feature ex-
traction technique has its limitations because, as of yet, no one has completely
figured out and implemented a technique that is able to obtain the same charac-
terization quality as a person. Thus, instead of attempting to determine texture
similarity based on a small set of (probably incomplete) features, we find that it
may be advantageous to use a similarity measure that is based on the raw data
itself.

The objective of this research is to obtain some preliminary evidence as to
whether a DTW-based feature-independent texture similarity measure can ac-
tually result in a good, and statistically significant, retrieval performance. This
paper is organized as follows: Section 2 introduces the chaos theory concepts of
Embedded and Separation dimensions, which are used as a preprocessing step
to obtain a descriptive representation of textures. In Section 3 we introduce the
traditional and multi-dimensional DTW. Our approach (and its evolution) is
described in section 4. Experimental results with a real data set are presented
in Section 5. Finally, concluding remarks are given in Section 6.

2 Embedded and Separation Dimensions

The occurrence of repeated patterns, in structured textures, has encouraged us
to investigate a similarity measure which considers textures as series of events.
From that, we decided to consider DTW, a technique that can measure the mini-
mal distance between two series, by considering possible synchronization points.
Although, during our studies, we observed that the original image representation
may not be the most suitable when uncovering the regularities and patterns of
textures. Based on such conclusion, we decided to consider chaos theory tools
to unfold and reorganize data textures according to possible hidden regularities.
The concepts considered in this work are presented next.

Chaos theory is defined as the qualitative study of unstable aperiodic behavior
in deterministic nonlinear dynamical systems [9,10]. Attempts to understand the
behavior of such systems have led to the development of several works (e.g.,
[10,11]) which aim at characterizing possible internal regularities. In order to
understand how the internal regularities can be obtained, consider the logistic
equation (1) with the initial conditions t ∈ [0, 4000], b = 3.8 and x0 = 0.5.

xt+1 = b × xt × (1.0− xt) (1)

Figure 1(a) presents the outputs for the logistic function. If we directly apply
a similarity measure comparing this series to another one, we may obtain bad
results. A better solution comes by applying chaos theory tools to unfold the
full series behavior through two dimensional analysis: the embedded and the
separation dimensions. By obtaining those two dimensions, we can understand
how information has to be represented in the space, before using it in further
comparisons (in the case of texture retrieval).
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Fig. 1. Logistic Function

Whitney [12] proposed that a series x0, x1, ..., xn−1 could be reconstructed
into a multidimensional space xn(m, τ) = (xn, xn+τ , ..., xn+(m−1)τ ) where m is
the embedded dimension and τ is a fixed time delay. According to this study,
each series can be reconstructed and, consequently, simplified to be understood
and compared. To better understand those dimensions, consider the same logistic
function outputs reconstructed in a multidimensional space where m = 2 and
τ = 1. This reconstruction, which is basically the plot of xt versus xt+1, is
presented in figure 1(b). Now the behavior of the logistic function, which was
apparently a random walk (figure 1(a)), can be understood and modeled in an
easier way.

Basically, the embedded dimension defines the number of axis that we will plot
the series to unfold its full behavior. Some series can only be understood when
using more than two dimensions. Besides the embedded, there is the separation
dimension which helps to extract the periodic behavior of a series. This basically
tells the number of points we may look back in the history to detect regular
behavior (or patterns, this is also known as the seasonability of the series). Next
we discuss how to determine good values for both dimensions.

According to Abarbanel [13] we have to apply the autocorrelation function
(equation (2), where E[.] is the expected value, µ is the average, k is the time
shift size and σ2 is the variance) on a series and use its first minimum as the
separation dimension. The autocorrelation measures how well the series matches
itself considering a time separation. This is useful to find repeated patterns in a
series. However, this technique is formulated for linear series, and, consequently,
it may not present good results for non-linear and chaotic ones.

ACF (k) =
E[(Xi − µ)(Xi+k − µ)]

σ2
(2)

Fraser and Swinney [14] studied and confirmed that the Auto Mutual In-
formation (AMI) technique presents better results to estimate the separation
dimension. This technique is not linear-dependent, and consequently is more in-
teresting for this work. To use this technique we must calculate it for different
time shifts and adopt the first minimum of the function. The average mutual
information is defined in equation (3) where X and Y have, respectively, the
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probability distribution functions PX , PY and X and Y occur in pairs with the
joint distribution PXY [15].

I(X ;Y ) =
∫

dxdyPXY (x, y) log2

PXY (x, y)
PX(x)PY (y)

(3)

After defining the separation dimension we must find the embedded dimen-
sion. Takens [16] and Mañé [17] studied and confirmed that the upper limit of
the embedded dimension De, an integer value, can be defined using the fractal
dimension Df according to De > 2.0 ×Df . Although this dimension is usually
larger than necessary. For instance, the fractal dimension of the Lorenz attractor
is 2.06 [18], consequently the upper limit of the embedded dimension would be
De > 2.0 × 2.06, then it is 5. Although, according to [19] the attractor can be
represented in De = 3. The important point here is that we can represent the
attractor with a number of dimensions smaller than 5, which reduces complexity.
From a mathematical point of view, using either 3 or 5 results in no difference,
because once the attractor is unfolded the analysis can be conducted. Although,
if we unnecessarily work with more dimensions, we add complexity and execu-
tion time to obtain solutions [19]. This conclusion motivated works on how to
define a good embedded dimension for different series.

The traditional approach to obtain the minimum embedding dimension is by
calculating any system invariant (such as the Lyapunov exponent) to different
embedded dimension values and observe when it saturates. The complexity of
this approach motivated Kennel et al. [19] to propose the False Nearest Neigh-
bors (FNN) method. In FNN, the nearest neighbors for each point, in the space,
are calculated, initially with the embedded dimension equal to 1. Then, the Eu-
clidean distance from the point to its nearest neighbor is calculated. Afterwards,
a new dimension is added and the distance of the point to its nearest neighbor
obtained. If this distance increases, those two points are considered false neigh-
bors. This happens because the attractor being modeled needs more dimensions
to be unfolded and studied.

Kennel et al. [19] consider a embedded dimension d where the rth nearest neigh-
bor of y(n) is y(r)(n). The Euclidean distance between the point y(n) and its rth

nearest neighbor is obtained by equation (4). Adding a new dimension, we go for
d+ 1 and add the coordinate (d+ 1)th in each vector y(n). The new coordinate is
x(n + Td) which is included in the new Euclidean distance equation (5).

R2
d(n, r) =

d−1∑
k=0

(x(n + kT )− x(r)(n + kT ))2 (4)

R2
d+1(n, r) = R2

d(n, r) + (x(n + dT )− x(r)(n + dT ))2 (5)

Then, the criterion is to measure the distance variation when adding the new
dimension as presented in equation (6).

Vn,r =

√
R2

d+1(n, r)−R2
d(n, r)

R2
d(n, r)

=
|x(n + Td)− x(n)(n + Td)|

R2
d(n, r)

(6)
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The authors indicate that, if Vn,r > Rtol, then the points are considered false
neighbors, where Rtol is a threshold. They conclude that Rtol ≥ 10.0 is enough
to generate good results. This reconstruction, using the embedded and separa-
tion dimensions, unfolds the attractor and can be applied to any series. After
unfolding, we can better and more easily study the behavior of a series. Then,
we use the new dataset (the reorganized representation of the image) to compare
against others. This new representation has less complexity to understand the
image regularities and, consequently, to model it.

3 Multi-Dimensional Dynamic Time Warping

The distance between two hypothetical series can be quantified using different
measures, one of them is Dynamic Time Warping (DTW) [8]. This technique
aligns two series to find the ideal warp (the best synchronization point) in order
to minimize the distance between them.

In order to understand it, consider two series S = s0, s1, ..., sm−1 and T =
t0, t1, ..., tn−1 of length m and n, respectively. Firstly, DTW (algorithm 1) cre-
ates an m-by-n matrix d where each element (ith, jth) represents the distance
d(Si, Tj) = (Si − Tj)2 between each pair of points Si and Tj. Afterwards, DTW
creates a new matrix D to accumulate the total distance between each possible
pair of points of the two series. This step fills out the matrix D where the ele-
ments represent all possible alignments (synchronizations) of the two series and
their distances.

After calculating the matrix, the DTW distance is computed through the sum-
ming of the shortest possible path that starts at the right bottom of the matrix
and goes up to the left-top element. This path represents the best synchroniza-
tion between the two series and the sum of all of its matrix elements is the
DTW distance. DTW was designed for one-dimensional series. However, there
are many applications in which calculating an optimal alignment requires the
use of multi-dimensional series. Holt et al. [1] proposed the Multi-Dimensional
Dynamic Time Warping (MD-DTW), an approach to calculate the DTW by
synchronizing multi-dimensional series, which is basically an extension of the
original DTW, where the matrix D is created by computing the distance be-
tween k-dimensional points (where, differently from the original approach, k
can be larger than 1). This approach preprocesses the multi-dimensional series,
which must have the same number of dimensions, according to algorithm 2. The
last step of this algorithm is the execution of the traditional DTW (algorithm 1)
considering the matrix D as the result of the preprocessing phase.

4 Proposed Approach

The first investigations we conducted, using DTW as a similarity measure to
retrieve images, generated better results than random retrieval. Firstly, each
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Algorithm 1. Dynamic Time Warping Algorithm
Let m and n be the length of the series S and T , respectively.
Let d be the matrix which computes the distance of pairs of values of S and T .
for i = 0 to m − 1 do

for j = 0 to n − 1 do
d[i][j] = (S[i] − T [j])2;

end for
end for
Let D be the matrix with the DTW distance among pairs of elements of series S and T .
D[0][0] = d[0][0];
for i = 1 to m − 1 do

D[i][0] = d[i][0] + D[i − 1][0];
end for
for j = 1 to n − 1 do

D[0][j] = d[0][j] + D[0][j − 1];
end for
for i = 1 to m − 1 do

for j = 1 to n − 1 do
D[i][j] = min(D[i − 1][j], D[i − 1][j − 1], D[i][j − 1]) + d[i][j];

end for
end for
The total DTW distance between the two series is stored at the matrix element D[m − 1][n − 1].

Algorithm 2. Multi-dimensional Dynamic Time Warping Algorithm
Let S, T be two series of dimension K and length n and m, respectively.
Normalize each dimension of S and T separately to a zero mean and unit variance.
Fill the matrix D according to:
D(i, j) =

∑K
k=1 |S(i, k) − T (j, k)|

Consider the matrix D to compute the traditional DTW algorithm (instead of the matrix D of
the traditional approach).

RGB color image was converted to the corresponding grayscale image. After-
wards, we applied a Laplace edge detection algorithm to the grayscale images.
Then, before applying DTW as the similarity measure, we organized the pixel
values of the preprocessed images in two different ways. To better understand
them, let P = {p0,0, p0,1, ..., p1,0, p1,1, ..., pr−1,c−1}, where 0 ≤ pi,j ≤ 255 is the
grayscale value of the pixel at the intersection of the ith row and jth column of
an image with r rows and c columns, be the matrix representation of an image.
In the first way, we organized the series using the pixels in the following or-
der {p0,0, p0,1, ..., p1,0, p1,1, ..., pr−1,c−1}; in the second approach, the pixels were
organized as {p0,0, p1,0, ..., p0,1, p1,1, ..., pr−1,c−1}.

After organizing the pixels, we conducted experiments comparing images by
using the two different orders but the results were inconsistent (i.e., most query
images resulted in very different retrieval performances when using the two or-
ders). Thus, the first conclusion was that neither one of this one-dimensional
orders was a good representation of image textures. That is, the original texture
representation may not be the most suitable for uncovering existing regularities
or patterns. This motivated us to study and apply chaos theory tools to perform
optimal data reorganization.

For each image, the embedded and the separation dimensions, were first
computed. Then, each image was reconstructed into a multidimensional space
xn(m, τ) = (xn, xn+τ , ..., xn+(m−1)τ ) where m is the embedded dimension and
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τ is the separation dimension. The resulting multi-dimensional series were then
used as the input for MD-DTW-based similarity comparisons.

5 Experimental Results

Consider a database consisting of a set of images D. Let x be a query image and
A ⊂ D be the subset of images in D that are relevant to x. After processing x, the
image retrieval method generates R ⊂ D as the retrieval set. Then, R+ = R∩A
is the set of relevant images to x that appear in R. Users want the database
images to be ranked according to their relevance to x and then be presented
with only the k most relevant images so that |R| = k < |D|. Thus, images
are ranked by their distance to the query image and, in order to account for the
quality of image rankings, precision at a cut-off point (e.g., k) is commonly used.
Thus, the performance of the image retrieval method is commonly measured by
precision, which quantifies the ability to retrieve only relevant images and is
defined as precision := |R+|

|R| .
The objective of our experiments was to obtain preliminary evidence as to

whether the proposed approach actually creates a statistically significant image
texture similarity measurement. Therefore, we tested its performance against
a uniform random retrieval to select the images in R. The Texture data set,
obtained from MIT Media Lab [20] was used for evaluation. There are 40 different
texture images that are manually classified into 15 classes. Each of those images
is then cut into 16 non-overlapping images of size 128x128. Thus, there are 640
images in the database. Sample images are shown in figure 2.

Fig. 2. Sample images from Texture data set

Each image was used as a query and the precision and recall of a retrieval
set of k ∈ [1, 640] nearest images was measured. The results of our approach
and the random retrieval are presented in figure 3, which shows the degradation
of precision as k increases. That is, attempting to increase recall results in the
introduction of more non-relevant images into R. Thus, precision-recall graphs
have a classical concave shape. In order to increase both precision and recall,
the curve should move up and to the right (as observed after the initial decrease
(i.e., at the middle) of the curve in figure 3) so that both recall and precision
are higher at every point along the curve.
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Fig. 3. Precision and recall

It is common to compare retrieval methods by using a fixed retrieval set size.
A reasonable (and commonly used) value for the size of the retrieval set k = 20.
The average precision over the 640 queries with k = 20 for the proposed approach
and for random retrieval was 0.594 and 0.079 respectively. As can be observed
by these results and figure 3, the proposed approach performed surprisingly well
and is obviously statistically different than uniform random retrieval. Table 1
shows the average precision for each of the texture classes shown in Figure 2.

Table 1. Average Precision for each of the 15 texture classes shown in figure 2

Class Average Precision Class Average Precision Class Average Precision
1 0.974 2 0.970 3 0.797
4 0.998 5 0.422 6 1
7 0.134 8 0.573 9 0.786
10 0.263 11 0.190 12 0.472
13 0.238 14 0.194 15 0.979

6 Conclusions

Based on the observation that structured image textures contain repeated pat-
terns, we investigated the possibility of using the MD-DTW [1], which allows for
the comparison of arbitrarily shifted patterns in multi-dimensional series, as a
measure of image texture similarity. Chaos theory tools were used in the prepro-
cessing step in order to allow the identification, characterization and unfolding
of regularities in the raw data of structured textures. The main advantage of
the proposed approach is that explicit selection and extraction of texture fea-
tures is not required (i.e., similarity comparisons are performed directly on the
raw pixel data alone). The proposed approach performed surprisingly well when
compared against uniform random retrieval thus proving that it creates a sta-
tistically significant image texture similarity measure. This is an encouraging
preliminary result that motivates us to continue to work on the MD-DTW as a
feature-independent measure of texture similarity.
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Abstract. In this paper, the inversion of a joint Audio-Visual Hidden
Markov Model is proposed to estimate the visual information from speech
data in a speech driven MPEG-4 compliant facial animation system. The
inversion algorithm is derived for the general case of considering full co-
variance matrices for the audio-visual observations. The system perfor-
mance is evaluated for the cases of full and diagonal covariance matrices.
Experimental results show that full covariance matrices are preferable
since similar, to the case of using diagonal matrices, performance can be
achieved using a less complex model. The experiments are carried out
using audio-visual databases compiled by the authors.

Keywords: Hidden Markov Models, Audio-Visual Speech Processing,
Facial Animation.

1 Introduction

Speech driven animation of virtual characters is playing an increasingly impor-
tant role due to the widespread use of multimedia applications such as computer
games, online virtual characters, video telephony, and other interactive human-
machine interfaces. Among the different approaches proposed in the literature
to model audio-visual data, the ones based on Hidden Markov Models (HMM)
have proved to yield more realistic results when used in applications of speech
driven facial animation.

Earlier approaches for speech-driven facial animation systems, such as the
works in [1], [2], [3] and [4], resort to different HMM structures and require the
use of Viterbi optimization algorithm [5] in the training or synthesis stages. This
leads to video predictions of limited quality due to the high noise sensitivity of
Viterbi algorithm. To address this limitation, Choi et al [6] have proposed a
Hidden Markov Model Inversion (HMMI) method for audio-visual conversion.
HMMI was originally introduced in [7] in the context of robust speech recog-
nition. In HMMI, the visual output is generated directly from the given audio
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input and the trained HMM by means of an expectation-maximization (EM)
iteration, thus avoiding the use of the Viterbi sequence and improving the per-
formance of the estimation [8]. Recently, Xie et al [9] proposed a coupled HMM
approach and derived an expectation maximization (EM)-based A/V conversion
algorithm for the CHMMs, which converts acoustic speech into reasonably good
facial animation parameters.

In this paper, a speech driven MPEG-4 compliant facial animation system
is proposed. A joint audio-visual Hidden Markov Model (AV-HMM) is trained
using audio-visual data and then Hidden Markov Model inversion is used to
estimate the animation parameters from speech data. The feature vector corre-
sponding to the visual information during the training is obtained via Indepen-
dent Component Analysis (ICA). Previous approaches based on HMMs consider
diagonal covariance matrices for the audio-visual observation, invoking reasons
of computational complexity. In this paper, the use of full covariance matrices
is investigated. Simulation results show that the use of full covariance matrices
leads to an accurate estimation of the visual parameters, yielding a performance
similar to that of using diagonal covariance matrices, but with a less complex
model and without affecting significantly the computational load.

The rest of the paper is organized as follows. An overview of the speech driven
facial animation system is presented in section 2. The AV-HMM is introduced
in section 3, where an HMMI algorithm for the general case of considering full
covariance matrices for the audio-visual observations is also derived. In section 4,
the proposed algorithm for feature extraction is described. The MPEG-4 com-
pliant facial animation technique is presented in section 5. Experimental results
and some concluding remarks are included in sections 6 and 7, respectively.

2 Speech Driven Facial Animation System Overview

A block diagram of the proposed speech driven animation system is depicted in
Fig. 1. An audiovisual database is used to estimate the parameters of a joint
AV-HMM. This database consists of videos of a talking person with reference
marks in the region around the mouth, see Fig. 2(a).

In a first training stage, feature parameters of the audiovisual data are ex-
tracted. The audio part of the feature vector consists of mel-cepstral coefficients,
while the visual part are the coefficients in a ICA representation of the above
mentioned set of reference marks. In a second training stage, the audio part of
the AV-HMM is re-trained using audio data from a speech-only database. Re-
training only the audio part of the model allows to obtain a more robust model
against inter-speaker variability, avoiding the need to record videos of speakers
with the reference marks on their faces.

For the speech driven animation, speech data is used to estimate the visual
features by inversion of the AV-HMM using the technique described in section 3.
From these data, Facial Animation Parameters (FAPs) of the MPEG-4 [10] stan-
dard are computed to generate the facial animation.



Audio-to-Visual Conversion Via HMM Inversion 35

Audio

Audio

Visual
Features

Features
Audio-Visual

Audio-Visual

Audio-Visual

Conversion

Model

AV-HMM
Training

TRAINING

SYNTHESIS

Training Data

Feature

Feature

Extraction

Extraction

Re-Training Data

FAP
EstimationSpeech

MPEG-4 Facial
Animation

Fig. 1. Schematic representation of the speech driven animation system

3 Audio Visual Model

In this paper, a joint AV-HMM is used to represent the correlation between the
speech and facial movements. The AV-HMM, denoted as λav, is characterized by
three probability measures, namely, the state transition probability distribution
matrix (A), the observation symbol probability distribution (B) and the initial
state distribution (π), and a set of N states S = (s1, s2, . . . , sN ), and audiovisual
observation sequenceOav = {oav1, . . . , oavT }. In addition, the observation symbol
probability distribution at state j and time t, bj(oavt), is considered a continuous
distribution which is represented by a mixture of M Gaussian distributions

bj(oavt) =
M∑

m=1

cjmN (oat, ovt, µjm, Σjm) , (1)

where cjm is the mixture coefficient for the m-th mixture at state j andN (oat, ovt,
µjm, Σjm) is a Gaussian density with mean µjm and covariance Σjm. The audio-
visual observation oavt is partitioned as oavt �

[
oT

at, o
T
vt

]T , where oat and ovt are
the audio and visual observation vectors, respectively.

A single ergodic (that is one in which transitions among all the states are
allowed) HMM is proposed to represent the audiovisual data. An alternative
to an ergodic model, would be a set of left-to-right HMMs representing the
different phonemes (with associated visemes) of the particular language. These
models have been used in the context of speech modeling by several authors,
see for instance [9]. An ergodic model provides a more compact representation
of the audiovisual data, without the need of phoneme segmentation, which is
required when left-to-right models are used. In addition, this has the advantage
of making the system adaptable to any language.
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3.1 AV-HMM Training

The training of the AV-HMM consists of two stages, each one using a different
database. In the first training stage, an audiovisual database consisting of a set
of videos of a single talking person with reference marks drawn on the region
around the mouth, is used to estimate the parameters of an ergodic AV-HMM,
resorting to the standard Baum-Welch algorithm [11]. Details on the composi-
tion of the audiovisual feature vector are given in Section 4, where procedures
to take into account audio-visual synchronization and co-articulation are also
described. In the second training stage, a speech-only database consisting of au-
dio recordings from a set of talking persons is employed to re-train the audio
part of the AV-HMM, leading to a speaker independent model. The re-training
is carried out using an only audio HMM (hereafter denoted as A-HMM), with
the same structure, which is constructed from the AV-HMM. The A-HMM has
the same transition probability and initial state probability matrices obtained
in the first stage, while the corresponding observation symbol probability distri-
bution is re-estimated from the speech-only database. The observation symbol
probability distribution is parameterized by µjm, Σjm and cjm, see equation (1).
To emphasize the mix composition of the AV-HMM, the mean and covariance
parameters can be partitioned as

µjm =
[
µa

jm

µv
jm

]
, Σjm =

[
Σa

jm Σav
jm

Σva
jm Σv

jm

]
, (2)

where the superscript a and v denote the audio and visual parts, respectively.
During the second training stage, only µa

jm and Σa
jm are re-estimated using

speech-only data. Finally, the re-estimated parameters are fed back into the
AV-HMM.

3.2 Audio-to-Visual Conversion

Hidden Markov Model Inversion (HMMI) was originally proposed in [7] in the
context of robust speech recognition. Choi and co-authors [6] used this technique
to estimate the visual features associated to audio features for the purposes of
speech driven facial animation. Typically, it is assumed [7], [6], [9] a diagonal
structure for the covariance matrices of the Gaussian mixtures, invoking reasons
of computational complexity. This assumption is relaxed in this paper allowing
for full covariance matrices. This leads to more general expressions for the visual
feature estimates.

The idea of HMMI for audio-to-visual conversion is to estimate the visual
features based on the trained AV-HMM, in such a way that the probability that
the whole audiovisual observation has been generated by the model is maxi-
mized. It has been proved [11] that this optimization problem is equivalent to
the maximization of the auxiliary function
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Q(λav;λav, Oa, Ov, O
′
v) �

N∑
j=1

M∑
m=1

P (Oa, Ov, j,m | λav) log P (Oa, O
′
v, j,m | λav)

=
N∑

j=1

M∑
m=1

P (Oa, Ov, j,m | λav)

[
log πj0 +

T∑
t=1

log ajt−1jt+

+
T∑

t=1

log N (oat, o
′
vt, µjtmt , Σjtmt) +

T∑
t=1

log cjtmt

]
, (3)

that is
O′

v = arg max
O′

v

{Q(λav;λav, Oa, Ov, O
′
v)} , (4)

where Oa, Ov and O′
v denote the matrices containing the audio, visual and

estimated visual sequences from t = 1, . . . , T , respectively, πj0 denotes the initial
probability for state j and ajt−1jt denotes the state transition probability from
state jt−1 to state jt.

The solution to the optimization problem in (4) can be computed by equating
to zero the derivative of Q with respect to o′vt. Considering that the only term
that depends on o′vt is the one involving the Gaussians, this derivative can be
written as

∂Q(λav;λav, Oa, Ov, O
′
v)

∂o′vt

=
N∑

j=1

M∑
m=1

P (Oa, Ov, j,m | λav)×

× ∂

∂o′vt

[
T∑

t=1

log N (oat, o
′
vt, µjtmt , Σjtmt)

]
= 0 . (5)

Considering that

log N (oat, o
′
vt, µjtmt , Σjtmt) = log

1
(2π)d/2

√
|Σjtmt |

−

− 1
2

[
oat − µa

jtmt

ovt − µv
jtmt

]T [
Φa

jtmt
Φav

jtmt

Φvtat

jtmt
Φv

jtmt

] [
oat − µa

jtmt

ovt − µv
jtmt

]
, (6)

where d is the dimension of oavt and

Σ−1
jtmt

=
[
Φa

jtmt
Φav

jtmt

Φva
jtmt

Φv
jtmt

]
,

the estimated visual observation becomes

o′vt =

⎡
⎣ N∑

j=1

M∑
m=1

P (oa, ov, j,m | λav)Φv
jm

⎤
⎦−1

×

×
N∑

j=1

M∑
m=1

P (oa, ov, j,m | λav)
[
Φv

jmµv
jm − Φva

jm(oat − µa
jm)

]
. (7)
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For the case of diagonal matrices, equation (7) reduces to

o′
vt =

[
N∑

j=1

M∑
m=1

P (oa, ov, j, m | λav)Φv
jm

]−1

×
N∑

j=1

M∑
m=1

P (oa, ov , j, m | λav)Φ
v
jmµv

jm ,

(8)

which is equivalent to the equation derived in [6].
As is common in HMM training, the estimation algorithms (7) and (8) are

implemented in a recursive way, initializing the visual observation randomly.

4 Feature Extraction

The audio signal is partitioned in frames with the same rate as the video frame
rate. A number of Mel-Cepstral Coefficients in each frame (at) are used in
the audio part of the feature vector. To take into account the audiovisual co-
articulation, several frames are used to form the audio feature vector oat =[
aT

t−tc
, . . . , aT

t−1, a
T
t , a

T
t+1, . . . , a

T
t+tc

]T corresponding to the visual feature vector ovt.
For the visual part, the coefficients in an Independent Component representa-

tion of the coordinates of marks in the region around the mouth of the speaking
person are used, see Fig. 2(a). Let F = {f1, f2, . . . , fT } represent the training data
collected from videos. Each vector ft = [x(t)

1 , x
(t)
2 , . . . , x

(t)
P , y

(t)
1 , y

(t)
2 , . . . , y

(t)
P ]T

contains the coordinates (x(t)
p , y

(t)
p ) of each mark (p = 1, 2, . . . , P ) for the t-th

frame, t = 1, 2, . . . , T .
Let f0 be the neutral facial expression, mainly defined as the expression with

all face muscles relaxed and the mouth closed [10]. The relative facial deformation
(with respect to the neutral expression) at each frame can be computed as dt =
ft − f0, and a deformation matrix can then be defined as

D = [d1,d2, . . . ,dT ] . (9)

The different facial expressions in the training data are represented by the
columns of matrix D. The idea is to represent any facial expression as the linear
combination of a reduced number of independent vectors. The dimensionality
reduction can be performed by Principal Component Analysis [12]. The PCA
stage yields an uncorrelated set of vectors. It is desirable to have a statistically
independent set of vector so that information contained in each vector will not
provide information on any of the others. This is the main idea in ICA. Summa-
rizing, ICA after PCA will be performed on the data matrix D.

Several algorithms are available in the literature for ICA computation. The
reader is referred to [12] and the references therein. In this paper, the symmetric
decorrelation based FastICA algorithm as implemented in [13] was employed.

As a result of the ICA processing, any facial deformation can then be com-
puted as

ft =
K∑

k=1

ovtk
uk + f0 , (10)
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where {uk}Kk=1 are the independent components from D and ovtk
is the k-th

component of the visual vector ovt. The coefficients ovtk
are computed in two

stages. In the first stage, the mark locations are estimated using image processing
techniques. In the second stage, the coefficients ovtk

are computed in such a way
that the facial expression is given by the linear combination of the ICs vectors
that best match the mark estimation computed in the first stage. Details of this
procedure can be found in [14].

5 Facial Animation

As already mentioned, the facial animation technique proposed in this paper is
MPEG-4 compliant. The MPEG-4 standard defines 64 Facial Animation Param-
eters and 84 Feature Points (FPs) on a face model in its neutral state [15]. FAPs
represent a complete set of basic facial actions such as head motion, and eye,
cheeks and mouth control. FPs are used as reference points to perform the facial
deformation.

Based on the estimated facial expression for each frame, the associated FAPs
can be determined by computing the displacement of a set of marks from their
corresponding position in the neutral facial expression. For instance, the marks
encircled in red in Fig. 2(a) can be associated to FAP3 corresponding to jaw
opening. Figure 2(b) shows the resulting expression after applying the estimated
FAP3 to the neutral expression (several other FAPs, in addition to FAP3, have
also been applied to produce the mouth opening and cheek movements). Simi-
larly, several subsets of marks can be associated to the different FAPs.

6 Experimental Results

For the audio-visual training, videos of a talking person with reference marks on
the region around the person’s mouth were recorded at a rate of 30 frames per
seconds, with (320×240) pixels resolution. The audio was recorded at 11025Hz
synchronized with the video. The videos consist of sequences of the Spanish
utterances corresponding to the digits zero to nine in random order. For the
re-training of the audio part of the AV-HMM, an only-audio database con-
sisting of recordings of sequences of the utterances corresponding to the dig-
its zero to nine by 25 speakers (balance proportion of males and females) was
collected.

Experiments were performed with AV-HMM with full and diagonal covari-
ance matrices, different number of states and mixtures in the ranges [3, 20] and
[2, 19], respectively, and different values of the co-articulation parameter tc in
the range [2, 5]. In the experiments, the audio feature vector at is composed by
the first eleven non-DC Mel-Cepstral coefficients, while the visual feature vec-
tor ov is of dimension two (K = 2 in equation (10)). The performances of the
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(a) (b)

Fig. 2. (a) Real person facial expression. Marks associated to FAP3 are encircled in
red. (b) Synthesized facial expression.

different models were compared by computing the Average Mean Square Error
(AMSE)(ε), and the Average Correlation Coefficient (ACC)(ρ) between the true
and estimated visual parameters, defined as

ε =
1

TK

K∑
k=1

1
σ2

vk

T∑
t=1

[
o′vtk
− ovtk

]2
, (11)

ρ =
1

TK

T∑
t=1

K∑
k=1

(ovtk
− µvk

)(o′vtk
− µ′

vk
)

σvk
σ′

vk

, (12)

respectively, where µvk
and σvk

denote the mean and the variance of the true
visual observation, respectively, and µ′

vk
and σ′

vk
denote the mean and variance

of the estimated visual parameters, respectively.
For the quantification of the visual estimation accuracy, a separate audio-

visual dataset, different from the training dataset, was employed. The following
results correspond to a co-articulation parameter tc = 5, which proves to be the
optimal value in the given range. Fig. 3(a) and Fig. 3(b), show the AMSE and
the ACC as a function of the number of states and the number of mixtures for an
AV-HMM with full covariance matrix. In this case, equation (7) applies for the
estimation of the visual observations o′vt. As can be observed, as the number of
states and the number of mixtures increase, the AMSE increases and the ACC
decreases, indicating that the accuracy of the estimation deteriorates. This is
probably due to the bias-variance tradeoff inherent to any estimation problem.
The optimal values for the number of states and mixtures could be for this case
N = 4 and M = 2, respectively, corresponding to ε = 0.47 and ρ = 0.75.

Fig. 3(c) and Fig. 3(d), show the AMSE and the ACC as a function of the
number of states and the number of mixtures for an AV-HMM with diagonal co-
variance matrix. In this case, equation (8) applies for the estimation of the visual
observations o′vt. As can be observed, to obtain a similar accuracy a more com-
plex model (larger number of states or mixtures) is required. For this case, the
optimal values are N = 19 and M = 3, corresponding to ε = 0.47 and ρ = 0.76.
The use of full covariance matrices affects the computational complexity during
the training stage but, since this is carried out off-line, this does not repre-
sent a problem. During the synthesis stage (visual estimation through HMM
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Fig. 3. AMSE (ε) and ACC (ρ) as a function of the number of states N and the
number of mixtures M . Where (a) and (b) correspond to the case of full covariance
matrices and, (c) and (d) correspond to the case of diagonal covariance matrices.
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Fig. 4. True (dashed line) and estimated (solid line) visual observations

inversion), and due to the low dimension of the visual feature vector (K = 2),
the computational load is similar to the case of using diagonal covariance ma-
trices for the same number of states and mixtures.

The above arguments allow one to conclude that the use of full covariance
matrices is preferable from the point of view of both computational complexity
and accuracy.

The true and estimated visual parameters for the case of full covariance ma-
trices with N = 4 states and M = 2 mixtures (optimal values) are represented
in Fig. 4, where a good agrement can be observed.
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7 Conclusions

A speech driven MPEG-4 compliant facial animation system was introduced in
this paper. A joint AV-HMM is proposed to represent the audio-visual data and
an algorithm for HMM inversion was derived for the general case of considering
full covariance matrices for the audio-visual observations. The influence on the
visual estimation accuracy of the use of full covariance matrices, as opposed
to diagonal ones, was investigated. Simulation results show that the use of full
covariance matrices leads to an accurate estimation of the visual parameters,
yielding a performance similar to that of using diagonal covariance matrices,
but with a less complex model and without affecting the computational load.
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Abstract. Principal Component Analysis (PCA) is one of the most suc-
cessful approaches to the problem of creating a low dimensional data
representation and interpretation. However, since PCA explains the co-
variance structure of all the data, the first principal components with
the largest eigenvalues do not necessarily represent important discrimi-
nant directions to separate sample groups. In this work, we investigate
a new ranking method for the principal components. Instead of sorting
the principal components in decreasing order of the corresponding eigen-
values, we propose the idea of using the discriminant weights given by
separating hyperplanes to select among the principal components the
most discriminant ones. Our experimental results have shown that the
principal components selected by the separating hyperplanes are quite
useful for understanding the differences between sample groups in face
image analysis, allowing robust reconstruction and interpretation of the
data as well as higher recognition rates using less linear features.

Keywords: Principal Components Analysis, Separating Hyperplanes,
Small Sample Size Problems, EigenFaces.

1 Introduction

Principal Component Analysis (PCA) is one of the most successful approaches to
the problem of creating a low dimensional data representation and interpretation.
However, since PCA explains the covariance structure of all the data its most
expressive components [1], that is, the first principal components with the largest
eigenvalues, do not necessarily represent important discriminant directions to
separate sample groups.

A common practice to identify the important linear directions for separating
sample groups is to use Fisher’s Linear Discriminant Analysis (LDA) [2,3,4]
rather than PCA. However, when the dimension of the feature space is greater
than the number of groups, LDA can find at most the number of groups - 1
meaningful discriminant directions [5,6,7]. In the case of two-class problems, a
similar limitation can occur in the SVM classifier [9].

In this work, we propose a new ranking method for the principal components
given by the group-differences extracted by separating hyperplanes obtained
through LDA and SVM. Rather than sorting the principal components in de-
creasing order of the corresponding eigenvalues, we propose the idea of using
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the discriminant weights given by separating hyperplanes to select among the
principal components the most discriminant ones. Such a set of principal com-
ponents ranked in decreasing order of the discriminant weights is called here as
the discriminant principal components.

To evaluate the discriminant principal components, the following two-group
separation tasks have been performed using face images: female versus male
(gender) experiments, and non-smiling versus smiling (expression) experiments.
The experimental results carried out in this work show that the principal compo-
nents selected by the separating hyperplanes are quite useful for understanding
the differences between sample groups in face image analysis, allowing robust
reconstruction and interpretation of the data as well as higher recognition rates
using less linear features.

2 Principal Components Analysis (PCA)

Let an N × n training set matrix X be composed of N input face images with
n pixels. This means that each column of matrix X represents the values of a
particular pixel observed all over the N images. Let this data matrix X have
covariance matrix S with respectively P and Λ eigenvector and eigenvalue ma-
trices, that is,

PTSP = Λ. (1)

It is a proven result that the set of m (m ≤ n) eigenvectors of S, which cor-
responds to the m largest eigenvalues, minimizes the mean square reconstruc-
tion error over all choices of m orthonormal basis vectors [3]. Such a set of
eigenvectors that defines a new uncorrelated coordinate system for the train-
ing set matrix X is known as the principal components. In the context of
face recognition, those Ppca = [p1, p2, ..., pm] components are frequently called
eigenfaces [8].

Fig. 1. Two-dimensional most expressive subspace identified by PCA for the gender
(left) and expression (right) samples. In the corresponding scatter plots, male (non-
smiling) samples are coded with a circle whereas female (smiling) samples are coded
with a cross.
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However, since PCA explains the covariance structure of all the data its most
expressive components [1], that is, the first principal components with the largest
eigenvalues, are not necessarily the most discriminant ones. Figure 1 shows the
face samples used in this work to illustrate this problem. The left and right plots
show the gender and expression samples, respectively, projected on the first two
principal components. As can be seen, PCA clearly fails to recover the important
features for separating smiling from non-smiling samples. The reason why PCA
fails in this case is that the smiling and non-smiling changes are not as substantial
as the male and female ones and, consequently, the first principal components
that maximize the total scatter across all the images encode essentially variations
due to the gender information.

3 Separating Hyperplanes

In this section we describe the main principles behind the statistical separating
hyperplanes defined by LDA and SVM [2,3,9].

The primary purpose of LDA is to separate samples of distinct groups by
maximizing their between-class separability while minimizing their within-class
variability. Its main objective is to find a projection matrix Wlda that maximizes
the Fisher’s criterion:

Wlda = argmax
W

∣∣WTSbW
∣∣

|WTSwW |
, (2)

where Sb and Sw are respectively the between and within class scatter matrices
[2,3]. The Fisher’s criterion is maximized when the projection matrix Wlda is
composed of the eigenvectors of S−1

w Sb with at most number of groups - 1 nonzero
eigenvalues [2]. In the case of a two-class problem, the LDA projection matrix
is in fact the leading eigenvector wlda of S−1

w Sb , assuming that Sw is invertible.
SVM [9] is primarily a two-class classifier that maximizes the width of the

margin between classes, that is, the empty area around the separating hyperplane
defined by the distance to the nearest training samples. It can be extended to
multi-class problems by solving essentially several two-class problems.

Given a training set that consists of N pairs of (x1, y1), (x2, y2) . . . (xN , yN),
where xi denote the n-dimensional training observations and yi ∈ {−1, 1} the
corresponding classification labels. The SVM method [9] seeks to find the hyper-
plane defined by

f(x) = (x · w) + b = 0, (3)

which separates positive and negative observations with the maximum margin.
It can be shown that the solution vector wsvm is defined in terms of a linear
combination of the training observations, that is,

wsvm =
N∑

i=1

αiyixi, (4)
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where αi are non-negative coefficients obtained by solving a quadratic optimiza-
tion problem with linear inequality constraints [9]. Those training observations
xi with non-zero αi lie on the boundary of the margin and are called support
vectors.

Both LDA and SVM linear discriminant methods seek to find a decision
boundary that separates data into different classes as well as possible. The LDA
solution is a spectral matrix analysis of the data and is based on the assumption
that each class can be represented by its distribution of data, that is, the corre-
sponding mean vector and covariance matrix. In other words, LDA depends on
all of the data, even points far away from the separating hyperplane and conse-
quently is less robust to gross outliers [11]. The description of the SVM solution,
on the other hand, does not make any assumption on the distribution of the
data, focusing on the observations that lie close to the opposite class, that is,
on the observations that most count for classification. As a consequence, SVM
is more robust to outliers, zooming into the subtleties of group differences [12].

4 Discriminant Principal Components

We approach the problem of selecting the discriminant principal components as
a problem of estimating a linear classifier. For this work, we assume that there
are only two classes to separate and that a large number of features n is available.

To compose the PCA transformation matrix, that is Ppca = [p1, p2, ..., pm],
we have retained all principal components with non-zero eigenvalues, that is,
m = N − 1. The zero mean data vectors are projected on the principal com-
ponents and reduced to m-dimensional vectors representing the most expressive
features of each one of the n-dimensional data vector. Afterwards, the N ×m
data matrix and their corresponding labels are used as input to calculate the
LDA and SVM separating hyperplanes. The most discriminant feature of each
one of the m-dimensional vectors is obtained by multiplying the N × m most
expressive features matrix by the m × 1 discriminant vectors. Thus, the initial
training set consisting of N measurements on n variables is reduced to a data
set consisting of N measurements on only 1 most discriminant feature given by:

ỹ1 = x11w1 + x12w2 + ... + x1mwm, (5)
ỹ2 = x21w1 + x22w2 + ... + x2mwm,

...

ỹN = xN1w1 + xN2w2 + ... + xNmwm,

where [w1, w2, ..., wm] are the weights corresponding to the principal compo-
nent features calculated by the LDA and SVM separating hyperplanes, and
[xi1, xi2, ..., xim] are the attributes of each data vector i, where i = 1, ..., N ,
projected on the full rank PCA space.

We can determine the discriminant contribution of each feature by investigat-
ing the weights wT = [w1, w2, ..., wm] of the respective directions. Weights that
are estimated to be 0 or approximately 0 have negligible contribution on the dis-
criminant scores ỹi described in equation (5), indicating that the corresponding
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features are not significant to separate the sample groups. In contrast, largest
weights (in absolute values) indicate that the corresponding features contribute
more to the discriminant score and consequently are important to characterize
the differences between the groups.

Thus, instead of selecting the principal components in decreasing order of their
corresponding eigenvalues, as commonly done, we select as the first principal
components the ones with the highest discriminant weights, that is,

Plda/svm = [p1, p2, ..., pm] = arg max
P

∣∣PTSP
∣∣ (6)

where {pi|i = 1, 2, . . . m} is the set of eigenvectors of S corresponding to the
largest discriminant weights |w1| ≥ |w2| ≥ . . . ≥ |wm| described by either the
LDA separating hyperplane

wlda = arg max
w

∣∣wTPT
pcaSbPpcaw

∣∣∣∣wTPT
pcaS

∗
wPpcaw

∣∣ (7)

or the SVM separating hyperplane

wsvm =
N∑

i=1

αiyi(xiPpca). (8)

In short, we are selecting among the principal components the directions that
are efficient for discriminating the sample groups rather than representing all
the samples.

5 Experimental Results

In our experiments, we have used frontal and pre-aligned images of a face
database maintained by the Department of Electrical Engineering of FEI 1, São
Paulo, Brazil. Since the number of subjects is equal to 200 and each subject has
two frontal images (one with a neutral or non-smiling expression and the other
with a smiling facial expression), there are 400 images to perform the experi-
ments. All faces are mainly represented by subjects between 19 and 40 years old
with distinct appearance, hairstyle, and adorns.

The goal of the gender experiment is to evaluate the selection method on a
discriminant task where the differences between the groups are evident. The fa-
cial expression experiment poses an alternative analysis where there are subtle
differences between the groups. In these experiments, the total number of train-
ing examples N is limited and significantly less than the dimension of the feature
space, that is, N � n (small sample size problem) [3]. To address this problem
for the Fisher’s criterion, we use a regularized version of the LDA approach
called MLDA [10].

1 This database is publicly available on http://www.fei.edu.br/∼cet/facedatabase.html
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5.1 Weights of the Separating Hyperplanes

Table 1 lists the 20 principal components with the highest weights in absolute
values for discriminating the gender and expression samples. It can be seen
that SVM has selected some of the last principal components to compose its
corresponding sets of top 20 most discriminant principal components, such as the
334th principal component for the gender experiment and the 385th, 382th, and
388th for the expression experiment. Since the last principal components describe
particular information related to few samples, these results confirm the SVM
approach of zooming into the subtleties of group differences. In contrast, the
MLDA separating hyperplane has selected as discriminant principal components
the ones based on information shared by more samples and, consequently, most
common and representative to characterize group differences.

Table 1. Top 20 principal components ranked by MLDA and SVM hyperplanes

5.2 Total Variance Explained

Figure 2 illustrates that as the dimension of the PCA most expressive subspace
increases, there is an exponential decrease in the amount of total variance ex-
plained by the first principal components with the largest eigenvalues. This is a
well-known behavior of the dimensionality reduction provided by the standard
PCA [13].

However, the corresponding variances explained by the discriminant principal
components do not follow the same behaviour. Figure 2 illustrates that in the
gender experiment the first 20 MLDA and SVM most discriminant principal
components represent a considerable amount of the total variance, that is, 42%
and 36% respectively, but not as high as the 80% of the first 20 most expressive
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Fig. 2. Gender (left) and expression (right) experiments. Amount of total variance
explained by PCA most expressive features components, and MLDA and SVM most
discriminant principal components.

components. As the number of principal components increases, we can see that
the next 20 most discriminant principal components (in the range of 21 - 40) for
both MLDA and SVM approaches are not the ones with the second largest total
variance explained. These results indicate that although the differences between
male and female are substantial in the training set considered, there are some
artifacts not related to gender characteristics that vary on several images and
should not be considered as discriminant information.

In the expression experiment, this distinction between principal components
that represent features that vary significantly and the ones that capture dis-
criminant characteristics of sample groups are evident. Figure 2 shows that the
first 20 MLDA and SVM most discriminant principal components represent a
reduced amount of the total variance (14% and 6%, respectively) compared to
the top 20 PCA most expressive components (80%). In fact, the principal com-
ponents with the largest eigenvalues have been sorted as one of the last most
discriminant components for both MLDA (range 261 - 280) and SVM (range
381 - 400) methods. Therefore, although some of the gender information can be
captured by the most expressive components because differences between male
and female are substantial, the expression differences that are subtle cannot be
characterized by the first PCA most expressive components.

5.3 Visualisation

We have reconstructed the PCA most expressive features by changing each prin-
cipal component separately using limits of ±3

√
λi, where λi is the corresponding

eigenvalue. For the principal components selected by the MLDA and SVM sep-
arating hyperplanes, we have used the limits of ±3

√
max(λi, λ̄), where λ̄ is the

average eigenvalue of the total covariance matrix S, because some λi can be very
small in this case, showing no changes between the samples when we move along
the corresponding principal components.

Figure 3 illustrates the transformations on the first two PCA most expressive
components contrasted with the first two discriminant principal components
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Fig. 3. From top to bottom: the first two PCA most expressive components, the first
two PCA most discriminant principal components selected by MLDA (left) and SVM
(right) to separate females from males, and the first two PCA most discriminant prin-
cipal components selected by MLDA (left) and SVM (right) to separate non-smiling
from smiling samples

ranked by the MLDA and SVM hyperplanes to separate males from females and
smiling from non-smiling faces. The first two PCA most expressive directions
capture essentially the changes in illumination and gender, which are the major
variations of all the training samples. Since we have used the same training set
for both gender and expression experiments, the PCA most expressive compo-
nents are equal in both experiments. Owing to the fact that changes in facial
expression are much less significant than the illumination and gender ones, the
standard PCA is unable to capture such minor variations in its first most ex-
pressive components. However, when we compare these results with the ones
reconstructed by the MLDA and SVM most discriminant principal components,
illustrated in the last two rows of Figure 3, we can see that in fact other princi-
pal components do carry information about expression variations. In situations
where the classes are not well separated, the discriminant principal components
ranked by either MLDA or SVM have shown to be more effective with respect to
extracting group-differences information than the most expressive ones without
enhancing the image artifacts.

5.4 Recognition Rates

We have assigned each sample to the class mean with minimum Mahalanobis
distance and adopted the leave-one-out method to evaluate the classification
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performance of the most expressive and discriminant principal components. Fig-
ure 4 shows that the MLDA and SVM discriminant principal components provide
higher recognition rates than the standard PCA when less linear features are used
to classifying gender and facial expression sample groups. For instance, when us-
ing only 20 principal components, the MLDA and SVM discriminant principal
components have achieved gender recognition rates of 93.5% and 92.5% respec-
tively compared with 90.3% of the standard PCA, and expression recognition
rates of 89.8% compared with only 83.3%. These results confirm the classification
power of the discriminant principal components especially in situations where
the sample groups are not well separated.

Fig. 4. Gender (left) and expression (right) experiments. Recognition rate of PCA most
expressive components, MLDA and SVM most discriminant principal components.

6 Conclusion

This paper proposed a new selection method for the principal components given
by the group-differences extracted by separating hyperplanes. The discriminant
principal components were, among the principal components, the directions most
efficient for separating the sample groups rather than representing all the sam-
ples. Moreover, the number of meaningful discriminant principal components
was not limited to the number of groups, providing additional information to
understand the group differences extracted from the small sample size problem
of face image analysis.
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Abstract. A key aspect when interface agents provide personalized assistance 
to users, is knowing not only a user’s preferences and interests with respect to a 
software application but also when and how the user prefers to be assisted. To 
achieve this goal, interface agents have to detect the user’s intention to deter-
mine when to assist the user, and the user’s interaction and interruption prefer-
ences to provide the right type of assistance at the right time. In this work we 
describe a user profiling approach that considers these issues within a user pro-
file, which enables the agent to choose the best type of assistance for a given 
user in a given situation. We also describe the results obtained when evaluating 
our proposal in a calendar application. 

Keywords: intelligent agents, user profiling, human-computer etiquette. 

1   Introduction 

In the last years, there has been an increasing interest in the area of human-computer 
etiquette [9]. Particularly, when talking about interface agents, researchers and devel-
opers are directing efforts towards learning how to best assist the user, that is provid-
ing the right help, at the right time and in the right way, without hindering the user’s 
work. Learning users’ habits, preferences and interests to provide them personalized 
assistance with a software application is not the only goal. 

When working with a software application, a user can perform different tasks. 
Consequently, it is very important for an interface agent to know exactly the task the 
user is carrying out because it gives the context in which the user is working. By tak-
ing this context into account, the agent may infer the user’s intention and try to col-
laborate with him. In addition, if the agent knows the user’s intention, it will avoid 
interrupting him at an improper time. Users generally do not want to be interrupted 
while working on a specific task, unless this interruption is strongly related to the task 
they are performing, or it has a high priority. Also, users differ in their preferences 
about how and when they want to be assisted, and even a single user may differ in the 
type of assistance he prefers for different contexts [11,12]. For example, if the agent 
observes that the user is scheduling a work meeting for the following day, the agent 
can offer to automatically complete the information required and send an email on the 
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user’s behalf to each participant of the meeting, provided that it knows the user’s 
preferences about the kind of meeting he is scheduling. The user might accept this 
type of assistance for a certain type of meeting, but he might prefer only a suggestion 
or no assistance at all in a different context.  

In this work, we propose a new definition for a user profile considering these is-
sues. We also propose a profiling approach to acquire the different components of the 
proposed profile. This enhanced profile enables interface agents to decide how to best 
assist a user. Our profiling approach uses, first, plan recognition to detect a user’s 
intentions. Plan recognition aims at identifying the goal of a subject based on the 
actions he performs [2]. Then, we use two user profiling algorithms we developed, 
namely WATSON and IONWI, to learn a user’s interaction and interruption prefer-
ences [12]. Finally, we combine the different components of the user profile in a deci-
sion making algorithm that enables an interface agent to decide how to best assist a 
user in a given situation.  

The rest of the work is organized as follows. Section 2 presents an overview of our 
proposed approach. Section 3 describes how to detect a user’s intention using plan 
recognition. Section 4 describes how to learn a user’s interaction and interruption 
preferences. Section 5 presents the results obtained when evaluating our approach. 
Then, Section 6 analyzes some related works. Finally, we present our conclusions. 

2   Overview of Our Proposed Approach 

A user profile typically contains information about a user’s interests, preferences, 
behavioral patterns, knowledge, and priorities, regarding a particular domain. How-
ever, such information is not enough to personalize the interaction with a user. The 
user’s intentions with a software application and his interaction preferences play a 
relevant role in user-agent interactions. 

Consider for example the following situation. A user of a calendar application has 
the intention of arranging a work meeting with John Smith, his project manager. To 
achieve this, he has to perform a set of tasks, such as selecting John Smith from his 
contact list, creating a new event, entering the subject, date, place and all the informa-
tion required about the meeting, and sending an email to John Smith. The sooner the 
agent detects the user’s intention, the better it will assist him in accomplishing his 
intention. We propose to use Plan Recognition to detect the user’s intention. Plan 
recognition aims at identifying the goal of a subject based on the actions he performs 
[2]. Once the agent has detected that the user wants to arrange a work meeting with 
John Smith, it can use the information contained in the classic user profile to assist 
him. However, different users may have different preferences about the type of assis-
tance they welcome from an interface agent. For example, some users may prefer the 
agent to automatically complete all the tasks it can, while others just prefer to receive 
suggestions. Moreover, this information is strongly dependent on the situation in 
which the agent is about to assist the user. In our approach, the information needed to 
determine what type of assistance a user wants to receive in a given situation is  
contained in the user interaction profile. This profile also comprises the expected 
modality of the assistance. In a certain context the user might want just a notification 
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containing the suggested meeting date or place, while in a different context the user 
might prefer an interruption.  

To obtain the proposed components of a user profile, we developed two profiling 
algorithms: WATSON and IONWI. WATSON learns a user’s assistance preferences, 
that is, when a user wants a suggestion, a warning, an automated action or no assis-
tance. IONWI learns a user’s interruption preferences, that is, when a user prefers an 
interruption and when a notification. To achieve their goals, these user profiling algo-
rithms analyze the user’s interactions with the agent recorded when observing the 
user’s behavior, and they consider the feedback provided by the user after the agent 
assisted him. An overview of our proposal is shown in Figure 1. 
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Fig. 1. Proposed user profiling approach 

We define a user profile as: User Profile = Classic User Profile + User Intentions 
+ User Interaction Profile, and User Interaction Profile = User Assistance Prefer-
ences + User Interruption Preferences. The user intentions are the set of all the  
possible intentions the user can be trying to achieve, each of them with a degree of 
certainty: User Intentions = {<User intention, Certainty>}. The assistance prefer-
ences are a set of problem situations or contexts with the required assistance action 
and a parameter (certainty) indicating how sure the agent is about the user wanting 
that assistance action in that particular situation: User Assistance Preferences = 
{<Situation, Assistance  Action, Certainty>}. 

We define the interruption preferences as a set of situations with the preferred as-
sistance modality (interruption or no interruption). They might also contain the type 
of assistance action to execute. A parameter indicates how certain the agent is about 
this user preference: User Interruption Preferences ={<Situation, [Assistance Ac-
tion], Assistance Modality, Certainty>}. The following sections explain how we ob-
tain these components.  

3   Detecting a User’s Intentions 

Plan recognition can be used to infer the user’s intentions based on the observation of 
the tasks the user performs in the application. Plan recognizers take as inputs a set of 
goals the agent expects the user to carry out in the domain, a plan library describing 
the way in which the user can reach each goal, and an action observed by the agent. 
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The plan recognition process itself, consists in foretelling the user’s goal, and deter-
mining how the observed action contributes to reach it. There are two main aspects 
that make classical approaches [2,10] to plan recognition unsuitable for being used by 
interface agents. First, the agent should deal with transitions and changes in the user 
intentions. Second, we have to take into account the influence of a user’s preferences 
in the plan recognition process.  

We propose Bayesian Networks (BN) [6] as a knowledge representation capable of 
capturing and modeling dynamically the uncertainty of user-agent interactions. We 
represent the set of intentions the user can pursue in the application domain as an 
Intention Graph (IG). An IG is materialized as a BN and represents a context of exe-
cution of tasks. BN are directed acyclic graphs representing probabilistic relationships 
between elements in the domain. Knowledge is represented by nodes called random 
variables and arcs representing causal relationships between variables. Each variable 
has a finite set of mutually exclusive states. Nodes without a parent node have an 
associated prior probability table. On the other hand, the strengths of the relationships 
are described using parameters encoded in conditional probability tables. 

BN are used for calculating new probabilities when some evidence becomes avail-
able. By making use of BN probabilistic inference we will be able to know, having as 
evidence the set of tasks performed by the user, the probability that the user is pursu-
ing any given intention modeled by the IG. Moreover, if the user explicitly declares 
his intentions, we will be able to probabilistically assess the tasks he has to perform to 
achieve his goal. 

In our IG variables correspond to goals that the user can pursue and to tasks the 
user can perform in the application to achieve those goals. The two possible states of 
these variables are true, indicating that the user is pursuing that goal or that the user 
performed that task, and false. We call certainty of an intention to the probability of a 
variable being in a true state. Evidence on a task node will be set when the user inter-
acts with a widget in the application GUI that is associated to the execution of that 
task. Our IG includes a third kind of variable: context variables. This kind of variables 
will be used to personalize the intention detection process by learning new relations 
that may arise between the attributes of the tasks performed by the user and the inten-
tion nodes in the IG. 

 

Fig. 2. Example of an intention graph 
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For example, in a calendar application, the user can select a contact from the ad-
dress book with the objective of sending this contact an email or with the objective of 
scheduling a meeting with this contact, as shown in the IG presented in Figure 2. The 
IG constructed manually by a domain expert will allow the agent to rank which of the 
two goals is more probable, given that the user selected a contact in his address book. 
However, the information of the selected contact can be relevant in discerning which 
goal the user is pursuing. To consider this information, we introduce into the defini-
tion of our IG, the concept of traceable nodes. A traceable node is a node in which we 
want to register the values taken by some attributes of the corresponding task per-
formed by the user, with the aim of adding new variables that represent the context in 
which the user performs that task and to find new relations between these variables 
and the nodes in the IG. In the example above, the task corresponding to the selection 
of a contact in the address book is a traceable node. The designer of the IG should 
decide which attributes of this task are of interest (for example, the city in which the 
contact lives or the group the contact belongs to) for which set of intentions (sending 
a mail to the selected contact or scheduling a meeting with him or her). 

Each time the user performs a task corresponding to a traceable node, the agent 
will observe the values taken by the attributes of the task (for example, the selected 
contact is from New York and belongs to the group of friends). Then, the agent will 
continue observing the user until it can infer which his intention(s) are and will record 
the experience in an interaction history. Each experience will be of the form: <attrib-
ute1,,...,attributen, intention1, ..., intentionk>, where attributei is the value taken by the 
attributei and intentionj is true if the agent infers that the user was pursuing intentionj, 
or false otherwise. This database of experiences is then used by the agent to run a 
batch learning algorithm and a parametric learning algorithm to find relations between 
the attributes and between the attributes and the intentions [6]. To adapt the probabili-
ties (set by the domain expert who constructed the network) to a particular user’s 
behavior, we take an statistical on-line learning approach [6].  

Finally, as stated in Section 2, most of previous plan recognition approaches do not 
consider the uncertainty related to the moment in which the user starts a new plan to 
achieve a new goal. Those which consider this issue limit the memory of the plan 
recognizer by making evidence to be present in a fixed interval of time and then com-
pletely disregarding it. We take a different approach in which evidence is gradually 
forgotten. We adopt the concept of soft evidence to fade the evidence we entered to 
the BN as the user performs further tasks [6]. To do this, we use a fading function to 
gradually forget the tasks performed by the user. Evidence is faded according to this 
function until it reaches its original value, that is until the probability of a given node 
becomes less than the value that it would have if we would not have observed the 
execution of the corresponding task in the application. Fading functions can be any 
function that, given the IG and the evidence on tasks performed so far, decrements the 
certainty of the evidence gradually, according to some heuristic. For example, we can 
decrement current evidence by a fixed factor 0≤∇≤1 every time the user performs a 
task in the application.  
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4   Learning a User’s Interaction and Interruption Preferences 

To learn a user’s interaction and interruption preferences, the information obtained by 
observing a user’s behavior is recorded as a set of user-agent interaction experiences. 
An interaction experience Ex=<Sit, Act, Mod, UF, E, date> is described by six argu-
ments: a situation Sit that originates an interaction; the assistance action Act the agent 
executed to deal with the situation (warning, suggestion, action on the user’s behalf); 
the modality Mod that indicates whether the agent interrupted the user or not to pro-
vide him/her assistance; the user feedback UF obtained after assisting the user; an 
evaluation E of the assistance experience (success, failure or undefined); and the date 
when the interaction took place. For example, if we consider an agent assisting a user 
of a calendar management system, an assistance experience could be the following. 
John Smith is scheduling a new event: a meeting to discuss the evolution of project A 
with his employees Johnson, Taylor and Dean. The event is being scheduled for Fri-
day at 5 p.m. at the user’s office. The agent has learned by observing the user’s ac-
tions and schedules that Mr. Dean will probably disagree about the meeting date and 
time because he never schedules meetings on Friday evenings. Thus, it decides to 
warn the user about this problem. In reply to this warning, the user asks the agent to 
suggest him another date for the event.  

To obtain a user’s interruption and assistance preferences, we developed two algo-
rithms: WATSON and IONWI. These algorithms use association rules to discover the 
existing relationships between situations or contexts and the assistance actions a user 
requires to deal with them, as well as the relationships between a situation, a user 
task, and the assistance modality required.  

Association rules imply a relationship among a set of items in a given domain. As 
defined by [1], association rule mining is commonly stated as: Let I = i1,…, in be a set 
of items and D be a set of transactions, each consisting of a subset X of items in I. An 
association rule is an implication of the form X  Y, where X ⊆ I, Y ⊆ I, and X ∩ Y 
= ∅. X is the rule’s antecedent and Y is the consequent. The rule has support s in D if 
s percent of D’s transactions contains X∪Y. The rule X Y holds in D with confi-
dence c if c percent of D’s transactions that contain X also contain Y. Given a transac-
tion database D, the problem of mining association rules is to find all association rules 
that satisfy minimum support  and minimum confidence. 

We use the Apriori algorithm [1] to generate association rules from a set of user-
agent interaction experiences. Then, we automatically post-process the rules Apriori 
generates so that we can derive useful information about the user’s preferences from 
them. Post-processing includes detecting the most interesting rules according to our 
goals, eliminating redundant rules, eliminating contradictory rules, and summarizing 
the information obtained. To filter rules, we use templates or constraints [7] that select 
those rules that are relevant to our goals. For example, we are interested in those asso-
ciation rules of the forms: situation, assistance action  user feedback, evaluation, in 
the WATSON algorithm, and situation, modality, [assistance action]  user feedback, 
evaluation, in the IONWI algorithm, where brackets mean that the attributes are op-
tional. Rules containing other combinations of attributes are not considered. To elimi-
nate redundant rules, we use a subset of the pruning rules proposed in [13]. Basically, 
these pruning rules state that given the rules A,B C and A C, the first rule is re-
dundant because it gives little extra information. Thus, it can be deleted if the two 
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rules have similar confidence values. Similarly, given the rules A B and A B,C, 
the first rule is redundant since the second consequent is more specific. Thus, the 
redundant can be deleted provided that both rules have similar confidence values. 
Then, we eliminate contradictory rules. We define a contradictory rule in WATSON as 
one indicating a different assistance action for the same situation and having a small 
confidence value with respect to the rule being compared. Similarly, in IONWI, a 
contradictory rule is one that indicates a different assistance modality for the same 
context. After pruning, we group rules by similarity and generate a hypothesis that 
considers a main rule, positive evidence (redundant rules that could not be elimi-
nated), and negative evidence (contradictory rules that could not be eliminated). The 
main rule is the rule in the group with the greatest support value. Once we have a 
hypothesis, the algorithm computes its certainty degree by taking into account the 
main rule’s support values and the positive and negative evidence. To compute cer-
tainty degrees, we use equation 1: 
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where α, β, and γ are the weights of the terms in the equation (we use α=0.7, β=0.15 
and γ=0.15), Sup(AR) is the main rule support, Sup(E+) is the positive evidence sup-
port, Sup(E-) is the negative evidence support, Sup(E) is the support of a rule taken as 
evidence (positive or negative), r is the amount of positive evidence, and t is the 
amount of negative evidence. If the certainty degree of the hypothesis is greater than a 
given threshold value δ, it becomes part of the user profile. Otherwise, it is discarded. 

5   Experimental Results 

We carried out two types of experiments. First, we studied the influence of users’ 
preferences on the detection of users’ intentions with plan recognition. Then, we ana-
lyzed the precision of our profiling approach at assisting users. 

5.1   Evaluation of Our Plan Recognition Approach 

To analyze the influence that the user’s preferences have on the detection of the user’s 
intention, we selected an scenario in which a user used a calendar application to or-
ganize a meeting with some contact in his address book, and then selected another 
contact to register his or her birthday. To achieve these goals, the user performed the 
following sequence of tasks: Select Contact, Add Contact To Meeting, Select Contact, 
Edit Contact, Personal Information, Enter Birthday. We recorded the certainty values 
for all the intentions both in the IG containing the user’s preferences information and 
in the same IG without context nodes (the one owned originally by the agent). Figure 
3 shows the evolution of the certainty values of related intentions. Intentions in the 
original IG are indicated with completed lines. In the first time slice, we show the a 
priori probabilities of each intention when the user has not perform any tasks in  
the application yet. “Send Mail To Contact” is the most probable intention, while 
“Contact Birthday” is the least probable one. When the user performed the first task, 
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“Select Contact”, the ranking remained unchanged, although there was a small incre-
ment in those intentions that contained this task. Then the user performed "Add Con-
tact To Meeting", and "Invite Contact To Meeting" became the most probable inten-
tion. With the next set of tasks performed by the user, "Contact Birthday" increased 
its certainty while the other intentions decreased them. The agent considered a thresh-
old value of 0.7 to believe in the intention pursued by the user. It needed both tasks to 
be performed to detect "Invite To Meeting", and three tasks out of four to detect 
"Contact Birthday". 

 

Fig. 3. Experimental results obtained with plan recognition 

Dotted lines in Figure 3 show the same scenario but using the IG with context 
nodes merged. The first "Select Contact Task" was performed when the user selected 
a contact from the "Friends" group, living in "New York", who already had the 
birthday registered. We can see that the certainty for "Invite To Meeting" is higher 
only with the first task performed. We can also see that the other intentions dramati-
cally decreased their certainty values. Obviously the user would not register a birth-
day in the contact information because the selected contact already had a birthday 
date.  
The second contact selected by the user was also from the "Friends" group and its 
city was "New York", but the birthday was not registered yet in this case. So, we  
can see that with the mere selection of the contact, "Contact Birthday" intention 
could be predicted. 

It is worth noting that the curves corresponding to the possible user’s intentions are 
closer when we do not consider the user’s preferences than when we do. Another 
interesting fact that can be observed in Figure 3 is that the certainty of finished inten-
tions gradually decrements to its original value, as happens with "Invite To Meeting" 
intention. This is due to the fading function used by the IG that gradually decrements 
by a fixed constant to the strength of the evidence on the performed tasks. Similar 
experiments were carried out with different scenarios, with similar results. 
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5.2   Evaluation of Our Profiling Algorithms 

To evaluate the precision of our interaction profiling approach at assisting users, we 
studied the number of correct assistance actions, where the “correctness” is deter-
mined by the user through explicit and implicit feedback. To do this, we used a preci-
sion metric that measures an agent’s ability to accurately assist a user. We used this 
metric to evaluate the agent’s performance in deciding between a warning, a sugges-
tion, or an action on the user’s behalf; and between an interruption or a notification. 
For each problem situation, we compared the number of correct assistance actions 
against the total number of assistance actions the agent executed. The resulting ratio is 
the agent’s precision. To carry out the experiments, we used 33 data sets containing 
user-agent interaction experiences in the calendar management domain. Each database 
record contains attributes that describe the problem situation (or the situation originat-
ing the interaction), the assistance action the agent executed, the user feedback, and 
the user’s evaluation of the interaction experience. The data sets contained anywhere 
from 30 to 125 user-agent interactions1. We studied four calendar-management situa-
tions: new event, the user is scheduling a new event, and the agent has information 
about the event’s potential time, place, or duration; overlapping, the user is scheduling 
an event that overlaps with a previously scheduled event; time, not enough time exists 
to travel between the proposed event and the event scheduled to follow it; holiday, the 
user is scheduling a business event for a holiday.  

We compared the precision values for three approaches: confidence-based (this  
algorithm is classical in agents [8]), WATSON, and WATSON+IONWI. The values 
were obtained by averaging the precision for the different datasets belonging to the 
different users. We used percentage values because the number of user-agent interac-
tions varied from one user to another. Our approach had a higher overall percentage 
of correct assistance actions or interactions, 86% for WATSON and 91% for 
WATSON+IONWI, than the confidence-based algorithm, which got a 67% of preci-
sion. In some situations, although the etiquette-aware agent knew how to automate an 
action on the user’s behalf it only made him a suggestion because it had learnt that the 
user wanted to control the situation by himself. The agent using the standard  
algorithm made an autonomous action in that case because it knew what the user 
would do. However, it did not consider that the user wanted to do the task by himself. 
When the problem is infrequent and warnings are required, the three algorithms  
behave similarly. 

6   Related Work 

Our work is related to those works that study the etiquette of human-computer rela-
tionships [9], since learning when to interrupt a user, detecting a user’s intentions, and 
deciding how to best assist him can be considered as part of this etiquette. Consider-
ing these issues within interface agent development, and particularly within user pro-
files, is novel.  

Regarding interruptions, they have been widely studied in the Human-Computer 
Interaction area, but they have not been considered in interface agent development. 
                                                           
1 The datasets are available at http://www.exa.unicen.edu.ar/~sschia 
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With respect to agents using plan recognition to detect a user’s plans, some works 
have been done in this direction [4,10]. However, they do not consider the user’s 
preferences within the process. Some algorithms have been proposed to decide which 
action an agent should execute next. These algorithms adopt mainly one of two ap-
proaches: some use decision and utility theory [3,5], and others use confidence values 
attached to different actions [8]. However, these works do not consider a user’s inter-
action preferences, the possibility of providing different types of assistance, or the 
particularities of the situation at hand.  

7   Conclusions 

In this article, we presented an approach to enhance the interaction with users that 
considers the user’s intentions and the user’s interaction preferences. To detect a 
user’s intentions we propose a plan recognition approach, which considers the user’s 
preferences to allow an earlier detection. To learn a user’s interaction preferences, we 
proposed two profiling algorithms. We evaluated our proposal with promising results. 
As a future work, we will evaluate our approach in a different application domain. 
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Abstract. Human drivers may perform replanning when facing traffic
jams or when informed that there are expected delays on their planned
routes. In this paper, we address the effects of drivers re-routing, an
issue that has been ignored so far. We tackle re-routing scenarios, also
considering traffic lights that are adaptive, in order to test whether such
a form of co-adaptation may result in interferences or positive cumulative
effects. An abstract route choice scenario is used which resembles many
features of real world networks. Results of our experiments show that
re-routing indeed pays off from a global perspective as the overall load
of the network is balanced. Besides, re-routing is useful to compensate
an eventual lack of adaptivity regarding traffic management.

1 Introduction

In traffic, human drivers – especially when equipped with a navigation system –
do re-route when they are informed that a jam is on their planned route. In simple
two-route scenarios it makes little sense to study re-routing. These scenarios are
only adequate to study chaotic traffic patterns with drivers changing their routes
in periodic ways, like in [3,12].

Scenarios in which agents can change their routes on the fly are just beginning
to be investigated. It is unclear what happens when drivers can adapt to traffic
patterns in complex traffic networks and, at the same time, there is a traffic
authority controlling the traffic lights, trying to cope with congestions at local
levels or at the level of the network as a whole. New questions are just arising
such as: What happens if impatient drivers do change route when they are sitting
too long in red lights? How can a traffic authority react to this behavior?

In this paper we discuss some issues related to on the fly re-routing, aiming
at providing some answers to those questions. To this aim we use a simulation
scenario already addressed [2,4]. The goal in these previous works was to in-
vestigate what happens when different actors adapt, each having its own goal.
For instance, the objective of local traffic control is obviously to find a control
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scheme that minimizes queues. On the other hand, drivers normally try to min-
imize their individual travel time. Finally, from the point of view of the whole
system, the goal is to ensure reasonable travel times for all users, which can
be highly conflicting with some individual utilities. This is a well-known issue:
Tumer and Wolpert [11] have shown that there is no general approach to deal
with this complex question of collectives.

As mentioned, we now return to that scenario adding a new feature regarding
drivers, namely that they can replan their routes on the fly. In the next section
we review these and related issues. In Section 3 we describe the approach and the
scenario. Results are shown and discussed in Section 4, while Section 5 presents
the concluding remarks.

2 Agent-Based Traffic Simulation and Route Choice

Route choice simulation is an essential step in traffic simulation as it aims at
assigning travel demand to particular links. The input consists of a matrix that
expresses the estimated demand (how many persons/vehicles want to travel from
an origin to a destination); of a network for which relevant information of nodes
and links are given such as maximum speed and capacity; and of a function
that relates density and speed/travel time. The output is an assignment of each
traveler to a route. Thus, route choice is a traveler-focused view to the assignment
step of the traditional four-step process of traffic simulation [8]. Traditionally,
route choice simulations have been done as discrete choice models based on
stochastic user equilibrium concepts. On the other hand, in agent-based traffic
simulation there are basically two goals behind route choice simulation models:
integration of simple route choice heuristics into some larger context, and the
analysis of self-organization effects of route choice with traffic information. In
large scale traffic simulations agents are capable of more than just solving one
phase of the overall travel simulation problem: they plan their activities, select
the locations and departure times, and connect activities by selecting routes to
the respective destinations. A prominent agent-based example is MATSim [1].
Here route choice is tackled using some shortest path algorithm. In [6] a software
architecture that may support driver adaptivity is described.

Agent-based route choice simulation has been intensively applied to research
concerning the effects of intelligent traveler information systems. What happens
to the overall load distribution, if a certain share of informed drivers adapt?
What kind of information is best? These are frequent questions addressed by
agent-based approaches. In these approaches, route choice simulation has been
based on game-theory, e.g. minority games. Examples for such research line,
which includes adaptive and learning agents, can be found in [3] for the Braess
paradox, in [7] for an abstract two-route scenario, or in [5] where a complex
neural net-based agent model for route choice is presented regarding a three
route scenario. In [9], a simple network for fuzzy-rule based routing (including
qualitative decisions) is used.
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One problem with these approaches is that their application in networks with
more than two routes between two locations is not trivial. The first problem is
that, to model the route choice simulation as an agent choice problem, an option
set consisting of reasonable alternatives has to be generated. The problem of
generation of routes for route choice models is well known in traditional discrete
choice approaches. Different solutions have been suggested. Using the n shortest
paths is often a pragmatic solution, yet it yields routes that differ only marginally.
Additionally, all approaches, including all agent-based ones, consider one route
as one complete option to choose. On-the-fly re-routing during the simulation has
hardly been a topic for research. We suspect this happens for two reasons. The
first is that the set of routes corresponds to the set of strategies or actions that
an agent may select for e.g. game-theoretic analysis. Agents learn to optimize the
selection of an action or a route but are not able to modify the set of known routes
as this would mean creating a new strategy on the fly. The second reason is of
practical nature. Travel demand generation, route choice, and driving simulation
have been tackled as subsequent steps for which different software packages are
used. Often, there is no technical possibility to allow drivers to do re-routing
from arbitrary positions in the network using different software packages. Even
sophisticated agent architectures like that proposed in [10] lack the technical
basis for re-routing during the actual traffic simulation of driving. Therefore the
study of the effects of drivers re-routing is still an open question.

3 Approach and Scenario

In order to address a non trivial network, we use a grid with 36 nodes, as depicted
in Figure 1. All links are one-way and drivers can turn to two directions in each
crossing. Although it is apparently simple, from the point of view of route choice
and equilibrium computation, it is a complex one as the number of possible
routes between two locations is high.

In contrast to simple two-route scenarios, it is possible to set arbitrary origins
(O) and destinations (D) in this grid. For every driver agent, its origin and
destination are randomly selected according to probabilities given for the links: to
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Fig. 1. 6x6 grid showing the main destination (E4E5), the three main origins (B5B4,
E1D1, C2B2), and the “main street” (darker line)
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render the scenario more realistic, neither the distribution of O-D combinations,
nor the capacity of links is homogeneous. On average, 60% of the road users have
the same destination, namely the link labeled as E4E5 which can be thought as
something like a main business area. Other links have, each, 0.7% probability of
being a destination. Origins are nearly equally distributed in the grid, with three
exceptions (three “main residential areas”): links B5B4, E1D1, and C2B2 have,
approximately, probabilities 3, 4, and 5% of being an origin respectively. The
remaining links have each a probability of 1.5%. Regarding capacity, all links
can hold up to 15 vehicles, except those located in the so called “main street”.
These can hold up to 45 (one can think it has more lanes). This main street is
formed by the links between nodes B3 to E3, E4, and E5.

The control is performed via decentralized traffic lights. These are located in
each node. Each of the traffic lights has a signal plan which, by default, divides
the overall cycle time – in the experiments 40 time steps – 50-50% between the
two phases. One phase corresponds to assigning green to one direction, either
north/south or east/west. The actions of the traffic lights are to run the default
plan or to prioritize one phase. Hence these particular strategies are fixed (always
run the default signal plan) and greedy (to allow more green time for the direction
with higher current occupancy).

Regarding the demand, the main actor is the simulated driver. In the exper-
iments we have used 700 driver agents because this corresponds to a high occu-
pancy of the network (72%) and proved a difficult case in a previous study [2].

This simple scenario goes far beyond simple two-route or binary choice sce-
nario; we deal with route choice in a network with a dozens of possible routes.
Additionally, the scenario captures properties of real-world scenarios, like inter-
dependence of routes with shared links and heterogeneous capacities and demand
throughout the complete network.

Every driver is assigned to a randomly selected origin-destination pair. The
initial route is generated using a shortest path algorithm (from his origin to his
destination), considering free flow. This means that the only route it knows in
the beginning is the shortest path assuming no congestion. After generating this
initial route, the driver moves through the network. Every link is modeled as a
FIFO queue.

The occupancy of a link is the load divided by the capacity. It is used as
cost or weight for some alternatives to generate the shortest path (see below).
The lower the occupancy the lower the cost so that in a weighted shortest path
generation, paths with lower occupancy are preferred. In every time step drivers
behind the two first agents in the queue are able to perceive the traffic situation
regarding the link that they are suppose to take next. If the occupation of this
next link is higher than a threshold τ , the agent may trigger a replanning step.

Replanning involves the generation of a new route on the fly. This is done
using shortest path algorithms with different flavors, from the link where the
drivers wishes to replan to his destination. These flavors are summarized below:

UC (“uniform cost”): Every link between the current position and the desti-
nation has the same cost, except that the next link in the agent’s plan is
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weighted badly to force it to avoid this link (after all, they should replan,
not use the same old plan); however, if no other path is possible, the next
link will be taken.

OCENL (occupancy-based, except next link): This second alternative differs
from the first only by the costs that are used for computing the shortest
path. Here, the current occupancy is used as cost for all links except for the
next one which has a very high value so that it will be avoided if possible.
This corresponds to a situation where agents have complete information
about the current network status.

OCAL (occupancy-based for all links): In this third alternative the current
occupancy of the next link is used as cost.

4 Experiments and Results

We have conducted several experiments using the alternative ways described in
the previous section to re-generate routes on the fly. With these experiments
the following questions can be addressed: In which context adaptation should be
triggered? When should the driver re-evaluate its decision? What information
is useful for finding the new route? How this form of driver agent adaption
interferes with other agents adaptation (e.g. with intelligent traffic lights)?

In the following, we will discuss the cases in which traffic lights do not adapt
(Sections 4.1 and 4.2), as well as cases where lights do adapt (Section 4.3). We
also notice that these simulations run in a time frame of minutes.

4.1 Re-routing with Uniform Costs

In this experiment we have varied the re-planning threshold τ . If the perceived
occupancy on the next link is higher than this threshold, re-routing is triggered.
The procedure for computing the remaining route is the same as for computing
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Fig. 2. Mean travel time over all drivers, varying the threshold for re-routing (τ );
comparison of UC situation (circles) and no re-routing (dash)
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Travel times of four randomly selected drivers
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Fig. 3. Travel time for four randomly selected drivers. In rounds that are marked with
small circles the driver re-planned (driver drv128 re-plans in every round).

the initial route, namely shortest path assuming the same cost for every link.
Figure 2 depicts the mean travel times over all drivers (mean of 20 runs with
standard deviation between runs). In this figure, one can clearly identify that
re-planning (even a quite basic one) is advantageous for the overall system.
The distribution of load is improved when agents can avoid links with high
occupancies. Interestingly, τ plays almost no role, except when τ = 1 because
in this case drivers re-plan only if the next link is completely occupied, which is
of course an extreme situation. The fact that we observe no significant change
in travel times with changing τ can be explained by the fact that occupancies
are generally high due to the high number of agents in the network. A threshold
lower or equal than 0.5 seems to be not as good as the higher ones as it triggers
re-planning too often.

Having a deeper look into the dynamics of this basic simulation, it turns out
that this overall improvement does not come at expense of only a few individuals.
In an example simulation run with τ = 0.8, in every iteration around half of the
agents (371 ± 12) re-plan at least once. For the individual agents that replan,
this may cause a quite severe individual cost as depicted in Figure 3 for four
randomly selected agents. We marked in this graph every data point where the
particular agent did some re-planning, except for the agent “drv128” that did
replan in every round.

The question arises whether using other forms of information for computing
the deviation route produce better results.

4.2 Re-routing Based on Occupancy

Instead of using arbitrary but uniform costs, drivers in this experiment use the
current occupancy of the links in the network to compute the remaining route.
To this aim, they have information about the occupancy of each link. Figure 4
depicts the results for both, the OCENL and the OCAL cases (mean of 20 runs
depicted with standard deviation between runs).

These results show that allowing the drivers to access the current occupancies
to compute the shortest path to their destination produces overall better mean
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Mean traveltime of all drivers depending
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Fig. 4. Mean travel time when agents calculate the remaining of the route based on oc-
cupancy of links; comparison between three situations: no re-routing (dashes), OCENL
(triangles), and OCAL (squares)

travel time than without online route adaptation. However, compared to the
results observed in the UC situation, there is hardly any improvement, except
for large values of τ .

In the OCAL the mean travel time is worse than OCENL for all values of
τ . Taking standard deviations into consideration, there is even no significant
difference from the corresponding situation where drivers cannot re-plan if they
encounter a jam during their travel. This is due to the fact that the tradeoff
between taking a deviation and the original route seems to be not high enough.
Reasons for this might be that we use occupancy as link weight instead of some
travel time forecast for computing the route from the current position.

Nevertheless, the next steps in our research agenda concern more intelligent
forms of planning and re-planning, as discussed in Section 5. Because there seems
to be no clear difference between UC and OCENL, we left re-routing techniques
based on individually experienced travel times to future work as we expect no
significant improvement in comparison to both techniques that we have examined
here.

4.3 Re-routing Drivers in Adaptive Context

Adaptive and learning traffic light agents are able to improve the overall traffic
flow. The main objective of this paper is to test whether adapting drivers can
provide more improvement or if there are hindering interferences. To this aim,
we have performed simulation experiments similar to the ones shown above, this
time with adaptive traffic lights. As mentioned above, we selected a reactive
form of adaptation called “greedy”. The traffic light immediately increases the
green time share for directions with higher occupancy. In our previous work,
we showed in the same artificial scenario that we are using here, that this form
of adaptivity produces at least similar results than other more elaborate forms
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Table 1. Mean travel time (mean and standard deviation of 20 runs) for greedy traffic
lights and drivers re-routing using UC and OCAL

τ UC OCAL
0.6 234 ± 21 239 ± 45
0.7 229 ± 27 223 ± 24
0.8 237 ± 27 224 ± 22
0.9 243 ± 38 218 ± 18
1.0 276 ± 39 289 ± 52

of learning (e.g. Q-learning or learning automata). As greedy traffic lights use
the same information for immediate adaptation as the drivers described here for
re-routing, we expect co-adaption effects to play a significant role.

The results (in terms of travel times) are given in Table 1 and in Figure 5. In
Table 1, traffic lights use a greedy strategy and drivers use either the uniform costs
(UC) or occupancy based re-routing (OCAL). In Figure 5, we compare the mean
travel times for traffic lights with fixed and greedy strategies, while drivers re-route
using the OCAL strategy. For sake of comparison, we notice that when drivers do
not replan (i.e. always use their shortest path route computed at the beginning)
and traffic lights act greedily, the overall mean travel time is 260 ± 45; thus it is
higher than when drivers do re-plan indicating a positive co-adaption effect.

Analyzing Table 1, one can see that the lowest travel time is different for UC and
for OCAL. Whereas the travel time under UC is best around τ = 0.7, OCAL re-
routing is best when τ = 0.9. Both are very similar for situations when τ is low. For
higher thresholds, OCAL becomes better (although not significantly). The reason
might be that the OCAL re-routing uses the current information on occupancy.
However when one link has high occupancy, it is very likely that nearby links also
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Fig. 5. Mean Travel time (mean of 20 runs with standard deviation) depending on the
re-routing threshold τ , for fixed and greedy adaptive traffic lights
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have high occupancy thus the driver has really not so much room to replan, but
can use this room more intelligently when informed about it.

Finally, we can state that driver agents that are able to adapt their route on
the fly as a reaction to traffic conditions may at least compensate an eventual
lack of adaptivity by the traffic lights. If the drivers use more up-to-date informa-
tion for generating their remaining routes, the situation improves slightly more.
However, our experiments show that in the current driver re-routing model, the
actual value of the threshold τ does not matter much – except for the extreme
case of τ = 1. Therefore, a further elaboration of the agent decision making
model, turning it more realistic, may be helpful. This may show additional pos-
itive effects of adaptation in traffic scenarios thus permitting to really evaluate
the effects of adaptive and learning traffic lights in realistic scenarios.

5 Conclusions and Future Work

In this paper we have analyzed the effects of drivers computing new routes on
the fly. In most previous simulation scenarios route adaptation was only allowed
before and after the actual driving. However, en-route modifications cannot be
ignored in a realistic simulation of intelligent human decision making in traffic. In
an artificial scenario that resembles all potentially problematic features of real-
world scenarios, we have tested the effects of re-routing with results indicating
that the overall system performance depends on different facets of the agents re-
routing: on the criteria drivers use to decide whether to deviate from the originally
planned route, and on the procedure they use to compute a new route. We have
shown that re-routing may compensate less efficient traffic management and still
increase the overall performance if traffic lights adapt to the traffic situation.

We are far from modeling intelligent human decision making about routing or
even way-finding in traffic situations. However, this would be necessary for actu-
ally being able to evaluate re-routing effects in traffic networks. Our next steps will
therefore comprise more intelligent ways regarding drivers perceiving that there
is jam ahead and deciding whether to trigger a re-routing procedure. A simple ex-
tension is the integration of the status of other perceivable links into the decision.

Additionally we want to analyze the effects of an experience-based computa-
tion of the alternative route: a driver memorizes travel times that it has already
experienced and uses this information to predict cost on the links that will po-
tentially be contained in its deviation route. Also, we want to depart from the
assumption that the complete network is known. Thus an important step in our
research program is to use mental maps, thus moving from abstract game-theory
based models to real-world application.
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Abstract. The NeuroDraughts is a good automatic draughts player
which uses temporal difference learning to adjust the weights of an ar-
tificial neural network whose role is to estimate how much the board
state represented in its input layer by NET-FEATUREMAP is favorable
to the player agent. The set of features is manually defined. The search
for the best action corresponding to a current state board is performed
by minimax algorithm. This paper presents new and very successful re-
sults obtained by substituting an efficient tree-search module based on
alpha-beta pruning, transposition table and iterative deepening for the
minimax algorithm in NeuroDraughts. The runtime required for training
the new player was drastically reduced and its performance was signifi-
cantly improved.

Keywords: Draughts, Checkers, Temporal Difference Learning, Au-
tomatic Learning, Alpha-Beta Pruning, Transposition Table, Iterative
Deepening, Table Hashing, Zobrist Key, Neural Network.

1 Introduction

The games are a great domain to study automatic learning techniques. The choice
of draughts is due to the fact that it presents significant similarities with several
practical problems, such as controlling the average number of vehicles over an ur-
ban network in order to minimize traffic jams and traveling time. To solve this
kind of problem, an agent must be able to learn how to behave in an environment
where the acquired knowledge is stored in an evaluation function, it must choose
a concise set of possible attributes that best characterize the domain and, finally,
it has to select the best action corresponding to a determined state [13].

In this context, Mark Lynch implemented the draughts playing program Neu-
roDraughts [12]. It uses an artificial neural network trained by the method of
temporal difference (TD) learning and self-play with cloning, without any ex-
pert game analysis. In order to choose a good move from the current state,
it employs the minimax algorithm. In addition, NeuroDraughts represents the
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game board states by means of a set of functions, called features, which captures
relevant knowledge about the domain of draughts and uses it to map the game
board (NET-FEATUREMAP mapping). In NeuroDraughts, the features set was
manually defined.

In order to improve the NeuroDraughts abilities, Neto and Julia proposed the
LS-Draughts [13]: an automatic draughts player which extends NeuroDraughts
architecture with a genetic algorithm module that automatically generates a
concise set of features, which are efficient and sufficient, for representing the
game board states and for optimizing the training of the neural network by TD.
The improvement obtained was confirmed by a tournament of seven games where
LS-Draughts, with a more concise set of features, scored two wins and five draws
playing against NeuroDraughts.

Still in order to improve the NeuroDraughts performance, the objective, here,
is to exhibit the impact of replacing its search module (a minimax algorithm) by
a very efficient tree-search routine which uses alpha-beta pruning, transposition
table and iterative deepening.

The experimental results confirm that these improvements reduced more than
90% the execution time, which allowed to increase the depth search and to obtain
a much better player in a reasonable training time.

Moreover, in a sequence of fourteen games against NeuroDraughts, the im-
proved player scored five wins, eight draws and one loss, while against LS-
Draughts, it scored four wins, eight draws and two losses.

2 Background on Computer Programs for Draughts

Chinook is the most famous and strongest draughts player in the world [2],
[3], [4], [5]. It is the world man-machine draughts champion and uses a linear
handcrafted evaluation function (whose role is to estimate how much a board
state is favorable to it) that considers several features of the game, for example:
piece count, kings count, trapped kings, turn and runaway checkers. In addition,
it has access to a library of opening moves from games played by grand masters
and to an endgame database, a computer-generated collection of positions with
a proven game-theoretic value, actually, a collection of 39 trillion positions (all
positions with ≤ 10 pieces on the board). This collection is compressed into 237
gigabytes, an average of 154 positions per byte. To choose the best action to be
executed, Chinook uses a parallel iterative alpha-beta search with transposition
tables and the history heuristic [3]. At the U.S. Open [2], the program averaged
20-ply searches (a ply is one move executed by one of the players).

The first great experiment in automatic learning for draughts is devoted to
Samuel in 1959 [1]. He used a deterministic learning procedure where boards
were evaluated based on a weighted polynomial comprising features considered
important for generating good moves. This work remains a milestone in artificial
intelligence research, since it was the pioneering automatic draughts player that
succeeded competing against good human players.
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Fogel [14] explored a co-evolutionary process to implement an automatic
draughts player which learns without human expertise. He focused on the use
of a population of neural networks, where each network counts on an evaluation
function to estimate the quality of the current board state. In a tournament of
10 games against a novice level player of Chinook, its best neural network, called
Anaconda, obtained 2 wins, 4 losses and 4 draws, which allowed it to be ranked
as expert.

TD learning [6], [7] has emerged as a powerful reinforcement learning tech-
nique for incrementally tuning parameters. The basic idea is: a learning agent
receives an input state that is continuously modified by means of the actions per-
formed by the agent. Each current state is evaluated based on the previous one.
At the end of the process, it outputs a signal and then receives a scalar reward
from the environment indicating how good or bad the output is (reinforcement).
That is, the learner is rewarded for performing well (positive reinforcement) and,
otherwise, it is punished (negative reinforcement).

Tesauro [6] introduced the use of this techniques in games proposing the TD-
Gammon, a very efficient automatic gammon player corresponding to a neural
network that learned by TD. In chess, KnightCap [7] learned to play chess against
humans on the internet also using TD. In the draughts domain, in spite of the un-
deniable efficacy that Chinook obtained by manual adjustment of its evaluation
function during several years, Schaeffer [4] showed that TD learning is capable
of competing with the best human effort in the task of adjusting the evaluation
function. In fact, Schaeffer’s automatic player based on a neural network trained
by TD proved to be a very good draughts player [4].

NeuroDraughts [12] and LS-Draughts [13] also represent efficient draughts
player programs based on a neural network trained by TD. As the present work is
inspired in both of them, the next section summarizes their general architectures.

3 LS-Draughts and NeuroDraughts Architectures

Figure 1 shows the general architecture of LS-Draughts. The Artificial Neural
Network module is the core of LS-Draughts. It corresponds to a three layer feed-
forward network whose output layer is composed of a single neuron. The role of
this network is to evaluate to what extent the board state, represented by NET-
FEATUREMAP in the input layer, is favorable to the agent (it is quantified by
a real number comprised between 0 and 1, called prediction, which is available
in the output of the third layer neuron).

The Tree-Search Routine module selects, using minimax and the com-
puted predictions, the best move corresponding to the current board state.
The Genetic Algorithm module is the feature generator, that is, it gener-
ates individuals which represent subsets of every available features in the NET-
FEATUREMAP mapping. These subsets will be used by the Game Board
module to represent the board state in the network input. The TD Learning
module is responsible for training the player neural network.
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According to Neto and Julia [13], the LS-Draughts expands the NeuroDraughts
as it automatically generates a concise set of features using genetic algorithms.
The training strategy is also modified, since, in the former, several individuals
(players whose boards are represented by different sets of features) are trained,
whereas, in the latter, just one is trained. The purpose of LS-Draughts is to an-
alyze how much the insertion of a module capable of automating the choice of
the features by means of genetic algorithms could improve NeuroDraughts per-
formance.

Then, the NeuroDraughts architecture can also be illustrated by Figure 1 by
cutting off the Genetic Algorithm module.
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Fig. 1. The LS-Draughts Architecture

4 Improving the NeuroDraughts System by the Insertion
of an Efficient Tree-Search Algorithm

At this point, it is possible to understand the objective of this work: the authors,
taking advantage of search space properties with no explicit domain-specific
knowledge, substitute a very efficient tree search module for the non-optimized
search routine of NeuroDraughts. This modification will allow to analyze the im-
pact of this new search strategy in the general performance of good automatic
players which learn without counting on human expertise. The new search mod-
ule is based on the following techniques: alpha-beta pruning, transposition table
and iterative deepening.

The following facts motivated this work: first, there is too much expertise
in Chinook [14] (that is why the authors preferred to use the non-supervised
strategy of NeuroDraughts); second, TD learning opens up new opportunities
for improving program abilities [4]; finally, taking into account the constraints
to be respected in the implementation of an intelligent agent, it is not usually
possible to spend several years handcrafting game functions, such as in the case
of Chinook [3].
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The architecture of the new player obtained is analogous to the one of Neu-
roDraughts summarized in the previous section, except for the improved Tree-
Search Routine module, as described below.

4.1 Adapting Fail-Soft Alpha-Beta Pruning to the Player

In NeuroDraughts, the evolution of a game is represented by a tree of possible
game states. Each node in the tree represents a board state and each branch
represents one possible move [15]. To choose the best action corresponding to
a current board state, NeuroDraughts uses the minimax algorithm with a max
depth of search of 4-ply. This max depth of search is called look-ahead and 4-
ply was chosen in order to satisfy the constraints imposed by the limitation of
computational resources.

The minimax algorithm can be summarized as following: it is a recursive
algorithm for choosing the best move performing a simple left-to-right depth-
first traversal on a search tree [11] [16]. That is, given a node n, if n is a minimizer
node, n receives the prediction value associated to the smallest child. Similarly, if
n is a maximizer node, n receives the prediction value associated to the greatest
child. For instance, see the left tree in the figure 2: at the deepest max level, the
values 0.2 and 0.3 were bubbled up (black arrows) and, at min level, the value
0.4 was chosen.

The minimax algorithm examines more board states than necessary. So, it is
common to use the alpha-beta algorithm to eliminate sections of the tree that
can not contain the best move [15], such as discussed next.

The alpha-beta receives the following parameters: a board state, alpha and
beta. Alpha and beta delimit the interval to which the prediction value of the
best move corresponding to the input board state is supposed to belong to. The
evaluation of the children of a minimizer node n can be interrupted as soon
as the prediction computed for one of them (let’s call it besteval) is less then
alpha (alpha prune). For example, in the right tree of figure 2, the alpha-beta
algorithm, differently from minimax, detects that is not necessary to compute
the prediction associated to the highlighted nodes. Therefore, the best move
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Fig. 2. Left: tree-search expanded by minimax algorithm. Right: tree-search expanded
by fail-soft alpha-beta algorithm.



78 G. Soares Caixeta and R.M. da Silva Julia

(Move A) is found much faster. Analogously, the evaluation of the children of
a maximizer node n can be interrupted as soon as the alpha-beta algorithm
detects that the prediction computed for one of them (besteval) is greater then
beta (beta pruning). The meaning of the value returned by the alpha-beta
algorithm as a prediction for the current board state depends on which variant
of alpha-beta algorithm the system has been implemented: fail-soft or hard-soft
version [10], [9].

In the hard-soft alpha-beta approach, if n is a maximizer node, whenever
besteval ≥ beta, alpha-beta returns beta. Similarly, if n is a minimizer node,
whenever besteval ≤ alpha, alpha-beta returns alpha. Then, the returned
value represents either one limit on the minimax value or the limit imposed
by the alpha-beta range. For instance, in the right tree of figure 2, when the
algorithm looks at Move C, it would return the 0.4 (instead of 0.3) indicating
that Move B would represent a value less than or equal to 0.4. The value 0.4 is
imposed by the alpha-beta range.

In the fail-soft alpha-beta approach, if n is a maximizer node, whenever beste-
val ≥ beta, alpha-beta returns besteval . Similarly, if n is a minimizer node,
whenever besteval ≤ alpha, alpha-beta returns besteval . This version return-
ing a bound on true minimax value is called fail-soft alpha-beta because a fail
high or fail low still returns useful information [10]. Then, the returned value
always represents one limit on the minimax value. For instance, in the right tree
of figure 2, when the algorithm looks at Move C, it returns the score 0.3 (de-
spite of the fact that the 0.3 is out of alpha-beta range), meaning that move B
represents a value at most equals to 0.3.

The both versions of alpha-beta algorithm returns, at the root, the same best
action to be executed. In spite of this, the fail-soft version is essential in the
proposed learning system in order to integrate with the transposition table, like
described below.

4.2 Taking Advantage of Transposition Table and Iterative
Deepening in the Search Module

The NeuroDraughts and the LS-Draughts reach the same board state several
times in a game. For instance, a single checker can reach the same board square
in 2 moves, by advancing first left, then right, or first right, then left. In order to
avoid doing extra work expanding the same game tree several times, the search
routine module in the figure 1 makes use of a transposition table.

The transposition table keeps board states in the memory in such a way as to
indicate whether a game tree must be expanded or not (the board states available
in the transposition table do not need to be evaluated). In order to check a board
state against stored information in memory, a hash value is assigned to each
board state [15].

There is a common technique for creating hash codes corresponding to board
games that uses a set of fixed-length random bit (number) patterns stored for
each possible state of each possible board square [8], [15]. The technique is called
zobrist hashing and the bit (number) pattern is called zobrist key.
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Fig. 3. A Zobrist Key: a set of fixed-length (64 bits) random bit patterns

Draughts has 32 squares and each square can be empty or have 1 of 2 different
pieces on it, each of 2 possible colors. Then, the zobrist key for draughts needs
to have 32 x 2 x 2 = 128 entries. In this case, the Tree-Search Routine module,
showed in the figure 1, makes use of the zobrist key in the figure 3.

In order to guarantee the randomness of the random sequence (third column
in figure 3), it was used the Quantum Random Bit Generator [17], since the C
language rand function does not perform well [15].

Using the zobrist key, the following process is used to create a hash code to
be assigned to a board state: the value for each board square is determined based
on its state (each line in the figure 3), then, a XOR operation is performed with
these values to create the final hash code. This method has several advantages:
it is reasonably collision resistant, it is easily implemented and the generated
values are easily computed, once they can be incrementally updated [8].

The hash code assigned to a board state is the first field stored in a transpo-
sition table entry and is represented as following:

Example of a transposition table entry

struct TranspTable{
int64 hash_value;
int score_type;
int score_value;
int depth;
MOVE best_move;

}

Moreover, when a tree is expanded by the alpha-beta routine, the algorithm
output value, the search depth and the best move to be executed are stored
in the following fields, respectively: score value, depth and best move. The
depth field is responsible for assuring that the prediction for a board state is
sufficiently accurate (for example, if the search has a look-ahead of ten moves, a
table entry that holds a prediction computed from a look-ahead of three moves
is not useful).

Furthermore, the alpha-beta routine rarely outputs the exact minimax value
of a node (the board state represented by hash value field), but the fail-soft
variant always outputs the lower bound or the upper bound on the true minimax
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value (prediction). Then, it is important to store a flag that indicates what the
score value field means. For example, if the score value field contains the
value 0.3 and the score type field contains the exact flag, this means that the
value of the node is exactly 0.3 (that is, the prediction of the current board state
is exactly 0.3). If the score type field contains the fail low flag, this means that
the value of the node is at most 0.3. Similarly, if the score type field contains
the fail high flag, this means that the value of the node is at least 0.3. So, the
score type, or flag, is also recorded in the score type field.

Iterative deepening is used in conjunction with TranspTable. The alpha-beta
routine is called repeatedly with increasing depth until either the established
time is over or the search reaches the maximum look-ahead previewed. In spite
of the fact that this method apparently waste time performing shallow searches
instead of just one deep search, actually it allows to improve the search efficiency,
once the former iterations are used to obtain a higher quality of move ordering
what allows more cutoffs [10].

Concluding, the tree-search module (figure 1), using TranspTable, avoids that
a same board state is repeatedly and unnecessarily evaluated.

5 Experimental Results

This section presents the improvement obtained in NeuroDraughts by optimizing
its search strategy. The left table in the figure 4 shows the results of compar-
ing the training (learning) process of three distinct players: the original Neuro-
Draughts, a modified version of NeuroDraughts where the alpha-beta algorithm
replaces the minimax module and the improved player proposed here (search
module based on alpha-beta pruning and transposition table). The parameter
taken into account for the comparison was the search execution time. Note that
the improved player and the alpha-beta player spent, respectively, 2.27% and
5.83% of the time required by the original NeuroDraughts. Furthermore, com-
pared to the alpha-beta player, the improved player only required 39% of its ex-
ecution time, whereas NeuroDraughts required 1715.67% of the same execution
time. Each player was trained using self-play with cloning strategy of training
[12], [13], in 2 tournaments of 10 games each one, using depth of search of 8-ply
and the following hardware configuration: Intel Pentium D CPU 2.66 GHz and
4 GB of RAM.

In the same way, the right table in the figure 4 also illustrates a competition
between training process results, but now, considering an extended training com-
posed of 10 tournaments of 200 games each one. Note that, in this case, the original
NeuroDraughts player was not trained because of its impractical long runtime.

All these results confirm the significant contribution of the alpha-beta pruning
and the impressive contribution of combining it with transposition tables during
the training process of automatic players.

In order to check the performance of the new system proposed here, 2 tour-
naments of 14 games was executed with its best player: one, against the best
player obtained by training NeuroDraughts and, other, against the best player
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Algorithm
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Fig. 4. Left: 2 matches of 10 games and depth equals to 8. Right: 10 matches of 200
games and depth equals to 8.

obtained by training LS-Draughts. Both results were very favorable to the pro-
posed system: against NeuroDraughts, 5 wins, 8 draws and 1 loss; against LS-
Draughts, 4 wins, 8 draws and 2 losses. During these tournaments, the trained
player proposed here could, additionally, count on a iterative deepening routine
for obtaining a better move ordering and for interrupting the search whenever
the algorithm tended to run out of time.

6 Conclusions and Future Works

This paper presented how much an efficient search module based on alpha-beta
pruning, transposition table and iterative deepening can improve the learning
performance of intelligent automatic players.

This strategy was used to replace the minimax search algorithm of Neuro-
Draughts - a very good draughts player corresponding to a neural network whose
learning process is conduced by temporal differences and whose board states are
represented by a set of features manually defined.

A competition was executed, where the proposed draughts system played
several games against the original NeuroDraughts and against LS-Draughts (an-
other improved version of NeuroDraughts which automatically generates a con-
cise set of features using genetic algorithms). The results of this competition
confirm the high improvement obtained in the learning process as well as in
the performance of the player agent. As future works, the authors intend to
introduce the same efficient search module in the LS-Draughts, which corre-
sponds to analyze the impact of inserting, in NeuroDraughts, both extensions:
genetic algorithms and efficient tree-search algorithm based on alpha-beta prun-
ing, transposition table and iterative deepening.
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Abstract. The game of Poker is an excellent test bed for studying opponent 
modeling methodologies applied to non-deterministic games with incomplete 
information. The most known Poker variant, Texas Hold'em Poker, combines 
simple rules with a huge amount of possible playing strategies. This paper is fo-
cused on developing algorithms for performing simple online opponent model-
ing in Texas Hold'em. The opponent modeling approach developed enables to 
select the best strategy to play against each given opponent. Several autono-
mous agents were developed in order to simulate typical Poker player's behav-
ior and one other agent, was developed capable of using simple opponent mod-
eling techniques in order to select the best playing strategy against each of the 
other opponents. Results achieved in realistic experiments using eight distinct 
poker playing agents showed the usefulness of the approach. The observer 
agent developed is clearly capable of outperforming all its counterparts in all 
the experiments performed. 

Keywords: Opponent Modeling, Texas Hold’em, Poker, Autonomous Agents. 

1   Introduction 

Incomplete knowledge, risk management, opponent modeling and dealing with unre-
liable information are topics that identify Poker as an important research area in Arti-
ficial Intelligence (AI). Unlike in games of perfect information, in the game of Poker, 
players face hidden information resulting from the opponents’ cards and future ac-
tions. In such a domain, to be successful, players face the need to use opponent mod-
eling techniques in order to understand and adapt themselves to the opponents playing 
style [1] [2]. 

In a multi-player game with imperfect knowledge, where multiple competing 
agents must deal with risk management, unreliable information and deception, agent 
modeling is an essential element in successful agent play. In this kind of environment, 
agents act under uncertainty, and a crucial issue is to have a good opponent modeling 
(OM) system, learning and problem solving capabilities. 

Opponent modeling allows determining a likely probability distribution for the op-
ponent’s hidden cards. However, the huge amount of possible playing strategies in 
Poker makes opponent modeling a very hard task in this domain.  
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The main goal of this work was to prove that a poker agent that considers the op-
ponent behaviour has better results, against players that use typical poker playing 
strategies, than an agent that doesn’t, even when playing the same global betting 
strategy.  

The rest of the paper is organized as follows. Section 2 describes games with incom-
plete information, Texas Hold’em Poker and some related work. Section 3 describes the 
opponent modeling strategies developed. Section 4 describes the Poker playing autono-
mous agents developed and section 5 the results achieved in controlled experiments. 
Section 6 contains the conclusions of the paper and pointers to future work. 

2   Games with Incomplete Information 

Games have proven to be both interesting and rewarding for research in Artificial 
Intelligence (AI). Many success stories like Chinook (checkers) [3], Logistello 
(Othello) [4], Deep Blue [5] and Hydra [6] (chess), TD Gammon (backgammon) [7], 
and Maven (Scrabble) [8] have demonstrated that computer programs can surpass all 
human players in skill. Games such as Poker are difficult because of the elements of 
imperfect information and partial observability [9]. 

Games with incomplete information are games where the player does not have 
complete knowledge of the entire game state. In Poker, the players only have access 
to the information of their own cards. Predicting opponent cards, probabilities for 
possible future card combinations and future opponent moves is a challenge in the 
Artificial Intelligence domain. Poker is also a stochastic game because the shuffling 
of the deck introduces the chance element into the game state. 

Von Neumann introduced game theory [10] in 1940s and has since become one of 
the foundations of modern economics [11]. He used the game of poker as a basic 
model for 2-player zero-sum adversarial games, and proved the first fundamental 
result, the famous Minimax Theorem. However, all reasoning in poker must be prob-
abilistic, as things are rarely ever certain. Also, the cumulative sum of a series of 
games matter more than any individual game [12][13]. Poker is also a non-
cooperative multi-player game. Although multi-player games are inherently unstable, 
due in part to the possibility of coalitions (i.e., teams), those complexities are mini-
mized in a non-cooperative game such as Poker [14].  

Poker is a popular type of card game in which players bet on the value of the card 
combination ("hand") in their possession, by placing a bet into a central pot. The 
winner is the one who holds the hand with the highest value according to an estab-
lished hand rankings hierarchy, or otherwise the player who remains "in the hand" 
after all others have folded. The game has many variations, all following a similar 
pattern of play. Depending on the variant, hands may be formed using cards, which 
are concealed from others, or from a combination of concealed cards and community 
cards. The hand ranking hierarchy starts whith Royal Flush, the highest of all poker 
hands (10, J, Q, K, A of the same suit), then Straight Flush (five cards in consecutive 
numerical order, all of the same suit), Four of a Kind (four cards of the same value 
and any other card), Full House (three cards of the same value and another two cards 
that form a pair), Flush (five non-consecutive cards of the same suit), Straight (five 
consecutive cards, but not of the same suit.), Three of a Kind (three cards of the same 
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value, and two supporting cards that are not a pair.),  Two Pair (two sets of pairs, and 
another random card.), One Pair (two cards of the same value and three random sup-
porting cards.) 

Texas Hold’em is the most popular Poker game in the world, and is thus the variant 
of Poker considered for this project. Hold'em is a community card game where each 
player may use any combination of the five community cards and the player's own 
two hole cards to make a poker hand, in contrast to Poker variants like Stud or Draw 
where each player holds a separate individual hand.  

This project is based on previous work from the University of Alberta [15] and Bill-
ings [16, 17, 18] and a previously developed poker simulator multi-agent system [19].  

There are 1326 possible hands prior to the flop. The value of one of these hands is 
called an income rate and is based on an off-line computation that consists of playing 
several million games where all players call the first bet [16, 17]. The basic betting 
strategy after the flop is based on computing the hand strength (HS), positive potential 
(PPot), negative potential (NPot), and effective hand strength (EHS) of agent’s hand 
relative to the board. EHS is a measure of how well the agent's hand stands in rela-
tionship to the remaining active opponents in the game. The hand strength (HS) is the 
probability that a given hand is better than that of an active opponent. Suppose an 
opponent is equally likely to have any possible two hole card combination. Thus it is 
possible to calculate the hand strength as: 

 
HandStrength(ourcards, boardcards) { 
  ahead = tied = behind = 0 
  ourrank = Rank(ourcards, boardcards) 
  /*Consider all two-card combinations of remaining cards*/ 
  for each case(oppcards) 
  { 
  opprank = Rank(oppcards, boardcards) 
  if (ourrank>opprank) ahead += 1 
    else if (ourrank==opprank) tied += 1 
         else behind += 1 
  } 
  handstrength = (ahead+tied/2) / (ahead+tied+behind) 
  return(handstrength) 
} 

 
After the flop, there are still two more board cards to be revealed. On the turn, 

there is one and it’s essential to determine the potential impact of these cards. The 
positive potential (PPot) is the chance that a hand that is not currently the best im-
proves to win at the showdown. The negative potential (NPot) is the chance that a 
currently leading hand ends up losing. 

PPot and NPot are calculated by enumerating over all possible hole cards for the 
opponent, like the hand strength calculation, and also over all possible board cards. 

 
HandPotential(ourcards,boardcards,player_classification){ 
  int array HP[3][3], HPTotal[3]     /* initialize to 0 */ 
  ourrank = Rank(ourcards, boardcards)  
  /*Consider all two-card combinations of remaining cards*/ 
  for each case(oppcards) { 
  opprank = Rank(oppcards,boardcards) 
  if(ourrank>opprank) index = ahead 
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    else if(ourrank=opprank) index = tied 
         else index = behind 
  HPTotal[index] += 1   
  /* All possible board cards to come. */ 
  for each case(turn)   { 
    for each case(river) {  
       board = [boardcards,turn,river] 
       ourbest = Rank(ourcards,board) 
       oppbest = Rank(oppcards,board) 
       if(ourbest>oppbest) HP[index][ahead]+=1 

      else if(ourbest==oppbest)HP[index][tied]+=1 
              else HP[index][behind]+=1 
    } 
  } 
  } 
  /* PPot: were behind but moved ahead. */ 
  PPot = (HP[behind][ahead] + HP[behind][tied]/2 
        + HP[tied][ahead]/2) / (HPTotal[behind]+HPTotal[tied]/2) 
  /* NPot: were ahead but fell behind. */ 
  NPot = (HP[ahead][behind] + HP[tied][behind]/2 
        + HP[ahead][tied]/2) / (HPTotal[ahead]+HPTotal[tied]/2) 
   return(PPot,NPot) 
} 

 
The effective hand strength (EHS) combines hand strength and potential to give a 

single measure of the relative strength hand against an active opponent. One simple 
formula for computing the probability of winning at the showdown is: 

Pr(win) = HS x (1 - NPot) + (1 - HS) x PPot   (1) 

Since the interest is the probability of the hand is either currently the best, or will 
improve to become the best, one possible formula for EHS sets NPot = 0, giving: 

EHS = HS + (1 - HS) x PPot (2) 

These betting strategies, divided in betting strategy before and after the flop [16], 
were developed at University of Alberta [18] and are enough to develop a basic agent 
capable of playing poker. 

3   Opponent Modelling 

No poker strategy is complete without a good opponent modeling system [20]. A 
strong Poker player must develop a dynamically changing (adaptive) model of each 
opponent, to identify potential weaknesses. In Poker, two opponents can make oppo-
site kinds of errors and both can be exploited, but it requires a different response for 
each [16]. The Intelligent Agent developed in this project observes the moves of the 
other players at the table. There are many possible approaches to opponent modeling 
[2,13,21], but in this work the observation model is based on basic observations of the 
starting moves of the players, so it could be created a fast, online estimated guess of 
their starting hands in future rounds. 
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3.1   Loose/Tight and Passive/Aggressive 

Players could be classified generally in four models that depend of two variables: 
loose/tight and passive/aggressive. Knowing the types of hole cards various players 
tend to play, and in what position, is probably the start point of opponent modeling. 
Players are classified as loose or tight according to the percentage of hands they play. 
These two concepts are obtained analyzing the percentage of the time a player puts 
money into a pot to see a flop in Hold'em - VP$IP. The players are also classified as 
passive or aggressive. These concepts are obtained analyzing the Aggression Factor 
(AF) which describes the nature of a player. Figure 1 shows the target playing area for 
the agents developed as a factor of the number of starting hands played and the 
bet/raise size and frequency. 

 

Fig. 1. Player Classification based on the number of starting hands played (VP$IP) and 
bet/raise size and frequency (AF)  

3.2   Sklansky Groups 

One of the most difficult and yet crucial decisions when playing Texas Hold’em is 
whether to even play or not the starting hand. David Sklansky and Mason Malmuth, 
co-authors of “Hold’em Poker and Advanced Hold'em Poker”, were the first to apply 
rankings to the starting 2-card hands, and place them in groupings with advice on how 
to play those groups [22,23].  

There are some computer simulations developed to test Sklansky’s hand rankings 
that suggests some alterations. But in general, the classification is very similar. Con-
sidering a player loose/tight behavior and the Sklansky groups, it is easy to conclude 
what starting hands a tight player usually plays. If the VP$IP of the player is bellow 
28%, he is probably playing most of the hands from higher groups and rarely from the 
other groups. On the other hand, if a player is a loose player, he’s probably playing 
more hands from lower groups than a tight player. With this simple analysis, it is easy 
to exclude some of the hands that our opponents probably don’t play. The percentage 
defined here, 28%, is an estimated approach that classifies players in loose or thight 
style. When using different player classification, with sub-levels for loose and tight 
(i.e. slightly loose or very loose), this percentage should be adapted. 
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4   Poker Playing Autonomous Agents 

Based on the player classification developed, 8 intelligent agents were created, two 
for each player style:  

• Two Loose Aggressive Agents (Maniac and Gambler);  
• Two Loose Passive Agents (Fish and Calling Station);  
• Two Tight Aggressive Agents (Fox and Ace);  
• Two Tight Passive Agents (Rock and Weak Tight). 

A general observer agent was also created capable of keeping the information of 
every move made from the opponents and calculating playing information like the 
VP$IP and AF of each opponent in every moment of the game. The opponents are 
classified into 4 types of players. So, an opponent with VP$IP above 28% is consid-
ered loose, otherwise, the player is considered tight. With an AF above 1, the player is 
considered aggressive and less than 1 is considered passive (table 1). 

When the observer’s turn comes, he knows which of the opponents are in the game 
and predicts, based on the available information, what kind of player they are.  

Table 1. Player Classification considered by the observer agent 

 AF<=1 AF>1 

VP$IP>=28% Loose Passive  
(classification1) 

Loose Aggressive  
(classification2) 

VP%IP<28% Tight Passive  
(classification3) 

Tight Aggressive  
(classification4) 

After player classification the agent consider a different range of possible hands for 
different opponents. These considerations are based in the study of each kind of poker 
player. A general consideration is that tight players have a small range of possible 
hands than loose agents. 

In order to pass this information to Hand Strength calculation, for each player is 
determined a parameter that was called “sklansky”. This parameter is a float number 
that represents the lowest value of a hand that belongs to the most probable range of 
hands that the player plays with that specific movement (call or raise).  

With conscience that many times the correct hand of the opponent is wrongly ig-
nored, the better approach of Effective Hand Strength calculation given with this 
technique should give a better result that compensates this. 

 
Sklansky(player_classification, player_move) { 
  random = (rand() % 10) + 1;    
  switch(player_classification) { 
    case(1): /*loose passive*/ 

if(player_move==raise) { 
    if(random<=3){return 26.2;} /*last hand from group3*/ 
            else {return 44.2;} /*last hand from group1*/ 
} 
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else if(player_move==call) 
 {return -100.0;} /* all the possible hands */ 
    case(2):  

   ... 
 

The calculation of the “sklansky” parameter considers two variables for each op-
ponent analyzed. The first is the “player classification”, each one of the opponents are 
classified as one of the four kind of players described in table 1. The second parame-
ter is “player move”, that is the action made by the opponent in the pre-flop round. 
Based on those variables it’s possible to exclude some hands that the opponent proba-
bly doesn’t play. The random function is used in order to get a more flexible and 
correct result of the hands to exclude. For example, a loose passive player usually 
raises in the pre-flop hands from the group 1 of the Sklansky groups, meanwhile a 
small percentage of the times, these players also raise hands from other groups. 

The Hand Strength and Potential Hand Strength could now be calculated with a 
better approach. They are calculated only for active players and only considering the 
hands with a rank better than the “sklansky” parameter. The Hand Strength Formula 
presented in chapter 2  is reformulated as follows: 
 
HandStrength(ourcards, boardcards) { 
  ahead = tied = behind = 0 
  ourrank = Rank(ourcards, boardcards) 
  /*Consider all two-card combinations of remaining cards*/ 
  for each case(oppcards) { 

if(oppcards belong to player_starting_hands_range) { 
  opprank = Rank(oppcards, boardcards) 
  if (ourrank>opprank) ahead += 1 
    else if (ourrank==opprank) tied += 1 

  else behind += 1 
  } 
  } 
  handstrength = (ahead+tied/2) / (ahead+tied+behind) 
  return(handstrength) 
} 
 
A similar reformulation is performed for Hand Potential Strength. The Effective Hand 
Strength for each one of the opponents is given by the equation 3.  

EHSi = HSi + (1 - HSi) x PPoti   (3) 

The observer developed with the strategy presented is an agent capable of observe the 
opponents and take decisions based on this observation. This new strategy only con-
siders the possible cards of the opponent to calculate the Effective Hand Strength. 

5   Results 

The methodology used to test the approach was based on performing game simula-
tions with poker agents playing different strategies. This was similar to a simulation 
of a real game with the objective to analyze the differences between the performance  
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of an observer agent and a non observer agent. Both agents were set to play at the 
same table using the same strategy of pre-flop hand selection. 

In order to obtain some results, several simulations were made with the agents cre-
ated. There are 8 normal agents and 1 observer, so the simulations were performed 
with 9 players at each table.  

The intention is to give the Observer Agent the possibility to play in a table with 
different kind of players. The Observer had the chance to test his new strategy against 
different players several times along a complete simulation. The observer was pro-
grammed to act like a Loose Aggressive in the first round of simulations, Loose Pas-
sive in the second, Tight Aggressive in the fourth and Tight Passive in the final round 
of simulations.  

Figures 2, 3, 4 and 5 show the results achieved. Each of the figures compares the 
evolution of the observer and non-observers agent’s bankroll during the simulations 
using a distinct behavior: Loose Aggressive (Gambler), Loose Passive (Calling Sta-
tion), Tight Aggressive (Fox) and Tight Passive (Rock). 

In the 12 tests done (more than 10 000 hands played) with observer agents, the Ob-
server has better results than the non observer agent that uses the same hand selection 
in pre-flop. Even with no significant advantage in some of the simulations, the global 
result of Opponent Modeling reveals to be positive. 
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Fig. 2. Bankroll of the Loose Aggressive (Gambler) Observer and Non-Observer Agents 
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Fig. 3. Bankroll of the Loose Passive (Calling Station) Observer and Non-Observer Agents 
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Fig. 4. Bankroll of the Tight Aggressive (Fox) Observer and Non-Observer Agents 
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Fig. 5. Bankroll of the Tight Passive (Rock) Observer and Non-Observer agents 

The most conclusive results are with passive agents, Observer besides having al-
ways a big advantage from non observer, the results are also very good, reaching a 
good level of bankroll. With aggressive agents, the simulations seem to be a bit in-
conclusive due to big variations of bankroll that sometimes causes the end of the 
game too soon for an agent. Although, we can conclude that Opponent Modeling 
could help these kinds of agents to keep in game for a long time. 

6   Conclusions and Future Work 

The results achieved with all the agents developed showed the usefulness of the op-
ponent modeling techniques developed. In most of the tests it is possible to verify that 
the Observer agent has clearly better results than a non observer agent, even when the 
strategy of hand selection is not very good. 

In this project several other techniques were not considered. So, the agent devel-
oped is not, globally, a great poker player if compared with good human poker play-
ers. However, the main objective was reached and the agent is capable of modeling 
opponents and effectively using the models to improve its playing style which is an 
added value to future work in this area. 

Future work done in Artificial Intelligence applied to poker may use the work done 
in this project and the conclusions achieved. The agent developed till the moment 
must be explored in several other topics, like learning to play in function of the posi-
tion at the table and bluffing. These topics could be better explored considering Op-
ponent Modeling. 

In the domain of player classification, future projects could tune the approach done 
in this work. The Opponent Modeling described intended to be very simple and basic 
like a first approach.  Future work may include:  to consider more than the 4 type of 
players; analyze other player style variables; and retrieve information from the cards 
shown at showdown. 
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Abstract. Market-based mechanisms offer a promising approach for
distributed resource allocation. Machine Learning has been proposed to
influence and optimize market-based resource allocation. In particular,
Reinforcement Learning (RL) has been used to improve the allocation
in terms of utility received by resource requesting agents in the Iterative
Price Adjustment (IPA) mechanism. This paper analyses the individ-
ual and social behaviour of agents in the IPA market-based resource
allocation with RL. In particular, it presents results of experimental in-
vestigation on the influences of the amount of learning in the agents’
behaviour aiming at determining how much learning is sufficient and
the theoretical-experimental explanation of the agents’ behaviours using
game theory.

Keywords: Market-based Resource Allocation, Reinforcement Learn-
ing, Multiagent Systems.

1 Introduction

One of the main challenges faced by the Grid and other large-scale distributed
systems is the efficient allocation of resources. Several features contribute to
complicate the problem. Computational and geographical distribution, dynamic
architecture, lack of coherent global knowledge and lack of centralized control
are just some of them. Current research in this area points to the use of market-
based mechanisms as the most promising approach [1,2,3,4].

In this paper we consider the Iterative Price Adjustment (IPA) mechanism
[5]. The IPA is a tâtonnement -like pricing mechanism that can be used in
commodity-market resource allocation systems. Pricing mechanisms are respon-
sible for defining the price level at which resources will be traded. In the IPA,
the price is adjusted iteratively. Under standard assumptions, the interests of
resource requesting agents in the IPA are described by means of demand func-
tions. Demand functions specify mappings from price levels to demand requests
but do not account for possible preferences of the agents over attributes of the
allocation, for example, the price and the resource levels themselves. It makes

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 93–102, 2008.
c© Springer-Verlag Berlin Heidelberg 2008

http://www.swinburne.edu.au/ict


94 E.R. Gomes and R. Kowalczyk

it difficult to influence and optimize the resource allocation in terms of utility
received by the agents.

An approach to address that problem was proposed in Gomes & Kowalczyk
[6,7]. In that research, agents use utility functions to describe preferences over
resource attributes and learn demand functions optimized for the market by Re-
inforcement Learning (RL) [8]. The reward functions used during the learning
process are based either on the individual utility of the agents or the Social Wel-
fare (SW) resulting from the final allocation. An interesting outcome revealed by
that investigation is that both reward functions delivered similar results when
only learning agents were used in the market. This result is potentially important
for a series of domains where social utility should be maximized but agents are
unwilling to reveal private preferences. However, the approach has been evalu-
ated only in two- and three-agent scenarios and the results obtained after a large
amount of learning. Moreover, the authors have not investigated the reasons for
such results.

In this paper we analyse the individual and social behaviour of the agents in
the IPA market-based resource allocation with RL. Our contribution is three-
fold. First, we evaluate the quality of demand functions obtained throughout the
learning process and show that it can be shorter than originally believed. Sec-
ond, we consider more agents in the market and show that the results observed
above hold for a higher number of agents. And third, we develop a theoretical-
experimental explanation for the results using game-theory.

2 The IPA Market with RL

We address the scenario in which a limited amount of resources has to be allo-
cated to a set of self-interested agents in a commodity-market resource allocation
system using the IPA mechanism. Agents use utility functions to describe pref-
erences in the allocation and learn their demand functions from interaction with
the market using RL.

The IPA decomposes the resource allocation optimization problem into smaller
and easier sub-problems. Its behaviour mimics the law of demand and supply. The
price is increased if the demand exceeds the supply and decreased otherwise. The

Market Agent

Client Agent 1

Client Agent n

demand

price

IPA Market

Resources

Demand Function

Learning

Utility Functions
Client Agent 2

Fig. 1. The IPA mechanism with RL
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process is a cycle that begins with a facilitator (the market) announcing the initial
prices for the resources. Based on the initial price, agents decide on the amount of
resources that maximize their private utilities (the sub-problems) and send these
values to the facilitator. The facilitator adjusts the prices according to the total
demand received and announces the new prices. New prices are given by pi(t+1) =
max{0, pi(t) + α(

∑n
j=1 di,j(t)−Ci)}, where pi(t) is the price of the resource i at

time t, di,j(t) is the demand request of agent j for resource i, Ci is the total supply
of resource i, and α is a constant. The process continues until an equilibrium price
is reached, when we say that the market is cleared. In the equilibrium, the total
demand equals the supply or the price of the excessive supply is zero. Under some
circumstances, the equilibrium price may not exist [9], but that problem is out of
the scope of this paper.

RL agents learn how to map states of the environment to actions so as to
maximize a numerical reward signal. Q -learning is probably the most common
algorithm for RL. It is simple and easy to implement. In this algorithm, the
agent maintains a table of Q(s, a)-values that are updated as it gathers more
experience in the environment. In our case the environment states s represent the
resource prices p and the actions a are the demand requests d of the agents, thus
Q(p, d). Q -values are estimations of Q*(p, d)-values, which are the sum of the
immediate reward r obtained by requesting demand d at price p and the total
discounted expected future rewards obtained by following the optimal policy
(demand function) thereafter. By updating Q(p, d), the agent eventually makes
it converge to Q*(p, d). The optimal demand function π∗ is then followed by
selecting the actions where the Q*-values are maximum. Q-values are updated
using Q(p, d) = Q(p, d)+α(r(p, d)+γ maxd′ Q(p′, d′)−Q(p, d)), where 0 < α < 1
is the learning rate and 0 < γ < 1 is the discount rate.

An important component of Q-learning is the action selection mechanism. It
is used to harmonize the trade-off between exploration and exploitation. We use
the ε-greedy method, which selects a random action with probability ε and the
greedy, the one that is currently the best, with probability 1-ε.

3 Learning Experiments

Gomes & Kowalczyk [6] have investigated the IPA market with RL in two dif-
ferent cases: one using a mix of learning and static agents and the other using
only learning agents. In this paper we are most interested in this later case.

3.1 Experiments Setup

As in [6], we consider a single IPA market with one type of resource, e.g. memory,
but we increase the number of agents, running experiments with 2, 4, 6 and 8
agents. They have preferences over price and amount of resources and use a
utility function for each attribute, U1(p) for price and U2(m) for amount of
resource. The total utility of an agent is given by the product of these two
utility functions, U(p,m) = U1(p) ∗ U2(m). The actual utility functions used by
the agents in the experiments are shown in Figure 2.
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Fig. 2. Agents’ utility functions

In the experiments, prices (states) and demand requests (actions) ranged from
0 to 10. Q -learning formally relies on discrete sets, so both prices and demand
requests were rounded to 1 decimal place. Therefore, the market has 101 possible
states and each agent has 101 actions to choose from. In the IPA market, the
only information the agents have available is the current price of the resources.
It means that they do not know the actions taken and the rewards received by
the other agents.

Two different reward schemas are applied: a local reward function based on
the individual utilities of the agents and a global reward function based on the
SW of the allocation. In the individual reward function, agents receive a positive
reward given by U(p,m) when the market reaches an equilibrium state and is
cleared, and zero for all the other states. In the social reward function, agents
receive a reward equal to the SW of the allocation for the states where the
market is cleared, and zero for the others. The SW is calculated using the Nash
Product (NP) function, which is given by the product of the individual utility
of the agents: NP =

∏n
i=1 Ui, where Ui is utility of agent i. The NP is suitable

for the resource allocation domain because it encourages the improvement and
the balance of the utility of the agents.

The market is set with 5 units of resources per agent. From the analysis of
the utility functions, we can note that such an amount does not allow for all
the agents to have a complete satisfaction in the allocation, but it permits the
analysis of the market under a condition of limited supply, which is the most
interesting case.

The agents’ behaviour is evaluated using demand functions obtained at pre-
defined intervals of the learning process. The quality of the learnt demand func-
tions is measured under two aspects: the individual utility received by the agents
and the SW of the market.

The evaluation is made with the trends of the actual demand functions learnt
by the agents. One of the reasons for using the trends is that we transformed
prices (states) and demands (actions) into discrete sets to implement the learning
algorithm. However, in the IPA market, such a discretization may lead to small
losses of economical efficiency. Other reason is that by using the trends we avoid
local instabilities present in the learnt demand functions [6]. The trends were
obtained by a process of curve-fitting.

We ran learning experiments with both reward functions using 2, 4, 6 and
8 agents. Each configuration was run 20 times of 10 000 learning episodes.
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The demand functions were extracted and evaluated in intervals of 100 learning
episodes. The learning parameters were set to α = 0.1, γ = 0.9 and ε = 0.4, and
the market constant set to α = 0.05.

3.2 Market Results

Figure 3 shows the evolution of the market’s average NP using the individual and
the social reward functions. The main point to note is the quick evolution to a
level of relative stability, suggesting that the learning process can be shorter than
the 450 000 learning episodes applied in [6]. It evolves to that level before 1000
learning episodes and fluctuates around it afterwards. The fluctuation is mostly
influenced by characteristics of Q -learning inherent to multi-agent scenarios [10]
and we expect it to be reduced with the application of different decay rules and
some other RL algorithms.
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Fig. 3. Average NP obtained by the market using the individual and social reward
functions over the learning episodes

Another point to note is that both reward functions presented similar re-
sults, approaching the optimal social welfare. This behaviour was previously
identified in [6]. The results here show that it is maintained over the learn-
ing episodes and that it holds for a higher number of agents. The same type
of result was found in the individual utilities received by the agents, shown in
Figure 4.

The most important observation we can draw from these experiments is that,
using both reward functions, there is a trend for the learning agents to divide the
resources equally. While this strategy seems obvious for the case of the social
reward function, since the optimal reward is received when the price is low
enough and all the agents receive an equal share of the allocation, it is not so
intuitive for the individual reward function. The next section further investigates
this behaviour.
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Fig. 4. Average utility obtained by the agents using the individual and social reward
functions over the learning episodes

4 Analysis

In this section we develop some experiments based on game-theory in order to
gain some understanding on the reasons for the results presented in the previous
section.

A possible way to analyse the behaviour of multiagent learners is to use
Stochastic Game Theory [11]. Stochastic games (SGs) extend the Markov De-
cision Process (MDP) framework to multiple agents, where the next state and
one agent’s reward depends on the joint actions.

Modelled as an SG, our problem becomes the one of learning the general-sum
SG described by a tuple (n, P,D1···n, T, R1···n), where n is the number of learning
agents (players), P is the set of possible resource prices (state space), Di is the
set of possible demand requests available to agent i (action space) with D being
the joint demand requests space D1× · · · ×Dn, T is the IPA’s price update rule
P ×D×P → [0, 1] (state transition function), and Ri is the reward function for
the ith player P ×D → R.

For this game, the best-response function for agent i, BRi(π−i), is the set of
all demand functions (policies) that are optimal given that the other agent(s)
use the joint demand function π−i. A demand function πi is optimal given π−i

if and only if, ∀π′
i ∈ Πi Vi(πi, π−i) ≥ Vi(π′

i, π−i)

where Πi is the set of possible demand functions for agent i and Vi is the expected
reward for using demand function πi given π−i.

A Nash Equilibrium (NE) occurs when all the players are using best-response
policies. So, for us, an NE is a joint demand function, πi=1,···,n, with

∀i = 1, · · · , n πi ∈ BRi(π−i)

An important result shown by Fink [12] guarantees that every n-player general-
sum discounted stochastic game possesses at least one NE point in stationary
strategies. A stationary strategy is one that depends only on the current state.
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According to Fulda & Ventura [13], from the system perspective, an optimal so-
lution would be any one which is an NE and Pareto-Optimal (PO). A solution is
Pareto-Optimal if there is no other solution that can improve one agents’ outcome
without deteriorating others’. As observed by Bowling & Veloso [11], Q-learning
has been developed to learn best-response policies in MDPs. It is also well-known
thatQ-learning has no proof of convergence in multiagent learning scenarios. How-
ever, if Q-learning ever converges in those scenarios, it will do to an NE, since all
the agents will be playing best-response policies. The remaining questions are to
which NE the agents will converge to and how optimal this NE is.

In research addressing those questions, Claus & Boutilier [14] investigated the
dynamics of RL in cooperative multiagent systems. Their analysis of indepen-
dent Q-learners in cooperative games, where the agents have the same payoff
table, show that the agents tend to converge to the most profitable equilibrium
in simple games. Fulda & Ventura also studied the cooperative case, formulat-
ing conditions in which the optimal solution will be chosen. Those results are
important to the analysis of our social reward function. However, it should be
noted that the individual reward function generates a different game.

Analysing our actual games is quite complex, given the number of states and
actions. For this reason, we use simplified versions of them. We defined a two-
player five-action stage game for each reward function. A stage game is a special
case of a stochastic game where the number of states is 1. Tables 1 and 2 show
the new games. The actions represent the possible demand requests. Note that
the payoffs simulate the reward functions, generating a competitive game with
symmetric payoff table for the individual reward function and a cooperative
game for the social reward function. In the tables, pure NEs are presented in
bold and PO joint-actions in italic.

Table 1. Individual Reward Game

0 1 2 3 4
0 0,0 0,0 0,0 0, 0 0,4
1 0,0 0,0 0,0 1,3 0,0
2 0,0 0,0 2,2 0,0 0,0
3 0,0 3,1 0,0 0,0 0,0
4 4,0 0,0 0,0 0,0 0,0

Table 2. Social Reward Game

0 1 2 3 4
0 0,0 0,0 0,0 0,0 0,0
1 0,0 0,0 0,0 3,3 0,0
2 0,0 0,0 4,4 0,0 0,0
3 0,0 3,3 0,0 0, 0 0,0
4 0,0 0,0 0,0 0, 0 0,0

Considering a RL process, the agents do not know the payoff tables, they chose
actions independently and play the games an infinite number of times. In this
case, the most reasonable solution for the social reward game is learning to play
〈2, 2〉, which is the only Nash Pareto-Optimal equilibrium. For the individual
reward game, however, all the joint-actions in the minor diagonal are NEs and
PO. Suppose agent 1 plays action 4, whatever agent 2 plays, it will earn 0.
Thus, agent 2 will select random actions, making agent 1 earn in average 4/5.
Therefore, on this particular game, playing action 0 or action 4 seems to be
the least reasonable strategy. Now suppose agent 1 plays action 3. In this case,
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agent 2 should play action 1 to earn 1, and agent 1 earns 3. Using Q-learning,
however, each agent has a probability of choosing random actions in each turn.
By exploring the game in this fashion, agent 2 will eventually discover that other
actions are more attractive and may change its strategy, making agent 1 adapt
to it. The same reasoning applies to agent 1.

To better understand how that dynamics proceeds, we performed a series of
learning experiments. We set the Q-learning parameters with the same values
used in the previous section, but modified the update rule to Q(s, a) = Q(s, a)+
α(r(s, a)− (γ ∗Q(s, a))) since only one state is available. Figures 5 and 6 present
the results, obtained out of 1000 experiments.

The main point to note is that action 2 is the most chosen in both games.
The agents develop the preference for this action very early. For the individ-
ual reward game, note that action 4, which is the one with best payoff, is
the fourth action in preference. Not surprisingly, action 0 is quickly ignored
in both cases. In addition, figures 5-c and 6-c show equilibrium between the
joint-actions 〈1, 3〉 and 〈3, 1〉. In the individual reward game, this equilibrium is
maintained over the episodes, suggesting that the agents keep trying to achieve
a higher payoff, even if the joint-action 〈2, 2〉 is more attractive. In the so-
cial reward game, the likelihood of choosing 〈1, 3〉 and 〈3, 1〉 lose its strength
over the episodes, which is quite obvious since both players can do better by
choosing 〈2, 2〉.
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Fig. 5. Number of times each action was chosen (AC) by the players over the learning
episodes (LE) in the individual reward game
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The results from these experiments are coherent with the behaviours found
in the investigated IPA market. It is clearly seen that choosing to share the
resources equally is Pareto-Optimal and also a Nash Equilibrium. Therefore,
the convergence (or pseudo-convergence as no decay rules have been applied) to
such a strategy via Q-learning is rational for both reward functions. As com-
mented above, similar results have been found in cooperative games [14,13,15],
which is the case of the social reward game. For the individual reward game,
however, further investigations are necessary, especially to evaluate cases with
non-symmetrical payoff tables.

5 Conclusions

In this paper we have investigated the individual and social behaviour of
agents in the IPA market with RL. In particular, we presented results of exper-
imental investigation on the influences of the amount of learning in the agents’
behaviour aiming at to determine how much learning is sufficient and theoretical-
experimental explanation of the agents’ behaviour based on game theory.

The results of the experiments have shown that the learning process can be
much shorter than the 450 000 learning episodes originally used in [6]. In ad-
dition, they have shown that the behaviour in which both the individual-based
and the social-based reward functions deliver similar results when only learning
agents are used in the market is maintained over the learning episodes and, most
remarkably, holds for a higher number of agents. Investigating this behaviour,
game-theoretical analysis of a simplified version of the scenario revealed the pres-
ence of Nash Equilibrium and Pareto-Optimality at the joint-actions in which
the resources are shared equally, for both games. Experiments using Q-learning
have shown the pseudo-convergence of the agents to those joint-actions, explain-
ing the behaviour found in the actual IPA market.

Machine Learning has been used to optimize a series of different market-based
resource allocation mechanisms, from bargaining [2] to auctions [16]. However,
as far as we are aware, no work has addressed the problem of learning demand
functions based on utility functions. Utility-based resource allocation has been
proposed by Chunlin & Layuan [3]. Nonetheless, such an approach does not
consider agents with preferences over price, as this work does.

There are several aspects in which this work could be extended. An area in-
volves further reduction of the required learning episodes in the market, which
in general is related to well-known scalability issues of RL. It is also necessary
to evaluate the approach in extended scenarios, including agents with prefer-
ences described over multiple attributes, multiple markets, and the existence of
resource provider agents. The later deals with a limitation of the IPA mecha-
nism. In particular, the IPA does not model resource provider agents. Simply
adding those agents to the model may change its theoretical implications as the
resource supply becomes dynamic and, therefore, has to be carefully considered.
An interesting alternative to the IPA is proposed by Wolski et al. [4].
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Caixa Postal 15064, 91.501-970 Porto Alegre, RS, Brazil

{lorenzi,fsantos,prferreirajr,bazzan}@inf.ufrgs.br
2 Universidade Luterana do Brasil

Av. Farroupilha, 8001 Canoas, RS, Brazil
3 Instituto de Ciências Exatas e Tecnológicas, Centro Universitário Feevale

RS239, 2755, CEP 93352-000, Novo Hamburgo, RS, Brasil

Abstract. This work describes a multiagent recommender system where
agents work on behalf of members of a group of customers, trying to reach
the best recommendation for the whole group. The goal is to model the
group recommendation as a distributed constraint optimization problem,
taking customer preferences into account and searching for the best so-
lution. Experimental results show that this approach can be sucessfully
applied to propose recommendations to a group of users.

1 Introduction

The internet is a rich source of information where users search information about
products and services related to their interests and preferences. However, locat-
ing the necessary information has become a hard task for the user [7]. Moreover,
the information is usually distributed through several locations.

In order to deal with some of these issues, recommender systems have been
developed [12]. These systems learn about user preferences over time and au-
tomatically suggest products that fit the user needs. Recommender systems are
being applied in several domains in e-commerce to suggest products to their
customers [2] such as book recommendation (amazon.com) or movie recommen-
dation (netflix.com). The main advantage of recommender systems is the ability
to aggregate information and to match the recommendations with the informa-
tion people are looking for.

Group recommendation is a new challenge to the recommendation area be-
cause it is necessary to take into account all members preferences. Each group
member elicits his preferences, which means that preferences within the group
are not homogeneous. The recommender system needs to aggregate all prefer-
ences to formulate a recommendantion that suits the whole group.

Several group recommender systems have been developed in the past years, in
different domains. Let’s Browse [3], for instance, is a group recommender system
which recommends web pages to a group of users who are browsing the web.
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Another example is MusicFX [9], a system used in a fitness center to adjust
the selection of background music to best suit the preferences of people working
out at any given time. A special feature found in this system is that a group is
composed by people who happen to be in the place at the same time. MusicFX
uses explicit preferences of all participants to make a music selection that will
be listen by everyone who is present. In this case, the group is composed by
strangers rather than family members or friends.

Intrigue [1] is another example of group recommender system. The system
recommends attractions and itineraries by taking into account preferences of
heterogeneous groups of tourists (such as families with children) and explains
the recommendations by addressing the requirements of the group members.
Attractions are separately ranked by first partitioning a user group into a number
of homogeneous subgroups with the same characteristics. Then each subgroup
may fit one or more stereotypes and the subgroups are combined to obtain the
overall preference, in terms of which attractions to visit for the whole group.

The group recommendation task may become more difficult according to the
complexity of the domain. Recommendation of travel packages, for instance, is
composed by several information components such as flights, hotels, and at-
tractions [13] [5]. Besides the specific knowledge necessary to assemble all the
components, each user has different preferences that need to be considered dur-
ing the recommendation process. A group member may prefer flying during the
day and staying in a four-star hotel; while another member prefers flying at night
and staying in a hostel to save money. Besides the fact that group members have
different and hard criteria to make decisions, sometimes group members do not
want to let other members know their preferences. In these cases, the privacy is
very important and the system cannot allow users to see each other preferences.
Thus, finding the best option for the entire group according to the preferences
of each individual and keeping the privacy of each member is a tricky task. The
system needs to find the global optimal recommendation in a distributed fashion.

The formalism of distributed constraint optimization problem (DCOP) has
been proposed to deal with the problem of coordinating and optimizing agents’
interactions. It has been used in multiagent systems (MAS) in several domains
[8] [10] [11]. DCOP is related to the constraint satisfaction problems (CSP), a
well known technique in AI, in the sense that it deals with assignment of values
to variables under certain constraints. However, DCOP is more difficult. First,
it deals with optimization (not only with satisfaction) meaning that the best
solution must be found (not any one). Second, the assignment is computed in a
distributed way.

CSP was also used in [6], where authors proposed a multiagent recommender
system to arrange meetings for several participants taking into account con-
straints for personal agendas. Three different agents were proposed: the personal
assistant agent is the interface between the user and the MAS; the flight travel
agent is connected to a database of flights; and the accommodation hotel agent is
responsible for finding an accommodation on the cities involved in the meeting.
However, the system does not provide the best recommendation to the group,



Optimizing Preferences within Groups 105

due to the limitations of the CSP formalism (any recommendation is acceptable
instead of the best).

We propose a DCOP-based multiagent recommender system to perform the
travel group recommendation task. Aspects of travel group recommendation task
such as customers, their preferences, and the need of coming out with a rec-
ommendation for the whole group can be viewed as components of a DCOP
instance. Each user is represented by an agent that is responsible for negotiating
with a recommender agent who holds the information about the travel services,
trying to get the best recommendation according to customers.

Experimental evaluations were performed to verify the feasibility of the
DCOP-based multiagent recommender system. Test cases were generated and
solved with a DCOP algorithm, namely the distributed pseudotree optimiza-
tion (DPOP) [11]. The results obtained have shown that using DCOP to op-
timize the problem of finding a recommendation to a group is feasible both in
terms of running time and communication load.

The rest of the paper is organized as follows: section 2 describes the DCOP
framework. Section 3 shows the proposed multiagent recommender system, pro-
viding details about the use of DCOP to specify the travel groups recommen-
dation process. Section 4 discusses the feasibility of the proposed multiagent
recommender system using the DPOP algorithm. Section 5 summarizes the con-
tributions and shows future direction for this work.

2 Distributed Constraint Optimization Problem

DCOP represents a generic framework for the resolution of ditributed prob-
lems with a significant application in MAS. The challenge is to find the best
distribution and value attribution of a set of variables to a set of agents with
interdependencies. In a DCOP, differently from a distributed constraint satis-
faction problem (DisCSP) [14], the interest is to optimize the restrictions and
not only to satisfy them. DCOP is associated with a global function and the
objective is to maximize or minimize it. This function depends on a cost value
associated to each restriction.

The approaches for dealing with DCOP in real life problems should consider
that the agents must be able to optimize the global function in a distributed
way, using only local communication. It is not acceptable to use a central agent
responsible for all the processing. Also a DCOP algorithm should be capable of
finding the solution with the agents working in an asynchronous way. Finally,
the approach should provide quality guarantees.

DCOP is a formalism to model a range of agents coordination issues. A DCOP
consists of n variables V = {x1, x2, ..., xn}, where each can assume values in a
finite, discrete domain D1, D2, ..., Dn. Each variable is assigned to one agent
that has the control over the values of the variable. The goal of the agents is
to choose values for the variables to optimize a global objective function. This
function is described as an aggregation over a set of cost functions related to pairs
of variables (in the case of binary constraints). Thus, for each pair of variables
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xi, xj , there is a cost function defined as fij : Di ×Dj → N [10]. A DCOP can
be represented by a constraint graph, where vertices are variables and edges are
cost functions between variables.

Although some algorithms have been proposed to deal with DCOP, here we
use the DPOP [11] algorithm. It must be said that we have also used other
algorithms such as Adopt [10]. Due to lack of space we do not show the results
here but notice that DPOP has performed better than the others in this setting.
DPOP uses a message-passing scheme to allow the communication among the
agents and to achieve the solution in a distributed fashion. DPOP is based on
the dynamic programming technique. It provides solutions quickly with a low
number of messages since it is not fully asynchronous. On the other hand, it
requires an exponential memory space. It is a complete algorithm, i.e., it always
finds the optimal solution.

3 The Multiagent Recommender System

In our DCOP-based multiagent recommender system, a community of agents
share a common goal (the travel package recommendation) as well as individual
goals (the individual preferences). The proposed multiagent recommender sys-
tem is composed by two different kind of agents: the user agent (UA) and the
recommender agent (RA). The UAs work on behalf of each user and represent
their travel preferences. Each UA knows the user individual preferences for each
travel service (hotel, flight companies, tour operators, etc). In the recommen-
dation process, these agents interact with the recommender agent to reach the
global optimal recommendation. The RAs work on behalf of suppliers of travel
services and each one has information about a different kind of service. Each RA
is responsible for collecting information from a supplier. This step is reported
elsewhere [4].

Figure 1 illustrates the scheme of the proposed multiagent recommender sys-
tem. First, it is required that each user set up his preferences and inform his UA.
After, the UAs start an interaction with the RA to get a list of possibilities for
the particular service. This list is ranked according to the user preferences for
this service. It is important to mention that a travel package recommendation is
composed by several components (flight, hotel, attractions and so on). However,
we are considering in our example (shown in Figure 2) just one service (e.g.
hotel) to recommend.

The major challenge in this approach is to guarantee the best recommendation
for the whole group of users. The recommendation process is easy when it deals
with an individual user. However, when we have a group of users, the system
has to find the best recommendation for the whole group, i.e., the system has
to take into account all preferences of the users .

Group recommender systems reported in the literature are based on different
approaches in what regards how to reach to the final decision. These approaches
were already discussed in section 1. Here we revisit them to draw comparisons
with our approach. In MusicFX, for example, the system selects and plays music
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autonomously based on the preferences of the group members who are present
in the gym. In Let’s Browse, there is a group member responsible for making the
final decision. This member decides the best option for the group. Intrigue uses a
similar approach, but it is the tour guide who decides which tour should be taken
by the group. Another existing approach is to assume that group members will
arrive at the best decision through conventional discussion. In this case, group
members could chat or exchange e-mails, trying to reach a consensus.

As we propose a multiagent recommeder system to recommend travel packages
to groups, in our point of view, none of the approaches mentioned is adequate
to our scenario. First, a travel package has different components and a group
has several members. The group would take too long to make a final decision.
Second, the approach based on a member who is responsible for the final decision
is a centralized one.

Fig. 1. DCOP-based multiagent recommender sytem

As mentioned, each UA represents one user that ranks all information
obtained from the RA. R is the set of possible recommendations defined
as {r1, r2, ..., r|R|}. The individual ranking Sa(r) for the set R is defined
as follows: we compute the preference Pa(r) of UA a regarding a rec-
ommendation r. Assuming that there is a permutation of R such that
Pa(r′1) > Pa(r′2) > . . . > Pa(r′|R|), we defined an individual ranking Sa(r) for the
set R as Sa(r′1) = 0, Sa(r′2) = 1, . . . , Sa(r′|R|) = |R| − 1. The preference values
{0, 1, . . . , |R| − 1} are used to simplify the notation and save space in the de-
scription. However, any other form of preferences representation (e.g. a table)
could be used. These values can be any positive integers and the most preferable
recommendation must have the lowest value.

We map the UA rankings into cost functions and these cost functions are ag-
gregated to describe the global objective function. The optimum of this objective
function provides the best recommendation of a travel package to the group.

For each travel group, the DCOP is defined as follow: a set of variables
{a0, a1, ..., an}, where the variable a0 is assigned to the RA and ai is assigned
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to the UAi (where 0 < i ≤ n). These variables can take values from the domain
D = R. For sake of illustration, Figure 2 shows a simple example of a DCOP
of a travel group recommendation, with four UAs {a1, a2, a3, a4} and one RA
{a0} that is representing hotels information. This RA has three option of hotels
that can be recommended to the group, thus the domain D of each variable is
{1, 2, 3}. Each UA has a ranking of these hotels according to its user preferences.

a  (RA)0
D  =  { 1 , 2 , 3 }

D  =  { 1 , 2 , 3 }

a  (UA  ) 1 1

D  =  { 1 , 2 , 3 }

D  =  { 1 , 2 , 3 }
D  =  { 1 , 2 , 3 }

a  (UA  ) 4 4
a  (UA  )3 3

a  (UA  ) 2 2

Fig. 2. The DCOP for one group recommendation case

The cost function for each relation between one UA and the RA is computed
based on the ranking Sa(r) for the set R of recommendations. Thus, there is
one cost function f(a0, ai) to represent the individual ranking between each pair
(a0, ai) for all 0 < i ≤ n. Each of these cost functions has the following form

f(a0, ai) =
{
Sai(r) when ai = r and a0 = r
∞ otherwise . (1)

The first case of Equation 1 captures the situation where the agents a0 and ai

agree on the recommendation. The second case captures the situation where some
agent disagrees with the RA. Equation 2 shows the global objective function,
which is the aggregation over all cost functions.

F =
n∑

i=1

f(a0, ai) . (2)

Since the individual ranking is defined in an ascendant way, the solution to the
DCOP (and thus the best recommendation to the travel group) is the one that
minimizes this global objective function. It is important to note that our DCOP-
basedmultiagent recommender systemcan be extended to havemore than oneRA.

4 Experimental Evaluation

We have conducted a set of experiments to empirically evaluate the feasibility of
the proposed multiagent recommender system. We use two measures to evaluate
the performance:
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Fig. 3. (a) Running time, in milliseconds, for each test case. (b) Details of the nearly
linear running time in the domains size for a fixed number of 70 UAs. (c) Details of the
linear running time in the number of agents for a fixed R with 18 recommendations.

– Running time: time required by the algorithm to solve the recommendation
for the group taking into account user preferences.

– Communication (network usage): number of bytes transferred through mes-
sage exchanges among the agents during the algorithm execution.

Test cases have 20, 30, 40, 50, 60, 70, 80, 90, and 100 agents, each representing
one individual in the travel group (one UA). In addition, we have one RA. For
each of these cases, R takes the following values: 3, 6, 9, 12, 15, 18, and 21
(representing possible recommendations).

In each experiment the data was averaged over 20 runs. We run the original
implementations of the DPOP algorithm, which are available on the internet1.

1 DPOP is available at http://liawww.epfl.ch/frodo/

http://liawww.epfl.ch/frodo/
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Fig. 4. (a) Communication (sum of exchanged bytes) for each test case. (b) Details
of the linear communication in the domains size for a fixed number of 70 UAs. (c)
Details of the linear communication in the number of agents for a fixed R with 18
recommendations.

Figure 3(a) shows the running time in milliseconds for each test case. We can
see that the running time is nearly linear in the number of UAs and in the domain
(R) sizes. To show with more details these increasing rates, Figure 3(b) shows
how the running time is nearly linear in the domains size for a fixed number
of 70 UAs and Figure 3(c) shows the running time for an increasing number
of UAs, for a fixed R with 18 recommendations. The algorithm provides very
satisfactory results regarding these metrics and proves the feasiblility of using
DCOP in the group recommendation task. In the hardest test case, with 100
UAs and 21 travel recommendation options the algorithm takes only about 413
miliseconds to solve the DCOP and provides the optimal recommendation to
the group.
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Figure 4(a) shows the total number of bytes transferred. The results are both
nearly linear in the number of UAs and in the domain (R) sizes. Figure 4(b)
shows details of the increasing in the domains size for a fixed number of 70 UAs
while figure 4(c) depicts the linear growing rate in the number of UAs for a fixed
R with 18 recommendations. For example, in the case of 100 UAs and 18 domain
values, the total number of bytes transferred is about just 11625 bytes.

5 Conclusion and Future Work

Recommender systems are been used in e-commerce to help users to find out bet-
ter products according to their needs and preferences. Multiagent recommender
systems use agents to help in the solution process, trying to improve the recom-
mendation quality. Agents cooperate in order to reach the best recommendation
for the whole group. The recommendation for group of users is considered a
challenge to recommender systems due the fact that is not an easy task to find
out the best solution that satisfies all the users in the group.

In this paper we have shown that the DCOP formalism can be successfully
used to help the group recommendation process. Agents work on behalf of the
users and try to get the best recommendation according to the user preferences.
Experimental evaluations have shown the feasibility of using the DPOP algo-
rithm to solve the DCOPs generated for each recommendation case.

As a future work we intend to adapt and test our system to recommendations
where the preferences are interrelated. These interrelation appears for instance
when the users define the preferences for a travel option A as a result of the
available travel options B.
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Abstract. This paper introduces an approach for the self-regulation of
personality-based social exchange processes in multiagent systems, where a mech-
anism of social equilibrium supervision is internalized in the agents with the goal
of achieving the equilibrium of the exchanges, guaranteeing the continuity of the
interactions. The decision process concerning the best exchanges that an agent
should propose to its partner is modeled as one Partially Observable Markov De-
cision Processs (POMDPs) for each agent personality trait. Each POMDP is de-
composed into sub-POMDPs, according to the current balance of exchange values.
Based on the relationship that may be established between POMDPs and Belief-
Desire-Intention (BDI) architectures, the paper introduces an algorithm to map
the policy graphs of the sub-POMDPs to BDI plans, allowing for a library of BDI
plans. Simulations were carried out considering different degrees of
supervision.

Keywords: self-regulation of social exchanges, multiagent systems, social simu-
lation, Belief-Desire-Intention, Partially Observable Markov Decision Process.

1 Introdução

The regulation of agent interactions based on Piaget’s theory of social exchanges [1]
was first proposed in [2]. According to that theory, social interactions are seen as service
exchanges between pairs of agents and the qualitative evaluation of those exchanges by
the agents by means of social exchange values: the investment value for performing a
service or the satisfaction value for receiving it. The exchanges also generate values of
debts and credits that help to guarantee the continuity of future interactions. A multi-
agent system (MAS) is said to be in social equilibrium if the balances of investment
and satisfaction values are equilibrated for the successive exchanges occurring along
the time. A (centralized) mechanism for the regulation of social exchanges in MAS,
based on the concept of equilibrium supervisor with an associated Qualitative Interval
Markov Decision Process (QI-MDP) was introduced in [2]. This approach was extended
to consider personality-based agents in [3].

The aim of the present work is to go towards the (distributed) self-regulation of
personality-based social exchanges, by decentralizing the equilibrium supervisor
through the internalization of its decision process in the interacting agents. For simplic-
ity, we consider that the exchanges between each pair of agents have no influence from

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 113–123, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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the exchanges occurring between other pair of agents, which allowed for a simple way
of distributing the decision process. However, since the agents do not necessarily have
access to the internal states (balances of exchange values) of each other, the decision
processes have to operate in a partially observable mode.

For convenience, we have chosen the BDI architecture for the agents in the social
exchange simulator [3] used in this work. In the BDI architecture [4], agents have a set
of beliefs about the states of the world and a set of desires, which identify those states
that the agent has as goals. By a process of deliberation, the agent formulates one or
more intentions (considered here as the states which the agent is committed to bringing
about). The agent then builds a plan to achieve those intentions (through, e.g, some
form of means-ends reasoning), and executes it. Since this is a heuristic approach, BDI
agents are often outperformed by the those using Partially Observable Markov Decision
Processes (POMDP) [5], when the POMDP solution is tractable. However, the BDI
model can scale to handle problems that are beyond the scope of a POMDP solution,
and can outperform approximate POMDPs for some relatively small problems [6].

POMDPs, the extension of MDPs to deal with partially observable environments [5],
can be regarded as an ideal approach for the implementation of intelligent agents that
have to choose optimal actions in partially observable stochastic domains. There are
several algorithms for finding optimal policies for POMDPs (see, e.g., the Witness [5]
algorithm, which yields policy graphs mapping actions to observations). However, the
very nature of these algorithms, and in particular the need to establish the outcome of
every possible action in every belief state, means that finding policies is intractable in
many practical cases, particularly in large or complex problems [6].

Hybrid models have been proposed in order to take advantages of both POMDPs
and BDI architecture (see, e.g., [6,7]). In [6], the formal relationships existing between
certain components of the BDI model and those of POMDPs were discussed, showing
how BDI plans and POMDP policies could be related to one another. It was shown that
the plans derived from an optimal policy are those adopted by a BDI agent that selects
plans with the highest utility, and an optimal reconsideration strategy.

In this paper, the decision about the best exchanges that an agent should propose
to its partner in order to achieve social equilibrium, or to promote new interactions, is
modeled as a global POMDP for each personality trait that its partner may assume. Con-
sidering a set of six personality traits (egoism, strong egoism, altruism, strong altruism,
tolerance, equilibrium fanaticism), each global POMDP is decomposed into three sub-
POMDPs, according to the current internal state (favorable, equilibrated or unfavorable
balance of material exchange values) of the agent that is supervising the interaction.

Based on [6], we developed an algorithm to extract BDI plans from the policy graphs
of each sub-POMDP, building a set of rules that form the BDI plans for interacting with
agents of each personality model. Those plans are to be selected in each interaction
according to the current balance of material values of the agents in each exchange stage.
Such plans are said to “obey” optimal POMDP policies [6].

The paper is organized as follows. Section 2 briefly presents the modelling of social
exchanges that is adopted in this work. In Sect. 3, we explain some personality traits that
agents may assume in social exchanges. Our POMDP model for the self-regulation of
personality-based exchanges is introduced in Sect. 4, and our approach for the
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extraction of BDI plans from those models is presented in Sect. 5. Results on simula-
tions of personality-based exchanges are shown in Sect. 6. Section 7 is the Conclusion.

2 The Modelling of Social Exchanges

According to Piaget’s approach to social interaction [1], a social exchange between two
agents, α and β, involves two types of stages. In stages of type Iαβ , α realizes an action
on behalf of (a “service” for) β. The exchange values involved in this stage are the
following: rIαβ

, which is the value of the investment done by α for the realization of a
service for β (this value is always negative); sIβα

, which is the value of β’s satisfaction
due to the receiving of the service done by α; tIβα

is the value of β’s debt, the debt
it acquired to α for its satisfaction with the service done by α; and vIαβ

, which is
the value of the credit that α acquires from β for having realized the service for β.
In stages of type IIαβ , α asks the payment for the service previously done for β, and
the values related with this exchange have similar meaning. The order in which the
stages may occur is not necessarily Iαβ − IIαβ . The values rIαβ

, sIβα
, rIIβα

and sIIαβ

are called material values (investments and satisfactions), generated by the evaluation
of immediate exchanges; the values tIβα

, vIαβ
, tIIβα

and vIIαβ
are the virtual values

(credits and debts), concerning exchanges that are expected to happen in the future [1].
A social exchange process is composed by a sequence of stages of type Iαβ and/or

IIαβ in a set of discrete instants of time. The material results, according to the points
of view of α and β, are given by the sum of material values of each agent. The virtual
results are defined analogously. A social exchange process is said to be in material
equilibrium [2] if in all its duration it holds that the pair of material results of α and β
encloses a given equilibrium point1. See also [2,3] for more details on this modelling.

3 Exchanges between Personality-Based Agents

In this paper, the material results constitute the internal states of an agent, while the
virtual results that an agent manifests for the others constitute the observations that the
others may make about it. Each agent is assumed to have access only to its own internal
states, but it is able to make observations on what the others agents inform about their
virtual results. Then, consider the set of internal states of an agent β given by Eβ =
{E−

β , E0
β , E

+
β }, where E0

β denotes equilibrated results (e.g., around the zero), and E−
β

and E+
β represent unfavorable results (e.g., negative results) and favorable results (e.g.,

positive results), respectively. The set of observable virtual results of an agent β is
given by Ωβ = {Dβ, Nβ , Cβ}, where Dβ and Cβ means that the β has debts or credits,
respectively, whereas Nβ means that β has neither debts nor credits.

The agents may have different personality traits2 that give rise to different state-
transition functions, which specify, given their current states and the exchange proposal,

1 Notice that Piaget’s notion of equilibrium has no game-theoretic meaning, since it involves no
notion of game strategy, and concerns just an algebraic sum.

2 See [8] for a discussion on applications of personality-based agents in the context of MAS.
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Table 1. State-transition function for a personality-based agent β

(a) Exchange stages of type Iαβ

Egoist agent Altruist agent

Π(Eβ) E0 E+ E− E0 E+ E−

E0 very-low very-high 0.0 very-high very-low 0.0
E+ 0.0 1.0 0.0 0.0 1.0 0.0
E− very-low high very-low very-low very-low high

Equilibrium fanatic agent Tolerant agent

Π(Eβ) E0 E+ E− E0 E+ E−

E0 very-high very-low 0.0 very-low very-high 0.0
E+ 0.0 1.0 0.0 0.0 1.0 0.0
E− high very-low very-low high high very-low

(b) Exchange stages of type IIαβ

Egoist agent Altruist agent

Π(Eβ) E0 E+ E− E0 E+ E−

E0 very-high 0.0 very-low very-low 0.0 very-high
E+ low high very-low very-low very-low high
E− 0.0 0.0 1.0 0.0 0.0 1.0

Equilibrium fanatic agent Tolerant agent

Π(Eβ) E0 E+ E− E0 E+ E−

E0 very-high 0.0 very-low very-low 0.0 very-high
E+ very-low high very-low high very-low high
E− 0.0 0.0 1.0 0.0 0.0 1.0

a probability distribution over the set of states that the interacting agents will try to
achieve next. In the following, we illustrate some of those personality traits:

Egoism: the agent is mostly seeking his own benefit, with a very high probability to
accept exchanges that represent transitions to favorable results (i.e., exchange stages in
which when the other agent performs a service to it); if it has also a high probability to
over-evaluate its credits and under-evaluate its debts, then it is a strong egoist;

Altruism: the agent is mostly seeking the benefit of the other, with a very high proba-
bility to accept exchanges that represent transitions toward states where the other agent
has favorable results (i.e., exchange stages in which it performs a service to the other
agent); if it has also a high probability to under-evaluate its credits and over-evaluate its
debts, then it is a strong altruist;

Equilibrium fanaticism: the agent has a very high probability to accept exchanges that
lead it to equilibrium state, avoiding other kinds of transitions;

Tolerance: the agent has a high probability to accept all kinds of exchanges.

Table 1(a) presents a pattern of the probability distribution Π(Eβ) over the set of states
Eβ , determined by the state-transition function that characterizes a personality-based
agent β, when another agent α offers to perform a service to β (exchange stage of type
Iαβ). Observe that, for an egoist agent β, transitions ending in favorable results (E+)
are the most probable, meaning that there is a very high probability that β will accept
the service proposed by α. On the other hand, if β is an altruist agent then there is
a high probability that it will refuse such proposal, remaining in the same state. See
Table 1(b) to compare the converse probabilistic behavior of an egoist/altruist agent β
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Table 2. Observation function for a personality-based agent β

Egoist/altruist agent Strong egoist agent Strong altruist agent

Π(Ωβ) N D C N D C N D C

E0 very-high very-low very-low very-low very-low very-high very-low very-high very-low
E+ very-low very-high very-low very-low very-low very-high 0.0 1.0 0.0
E− very-low very-low very-high 0.0 0.0 1.0 very-low very-high very-low

when α requests a service from β (exchange stage of type IIαβ). Now, if β is fanatic,
then there is a very high probability that it will refuse transitions that would lead it far
from the equilibrium state (E0), in both types of exchange stages. However, there is a
very high probability that a tolerant agent β will accept any kind of exchange proposal.

Table 2 shows a pattern of a virtual-value observation function that gives a probabil-
ity distribution Π(Oβ) over the set of observations Ωβ that an agent α can do about the
virtual values of a (strong) egoist/altruist agent β in any of β’s (non-observable) states.

4 The Self-regulation of Social Exchange

The social control mechanism introduced in [3] is performed by a centralized social
equilibrium supervisor that, at each time, decides on which actions it should recom-
mend personality-based agents to perform in order to lead the system to the equilibrium,
regarding the balance of the exchange values involved in their interactions. The super-
visor takes its decisions based on a totally observable QI-MDP [2], which means that it
has complete access to the internal states of the agents, through total observability.

For the self-regulation of social exchanges, it is necessary to decentralize the equi-
librium supervisor, i.e., to distribute the decision process, which means to internalize
the social control mechanism in the BDI agents, which is the agent architecture of the
adopted social exchange simulator [3]. Although the distribution of the decision process
is quite simply, since we consider that the exchanges between each pair of agents have
no influence from the exchanges occurring between other pair of agents, one should
assume that the internalized decision process has only partial observability of the states
of the other agents, because one should not assume that agents necessarily have access
to the internal states of each other. However, we assume that the agents are able to treat
as observations the manifestations that the other agents make about the virtual results
that they got from each exchange stage, and we assume that the agents necessarily make
those manifestations, although not necessarily in a faithful way (see Table 2).

The decision process on the best exchanges an agent α should propose to an agent
β, in order to achieve the equilibrium or to promote new interactions, is then modelled
as a POMDP3, denoted by POMDPαβ . For any pair of personality models, the full
POMDPαβ of the decision process internalized in the agent α has as states pairs of
agent internal states (Eα, Eβ), in which Eα is known by α, but Eβ is non-observable.
Then, for each personality model that β may assume, we decompose the POMDPαβ

3 Decentralized POMDP’s [9] were not considered here, since the agents do not perform joint
actions; they perform a sequence of alternating individual actions in each exchange stage, with
an agent deciding the action to perform after knowing the action previously done by its partner.
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into three sub-POMDPs, one for each α’s current internal state, denote by POMDP−
αβ ,

POMDP0
αβ and POMDP+

αβ , whenever α is in an unfavorable, equilibrated or favorable
state, respectively.4 Then, for each personality trait discussed in Sect. 3, we define:

Definition 1. Let α be a personality-based agent, with an internalized equilibrium
supervisor, and E∗

α ∈ {E−
α , E+

α , E0
α} be the current state of α. Let β be the personality-

based agent that interacts with α. The POMDP for α’s internalized equilibrium super-
visor is defined as the tuple POMDP∗

αβ = (Eβ , Aα, Tβ, Ωβ , Oβ , Rα), where:

(i) Eβ = {E−
β , E0

β , E
+
β } is the set of internal states of β;

(ii) Aα = {do-service, ask-service} is the set of actions available for α, with
do-service meaning that α should offer a service to β (exchange stage of type Iαβ),
and ask-service meaning that α should request a service to β (exchange stage
IIαβ);

(iii) Tβ = Eβ × Aα → Π(Eβ) is the state-transition function based on β’s person-
ality model, which, given β’s current state and the action performed by α, states a
probability distribution over Eβ (i.e., the probabilities that β will accept or refuse
the kind of exchange proposed by α);

(iv) Ωβ = {Nβ, Dβ, Cβ} is the set of observations that may be realized by α about the
information given by β about its virtual values;

(v) Oβ = Eβ × Aα → Π(Ω) is the observation function based on the personality
model of the agent β, which, given the action performed by α and β’s resulting
state, indicates a probability distribution over the set of possible observations Ωβ

(i.e., the probability that β will inform that it has debts, credits or none of them);
(vi) Rα = Eβ × Aα → R is the reward function for the agent α, given the expected

immediate reward gained by α for each action taken.

The solution of a POMDP∗
αβ , its optimal policy, helps the agent α to elaborate ex-

change proposals that may lead both agents towards the equilibrium. We use the Witness
algorithm [5] to compute the policy graphs for the resulting eighteen models, although
any other algorithm for POMDPs can be used.

5 Building BDI Plans from the POMDP∗
αβ Policy Graphs

In [6], it was presented a formal discussion on the relationship between the MDP de-
scription and the BDI description of an agent’s decision procedure. For a given agent in
a given environment, the state space, the set of actions and the state-transition function
may be considered to be the same for both descriptions. Then, since rewards are a means
for determining policies, and desires are a step on the way to determine intentions, these
two instrumental components can be effectively ignored. Indeed, the relation that should
be considered in detail is that between policies, in the MDP description, and plans to
achieve intentions, in the BDI description.

In fact, [6] showed that it is possible to obtain a BDI plan for a determined intension
in which the actions prescribed by the plan are the same as those prescribed by the MDP

4 The decomposition of the full POMDPαβ allowed to reduce the state space and to obtain
directly the BDI plans for each α’s current state, which may change after each exchange stage.
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policy through the plan’s intermediate states. Such plan is said to obey the MDP policy.
They proved that the plans derived from an optimal policy are those adopted by a BDI
agent that selects plans with the highest utility, and an optimal reconsideration strategy.

This correspondence holds under rather restrictive assumptions, in particular the op-
timality requirements, but ensures that the BDI plans generated reflect an optimal pol-
icy. If we are willing to relax the requirement for a set of plans to correspond to an
optimal policy, we can create plans under fewer restrictions.

Based on the considerations above and in the pseudocode for mapping MDP poli-
cies into intentions presented in [6], we developed the algorithm policyToBDIplans
to extract BDI plans from the POMDP∗

αβ policy graphs (Algorithm 1). This algorithm
was used to build a library of BDI plans for the internalized equilibrium supervisor. It
takes as input a policy graph and produces as result a BDI plan that follows the pol-
icy represented in that policy graph. In the transformation from a policy graph to a
set of BDI plans, nodes of the policy graph of a POMDP agent become achievement
goals for the BDI agent, and the arcs of the policy graph, representing observation-
based sequencing of actions in the POMDP agent, become plan rules for the BDI
agent.

Algorithm 1. Algorithm for mapping POMDP∗
αβ policy graphs into BDI plans

policyToBDIplan(Policygraph pg)
Policygraphline pl
BDIplan plan
BDIrule ruleN, ruleD, ruleC
set pl to firstLine(pg)
repeat

set ruleN to BDIrule(head={Node(pl)}, context={True}, body={act(Action(pl)), aGoal(Node(pl’))})
set ruleN to BDIrule(head={Node(pl’)}, context={ObsN}, body={aGoal(ObsN(pl))})
set ruleD to BDIrule(head={Node(pl’)}, context={ObsD}, body={aGoal(ObsD(pl))})
set ruleC to BDIrule(head={Node(pl’)}, context={ObsC}, body={aGoal(ObsC(pl))})
addBDIrules {ruleN, ruleD, ruleC} to plan
advance ln

until ln beyond lastLine(pg)
return Plan

For example, if the agent α (with an internalized equilibrium supervisor) is interact-
ing with an egoist agent β, and its current state is E0

α, the policy graph of the related
POMDP0

αβ , which is the input for the algorithm policyToBDIplans, is presented in Ta-
ble 3. Table 4 shows the rule for the goal State(01) of the BDI plan, in the AgentSpeak
language [4], extracted from those policy graph by the algorithm policyToBDIplans.

6 Simulation of Personality-Based Social Exchanges

The implementation of the personality-based social exchange simulator was done in
AgentSpeak using Jason [4]. For each personality trait, we performed 20 simulations of
unsupervised and 20 simulations of supervised exchange processes of 500 interactions
each, which allowed us to calculate the average balance of exchange values and the av-
erage number of proposed and accepted/rejected exchanges. Each simulation generated
a graphic of the evolution of the material results of the agents in 500 interactions. The
equilibrium state was considered as the interval [−2, 2].
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Table 3. Policy graph of the POMDP0
αβ for

an egoist agent β

Node Action Obs. N Obs. D Obs. C
01 00 25 19 01
15 00 23 19 19
19 01 26 19 01
22 01 28 19 01
23 01 30 19 01
25 01 31 22 01
26 01 32 22 01
28 01 34 23 01
30 01 34 25 01
31 01 34 26 01
32 01 34 28 01
33 01 34 14 01
34 01 34 15 01

Table 4. Rule for achievement goal State(01),
extracted from the policy graph of Table 3

+!State(01): True ->
act(do-service),
!State(01’).

+!State(01’): obs==N ->
!State(25).

+!State(01’): obs==D ->
!State(19).

+!State(01’): obs==C ->
!State(01).

Encoding: 00=action do-service, 01=action ask-service

6.1 Unsupervised Personality-Based Social Exchanges

We have built a test agent α that randomly proposed exchanges of types Iαβ or IIαβ to a
personality-based agent β, in order to analyze the behaviour of the personality model in
unsupervised interactions. The average balance of material exchange values of a toler-
ant agent β was -67.2 and it refused only 20% of α’s exchange proposals. On the other
hand, an equilibrium fanatic agent β accepted only 16.9% of α’s exchange proposals,
staying in the equilibrium zone in the most part of the time with an average balance of
material exchange values equal to -0.04, obstructing the continuity of interactions. The
average balance of material exchange values of an altruist agent β was -950.5, show-
ing its preference by performing services for α instead of accepting services from him
(it accepted 80.6% of exchange stages of type IIαβ and 29.5% of exchange stages of
type Iαβ). On the other hand, an egoist agent β presented average balance of mate-
rial exchange values of 1,473.4, which showed its preference for receiving services (it
accepted 89.5% of exchange stages of type Iαβ and 10.4% of stages of type IIαβ).

Figure 1 shows examples of simulations of unsupervised exchanges between the test
agent α, and tolerant (b) and altruist (d) agents β.

6.2 Supervised Personality-Based Social Exchanges

In supervised exchanges, with a supervision degree of 100%, the simulations showed
that the agent α (with the internalized equilibrium supervisor) was really effective in its
interactions with a tolerant agent β, with an average of 80% accepted exchanges, where
β’s average balance of material exchange values achieved -0.37 (i.e., controlled in the
equilibrium zone). Even a supervision degree of 50% is sufficient to get the equilibrium,
with β’s average balance of material exchange values of -0.67.

Considering supervised exchanges, with a supervision degree of 100%, between α
(with the internalized equilibrium supervisor) and an altruist agent β, β’s average bal-
ance of material exchange values was -1.84 (i.e., in the equilibrium zone). The agent
α generated more exchanges stages of type Iαβ (79.8%) than of type IIαβ , in order to
promote exchanges in which β could increase its material results. Supervision degrees
around 90%, although not effective in leading β to the equilibrium, might be able to
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(a) Unsupervised exchanges (b) Supervision grade of 100%

(c) Unsupervised exchanges (d) Supervision grade of 100%

Fig. 1. Examples of simulations of the behaviour of a personality-based agent β in 500 exchanges

increase its results (in this case, β’s average balance of material values increased 99.5%,
in comparison with unsupervised exchanges).

We obtained analogous results for supervised exchanges, with a supervision degree
of 100%, for an egoist agent β, where α generated more exchanges stages of type IIαβ

(71.7%) than of type Iαβ and β’s average balance of material values was 2.0. Using a
supervision degree of 90%, β’s average balance of material exchange values was 3.5,
representing a decreasing of 99.8%, in comparison with unsupervised exchanges.

However, simulations showed that it was difficult to lead a strong altruist agent β to
the equilibrium, do to its non-realistic self-evaluation of its virtual results. However, α
succeeded in increasing β’s average balance of material exchange values to -5.2 (99.5%
in comparison with unsupervised exchanges). Analogous results were obtained for a
strong egoist agent β, where β’s average balance of material exchange values was 7.6
(a decreasing of 99.5% in comparison with unsupervised exchanges).

Figure 1 shows examples of simulations of supervised exchanges between agent α
(with the internalized equilibrium supervisor), and tolerant (a) and altruist (c) agents β.

The simulations showed that the proposed approach succeeded in helping the agents to
control, by themselves, the results of their personality-based exchanges, trying to main-
tain the material equilibrium. For a comparison with a centralized approach, see [3].
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7 Conclusion and Future Work

The paper leads toward the idea of the self-regulation of personality-based social ex-
changes, bearing the problem of taking decisions in partially observable contexts by
a hybrid approach, where BDI agents, with internalized equilibrium supervisors, have
plans constructed according to optimal policies of POMDPs modeled to solve the prob-
lem of the equilibrium/continuity of personality-based social exchanges. For that, we
formally defined a set of 18 POMDP models for the internalized equilibrium supervi-
sor, according to both the internal state of the agent that carries the supervisor and the
personality model of its partner in the interaction. Based on the formal discussion on
the relationship between the BDI architecture and the POMDP model, presented in [6],
we developed the algorithm policyToBDIplans to extract BDI plans from the policy
graphs obtained with the Witness algorihtm, which are the solutions of the POMDPs.

The various simulations that we produced showed that the proposed approach is vi-
able and may be a good solution in contextual applications based on the theory of social
exchanges, such as the ones presented in [3] (a politician/voters scenario), [10] (part-
ners selection, formation of coalitions, cooperative interactions in the bioinformatics
domain) and [11] (sociability in a virtual bar scenario).

We point out that although the agents do not have access to the internal states of each
other, they do know the personality model of each partner. Future work will consider to-
tally non-transparent agents (agents that totaly restrict external access from the others).
In this case, the supervisor will have to be able to recognize and maintain an adequate
model of the agent’s personality traits, based on observations of their behaviors.
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Abstract. Patrolling refers to the act of walking around an area, with
some regularity, in order to protect or supervise it. A group of agents
is usually required to perform this task efficiently. Previous works in
this field, using a metric that minimizes the period between visits to
the same position, proposed static solutions that repeats a cycle over
and over. But an efficient patrolling scheme requires unpredictability,
so that the intruder cannot infer when the next visitation to a position
will happen. This work presents various strategies to partition the sites
among the agents, and to compute the visiting sequence. We evaluate
these strategies using three metrics which approximates the probability
of averting three types of intrusion - a random intruder, an intruder that
waits until the guard leaves the site to initiate the attack, and an intruder
that uses statistics to forecast how long the next visit to the site will be.
We present the best strategies for each of these metrics, based on 500
simulations.

1 Introduction

Patrolling an environment can be seen as finding efficient ways of performing
visits to all the important points of a given area. This task can be considered
inherently multiagent-like since in most cases the process will be started in a
distributed manner, by a group of agents. Research on multiagent patrolling,
however, is not limited to patrolling real-world problem, but they can find ap-
plications on several domains, such as network security systems and games. In
other words, patrolling can be useful in any domain characterized by the need
of systematically visiting a set of predefined points. Additionally, it is important
to keep the visit order secret, since an intruder could use it to plan a path that
avoids being seen by the patrols.

The existing works in the area give priority to shorten the time spent between
visits to all the regions in the environment, proposing methodologies without
any kind of variation in the order which the points are visited. Although these
methods achieve an efficient way of performing the visits, the order with which
the nodes are visited can be easily deducted by any external intruder. By knowing
the visit-order and the period between visits, an intruder can mount a successful
intrusion. For example, if the intruder knows that a security guard visits a safe
with a combination lock every 50 minutes regularly, he may successfully open
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the lock, even if the whole process takes longer than 50 minutes. By interrupting
his attempt just before the guard arrives and hiding, and because his attempt
does not leave a traces in the lock that can be recognized by the guard, the
intruder will have time to try all lock combinations until he can open the safe.
Of course if the intruder is trying to open the safe by cutting it with a welding
torch, the interruption trick will not work. If cutting the safe takes 60 minutes,
then a guard that returns every 50 minutes guarantees that the intrusion will be
stop. But if cutting the safe takes 40 minutes, and the intruder can wait until
the guard leaves the safe to start the attack, then a fixed period of 50 between
visits will not detain the intrusion. Thus, depending on the type of intrusions,
unpredictability of the period of the visits, or at least variability may be more
important than shortening the period.

In this work, we will model the problem of patrolling as a problem of visiting
vertices in a graph. The patrol will move from vertex to vertex, transversing the
edges. Each edge has a value that corresponds to the time needed to traverse it.
Each vertex is a place that needs to be observed for intruders, but we will assume
that such observation are instantaneous. Each patrol will be called an “agent”.
The intruder will choose a vertex, and will stay some time at that location to
achieve the intrusion or attack. If a patrol visits the vertex while the intruder
is there, the attack has been averted. If not, the attack is successful and the
patrolling task failed. Intruders do not move in the graph.

The multiagent patrolling task can be partitioned into two almost orthogonal
decisions: if and how to divide the work, and how to select the visiting sequence
for each agent. The first decision is whether all agents will patrol the whole
graph or if each one will have a different subgraph to patrol. We call the second
alternative the decision to partition the graph, and for the lack of better name, we
call the alternative a non-partitioning decision. If the graph will be partitioned,
then one has to decide on how to select the subgraphs that will be assigned to
each agent. We call it the partition algorithm.

Independent of the partitioning decision, one has to select the sequence of
vertex visitation for each agent. We call this the sequencing algorithm. In this
paper we will only deal with homogeneous agents, that is, they all use the same
sequencing algorithm. The combination of the partitioning decision, the partition
algorithm (if needed) and the sequencing algorithm is known as a strategy.

This paper is organized as follows: the next section briefly describes previous
works on multiagent patrolling; section 3 introduces our approach in details;
section 4 presents an experimental evaluation; and, in section 5, we discuss the
results and directions for the future.

2 Related Work

The use of multiples agents, acting cooperatively or not, to perform search of in-
truders or a patrolling tasks, have been studied by many researchers. [1] proposed
the combination of map-learning and pursuit of invaders in a single problem, us-
ing a greedy policy that directs the pursuers at each instant to the location
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that maximize the probability of finding an invader. [2] studied the problem of
generating near-optimal trajectories that will be followed by several agents to co-
operatively search for targets in an environment with some a priori information
about the target distribution. [3] investigated multiagent pursuit of targets that
become observable for short time periods, this is used by each agent to estimate
the next position of any intruder. [4] studied the use of stochastic rules to guide
agents motions in order to perform the surveillance task. Their main interest was
to define the rate at which the Markov chain converges to its steady state distri-
bution. Thus they have not defined any evaluation criteria to precisely measure
effectiveness of their strategies, and have not made any comparison with other
possible architectures.

Very relevant to this work, is the work of Machado et al[5], which was fol-
lowed by others [6,7,8,9]. These works also model the problem of patrolling as
graph traversal. Their goal was to reduce the period between two consecutive
visits to any vertex. In [5] they explore different alternatives for a local decision
(by each agent) on the next vertex to visit, based on properties of the agents
and communication abilities. [8] considered the use of reinforcement learning to
discover plans for traversing the graph. All these are variations to the sequenc-
ing algorithm. [9] explores alternatives for the partitioning algorithm based on
different alternative of negotiations protocols among the agents.

[6] uses the well-know travelling salesman problem (TSP) as a sequencing
algorithm. Consider the problem of minimize the period between two consecu-
tive visits to a vertex. This problem can be seen as finding the minimal cycle
that contains all the vertexes in the graph, which is exactly the TSP definition.
Although this is a NP-hard problem, there techniques to solve TSP can now
determine the optimal result on very large instances of the problem. The stan-
dard TSP solution is designed for one agent traveling the graph. Two multiagent
extensions were proposed: the first dispose the agents on the TSP-cycle, keep-
ing an approximate distance between them. The second strategy partitions the
graph into disjoint regions, each agent is assigned to patrol one region. Except
for specific cases, the cyclic strategy achieved better result. As the expected, the
TSP-based solution achieved the best results of all other alternatives for most
cases.

3 The Probabilistic Patrolling Problem

3.1 Evaluation Criteria

We define three evaluation criteria for any solution to the problem. These criteria
are approximations to detecting an attack by three different kind of intruder.

The random intruder will start an attack on a random node at a random
time. The attack must last A to be successful. If within the time interval A, a
agent visits the attacked vertex, the intrusion is averted.

The waiting intruder will wait (hidden) until the agent leaves a (random)
vertex and start the attack then.
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The statistical intruder will collect statistics on the period between visits
to a random node and will initiate the attack whenever the data assures that
it is safe to attack. The statistical intruder keeps a visit history, and computer
the correlation ρ between the period of two consecutive visits to its goal node.
Given that the last period to visit the node was x, the attacker will search the
visit history to the node and find out the closest period to x in the record, and
discover the following visit period y. If y × ρ > A the intruder will initiate the
attack. ρ is a measure of how certain the intruder is that the next period will be
y (because it was so in the past).

These intruders are in an increasing order of sophistication. The metrics are
approximations to the probability of averting each of these intruders. PRI(A) is
the probability of catching a random intruder with attack of length A. PWI(A)
is the probability of catching a waiting intruder, and PSI(A) is the probability
of catching a statistical intruder.

3.2 Sequencing Algorithms

We discuss two main alternatives to the sequencing algorithm. The random walk
alternatives, have high variability and unpredictability, while the TSP-based
solutions achieve shorter visiting periods, but have lower variability.

Random walk based: The intuitive idea of the random walk is to take suc-
cessive steps, each one in a random direction. In graphs, random walks are
discussed in [10]. There are theoretical results that with enough time every ver-
tex in a graph will be reached, and there are lower and upper bounds to cover
completely a graph. Since, every vertex will be visited in a random walk, one can
consider using random-based solutions as the sequence algorithm. We propose
two random based algorithms:

– Local random algorithm: The agent will choose randomly one vertex
among all the adjacent nodes.

– Global random algorithm: The agent will choose randomly any vertex of
the graph to be the next objective-node. To reach this vertex in case there is
no direct edge between the current vertex and the objective-node, the agent
will use the shortest path between them.

TSP-Based: As discussed above, a solution to the travelling salesman problem
(TSP) on the graph is clearly a sequence that will minimize the period between
visits to each node in the graph. But this solution has no variability or unpre-
dictability, and thus will not stop some of the intruders discussed above. But
given the TSP solution to a graph, there are alternatives to add variability to
the sequence of visits.

– Original TSP: This is the sequence generated by the TSP solution of the
graph. The TSP cycle is repeated continuously until the end of the task.

– TSP with local visits: The TSP cycle is covered over and over, but for
each node visited, the agent decides randomly with probability LV% if a local
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visit will be performed or not. A local visit consists in visiting one neighbor
of the current node, after this the agent returns to the original node and the
next node in the cycle will be visited.

– TSP with local changes: This algorithm proposes that for each cycle the
agent will perform a random local change in the TSP-cycle. Two nodes are
chosen randomly and the order in which they appear in the TSP-cycle is
exchanged. For example, if the original TSP-cycle was {v1, v2, v3, v4, v5, v6},
and the two nodes chosen were v2 and v5 then the new cycle would be:
{v1, v5, v3, v4, v2, v6}.

– TSP rank of solutions: This algorithm is based on the fact that although
there may be only one optimal solution, sub-optimal solutions to the TSP
problem may also be efficient, and will provide variability. It is possible to
some branch and bound TSP solvers to generate also other, sub-optimal
solutions. Every time a feasible solution is found, it is stored in a priority
queue. The TSP solver will return not only the optimal solution (which is the
first element in the queue), but the K first elements of the heap, provided
the cost of each solution is less than twice the cost of the optimal solution.
The TSP rank of solutions algorithm will for each cycle, choose randomly
one of the K solutions returned by the altered TSP solver.

3.3 Partitioning

Non-partitioning Cyclic Strategy: In this strategy all the agents will act
with the same set of nodes. Although the vertices which the agents will have ac-
cess are the same, they will act independently making their decisions without any
influence from others agents. Nevertheless, it is very important to defined a way
in which the agents will be distributed initially in the graph. Two alternatives
are presented:

– Random cycle: in this alternative the agents will be distributed randomly
through all the vertices of the graph, the only criteria followed was that one
vertex can not be assigned to more than one agent.

– Approximate equal distance cycle: the second alternative distribute
the agents equidistantly in the TSP-cycle, that is, from one agent to the
next in the cycle there exists a constant distance, that will be repeated to
all the agents. This constant distance is equal to the optimal TSP-solution
size divided by the number of agents. In many cases, however, the perfect
distribution of the agents will not be possible. Hence, this strategy finds
the best, but not necessarily optimal solution. This is achieved by verifying
all the possibilities and choosing the one which less distortion of the ideal
equidistant distribution.

Partition algorithms: The problem of partitioning a graph is well known and
important in a wide range of applications. There are, however, many possible
approaches to perform this task, all of them based on different premises and
goals. Three possibilities were explored in this work.
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– Multilevel graph partitioning: This partitioning scheme gives priority to
the size of the resulting partitions. Although, for the multiagent patrolling
problem a fair partitioning of the graph is one where the distances travelled
by each agent are equal, we approximate this requirement to determining
subgraphs with approximately the same number of vertexes.

– K-Means: We use the K-means clustering algorithm [11] to partition the
graph in K clusters based on the euclidean distance of each vertex to the
prototype of each cluster (see section 4.1 for the discussion on “euclidean
distance” of vertexes).

– Agglomerative hierarchical clustering: Agglomerative hierarchical clus-
tering [11] is also a clustering algorithm, and in particular using the single
linkage alternative for metric for the algorithm seems to closely correspond
to the idea that close by vertexes should be joined into the same cluster, and
that each agent should be responsible for one of the K clusters.

After the partitioning process, each agent will be assigned to each partition.
And without any influence or knowledge about another agents, the patrol task
will be performed in its partition.

4 Results

4.1 Experimental Scenario

To evaluate the different alternatives, we developed a graph generator that gen-
erates instances of a patrolling problem. We will now describe the way graphs
are generated. Parameters of the generation process will be written in uppercase,
and are defined manually.

1. Randomly decide the number of vertices n ≤ MAXn that the graph will
contain. The vertices will occupy a 2D square of size MAXc

2. Each vertex v ∈ V have their 2D coordinates chosen randomly provided that
different vertexes are sufficiently distant from one another, that is ∀(v1 �=
v2) ∈ V, dist(v1, v2) ≥MINdist where dist(v1, v2) is the euclidean distance.

3. Create edges between each pair of vertexes and randomly select elimv <
CHelim of those edges to be eliminated, but keeping the graph connected.

4. For each edge e that remains in E, calculate the euclidean distance between
vertexes W − e. With probability 1 − CHd the weight of the edge will be
We and with probability CHd the weight will be the distance multiplied by
a distortion De randomly selected from 1 to MAXd.

4.2 Simulation Details

In our experiments we used 500 graphs, the minimal distance between vertexes
(MINdist) was 2, the size of the 2D square (MAXc) was defined as 100× 100.
Each graph had between (MINn) 80 and (MAXn) 100 vertexes. The chance of
an endge has its weight distorted (CHd) was 15% and the distortion (MAXd)
was at most 20%. The chance of an edge been removed (CHelim) was 5%. Each
experiment were run with 2, 4 and 6 agents. For each of the 500 evaluation
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scenarios created, we ran all strategies. Each simulation had a total time execu-
tion limited by 100× TSPcycle, where TSPcycle is the time needed to travel the
TSP-cycle of the graph. Each time we used the k-means to partition a graph,
the algorithm was executed five times, with different seeds, and the best solution
was chosen.

For the TSP based solutions, we used TSP solvers based on 1-tree relaxation of
the branch and bound algorithm (see [12]). For the multilevel graph partitioning,
we used the software METIS [13].

The PRI, PWI, and PSI are evaluated on just one randomly selected vertex
of the graph. To calculate the PRI we use a Monte Carlo approach - given all
visit times for the vertex, we generate 50 random attacks for each simulation,
and count the number of failed attacks. The PWI and PSI are calculated deter-
ministically - for each simulation we compute the number of failed attacks, and
the number of tries. We used 5 different attack intervals based on the TSP-cycle
divided by the number of agents, which we abbreviate as T/n: 1

8×T/n, 1
4×T/n,

1
2 × T/n, 1× T/n and 2× T/n.

4.3 Results

Tables 1, 4.3 and 3 are the main results of this work. They list for all attack
intervals, the average rate with which the intrusion was averted in the five best
solutions found considering separately each evaluation criterion. We calculated
this average rate considering only experiments that have at least one attack try.
The tables are ordered by decreasing value of general effectiveness (the average
for all values). Table 1 is the data for PRI, table 4.3 for PWI, and table 3
for PSI.

Table 1. PRI

Number of Partition Sequencing PRI(%)
Agents Scheme Algorithm 1

8 × T
n

1
4 × T

n
1
2 × T

n
1 × T

n
2 × T

n

K-Means Original TSP 12 24 47 91 100
K-Means TSP local visits 11 22 44 84 99

2 Equal distance cycle Original TSP 12 23 43 76 99
K-Means TSP rank 11 22 43 79 98

Random cycle Original TSP 12 23 43 74 99

K-Means Original TSP 12 23 47 87 100
K-Means TSP local visits 11 22 44 83 99

4 K-Means TSP rank 11 22 42 77 98
Hierarchical Original TSP 12 24 44 68 93

Equal distance cycle Original TSP 12 23 41 69 94

K-Means Original TSP 13 25 49 87 100
K-Means TSP local visits 12 24 48 85 100

6 K-Means TSP rank 12 23 45 78 98
Hierarchical Original TSP 12 24 46 76 96
Hierarchical TSP local visits 12 23 45 73 94



Probabilistic Multiagent Patrolling 131

Table 2. PWI

Number of Partition Sequencing PWI(%)
Agents Scheme Algorithm 1

8 × T
n

1
4 × T

n
1
2 × T

n
1 × T

n
2 × T

n

Random cycle Original TSP 7 12 25 50 100
Equal distance cycle Original TSP 6 11 25 50 100

2 Equal distance cycle TSP rank 7 14 26 50 89
Random cycle TSP rank 7 13 26 50 89
Random cycle TSP local visits 6 12 24 46 89

Random cycle Original TSP 8 17 32 57 88
Equal distance cycle Original TSP 8 16 32 57 88

4 Random cycle TSP rank 9 17 32 56 85
Equal distance cycle TSP rank 9 17 32 56 85
Equal distance cycle TSP local visits 9 16 31 54 83

Equal distance cycle Original TSP 9 19 35 60 87
Random cycle Original TSP 9 19 35 59 87

6 Random cycle TSP rank 10 19 34 58 85
Equal distance cycle TSP rank 10 19 34 58 84
Equal distance cycle TSP local visits 9 18 33 56 83

Table 3. PSI

Number of Partition Sequencing PSI(%)
Agents Scheme Algorithm 1

8 × T
n

1
4 × T

n
1
2 × T

n
1 × T

n
2 × T

n

Random cycle TSP rank 6 10 17 28 81
Equal distance cycle TSP rank 6 11 18 28 72

2 Equal distance cycle TSP local visits 6 12 22 29 44
Random cycle TSP local visits 5 11 20 27 43

Multilevel partition TSP local visits 1 4 7 10 56

Random cycle TSP rank 8 16 29 51 100
Equal distance cycle TSP rank 9 16 29 50 92

4 Random cycle TSP local visits 8 15 26 50 88
Equal distance cycle TSP local visits 8 14 26 47 80
Equal distance cycle TSP local changes 7 13 24 44 85

Random cycle TSP rank 10 18 33 59 100
Equal distance cycle TSP rank 10 18 33 57 100

6 Random cycle TSP local visits 9 16 31 55 100
Equal distance cycle TSP local changes 8 15 28 48 94

Random cycle TSP local changes 8 15 27 48 90

5 Discussion and Conclusions

The reliable patrolling is a complex problem, requiring solutions that integrate
efficiency and unpredictability. The main contribution of this paper consists
into presenting 3 new metrics to evaluate the patrolling problem. Each metric
considers different kinds of invaders. Based on this metrics we proposed and
compared various partition schemes and sequencing algorithms.
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Our results point out that for invaders that act randomly - the attack is made
without any knowledge about the agents - the traditional partitioning schemes
are more effective than use non-partitioning strategies. However, when the at-
tacker have some information about the agents, like an historical of visits to
a specific place, or even if the invader can only perceives when an agent visit
some place, the non-partitioning strategies perform better. It is also important
to notice that in the non-partitioning strategies the best equal distance distri-
bution of the agents not necessarily guarantee a better solution, since a random
distribution can also contribute to the unpredictability of the strategy. Another
important result is that for invaders that use statistical information to plan his
actions the sequencing algorithm that achieve the best results were the TSP
rank, which is not a static solution, like the original TSP strategy. This corrob-
orate our assumption that unpredictability is an essential characteristic to the
patrolling task. And as a general rule, random walk based sequencing algorithms,
although very unpredictable, have so long periods between visits, that they are
not usefull to avert any of the three attackers modeled.

When the attacker acts randomly or with very restricted information, perform
the TSP cycle over and over was the best solution found. This happens because
this approach finds the cycle that covers all the nodes with the minimal time
needed, so it maximizes the number of times that all the vertexes will be visited,
raising the chances that an agent averts an invasion from a random or almost-
random invader.

The solutions proposed in this paper are mainly centralized solutions. For
example, the TSP with local visits selection depends on calculating the TSP
solution to the graph, which requires not only global knowledge of the graph but
enough computational power. But once the solution is computed and distributed
to the agents, they each perform based on local decisions, regardless of the
other agent’s decisions. Other architectures, for example, the global random
architecture are also based on local decisions, and require global knowledge of
the graph, but are not that computationally expensive.

From one point of view, if the terrain being patrolled is static, and if the pa-
trolling will last for a long time, then it is probably worth to compute the “best”
solution to the problem in a centralized way. In situations in which a global
knowledge is not possible, or it is not worth to gather all the local knowledge
into a global one, and spend time computing the best solution, a distributed way
of achieving the solution could be interesting, and our results can be seen as an
upper bound to what can be achieved with the distributed problem solving.

Extensions to this work include, for instance, analysis of more other strategies,
modifications on the scenario generator to include new specific cases; inclusion
of new characteristics to the patrolling task, for example, prioritized regions and
dynamic topologies. Another important extension is to study the scenario where
there is redundancy in the number of agents that visits a place, so that the
compromise of one/few patrolling agent does not compromise the system as a
whole.
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Abstract. In this work we investigate two approaches for representing
and reasoning about knowledge evolution in Multi-Agent System MAS.
We use the language of the Logic of Time and Knowledge TKL [5] as a
specification language for the whole system, and for each agent, we use
Knowledge Based Programs KBP, [4]. We propose a method to translate
a a KBP system into a set of TKL formulas. The translation method
presented provides an strategy to model and prove properties of MAS
without being attached to local or global representations, giving the al-
ternative to switch from one representation to another. We also present
a formal model of computation to our KBP system and prove the cor-
rectness our translation function w.r.t. this model.In order to illustrate
usefulness of the translation method two examples are presented: the
Muddy Children Puzzle and the Bit Exchange Protocol.

Keywords: Temporal Logic, Epistemic Logic, Knowledge Based Pro-
grams.

1 Introduction

When representing a Multi-Agent System( MAS) we have two main approaches.
We can look at the system by means of agents’ individual behavior or as a global
unity reacting to the surrounding environment.

For the global approach, we use the Language of the Logic of Time and Knowl-
edge TKL [5], to specify the global behavior of MAS’s. TKL is a language capable
of representing knowledge evolution in a group of agents.

For the individual agent’s approach, we use Knowledge Based Programs (KBP)
[4], which aims to describe the activities of a MAS considering agent’s knowledge
and abstracting from implementation details. In this approach a MAS is a collec-
tion of KBP’s, one for each agent, that executes in accordance with knowledge
tests applied to the agent’s local state.

Using TKL formulas, it is possible to formally verify interesting global proper-
ties of the system, as deadlock, agreement, global stability, distributed knowledge
and everybody’s knowledge. On the other hand, there is a great variety of prob-
lems that can be represented by a KBP. Whenever we obtain a specification of
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a KBP expressed in TKL from the KBP system, we would get both a concise
global representation of the whole system and a framework for checking global
properties using theorem provers available [1]. Our approach differs from [7,8]
because they use model checking techniques to verify temporal and epistemic
formulas while, in our case, we extract formulas from a MAS and, using some
proof system, we can prove some desirable properties.

In this work, we present a translation method to generate a specification in
TKL from a set of KBP’s composing a MAS. The translation is made by a
translation function that receives as input a KBP system and outputs a set of
formulas in TKL language. We also propose a execution model for the KBP
system and show that the formulas generated hold in this model.

This method offers an strategy to model and verify MAS’s in two levels: local
and global, allowing one to switch from one representation to another. Sections
2 and 3 present TKL and the KBP formalisms. Section 4, defines the translation
methods. Section 5 proposes the computation model and proves the correctness
of the translation function. Finally, in section 6 we state our conclusions.

2 A Language for Knowledge and Time

The language is a propositional multi-modal language [5,4]. For each agent i,
there is a modality Ki representing knowledge from agent’s i point of view, Kiϕ
means that “agent i knows ϕ”. We also include modality Bi, the dual of Ki.
Finally, we have temporal operators © (next), � (always) and Until .

Formulas of TKL are given by the following grammar:
ϕ ::= p| ⊥ |¬ϕ|ϕ∧ψ|ϕ∨ψ|ϕ→ ψ|Kiϕ|Biϕ|©ϕ|ϕUntilψ|�ϕ , where p ranges

over the set Prop of propositional symbols and i over the set of agents.

3 Knowledge-Based Programs

Most models for distributed systems suggest that each entity is a program that
executes its actions in accordance with tests applied to agent’s local state [6].
Each test together with its associated actions is called a guard. Knowledge Based
Programs were defined in [4], it contains knowledge tests to agent’s local state.

Standard Program KBP

Program Progi Program KBPi

initial: initial conditions initial: initial conditions, initial knowledge
repeat repeat

case of case of
(a) test 1 do action 1 (a) test 1 ∧ knowledge test 1 do action 1
(b) test 2 do action 2 (b) test 2 ∧ knowledge test 2 do action 2

· · ·
end case end case

until termination test until knowledge termination test
end end
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The Muddy Children Puzzle offers an interesting study about the knowledge
involved in a MAS. It consists of a system formed by n children and their father.

We start with n children playing together. The father tell them that they
should not get dirty. It happens that some of the children get mud on their
foreheads. Each child can see the mud on the others forehead, but not on his
own. After some time, the father returns and says: “At least one of you has
mud on your forehead”. Then, he keeps asking the following question, over and
over: “Does any of you know whether you have mud on your own forehead?”
Suppose that all children are perceptive, intelligent, truthful, and they answer
simultaneously. If there are k muddy children, in the first k−1 times, all children
will answer ‘NO’, but in the kth time the muddy children will all answer ‘YES’.

Each child on the Puzzle can be modelled as a KBP. KBP, where

program MCi %% version 2
initial: Kipj , for j ∈{% set of muddy children agent i sees%}

Ki(
∨

x=1..n px) %% At least one child is muddy
repeat

case of
(a) initiali ∧ childheardi ∧ Kipi do say ‘YES’
(b) initiali ∧ childheardi ∧ ¬Kipi do say ‘NO’
(c) childheard yesi ∧ ¬Kipi do learn Ki¬pi

(d) childheardi ∧ ¬ childheard yesi∧
Bi(¬pi ∧ B1(¬p1 ∧ · · · ∧ Bk−2(¬pk−2 ∧ Bk−1(¬pk−1 ∧ Kkpk)) · · ·))) do

learn Bi(¬pi ∧ B1(¬p1 ∧ · · · ∧ Bk−2(¬pk−2 ∧ Kk−1(pk−1 ∧ Kkpk)) · · ·)))
say ‘NO’

(e) childheardi ∧ ¬ childheard yesi ∧ Bi(¬pi ∧ Kjpj), for j <> i do
learn Kipi, say ‘YES’

end case
until Kipi ∨ Ki¬pi

Proposition childheardi stands for “Child i just heard father’s question”, and
proposition pi stands for “child i is muddy”, and propositions initiali and child-
heard yesi stands for “Program MCi is in the first round” and “Child i heard
answer Yes from any other child” respectively. The command learn denotes the
action of acquiring a piece of knowledge. It would be interesting to provide some
explanation about the formula in guard (d), when the father asks if somebody
already knows if there is mud on its forehead, the state of knowledge of each
agent changes from:

Bi(¬pi ∧B1(¬p1 ∧B2(¬p2 ∧ · · · ∧Bk−2(¬pk−2 ∧Bk−1(¬pk−1 ∧Kkpk)) · · ·)))
to: Bi(¬pi ∧B1(¬p1 ∧B2(¬p2 ∧ · · · ∧Bk−2(¬pk−2 ∧Kk−1(pk−1 ∧Kkpk)) · · ·)))
which means that as agents learn more and decrease their uncertainty, some of
their beliefs are confirmed and turned into knowledge.

The complete specification of the MAS as a KBP system can be obtained by
the composition of all MCi programs.
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4 Translating KBPs into TKL formulas

The translation process consists on applying some rules of transformation to
each KBP that belongs to the system. To formalize the translation method, we
define these rules as a function from KBP systems into a set of TKL formulas.
First, we give an intuitive overview of the complete process.

Formulas at the initial section of a KBP are put in the set of formulas cor-
responding to the MAS specification. They represent facts that are true at the
beginning of the system. If a formula is preceded by operator Ki, for some i,
then it represents local knowledge for agent i, and does not interfere with other
agents’ knowledge. On the other hand, formulas that are not preceded by a
modal operator for knowledge represent global information.

Example: Bit Sender KBP
keeps sending a bit to its partner, Bit Receiver KBP, until convinced
the bit was correctly received
program BtS

initial: Ks(bit = 0), assuming that zero is the initial value of the bit
Ks(bit = 0 ∨ bit = 1)

repeat
case of
(a) ¬KsKr(Bit) do sendbit
end case

until KsKr(Bit)
end

The formula KrBit stands for Kr(bit = 0) ∨ Kr(bit = 1).From the initial
section, we can extract formulas Ks(bit = 0) and Ks(bit = 0 ∨ bit = 1). The
guards of the KBP correspond to the preconditions of a section of actions (or
commands). Actions affects the system and consequently other agents, so when
representing state change rules in a MAS, we generate, for each guard of the
program, a rule of the kind: cause → consequence; where cause corresponds
to the precondition implied by the guard, and consequence to the effect of the
actions associated to that guard. The test of a guard is already TKL formula,
but actions have to be translated; it is necessary to identify the effect caused by
each action and translate this effect into TKL.

Example: Bit Sender KBP
From guard (a) we identify: cause: ¬KsKr(Bit) consequence: sendbit
cause is already a TKL formula, but the action sendbit needs translation.

Propositions, evaluated at knowledge tests on the KBPs, represent important
information about state changes from the point of view of each agent. Actions
are the only way to change the truth value of propositions at knowledge tests.
So, the execution of an action at a KBP is translated into a set of TKL formulas
that change their values as consequence of action execution. Besides, actions
in the KBP representing agent i can affect agent i itself or other agents in the
system; actions that affect the agent itself have their results reflected at the right
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moment they are performed, but actions that affect other agents will only be
perceived in the next turn of the system.

Example: Bit Sender KBP
Action sendbit is a communication action. When talking about a system where
messages are safely delivered, its consequence is that agent receiver will learn
the bit value. As it is an action made by one agent that concerns another, it
must be preceded by the temporal operator: ¬KsKr(Bit)→©Kr(Bit)

Finally, we tackle the translation of the knowledge termination test. A KBP
finishes its execution when a termination condition is achieved, what corre-
sponds to say that the agent being modelled by this KBP is not capable of
doing any other action or perceiving anything else. Whenever all KBPs of the
system has achieved its termination condition, it should finish its computation
and whole system must halt. This can also be represented by a rule cause →
consequence, where cause corresponds to the conjunction of all KBPs termina-
tion condition formulas (

∧
∀i knowledge termination testi), and consequence to

the formula � ⊥.

Example: Bit Sender KBP
Termination condition will be made from the conjunction of Bit Sender KBP
termination test and the other KBPs involved, i. e., the Receiver’s.
KsKr(Bit)∧ knowledge termination testreceiver → � ⊥
The formula effect of actionn

i represents the fact that becomes true as conse-
quence of the action being performed. effect of actionn

i is a TKL formula involv-
ing propositional operators and operators for individual knowledge, if the action
affects only the agent who performed it; if the action affects other agents, it will
turn into a formula preceded by temporal operator ©, due to the fact that it
will only be perceived at the next turn of the system.

These rules can be formalized by a translation function ΨMAS that maps KBP
systems into a set of TKL formula. The function ΨMAS : P → 2L, where P is
a set of KBP’s and L is the set of all TKL formulas. ΨMAS can be defined in
terms of a subfunction ψmas from KBP items into formulas in TKL, based on
the rules explained above.

For each KBP of the system:
ψmas: initial section translation
For each knowledge logic formula ϕ at initial section: ψmas(ϕ) = �ϕ
ψmas: guards translation
For each guard G of the form:
testi ∧ knowledge testi do action1

i , action2
i · · · actionn

i

ψmas(G) = �(testi ∧ knowledge testi → effect of actionh
i ), if actionh

i affects only i
or
ψmas(G) = �(testi ∧ knowledge testi → ©effect of actionh

i ), otherwise
(for all actionh

i and 1 ≤ h ≤ n)
ψmas: termination condition translation
For knowledge termination test from all KBPs
ψmas(knowledge termination test = �(

∧
∀i knowledge termination testi) → � ⊥
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In order to illustrate the use of translation function ΨMAS we apply it to the
KBP of second example for the Muddy Children Puzzle, MCi version 2.
ψmas(Kipj): �Kipj, for j={% set of muddy children agent i sees%}
ψmas(Ki(

∨
x=1..n px)): �Ki(

∨
x=1..n px)

ψmas(a): �( (initiali ∧ childheardi ∧ Kipi) →©
∧

j∈G childheard yesj)
ψmas(b): �((initiali ∧ childheardi ∧ ¬Kipi) →©

∧
j∈G childheard noj)

ψmas(c): �((childheard yesi ∧ ¬Kipi) → Ki¬pi)
ψmas(d): �((childheardi ∧ ¬ childheard yesi∧

Bi(¬pi ∧B1(¬p1 ∧ ...∧Bk−2(¬pk−2 ∧Bk−1(¬pk−1 ∧Kkpk))...)))) →
Bi(¬pi ∧B1(¬p1 ∧ ... ∧Bk−2(¬pk−2 ∧Kk−1(pk−1 ∧Kkpk))...)))∧
©
∧

j∈G childheard noj)
ψmas(e): �((childheardi ∧¬ childheard yesi ∧Bi(¬pi ∧Kjpj), for j <> i) →

Kipi ∧ ©
∧

j∈G childheard yesj)
ψmas(Kipi ∨Ki¬pi): �(

∧
∀i(Kipi ∨Ki¬pi) → � ⊥)

With this specification in hands and with a proof method [5,1] in hands we
could prove some desirable properties:

For a group of n children where k have muddy foreheads:
For any turn m ≤ k, no children hears any affirmative answer.∧

i

©© · · ·©︸ ︷︷ ︸
m times

¬childheard yesi, for i = 1 to n

After k turns if child j is dirty, she knows it.

pj →©© · · ·©︸ ︷︷ ︸
k times

Kjpj

A child that is not dirty will only became aware of it after she hears an
affirmative answer.

¬pi → (¬Ki(pi ∨ ¬pi) until childheard yesi)

5 Relation between KBP and TKL Formulas Specification

In this section we introduce a model of computation for our KBP system and,
using this model, we prove the correctness of our translations function.

5.1 Model of Computation

Definition 1. We call each KBP program as an agent and the collection of
agents is a KBP system. Given a KBP system A, consider the following model
to compute A:

1. A network with m agents (m ≥ 2) connected by reliable fifo channels;
2. A set R of asynchronous runs (definition 3) of algorithm A;
3. A set E of events (definition 2) for all the runs of A;
4. A set C of consistent cuts (definition 7) for all the runs of A.
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Definition 2. The events reflect messages’ exchanging among the agents. The
event is the basic element in the definitions of time for asynchronous systems.
An event is defined as a tuple e = [ai, ti, si, s

′
i,M,M], where:

1. ai - the agent i for which the event e happens
2. ti - the agent’s local time when the event e happens
3. si - the agent’s local state that precedes the event e
4. s′i - the agent’s local state that succeeds the event e
5. M - the message received by the agent i associated to the event e
6. M - the messages sent by the agent i due to the event e

Definition 3. Given an KBP system A, each run r of it is a set Er of events
that describe a distributed computation of it. As the delivering time of the mes-
sages can vary, different orders of arrival define different events and hence dis-
tinct runs.

In this model, a run r of a KBP system A is illustrated by a graph of events’
precedence. Consider the diagram of the figure 1 as one possible run of the KBP
system. Each vertex in the precedence graph of the figure 1 represents an event
and the arrows represent the order the events happened.

Definition 4. Let e and e′ be the following causality relations:

– “e happened immediately before e′”, e → e′, if and only if one of the two
conditions happened:
1. e and e′ happened for the same agent i and, for times ti < t′i, there is

no other event e′′ for i at time t′′i such that ti < t′′i < t′i;
2. e and e′ happened for different agents i and j, and the message re-

ceived from j in the event e′ was sent from i in the event e, that is,
e = [ai, ti, si, s

′
i,Me,Me], e′ = [aj , tj , sj, s

′
j ,Me′ ,Me′ ], Me′ ∈ Me.

– “e happened before e′”, e→+ e′, if the relation →+ is the transitive closure
under the relation →, that is, when it happened one of the two conditions:
1. e→ e′

2. ∃e1, . . . , ek for some k > 0 such that e→ e1, . . . , ek−1 → ek → e′.

Note that the relation happens before (→+) is a partial order on the events.

Definition 5. Let Er be the set of events in the run r. Consider the Past and
the Future of e ∈ Er as:

Past(e) = {e′ ∈ Er|e′ →+ e};
Future(e) = {e′ ∈ Er|e→+ e′}.

Definition 6. Two events e and e′ are concurrent if and only if e did not happen
before e′ and e′ did not happen before e:
¬(e′ →+ e) ∧ ¬(e→+ e′).
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a1

a2

a3

EP(r) EF(r)

 Consistent Cut
  (Global State)

Inconsistent Cut

Fig. 1. Graph of Events’ Precedence and Consistent Cut

Definition 7. Let Er be the set of events in the run r. A global state or a
consistent cut c in r is a partition of E in two sets EP and EF such that, if
e ∈ EP then Past(e) ⊆ EP .

Therefore, a consistent cut divides the graph of events in two sets of events,
EP and EF , called, respectively, past and future with respect to the cut c.
The graph of the figure 1 illustrates two partitions or two states of the sys-
tem, but just one of them is a global state, that is, just one is a
consistent cut.

The relation →+ over the set of events E can induce a partial order relation
≤ over the set of global states (consistent cuts). Each run induces a sequence
(possibly infinite) of global states which we call a history.

Now we are ready to give a semantic to the TKL language presented in
section 2.

A model for TKL is a tupleM = 〈S,H, l, R1, R2, · · ·〉 where S is set of global
states, H is the set of all possible histories over S (H ⊆ SIN), l is a labelling
function l : S → 2Prop, and for every agent i, Ri is an infinite sequence of
equivalence relations, i. e. for any k ∈ IN, on Rk

i is an equivalence relation on
SIN

k , the set of all possible histories at instant k. The intuitive meaning for Rk
i

is that any two histories ω and τ are equivalent with respect to i and k if the
knowledge that agent i has gathered about the world and its history up to instant
k is not enough for her to distinguish between ω and τ .

The notion of satisfaction of a formula ϕ in model M for a history σ and
state k ∈ IN is defined as follows:

1. M, k, σ |= p iff p ∈ l(σk);
2. M, k, σ |= ¬ϕ iff not M, k, σ |= ϕ;
3. M, k, σ |= ϕ ∧ ψ iffM, k, σ |= ϕ andM, k, σ |= ψ;
4. M, k, σ |= Kiϕ iffM, k, τ |= ϕ for all histories τ such that (σ, τ) ∈ Rk

i ;
5. M, k, σ |= Biϕ iffM, k, τ |= ϕ for some history τ such that (σ, τ) ∈ Rk

i ;
6. M, k, σ |=©ϕ iffM, k + 1, σ |= ϕ;
7. M, k, σ |= �ϕ iff for all n ≥ k M, n, σ |= ϕ;
8. M, k, σ |= ϕ Until ψ iff for all n ≥ k such that M, n, σ �|= ϕ there is some

m, k ≤ m ≤ n such thatM,m, σ |= ψ.
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5.2 Correctness of the Translation

This section proves that the translation function defined in the previous section
is correct with respect to the model of execution induced by the KBP.

Let S be a set of TKL formulas, obtained applying function ΨMAS to a KBP
system P representing a MAS. Let M be a model of the execution of P that
satisfies the KBP’s initial conditions and initial knowledge and σ a history. Let
Si be a set of TKL formulas, obtained applying function ΨMAS to one KBP Pi.

Lemma 1. If Pi has a guard G of the form
testi ∧ knowledge testi do action1

i , action
2
i · · · actionn

i , then for all k ∈ IN
M, k, σ |= testi ∧ knowledge testi → effect of actionh

i , if actionh
i affects only

agent i or
M, k, σ |= testi ∧ knowledge testi → ©effect of actionh

i otherwise, for 1 ≤
h ≤ n.

Proof. We have three cases.

– IfM, k, σ |= testi ∧ knowledge testi and actionh
i only affects agents i, then

actionh
i is performed by Pi and the global state of the system does not

change and the effect of actionh
i is true in k and thus M, k, σ |= testi ∧

knowledge testi → effect of actionh
i .

– If M, k, σ |= testi ∧ knowledge testi and actionh
i affects other agents, then

actionh
i is performed by Pi and the global state of the system does change and

the effect of actionh
i is true in the next global state k+1 andM, k+1, σ |=

effect of actionh
i . Thus,

M, k, σ |= testi ∧ knowledge testi →©effect of actionh
i .

– IfM, k, σ �|= testi ∧ knowledge testi, then the lemma holds.

Corollary 1. Suppose Pi has a guard G, if ϕ ∈ ψmas(G), then M, k, σ |= ϕ,
for all k ∈ IN.

Proof. It follows straightforward from lemma 1 and by the satisfability condition
for the 	


Lemma 2. Let Si be a set of TKL formulas, obtained applying function ΨMAS

to one KBP Pi. If ϕ ∈ Si, then for all k ∈ IN M, k, σ |= ϕ.

Proof. The proof is by induction on k.

– Base k = 0, we have three cases
1. Initial section: by hypothesisM, 0, σ |= ϕ for all formulas ϕ in the initial

conditions and initial Knowledge;
2. Guards: from corollary 1 M, 0, σ |= ϕ, for all ϕ ∈ ψmas(G);
3. Termination conditions: if the termination condition is satisfied at the

initial state the P is will not perform any action and consequently no
event will take place and there is no next state, thereforeM, 0, σ |= �⊥.
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– Induction Hypothesis: Suppose holds for k = m,
All formulas generated by the ΨMAS are of the form �ϕ. By the definition o
satisfactionM,m, σ |= �ϕ iff for all n ≥ m M,n, σ |= ϕ iff for all n ≥ m+1
M,n, σ |= ϕ iffM,m + 1, σ |= �ϕ.

Theorem 1. Let S be a set of TKL formulas, obtained applying function ΨMAS

to a KBP system P . If ϕ ∈ S, then for all k ∈ IN M, k, σ |= ϕ.

Proof. As S =
⋃
Si it follows straightforward from lemma 2.

6 Conclusions

In this work we investigate two different approaches for representing and reason-
ing about knowledge in a MAS. We use the language of the Logic of Time and
Knowledge [5] as specification language to represent global properties of the sys-
tem, and for each individual agent, we use Knowledge Based Programs [4]. The
latter is more suitable for modelling the behavior of each agent in the system as
an autonomous process and observe how interaction takes place; the former has
the advantage of providing a concise representation of the whole system and the
possibility of checking global properties using theorem provers available [1].

We define a translation function that receives as input a KBP systems that
represents a MAS and gives as output a set of formulas in TKL language, which
can be used as a specification of the MAS to prove properties about the sys-
tem. We also propose a computation model for our KPB system and prove its
correctness w.r.t this model.

Two examples of MAS were presented in order to illustrate the translation
method: the Muddy Children Puzzle and the Bit Exchange Protocol. The Muddy
Children Puzzle illustrates the relations between knowledge and time, and the
Bit Exchange Protocol evidences the role played by interaction in MAS’s. This
approach could be used to model many practical problems related to MAS’s, as
for example, the implementation of protocols of communication and games.

As future works, first we could define another translation method to accom-
plish the inverse process, i.e., the construction of a set of KBPs from a set of
formulas corresponding to a specification of a MAS written in TKL. Second,
we would like to use larger application to validate the method. Finally, we need
to establish complexity results for the method itself and for the length of the
formulas generated by it.
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Abstract. This article describes a research in code evolution for programming 
learning that has as its main components the identification of the specific de-
mands for detecting code evolution in the context of programming learning, and 
the identification of an initial set of programming learning supporting strategies. 
The findings within the knowledge represented in the codes allowed us to carry 
out a deeper analysis concerning the inferences internal to the code strategy, 
which is especially useful for exploring the supporting strategies and the tech-
niques students normally use for their knowledge acquisition in programming. 

Keywords: Supporting Strategies for Code Evolution, Programming Learning, 
Knowledge Representation. 

1   Introduction 

The search for knowledge about programming skills is recurrent in this research area, 
starting with Dijkstra [5] in his work “On the Teaching of Programming” and in 
Weinberg [13], which addresses the psychological aspect of programming learning. 
Although there is a lot of research on the subject, the milestones of programming 
learning are not fully elicited yet and that is why it is so difficult to understand which 
elements contribute to the knowledge acquisition in programming. 

In the context of programming learning, in which the students are starting to ac-
quire knowledge in programming, a possible way to be aware of this process is by 
tracking students’ code evolution and categorizing the changes made from one ver-
sion to the next. 

This paper aims at finding out how to join simple techniques and tools from 
knowledge representation, in order to reduce teacher’s work load, improving the 
feedback and support to programming learners, making the programming learning 
process more explicit.  

In order to address the issues aforementioned, the following subsection contextual-
izes this work. Section 2 presents a bibliographical review on knowledge acquisition in 
programming. As a result of that review and its analysis in the context of programming 
learning, Section 3 presents a deeper view in the inferences internal to the code, con-
cerning code evolution. Finally, Section 4 explorers the analysis made in the previous 
section, relating it to the development and use of a tool to support code evolution. 
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1.1   Programming Learning Supporting Strategies  

In the context of programming learning, we have been conducting a series of case 
studies, since 2002 [2], to find out what kind of knowledge first year undergraduate 
students need for acquiring programming skills. The introductory course where these 
studies were conducted is based on a methodology in which the focus is in problem 
solving and coding in Haskell.  

Based on these previous results, literature (Section 2) and interviews with experts 
in programming learning, we have identified some supporting strategies tailored to 
help the teacher in her search for coding improvement evidences. 

In order to find out what milestones are most relevant in programming learning, it 
is important to extract information from every activity proposed during the introduc-
tory course, inferring the knowledge acquired in each programming topic. The coding 
improvement evidences will depend on the methodology adopted. Following, the im-
provement evidences are presented based on the assumption that the introductory 
course where this study takes place proposes activities as coding and conversation 
records.  

 
1. Code evolution 

a. A quantitative analysis for each solution 
b. Inferences internal to the code 
c. Inferences external to the code 

2. Conversation follow-up 
3. Conversation report 
4. Use of search and inference resources to follow the transition from individual to 

group solution 
 
This work is part of a research project, which aims at investigating and refining the 

coding improvement evidences mentioned above. This article deals with the code 
evolution supporting strategy (1b), specifically with the inferences internal to the 
code. The other supporting strategies will be discussed in future works, based mainly 
on [6] and [11].  

2   Bibliographical Review 

By understanding which cognitive processes are involved in knowledge acquisition in 
programming, the practices used by each learner become evident and the knowledge 
generated can be reused in programming education for beginners. There are some 
works, summarized in the paragraphs below, which use different techniques and 
methods to elicit elements that may indicate an increase in the knowledge acquisition 
in programming. 

In the article described in [9], a survey on the cognitive aspects involved in the ac-
quisition of the skills needed for programming is carried out. Based on this survey the 
authors discuss the sequencing of the curriculum in introductory courses as well as the 
interdependence among the concepts. Such reflection does a better job of organizing 
introductory courses but does not guarantee that the students will learn more, once the 
aspects found were not elicited by means of an experiment. 
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In another work, described in [10], a study is conducted which objective is to elicit 
the manner in which expert programmers organize their knowledge on programming 
in comparison with beginners. The results were reported in quantitative terms, the 
most experienced students getting higher marks using the card sorting technique to 
measure their programming skills. However, there is no evidence that this technique 
helps in the knowledge acquisition.  

Most of the articles, such as [4] and [8], attempt to elicit the skills needed for  
learning programming either through the discussion on models for programming un-
derstanding by relating them to models in the domain of reading [4], or through the 
assessment of the cognitive capability of storing new information in memory [8]. 

Problem solving is related to some investigations, such as those described in [1] 
and [7], that use the clinical method proposed by Piaget and explained in [3] to elicit 
aspects relevant for knowledge acquisition in programming. This approach is closer to 
what we propose, but in our work collaboration is a means for learning. 

3   Inferences Internal to the Code Strategy 

Observing code, we could infer three categories of changes found in code evolution. 
Along with examples in Haskell, we provide Prolog fragments that capture the exam-
ple’s code changes.  

3.1   Syntactic 

E.g. indentation, insertion and characters deletion. It aims at capturing changes made 
to make it correctly interpreted by the Haskell interpreter Hugs, suggesting exhaustive 
trial and error attempts in order to find a solution. 

3.1.1   Indentation 
E.g. indentation of the function’s second line, positioning the + x/y code after the 
equality symbol, in order to be viewed as a single line by the Hugs. The following 
example shows a needed adjustment (from Program A to Program B) to Haskell’s 
specificities, without changing program representation: 

Program A Program B 

f x y = x*y  

+ x/y 

f x y = x*y 

        + x/y 

A way to automatically detect the extra spaces added to Program B is transforming 
terms (every character in the program) into list elements. Then, it is possible to com-
pare each list element, and infer what type of change occurred. There is a Prolog code 
example below, which illustrates how to compare any two programs. 

sameF(T1,T2) :-  

 T1 =.. [FunctionName|BodyList], 

 T2 =.. [FunctionName|BodyList].  
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3.1.2   Insertion, Change or Character Deletion 
E.g. misuse of , instead of ; or vice versa and also the absence of some connective 
symbol, as an arithmetic operator. The following example shows a needed alteration 
in the solution as well as a needed adjustment to Haskell’s specificities: 

 

Program A 
Program B 

f (x,y) = (x;1) + (2,y) f (x,y) = (x,1) + (2,y) 

In Program B, it was necessary to change the symbol used in the tuple (x,1). 

A way to automatically detect such changes involves the implementation of a DCG 
(Definite Clause Grammar), capable of understanding Haskell code. In the Prolog 
program presented below there is a fragment of a Haskell grammar, based on the 
predicate pattern/1, which detects the aforementioned syntactic errors. The other 
predicates namely, expr/1, variable/1 and pattern_seq/1, are an integral part of Pro-
grams A and B. The predicates sp/0 and optsp/0 match for necessary and optional 
spaces in the code.  

decls(Z) --> pattern(X), optsp, "=", optsp, expr(Y), 
{Z=..[f,head(X),body(Y)]}.   

decls(Z) --> pattern(X), optsp, "=", optsp, decl_seq(Y), 
{Z=..[f,head(X),Y]}.

decls(Z) --> variable(X1), sp, patternseq(X2), optsp, "=", 
optsp, expr(Y),  {X=..[head,X1|X2], Z=..[f,X,body(Y)]}.  

decls(Z) --> variable(X1), sp, pattern_seq(X2), optsp, "=", 
optsp, decl_seq(Y), {X=..[head,X1|X2], Z=..[f,X,Y]}. 

decl_seq(Z) --> declseq(X), {Z=..[body|X]}. 

declseq(Z) --> expr(X), {Z=[X]}. 

declseq(Z) --> expr(X), ";", declseq(Y), {Z=[X|Y]}.  

3.1.3   Inclusion of a New Function 
E.g. adding a new function to the program, in order to incrementally develop and test 
the whole solution. This is normally found in student’s codes and indicates the use of 
a good programming practice, emphasized in the introductory course, based on the 
divide and conquer strategy. 

A way to automatically detect such changes involves the implementation of the 
same type of rule as the one presented for the previous change, shown in 3.1.2.  

3.2   Semantics 

E.g. data structures modification; changing from tuples to lists; inclusion of a recur-
sive function; and bugs correction. These changes directly affect function evaluation, 
resulting in a wrong output. 

3.2.1   Changing from Independent Variables to Tuples 
E.g. a second degree equation could be calculated in two different ways: using inde-
pendent roots or using tuples. Both representation methods use the same arguments, 
although in the former there is a need for duplicating the function definition. Example: 
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Program A Program B 

r_x a b c = (-b) + e / 2*a 

            where 

              e = sqrt(b^2–4*a*c) 

r_y a b c = (-b) –  e / 2*a  

            where 

              e = sqrt(b^2–4*a*c) 

rs a b c = (x,y) 

           where 

            x = ((-b) + e)/2*a 

            y = ((-b) - e)/2*a 

            e =  sqrt(b^2-4*a*c)

 
In Program A two functions are used to solve the second degree equation. Besides 

the programmer extra effort in repeating the functions, if these functions were too 
large, code readability would be affected. Program B presents a more elegant and ac-
curate solution to the problem. By directing the output to a tuple (x,y) and defining 
locally the formula it becomes more readable, saving the programmer from an extra 
effort. 

A way to automatically detect such changes also involves the implementation of a 
DCG. This DCG consists of transforming the terms into lists and comparing each set 
in both programs. As illustrated in the code below, it is possible to identify what 
structure has changed between code versions. There is a Prolog fragment example 
below, which suits both the semantic changes presented in this subsection and in 
3.2.2. 

compare2(T1,T2,Subst) :- 

 T1 =.. [f,H1,B1|[]], 

 T2 =.. [f,H2,B2|[]], 

 H1 =.. [head|Head1], 

 B1 =.. [body|Body1], 

 H2 =.. [head|Head2], 

 B2 =.. [body|Body2], 

 comp2(Head1,Head2,[],Subst1), 

 comp2(Body1,Body2,Subst1,Subst). 

In the above fragment, a substitution list has been constructed, making it possible 
the comparison between T2 and T1, T2 = subst(T1).  

3.2.2   Changing from Tuples to Lists 
E.g. if a solution could be represented using tuples or lists, it would be better to use 
lists instead of tuples for handling large collections. In the following example, it is 
shown the change from tuples (Program A) to lists (Program B), which is a desirable 
technique to improve data handling: 

Program A Program B 

composed a b = (a, b, b+a) composed a b = [a, b, b+a] 

A way to automatically detect such changes also involves the implementation of  
a DCG. This directly identifies changes in structure, between two code versions. 
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Moreover, using the Prolog built-in predicate ‘:=/2’, changes such as the exemplified 
above are easily detected, as in the Prolog fragment shown in 3.1.1. 

3.2.3   Inclusion of a Recursive Function 
E.g. using a recursive function instead of an iterative one. In most cases, in functional 
programming, recursion suits better and it is often more accurate. That is why usually 
the teacher would like to know whether recursion has been correctly understood. The 
following example shows the representation of the solution for the factorial function, 
where Program A presents an iterative solution and Program B a recursive one:  

Program A Program B 

fat n = if n==0 then 1 

        else product [1..n]  

fat n = if n==0 then 1 

        else n * fat(n – 1)  
A way to automatically detect such changes involves the implementation of a rule 

for detecting whether a program has been written using a recursive function. This 
involves the identification of specific terms in a code version.   

3.2.4   Bugs Correction 
E.g. small changes made to formulae’ or functions’ definitions, consisting of simple 
bug correction in a trial and error fashion. When a function does not work, students 
usually make consecutive changes without stopping to reason, ignoring this way the 
process used in problem solving techniques. The following example shows the inclu-
sion of an IF-THEN-ELSE conditional structure: 

Program A Program B 

fat n = n * fat (n - 1) fat n = if n==0 then 1 

        else n * fat(n – 1) 

A way to automatically detect such change involves the implementation of a pat-
tern matching predicate, which checks whether certain desired structure, as the one 
shown above, is part of the next code version. This is especially useful for checking 
whether the students are taking some time reasoning about the problem, before start 
coding.  

3.3   Refactoring  

E.g. changes which objective is to improve the code, according to known software 
engineering quality metrics. The changes presented below were extracted from the 
Haskell refactoring catalog [12]. We have adapted the catalog in order to fit it into 
two categories: (i) data structure, which affects data representation, and consequently 
all functions involved by the refactoring (e.g. algebraic or existential type, concrete to 
abstract data type, constructor or constructive function, adding a constructor); and (ii) 
naming, which implies that the binding structure of the program remains unchanged 
after the refactoring (e.g. adding or removing an argument, deleting or adding a defi-
nition, renaming). Most refactoring are too complex for beginners, so when that is the 
case, it is not followed by an example. 
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3.3.1   Algebraic or Existential Type 
E.g. a data type, that could be recursive, is transformed into an existential type, in the 
same way as an object oriented data representation. This transformation is unified 
applying binary functions to the data type.  

3.3.2    Concrete to Abstract Data Type 
E.g. it converts a concrete data type into an abstract one with hidden constructors. 
Concrete data types provide direct representations for a variety of data types, and pat-
tern matching syntax in data types constitutes an intuitive style of programming. The 
disadvantage of it is the resulting rigidity: the data representation is visible to all type 
clients. On the other hand, that is especially useful in order to turn the representation 
into an abstract one, by a modification or data type extension.  

3.3.3   Constructor or Constructor Function 
E.g. a data type constructor must be defined in terms of its constructors. There are 
complementary advantages in keeping the constructor and in eliminating it for its rep-
resentation.  

3.3.4   Adding a Constructor 
E.g. new patterns are aggregated to case analysis that recurs over the data type in 
question. The positioning of the new pattern is allocated, preserving the order in 
which the new data type was defined.  

3.3.5   Adding or Remove an Argument 
E.g. adding a new argument to a function or constant definition. The new argument 
default value is defined at the same level as the definition. The position where the 
argument is added is not accidental:  inserting the argument at the beginning of the 
argument list, implies that it can only be added to partial function applications.  The 
following example shows the inclusion of an undefined function: 

Program A Program B 

f x = x + 17 
 

g z = z + f x 

f y x = x + 17 

f_y = undefined 

g z = z + f f_y x 

A way to automatically detect such change is by comparing two functions and 
checking whether the function names or function parameters have changed. The fol-
lowing Prolog fragment shows a simple change in the function parameters, suggesting 
a solution refinement. It exemplifies a pattern matching, keeping the data in a substi-
tution list. The code presented below is similar to the one presented in 3.2.1, with a 
few simplifications. 

compare1(T1,T2,Subst) :- 

 T1 =.. [FunctionName|List1],

 T2 =.. [FunctionName|List2],

 comp1(List1,List2,[],Subst).
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3.3.6   Deleting or Adding a Definition 
E.g. deleting a definition that has not been used. The following example shows the 
deletion of the function table: 

Program A Program B 

showAll = ... 

format  = ... 

table   = ... 

showAll = ... 

format  = ... 

A way to automatically detect such change is by using the same Prolog fragment 
presented in 3.2.1,   compare2/3, which also checks whether a function name has been 
modified or deleted.  

3.3.7   Renaming 
E.g. renaming a program identifier, which could be a valued variable, type variable, a 
data constructor, a type constructor, a field name, a class name or a class instance 
name. The following example shows the change in the function named format to fmt: 

Program A Program B 

format = ... format ... 

entry  = ... format ... 

table  = ... 

         where 

         format = ... 

Fmt    = ... fmt    ... 

entry  = ... fmt    ... 

table  = ... 

         where 

         format = ... 

A way to automatically detect such change is by using a predicate as compare/2 
(3.2.1). The potential of this change, besides readability, is especially useful for the 
teacher for detecting plagiarism.  If the teacher is aware of such change and notices no 
improvement in the software quality metrics, she may look for a similar code in 
someone else’s code versions and look for plagiarism.  

4   Exploring the Supporting Strategies 

The supporting strategies described above were implemented in a tool, named Ac-
Know, which aims at analyzing and categorizing student’s code evolution.  AcKnow 
takes as input codes from students that were indicated by a quantitative analysis made 
by a version control tool named AAEP [1]. These indications are based on the number 
of versions that each student did. When this number significantly differs from the 
normal distribution, i.e., the student is identified as a special case and her codes are 
submitted to AcKnow. Then, based on AcKnow’s analysis of each pair of versions, 
the teacher may do a qualitative analysis, providing feedback relative to that student’s 
current milestone.  Figure 1 shows the AcKnow’s architecture, including its subsidi-
ary parts. 
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Fig. 1. AcKnow's Architecture 

AcKnow classifies as syntactic changes modifications such as indentation, addition 
or removal of comma or semi-colon, spacing between characters and addition or re-
moval of parentheses. The semantic changes are those related to function evaluation. 
For example, changes in data structures and operations in functions are classified in 
this category. Furthermore, refactoring, in this context, are special cases of semantic 
changes aimed at improving code quality according to software quality metrics. Cur-
rently, AcKnow partially uses the Haskell catalogue of refactoring [12]. 

Table 1. Jane Doe’s History 

Version Interval Category 
1 0 Syntactic 
2 Same minute Syntactic 
3 1 minute Syntactic 
4 1 minute Syntactic 
5 8 minutes Refactoring 
6 171 minutes Semantic 
7 44 hours Refactoring  

AcKnow has been used to analyze the development history of the students of the 
introductory programming course. That will be exemplified here by Jane Doe’s code 
evolution. In Table 1 the categories of changes in Jane Doe’s versions are presented, 
associated with the time intervals between them. 

Table 2 shows an instantiation of the rules, applied to Jane Doe’s code versions for 
the following problem: Given a line segment r, through two points, a and b, located in 
the Cartesian plane’s first quarter, and any point p, determine whether p belongs to 
the segment or to the continuity of r or is located above or under the line. The texts 
inside the boxes indicate the changes made from one version to the next. After each 
version there is a description of Jane Doe did to the code. 

Based on the code version’s analysis presented next, the teacher observes that Jane 
Doe correctly uses the incremental development of solutions, using the divide and 
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conquer strategy visible on almost every code versions, which is an indicative of a 
sound understanding of the problem solving method presented in classroom. In addi-
tion, she uses refactoring (the renaming and the addition of an extra line at the end of 
the code), which is an indicative of a concern with software quality metrics. Follow-
ing we present some change examples: 

(1) 
pertseg x1 y1 x2 y2 x3 y3 = if x1>0 && y1>0 && x2>0 && y2>0 
                             then if seg x1 y1 x2 y2 x3 y3 
                                   then "p belongs to AB" 
                                   else if det==0 
                                         then "p belongs to r" 
                                         else if det>0 
                                               then "p is above r" 
                                               else "p is below r" 
                             else "p is not in the 1st quarter" 

seg x1 y1 x2 y2 x3 y3 = (cresc x1 y1 x2 y2 x3 y3||decresc x1 y1 x2 y2 
x3 y3||conth x1 y1 x2 y2 x3 y3||contv x1 y1 x2 y2 x3 y3)

 

(2) 
det x1 y1 x2 y2 x3 y3 = x1*y2+x2*y3+x3*y1-(x3*y2)-(x2*y1)-(x1*y3)

 
As it is shown in the above codes (1) and (2), in the first version (1), she partially 

solves the problem, but it is not accurate enough. Then, in the second version (2), she 
keeps the previous code and adds a new line, describing another function. 

(3) 
cresc x1 y1 x2 y2 x3 y3 = x3>x1 && x3<x2 && y3>y1&& y3<y2 
decresc x1 y1 x2 y2 x3 y3 = x3>x1 && x3<x2 && y3<y1 && y3>y2 
conth x1 y1 x2 y2 x3 y3 = x3>x1 && x3<x2 && y3==y1 && y3==y2 
contv x1 y1 x2 y2 x3 y3 = x3==x1 && x3==x2 && y3>y1 && y3<y2  

As it is shown in the above code (3), in the third version, she adds the functions 
needed to establish the line’s condition. In the forth version, she attempts to modify 
the last code line, but she gives up after adding and removing a space. In the fifth ver-
sion, she renames pertseg with segment. 

(4) 
segm (x1,y1) (x2,y2) (x3,y3) = (cresc (x1,y1) (x2,y2) (x3,y3)||decresc 

(x1,y1) (x2,y2) (x3,y3)||conth (x1,y1) (x2,y2) (x3,y3)||contv (x1,y1) 
(x2,y2) (x3,y3)) 
det (x1,y1) (x2,y2) (x3,y3) = x1*y2+x2*y3+x3*y1-(x3*y2)-(x2*y1)-

(x1*y3)  

As it is shown in the above code (4),  in the sixth version, she has a cognitive jump, 
changing seg x1 y1 x2 y2 x3 y3 for segm (x1,y1) (x2,y2) (x3,y3) 
and det x1 y1 x2 y2 x3 y3 for det (x1,y1) (x2,y2) (x3,y3)  in 
order to use tuples. In the seventh version, she adds a new line at the end of the code. 

Another relevant piece of information related to Table 1 and the above described 
code’s evolution is that between versions 5 and 6 Jane Doe solved another 5 problems 
from the same list of exercises. Some of these exercises asked for the use of tuples in 
their solution. After that, she returned to the problem in question and submitted ver-
sion 6 using tuples in its solution. So, Jane Doe had the winning insight when solving 
another problem. 
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The course where AcKnow was used had 100 students enrolled. The statistical 
method used by AAEP indicated an average of 3 students per problem as special 
cases. Besides Jane Doe, the other students presented a similar pattern of changes, 
carrying out initially many syntactic changes within a short time interval followed by 
one or two semantic changes within a longer time interval; only few of them (4 in 2 
different exercises) carried out refactoring. When refactoring occurred, it was only 
identified in the very last versions. 

5   Conclusion 

This article proposes an initial set of programming supporting strategies which  
inspects students’ code evolution in order to detect the following situations: expertise 
levels, difficulties, cognitive jumps in programming; and bottlenecks in solution  
planning. 

We understand that having access to more code from future case studies, it will be 
possible to identify other strategies being used by these students. This way we will be 
moving towards a more complete set of programming supporting strategies and, con-
sequently, their formal representation for the sake of knowledge acquisition research 
in programming.  

Finally, in order to provide the teacher with a tool to follow up the programming 
learning development of her students, AcKnow was implemented. At this moment of 
time it does not support all the supporting strategies. For the sake of proof of concept 
the programming learning development of Jane Doe, a fictitious name for a real stu-
dent, was analyzed. 
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Abstract. During the process of software development, it is very com-
mon that inconsistencies arise between the formal specification and some
desired property. Belief Revision deals with the problem of accommodat-
ing new information that may be inconsistent with an existing knowledge
base.

In this paper, we propose the use of belief revision techniques in order
to deal with inconsistencies in formal specifications. The main problem to
be solved is that the most well known results for belief revision only hold
for logics which are monotonic and compact, while most discrete-time
temporal logics used to express system properties – and in particular,
CTL — are not compact. We suggest the use of bounded model-checking,
transforming the problem from CTL into classical propositional logic and
then transforming back the results to suggest revisions to the user.

Keywords: Model-checking, belief revision, formal specification, CTL.

1 Introduction

A system specification evolves when there is a conflict between the actual prop-
erties of the system and its intended new behaviour. In terms of formal speci-
fications, this can be modelled by the existence of an inconsistency between an
existing specification and a desired property.

Handling inconsistencies in specifications is a critical activity in the software
development process. A variety of techniques has been developed for checking
specifications for inconsistencies. These include formal techniques such as those
based on model checking or theorem proving [1,2,3,4,5]. Model checking of spec-
ifications, in particular, is usually performed in CTL logic or in some related
formalism.

While many of these approaches provide rigorous, and often automated, anal-
ysis of software specifications to reveal inconsistencies, they often also do not
support the system developer in solving these inconsistencies after they have
been discovered.

To address this issue, a first proposal of evolving system specifications in CTL
was presented in [6] based on techniques of belief revision to suggest ways for
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No

Fig. 1. Model-checking with belief revision

changing system specifications, as illustrated in Figure 1. Belief revision [7,8] is
a sub-area of artificial intelligence whose main focus is to keep the consistency
of a set of beliefs when new beliefs are incorporated.

Belief revision is normally done in terms of revision operations. However, it is
not always the case that such operations exist for all formalisms. The method pre-
sented in [6] could only deal with simple CTL expressions, without embedded
temporal operators, but typically one would like to check complex system prop-
erties. In the case of revising a specification with an arbitrarily complex property,
it is very important to determine if a specification can be revised at all.

In this work, we study CTL specification and model checking techniques with
respect to obtaining a method that guarantees that revised specifications always
exist. In particular, we study the existence of contraction operations over specifi-
cations, which is the belief revision operation that performs the removal of some
currently held belief, that is, some current system property that follows from
the specification. The addition of new properties can be done by first contract-
ing its negation, and then simply adding the new property to the contracted
specification.

The starting point of this study is a quite general result on the existence of
contraction operations for formal systems [9]. It turns out that CTL (and any
other temporal logic used for model checking such as LTL, CTL and CTL∗) does
not fulfil the required conditions to guarantee the existence of a contracted theory.
This means that, in general, one cannot guarantee that a revised specification
exists using the traditional tools of belief revision.

The main contribution of this work is an interaction between model checking
and bounded model checking that helps us solve this problem. Our proposal is
illustrated is Figure 2.

The idea is that, once an inconsistency has been detected in a specification by
model checking, one can determine a bound for bounded model checking [10]. The
technique of bounded model checking transforms the model checking problem
into a classical satisfiability problem. As classical logic satisfies the conditions
of existence of a revised specification [9], one then performs a contraction over
the transformed specification, and finally one has to work the contraction back
to obtain the suggestions on how to revise the original specification.

A second advantage of this approach is that, with the translation into classical
logic, CTL statements with arbitrary complexity can be accepted for model
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Fig. 2. Specification Revision via Bounded Model Checking

checking and specification revision, so a new kind of change suggestions can be
obtained, enriching the capabilities of the method.

The paper is organised as follows: in the next two sections, we briefly introduce
the areas of Belief Revision and CTL Model Checking. In Section 4 we discuss
the applicability of standard belief revision to CTL. Next in Section 5 we present
our method. Then we conclude, pointing towards future work.

2 Belief Revision

The necessity to model the behaviour of dynamic knowledge bases formed the
basis of belief revision theory [7,8]. Most of the literature in the area is based
on the seminal work of Alchourrón, Gärdenfors and Makinson [11], that have
proposed some postulates that describe the formal properties that a revision
process should obey. They have also proposed some constructions that satisfy
the postulates. The work is usually known as the AGM paradigm, due to the
initials of the three authors.

In AGM theory, the beliefs of an agent are represented by a belief set, a
set of formulas closed under logical consequence (K = Cn(K), where Cn is a
supraclassical consequence operator). There are three types of change operators
for a belief set (K). In expansion (K + α), a consistent information α, together
with its logical consequences, is added to the belief set K. In contraction (K−α),
the information α is abandoned. Since the set K is logically closed, it could be
necessary to abandon other beliefs that would imply α. In revision (K ∗ α), an
information α is added to K and to keep consistency it may be necessary to
abandon other beliefs of K.

Besides belief sets, one can use the idea of possible worlds in order to represent
the beliefs of the agent. Possible worlds can be thought of as possible states of
the world (or, in propositional logics, propositional valuations). Given a belief
set K, [K] is the set of the possible worlds where all formulas of K are true.
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And for a set Wk of possible worlds we can define a corresponding belief set K
as the set of formulas that are true in all the worlds of Wk.

This was the line followed in [6]: the possible worlds were associated to the
possible states of the system and an operation of revision was proposed based
on [12].

In this work, we follow a different approach to belief revision. Instead of deal-
ing with belief sets, i.e., sets closed under logical consequences, we are interested
in finite specifications. We use the idea of belief bases, in the line of [8].

3 CTL Model-Checking

The basic principle of model-checking is: given a property of the system, de-
scribed in a temporal logic, determine whether the finite state machine that rep-
resents the described system satisfies such property. In other words, one wants
to verify whether a formula f is true in a graph G of states.

c

a

c

b

b

s2

s0

s1

Fig. 3. Kripke Structure

The finite state machine that represents the system can be described as a
specific Kripke structure, that is defined as: a set S of states, a set R of transitions
between states (where each state must have a successor), a set I of initial states
and a function L that associates to each state a set of propositions that hold in
that state. To model a state in deadlock (state without successors) it suffices to
create a transition from the state to itself. Figure 3 represents a Kripke structure
where P = {a, b, c}, S = {s0, s1, s2}, R = {(s0, s1), (s0, s2), (s1, s0), (s1, s2),
(s2, s2)}, I = {s0} with L(s0) = {a, b}, L(s1) = {b, c} and L(s2) = {c}.

3.1 Computation Tree Logic

The properties of the system being checked are described in temporal logic.
Temporal logic is a type of modal logic where it is possible to represent and to
reason about propositions related to time. Through temporal logic it is possible
to express sentences of the type “I am ALWAYS hungry” or “I will be hungry
UNTIL I eat in a all-you-can-eat restaurant”.
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Clarke and Emerson [13] proposed CTL (Computation Tree Logic), a logic
capable to consider different possible futures, through the notion of branching
time. The idea of this logic is to quantify over the possible runs of a program
through the notion of paths that exist in the space of states of the system. The
properties can be evaluated with respect to all the runs or some run. This logic
is used in some model-checkers, such as NuSMV, which we have used in our
implementation. The syntax of CTL is given by the following definition:

φ ::= p|¬φ|φ∧φ|(AXφ)|(AGφ)|(AFφ)|(EXφ)|(EGφ)|(EFφ)|E(φ Uφ)|A(φ Uφ)

where p is a propositional atom, ¬, ∧ are the usual logical connectives and the
other are temporal operators. Each temporal operator is composed of a path
quantifier (E, “there exists a path”, or A, “for all paths”) followed by a state
operator (X, next state in the path, U, until, G, globally, or F, finally). CTL has
the following semantic definition:

Definition 1. Let M be a Kripke structure and π(i) the i-th state of a path. We
say that M, s |= φ if and only if φ is true in the state s of M . Thus we have:

1. M, s |= p iff p ∈ L(s)
2. M, s |= ¬φ iff M, s �|= φ
3. M, s |= φ1 ∧ φ2 iff M, s |= φ1 and M, s |= φ2

4. M, s |= EX φ iff there is a state s′ of M such that (s, s′) ∈ R and M, s′ |= φ
5. M, s |= EG φ iff there is a path π of M such that π(1) = s and ∀i ≥

1 •M ,π(i) |= φ
6. M, s |= E(φ1 U φ2) iff there is a path π of M such that π(1) = s and
∃i ≥ 1 • (M,π(i) |= φ2 ∧ ∀j,i > j ≥ 1 •M ,π(j) |= φ1)

The other temporal operators can be derived from EX,EG and EU :
AX φ = ¬ EX ¬φ
AG φ = ¬ EF ¬φ
AF φ = ¬ EG ¬φ
EF φ = E [true U φ]
A[φ U β] = ¬ E[¬β U ¬φ ∧ ¬β] ∧ ¬ EG ¬β

We say that a Kripke structure M satisfies a formula CTL φ if M, s0 |= φ,
where s0 is an initial state.

The main approach for automatic formula verification in CTL is based on the
fixed point theory to characterize its operators. For details the reader is referred
to [14].

4 Guaranteeing the Existence of Specification Revisions

The AGM framework for belief revision was originally formulated having clas-
sical logic in mind. There have been some attempts to apply the operations for
different logics, such as modal or description logics, but in [15] it was shown
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that AGM can only be applied to logics that are decomposable, i.e., logics for
which it holds that for any sets of formulas X,K if Cn(∅) ⊂ Cn(X) ⊂ Cn(K),
then there exists a set Y such that Cn(Y ) ⊂ Cn(K) and Cn(X ∪ Y ) = Cn(K).
Flouris has shown that some important description logics are not decomposable
and therefore, do not admit an AGM style contraction operation.

CTL (and modal logics in general) are decomposable. This means that AGM-
style operations can be applied. However, the use of logically closed sets leads to
problems from the computational point of view, since they are typically infinite.

For belief bases, [9] has shown that if the logic is compact and monotonic, the
typical constructions can be applied. But CTL and other temporal logics based
on discrete time are not compact. This means that it is not possible to directly
inherit all the results, as the theorems in [9] do not say anything about the case
where the logic is not compact.

The approachwe follow here is to avoid the issue by first translating the problem
into propositional logic and then applying standard methods of belief revision.

5 Revising Via Bounded Model Checking

A solution to the problem of ensuring the applicability of belief revision tech-
niques is proposed here. This is achieved by means of Bounded Model Checking
and its associated translation of both specification and CTL property to propo-
sitional logic. The process is illustrated in Figure 2 and detailed next.

5.1 Bounded Model Checking

The idea of Bounded Model Checking [10,16] is to fix a bound k for the maximal
path in a Kripke Model that can be traversed. This allows a given Kripke Model
K to be translated into a propositional classical formula Kk.

The semantic of CTL formulas is then altered to guarantee that the size of
paths traversed in the evaluation of a formula are never larger than k. A special
model-theoretic construct is needed for the semantics of the EG operator, namely
the k-loop, that is a path of size at most k containing a loop. The k-bounded
semantic of CTL formulas, M, s |=k φ, k ≥ 0, is defined as

1. M, s |=k p iff p ∈ L(s)
2. M, s |=k ¬φ iff M, s �|=k φ
3. M, s |=k φ1 ∧ φ2 iff M, s |=k φ1 and M, s |=k φ2

4. M, s |=k EX φ iff there is a state s′ of M such that (s, s′) ∈ R and M, s′ |=k−1

φ
5. M, s |=k EG φ iff there is a k-loop π of M such that π(1) = s and ∀i ≥

1 •M ,π(i) |=k−i φ
6. M, s |=k E(φ1 U φ2) iff there is a path π of M such that π(1) = s and
∃i ≥ 1 • (M,π(i) |=k−i φ2 ∧ ∀j,i > j ≥ 1 •M ,π(j) |=k−j φ1)

With a fixed bound k and this k-bounded semantics, one can translate a
bounded CTL formula φ into a classical formula Ak

φ. One then submits the
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formula Kk ∧Ak
φ to some efficient SAT solver (that is, a classical propositional

theorem prover, such as Chaff[17] or Berkmin [18]) to obtain a verdict. If the
formula is unsatisfiable, this means that ¬φ holds at the Kripke Model K up
to the given bound. Otherwise a classical valuation v is presented by the SAT
solver, which represents a path in traversed the model such that φ holds at the
Kripke model.

5.2 The Method of BMC Revisions

By checking a formula φ against a model, one is trying to force the property ¬φ
over the revised model. In fact, if K and φ are inconsistent, this means that K
“implies” ¬φ. So if Kk ∧Ak

φ is inconsistent, nothing needs to be done, and this
is our ideal case.

The method for obtaining change suggestions from bounded model checking is
triggered in the situation where the SAT solver outputs a valuation that satisfies
the formula Kk ∧Ak

φ, as represented in Figure 4.

Kk ∧ Ak
φ SAT v

Yes

Fig. 4. Bounded Model Checking Triggering Belief Revision

Any classical valuation v can be directly transformed into a formula Av =∧
v(elli)=1 �i that conjoins all literals satisfied by v.
The basic idea of the method is to revise the specification represented by

Kk ∧ Ak
φ so that valuation v is not allowed. However, it may be the case that

Kk ∧ Ak
φ ∧ ¬Av may be a satisfiable formula, satisfied by valuation v2, so that

¬Av2 is added to the theory. This process is iterated m times until an inconsistent
theory K ′ is obtained:

K ′ = Kk ∧Ak
φ ∧ ¬Av1 ∧ . . .¬Avm

As the number of possible valuations is finite, the process always terminates.
The revised specification Krev is obtained by

Krev = K ′ ∗ ¬Ak
φ = (K ′ − ¬Ak

φ) + ¬Ak
φ

One last step is still missing, namely, the translation back from propositional
classical Krev into change suggestions in the original specification K.

Theorem 1. The revised specification Krev always exists.

This means that the initial specification can be revised with respect to any CTL
formula provided a large enough bound k is used. One possible way of determining
such bound is to run a usual (unbounded) model checking with respect to the
desired property, ¬φ.

This method is apparently trading a PSPACE-complete problem (model check-
ing) for an NP-complete one (SAT). Is there a price to pay for it? In fact:
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– No upper limit has been established over m, the number of times that SAT
is executed; in the worst case, it is an exponential number, in terms of the
number of propositional variables.

– The bound k may be hard to find. In particular, an approximate approach
may be used via bounded model checking.

5.3 Generating Change Suggestions

To generate change suggestions, one has to compare the initial translation Kk

with the revised theory Krev and propagate back the differences to the specifi-
cation. The translation back is not a problem because:

– The atomic formulas of K all represent clear facts about the specification
such as “p holds at state S” and “S0 accesses S1”.

– Belief revision techniques usually do not introduce new atomic symbols, so
Krev is a boolean combination of the same literals present in K.

As Krev can be simply translated back in terms of the original specification
elements, the only problem now is how to interpret that revised specification.

In general, the initial specification K is a definite description, presented as
a conjunction of literals, such as “p holds at state S0 which accesses state S1,
where p is false”. In contrast, the revised model Krev will very likely have parts
of it constituted of the disjunction of several options, eg. statements of the form
“state S0 accesses either Si or Sj and p either holds in both Si and Sj , or in
none of them”.

Once the differences between K and Krev have been detected, one may present
them to the user as the output solution. However, what one needs in the end of
the revision process is a definite model again, so one is faced with the following
possibilities:

– Present the possible definite models in some (perhaps arbitrary) order, such
that all presented definite models are the only possible ones entailed by the
specification; there may be an exponentially large number of such models.

– Choose a single definite model to present as a suggestion. The preference of
one model over the others may be built-in in the revision method, so that
Krev is in fact a definite description.

We believe that end-users must have a say on which kind of suggestion they
find more useful.

6 Conclusions

We have shown how belief revision can be used to revise specifications even
when the properties to introduce are specified in CTL. The technical problem
that arises is that one cannot guarantee the existence of a revised model in CTL
and similar discrete-time temporal logics, such as LTL and CTL∗.
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The solution comes in using Bounded Model Checking and a translation of
both specification and CTL formulas to propositional logic, such that a SAT
solver is applicable. A method was proposed to iterate through these theories
until belief revision is applicable, and the revised version is guaranteed to exist,
and easily translatable back to the specification level.

Future works include studying the formal properties of the proposed method
and implementing such specification revision operations. In particular, a process
of stepwise refinements of a specification is to be submitted to such a process.
The feedback from such a process will help us decide on the best way to present
to the specifier the change suggestions provided by the method.
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Abstract. This article presents labelled sequent calculi SALC and S []
ALC

for the basic Description Logic (DL) ALC. Proposing Sequent Calculus
(SC) for dealing with DL reasoning aims to provide a more structural way
to generated explanations, from proofs as well as counter-models, in the
context of Knowledge Base and Ontologies authoring tools. The ability
of providing short (Polynomial) proofs is also considered as an advantage
of SC-based explanations with regard to the well-known Tableaux-based
reasoners. Both, SALC and S []

ALC satisfy cut-elimination, while S []
ALC also

provides ALC counter-example from unsuccessful proof-trees. Some sug-
gestions for extracting explanations from proofs in the presented systems
is also discussed.

Keywords: description logics, sequent calculus, proof theory.

1 Introduction

Logic languages have been frequently used as a basis to build tools and frame-
works for Knowledge Representation (KR) and artificial intelligence (AI). Auto-
matic Theorem Provers offered the mechanical support to achieve the derivation
of meaningful utterances from already known statements. One could consider
First-Order Logic (FOL) as a basis for KR-system, however, it is undecidable
and hence, would not provide answers to any query. The use of decidable frag-
ments of FOL and other logics have been considered instead. DATALOG is
among the logics historically considered. In general after getting to a decidable
logic to KR, one starts extending it in order to accommodate more powerful fea-
tures, recursive DATALOG is an example. Other possibilities include extending
by adding temporal, deontic or even action modalities to the core logic. However,
authoring a Knowledge Base (KB) using any KR-Logic/Framework, is far from
an easy task. It is a conceptually hard task, indeed. The underlying semantics of
the specific domain (SD) has to be formalized by means of linguistic components
as Predicates, Individual-Designators, Rules or Axioms, even Modalities and so
on. The Logic Language should not provide any glue concerning this task, since
it is expected to be neutral. Anyway, two main questions raise up when one
designs a KB: (1) Is the KB consistent? (2) Is the KB representing the right
Knowledge at all? Again, with the help of an Automatic Proof Procedure1 for
1 A Sat-Solver Procedure can be also considered.

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 167–176, 2008.
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the underlying logic it is possible to design authoring environments to support
the KB correct definition. It is recommendable to use a decidable underlying
logic, any case. The authoring environment ability on providing glues on why
the current KB is inconsistent is as important as the consistency test itself. It is
also important the ability to explain how and why a known piece of knowledge
is supported (or not) by the current KB. To either ability we simply refer to
explanation, according to our terminology.

Description Logics (DL) are quite well-established as underlying logics for
KR. The core of the DL is the ALC description logic. In a broader sense, a KB
specified in any description logic having ALC as core is called an Ontology. We
will not take any discussion on the concept just named as well as we will not
discuss also the technological concerns around Ontologies and the Web. A DL
theory presentation is a set of axioms in the DL logical language as well as an
OWL-DL file. DL have implemented reasoners, for example Pellet and Racer,2

only to mention two. There are also quite mature Ontology Editors. Protegé is
the more popular and used free editor. However, the Reasoners (theorem provers)
as well as the Editors do not have a good, if any, support for explanations. As far
as we know, the existing DL-Reasoners implement the Tableaux proof procedure
first published in [1]. Concerning approaches on explanation in DL, the papers
[2,3] describe methods to extract explanations from DL-Tableaux proofs. In [4]
it is described the explanation extraction in quite few details, making impossible
a feasible comparison with the approach followed in our article.

Simple Tableaux3 cannot produce short proofs (polynomially lengthy proofs).
This follows from the theorem that asserts that simple Tableaux cannot produce
short proofs for the Pigeonhole Principle (PHP). PHP is easily expressed in
propositional logic, and hence, is also easily expressed in ALC. On the other
hand, Sequent Calculus (SC) (with the cut rule) has short proofs for PHP. In
[5,6] it is shown, distinct SC proof procedures that incorporate mechanisms
that are somehow equivalent to introducing cut-rules in a proof. Anyway, both
articles show how to obtain short proofs, in SC, for the PHP. We believe that
super-polynomial proofs, like the ones generated by simple Tableaux, cannot
be considered as good sources for text generation. The reader might want to
consider that only the reading of the proof itself is a super-polynomial task
regarding time complexity.

The generation of an explanatory text from a formal proof is still under in-
vestigation by the community, at least if one consider good explanations. The
use of Endophoras4 in producing explanations is a must. However, the produced
text should not contain unstructured nesting of endophoras, a text like this is
hard to follow. Some structure is need relating the endophoras. We believe that

2 Racer is an industrial product, and currently must be bought.
3 A simple Tableaux is not able to implement analytical cuts. The Tableaux used for

ALC is simple.
4 An anaphora is a linguistic reference to an antecedent piece of text. A Cataphora

is a linguistic reference to a posterior piece of text in a phrase. Endophora refer to
both, anaphora and cataphora.
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as more structured the proof is, as easier the generation of a better text, at least
concerning the use of endophoras.

In section 2 we present SALC and its main proof-theoretical features. Section 3
shows how the structural subsumption algorithm described in [7] for a fragment
of ALC is subsumed by SALC . Section 4 shows how to obtain a counter-model
from an unsuccessful proof-tree, providing an explanatory power for negative
answers similar to Tableaux, from S []

ALC , an implementation-driven conservative
extension of SALC . Section 5 presents an example of explanation extracted from
a proof in SALC focusing on comparing our system with the well-known work
described in [2] as well as more recent works on ALC-explanation. Our main
contribution, besides the proof theoretical one, is an step towards short and
structured explanations in ALC theorem proving.

2 The ALC Sequent Calculus

ALC is a basic description language [7] and its syntax of concept descriptions is
described as follows:

φc ::= ⊥ | A | ¬φc | φc 	 φc | φc 
 φc | ∃R.φc | ∀R.φc

where A stands for atomic concepts and R for atomic roles.
The Sequent Calculus for ALC (SALC) that it is shown in Figures 1 and 2 was

first presented in [8] where it was proved to be sound and complete. It is based
on the extension of the language φc. Labels are lists of (possibly skolemized) role
symbols. Its syntax is as follows:

L ::= R,L | R(L), L | ∅
φlc ::= Lφc

L

where R stands for roles, L for list of roles and R(L) is an skolemized role
expression.

Each consistent labeled ALC concept has an ALC concept equivalent. For
instance, Q2,Q1αR1(Q2),R2 is equivalent to ∃R2.∀Q2.∃R1.∀Q1.α.

Let α be an φlc formula; the function σ : φlc → φc transforms a labeled ALC
concept into an ALC concept. ALC sequents are expressions of the form ∆⇒ Γ
where ∆ and Γ are finite sequences of labeled concepts. The natural interpreta-
tion of the sequent ∆⇒ Γ is the ALC formula

�
δ∈∆ σ (δ) �

⊔
γ∈Γ σ (γ).

In Figures 1 and 2 the lists of labels are omitted whenever it is clear that a rule
does not take into account their specific form. This is the case for the structural
rules. In all rules α, β stands for ALC concepts (formulas without labels), γ, δ
stands for labeled concepts, Γ,∆ for list of labeled concepts. L,M,N stands
for list of roles. All of this letters may have indexes whenever necessary for
distinction. If L1αL2 is a consistently labeled formula then D(L2) is the set of
role symbols that occur inside the skolemized role expressions in L2. Note that
D(L2) ⊆ L1 always holds.

Consider L1αL2 ; the notation
L2
L1 α

L1
L2 denotes the exchanging of the universal

roles occurring in L1 for the existential roles occurring in L2 in a consistent way
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α ⇒ α

∆ ⇒ Γ
∆, δ ⇒ Γ

weak-l
∆ ⇒ Γ

∆ ⇒ Γ, γ
weak-r

∆, δ, δ ⇒ Γ

∆, δ ⇒ Γ
contraction-l

∆ ⇒ Γ, γ, γ

∆ ⇒ Γ, γ
contraction-r

∆1, δ1, δ2, ∆2 ⇒ Γ

∆1, δ2, δ1, ∆2 ⇒ Γ
perm-l

∆ ⇒ Γ1, γ1, γ2, Γ2

∆ ⇒ Γ1, γ2, γ1, Γ2
perm-r

Fig. 1. The System SALC: structural rules

such that the skolemization is dually placed. This is used to express the negation
of labeled concepts. If β ≡ ¬α the formula

Q
R β

R
Q(R) is the negation of RαQ(R).

In the rules (∀-r) and (∀-l) R �∈ D(L2) must hold. In rules (prom-2),
(∀-r) and (∀-l), the notation L′

2, N ′
i means the reconstructions of the skolem-

ized expressions on those lists regarding the modification of the lists L1 and Mi,

∆, L1,RαL2 ⇒ Γ

∆, L1(∀R.α)L′
2 ⇒ Γ

∀-l
∆ ⇒ Γ, L1,RαL2

∆ ⇒ Γ, L1(∀R.α)L′
2

∀-r

∆, L1αR(L1),L2 ⇒ Γ

∆, L1(∃R.α)L2 ⇒ Γ
∃-l

∆ ⇒ Γ, L1αR(L1),L2

∆ ⇒ Γ, L1(∃R.α)L2
∃-r

∆, Lα∅, Lβ∅ ⇒ Γ

∆, L(α  β)∅ ⇒ Γ
-l

∆ ⇒ Γ, Lα∅ ∆ ⇒ Γ, Lβ∅

∆ ⇒ Γ, L(α  β)∅ -r

∆, ∅αL ⇒ Γ ∆, ∅βL ⇒ Γ

∆, ∅(α � β)L ⇒ Γ
�-l

∆ ⇒ Γ, ∅αL, ∅βL

∆ ⇒ Γ, ∅(α � β)L
�-r

∆ ⇒ Γ, L1αL2

∆,
L2
L1 ¬α

L1
L2 ⇒ Γ

¬-l
∆, L1αL2 ⇒ Γ

∆ ⇒ Γ,
L2
L1 ¬α

L1
L2

¬-r

L1αL2 ⇒ M1β1
N1 , . . . , Mnβn

Nn

L1αL2,R ⇒ M1β1
N1,R, . . . , Mnβn

Nn,R
prom-1

M1β1
N1 , . . . , Mnβn

Nn ⇒ L1αL2

R,M1β1
N′

1 , . . . , R,Mnβn
N′

n ⇒ R,L1αL′
2

prom-2

∆1 ⇒ Γ1,
L1αL2 L1αL2 , ∆2 ⇒ Γ2

∆1, ∆2 ⇒ Γ1, Γ2
cut

Fig. 2. The System SALC: logical rules
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respectively. The restrictions in the rules (∀-r) and (∀-l) means that the role R
can only be removed from the left list of labels if none of the skolemized role
expressions in the right list depends on it.

In [9] the cut-elimination5 theorem is proved for SALC .

3 Comparing with the Structural Subsumption
Algorithm

The structural subsumption algorithms (SSC), presented in [7], compare the syn-
tactic structure of two normalized concept descriptions in order to verify if the
first one is subsumed by the second one. Due to lack of space, we can only say
that each step taken by a bottom-up construction of a SALC proof corresponds
to a step towards this matching by means of the SSC algorithms. The following
construction on SALC deals with normalized concepts (the sub-language of ALC
required by SSC ) [7]. It would conclude the subsumption (sequent) whenever
the top-sequents ensure also their respective subsumptions. This is just what
the (recursive) SSC does. Consider:

A1 ⇒ B1

∀R1.C1, A1 ⇒ B1

A1, ∀R1.C1 ⇒ B1

R1C1 ⇒ S1D1

R1C1 ⇒ ∀S1.D1

∀R1.C1 ⇒ ∀S1.D1

A1, ∀R1.C1 ⇒ ∀S1.D1

A1, ∀R1.C1 ⇒ B1 	 ∀S1.D1

A1 	 ∀R1.C1 ⇒ B1 	 ∀S1.D1

4 Obtaining Counter-Models from Unsuccessful
Proof-Trees

The structural subsumption algorithm is restricted to a quite inexpressive lan-
guage and simple Tableaux based algorithms generally fails to provide short
proofs. On the other hands, the later has an useful property, it returns a counter-
model from an unsuccessful proof. A counter-model, that is, an interpretation
that falsifies the premise, is a quite useful artifact to a knowledge-base engineer.

In this section we show how to extend SALC system in order to be able to
construct a counter-model from unsuccessful proofs too. In this way, SALC can
be compared with Tableaux algorithms, indeed. In fact SALC is a structural-free
sequent calculus designed to provide sequent proofs without considering back-
tracking during the proof-construction from conclusion to axioms. Concerning
ALC the novelty is focused on the promotion and frozen rules, shown in the
sequel.

Let us consider the system S []
ALC , a conservative extension of SALC , presented

in Figure 3. S []
ALC sequents are expressions of the form ∆⇒ Γ where ∆ and Γ

5 This theorem states that any SALC-provable sequent can be proved without the
cut-rule.
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are sets of labeled concepts (possibly frozen). A frozen formula (labeled concept)
α is represented as [α]. The notation [∆] means that each δ ∈ ∆ is frozen (i.e.
{[δ] | δ ∈ ∆}). Frozen formulas may also be indexed as [α]n. The notation can
also be extended to a set of formulas [∆]n = {[δ]n | δ ∈ ∆}.

Due to space limitation, it is only displayed the rules of S []
ALC that modify

the indexes of the formulas in the sequents. The remaining formulas are those of
Figure 2 except cut (prom-1 and prom-2 of Figure 3 replace theirs corresponding
in Figure 2) and considering that ∆ and Γ range over formulas and frozen
formulas (indexed or not).

Reading bottom-up the rules prom-1 and prom-2 freeze all formulas that do
not contain the removed label. In rules frozen-exchange, prom-1 and prom-2
[∆]n and [Γ ]n contains all the indexed-frozen formulas of the set of formulas in
the antecedent (resp. succedent) of the sequent. The n is taken as the greatest
index among all indexed-frozen formulas present in Γ and ∆. In rule prom-2 the
notation L′

2 means the reconstructions of the skolemized expressions on list L2

regarding the modification of the list L1. The notation Γ (R) and (R)Γ denotes
the addition of the Role R to the beginning of the existential and universal labels
respectively. In rule frozen-exchange all formulas in ∆2 and Γ2 must be atomic.

∆, α ⇒ α, Γ

[∆]n, [∆1],
L1αL2 ⇒ Γ1 , [Γ2], [Γ ]n

[∆]n, ∆1,
L1αL2,R ⇒ Γ1

(R), Γ2, [Γ ]n
prom-1

[∆]n, [∆2], ∆1 ⇒ L1αL2 , [Γ1], [Γ ]n

[∆]n, ∆2,
(R)∆1 ⇒ R,L1αL′

2 , Γ1, [Γ ]n
prom-2

∆1, [∆2]
n+1, [∆]n ⇒ Γ1, [Γ2]

n+1, [Γ ]n
frozen-exchange

[∆1], ∆2, [∆]n ⇒ [Γ1], Γ2, [Γ ]n

Fig. 3. Sub-system of S []
ALC containing the rules that modify indexes

In Section 2, we stated the natural interpretation of a sequent ∆⇒ Γ in SALC
as the ALC-formula

�
δ∈∆ σ (δ) �

⊔
γ∈Γ σ (γ). Given an interpretation function

�I we write I |= ∆ ⇒ Γ , if and only if,
�

δ∈∆ σ(δ)I �
⊔

γ∈Γ σ(γ)I [8]. Now we
have to extend that definition to give the semantics of sequents with frozen and
indexed-frozen formulas.

Definition 1 (Satisfability of frozen-labeled sequents). Let ∆ ⇒ Γ be a
sequent with its succedent and antecedent having formulas that range over labeled
concepts, frozen labeled concepts and indexed-frozen labeled concept. This sequent
has the general form ∆1, [∆2], [∆3]1, . . . , [∆k]k−2 ⇒ Γ1, [Γ2], [Γ3]1, . . . , [Γk]k−2.
Let (I, I ′, I1 . . . , Ik−2) be a tuple of interpretations. We say that this tuple satisfy
∆ ⇒ Γ , if and only if, one of the following clauses holds: I |= ∆1 ⇒ Γ1,
I ′ |= ∆2 ⇒ Γ2, I1 |= ∆3 ⇒ Γ3, . . ., Ik−2 |= ∆k ⇒ Γk.
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Obviously, ∆⇒ Γ is not satisfiable by a tuple of interpretations, if and only if,
no interpretation in the tuple satisfy the corresponding indexed (sub) sequent.

The following lemma shows that S []
ALC is a conservative extension of SALC .

Lemma 1. Consider ∆⇒ Γ a SALC sequent. If P is a proof of ∆⇒ Γ in S []
ALC

then it is possible to construct a proof P ′ of ∆⇒ Γ in SALC .

Proof. The proof of Lemma 1 is done by simple induction over the number of
applications of prom-1 and prom-2 occurring in a proof P . Let us consider a top
most application of rule prom-1 of the system S []

ALC . Due to space limitations,
we present prom-1 cases only, prom-2 can be dealt similarly.

Below we present how we can build a new proof P ′ in SALC (right) from a
proof P in S []

ALC (left). We have to consider two cases according to the possi-
ble outcomes from the top most application of the rule prom-1. The first case
deals with the occurrence of a frozen-exchange rule application between the
prom-1 application and the initial sequent. This situation happens whenever
the formulas frozen by prom-1 rule were necessary to obtain the initial sequent,
in a bottom-up construction of a S []

ALC proof. Note that above the top most
prom-1 application, there might exist at most one frozen-exchange application.

∆′
1, [∆

∗
2], α⇒ α, [Γ ∗

1 ], Γ ′
2

Π1

∆1, [∆∗
2]⇒ [Γ ∗

1 ], Γ2
frozen-exch

[∆1], ∆∗
2 ⇒ Γ ∗

1 , [Γ2]
Π2

[∆1], L1βL2 ⇒ Γ1, [Γ2]
prom-1

∆1,
L1βL2,R ⇒ Γ1

R, Γ2

α⇒ α
some weak

∆′
1, α⇒ α, Γ ′

2

Π ′
1

∆1 ⇒ Γ2
some weak

∆1,
L1βL2,R ⇒ Γ1

R, Γ2

In the second case, the initial sequent is obtained (bottom-up building of the
proof) without the application of frozen-exchange rule:

[∆1], ∆′
2, α⇒ α, Γ ′

1, [Γ2]
Π1

[∆1], L1βL2 ⇒ Γ1, [Γ2]
prom-1

∆1,
L1βL2,R ⇒ Γ1

R, Γ2

α⇒ α
some weak

∆′
2, α⇒ α, Γ ′

1

Π ′
1

L1βL2 ⇒ Γ1
prom-1

L1βL2,R ⇒ Γ1
R

some weak

∆1,
L1βL2,R ⇒ Γ1

R, Γ2
Applying recursively the transformations above from top to bottom we obtain

a proof in SALC from a proof in S []
ALC . 	


A fully atomic S []
ALC sequent has every (frozen and not frozen) formula in the

antecedent as well as in the succedent as atomic concepts. A fully expanded
proof-tree of ∆ ⇒ Γ is a tree having ∆ ⇒ Γ as root, each internal node is a
premise of a valid S []

ALC rule application, and each leaf is either a S []
ALCaxiom (ini-

tial sequent) or a fully atomic sequent. In the following lemma we are interested
in fully expanded proof-trees that are not S []

ALC proofs.
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Lemma 2. Let Π be a fully expanded proof-tree having ∆ ⇒ Γ , a sequent of
S []
ALC , as root. From any non-initial top-sequent, one can explicitly define a

counter-model for ∆∗ ⇒ Γ ∗, where ∆∗ ⇒ Γ ∗ is the SALC sequent related to
∆⇒ Γ .

Proof. Note that the construction of the counter-model (a tuple of interpreta-
tion) is made from top to bottom, starting from any top-sequent that is no initial
in the fully expanded tree.

From the natural interpretation of a sequent in SALC as an ALC concepts
subsumption, we know that an interpretation I falsifies a sequent ∆ ⇒ Γ if
there exists and element c such that c ∈ ∆I and c /∈ Γ I . In S []

ALC a tuple of
interpretation falsifies a sequent ∆⇒ Γ if each of its elements (interpretations)
falsifies the correspondent sequent (Definition 1).

We proof Lemma 2 by cases, considering each rule of the system S []
ALC . For

each rule, we must prove that given a tuple t that falsifies its premises, one can
provide a tuple t′ that falsifies its conclusion. In t′ each interpretation may be
an extension of its correspondent in t.

It can be easily seen that from a non-initial and fully atomic top-sequent, we
are able to define a tuple falsifying it.

Since rules (	-r), (	-l), (
-r), (
-l), (¬-r), (¬-l), (∃-r), (∃-l), (∀-r) and (∀-
l) do not touch in the frozen formulas, to verify the preservation of falsity in
those rules, one can consider just the second projection of the tuple. Due the
lack of space, we only show the case (
-l). If there exist an I that falsifies
∆, ∅αL ⇒ Γ then we can state that in the domain of I there exist an individual
c such that c ∈ σ(∆)I ∩ σ(∅αL)I and c /∈ σ(Γ )I . From the hypothesis and basic
Set Theory, we can conclude that c ∈ σ(∆)I ∩ σ(∅αL)I ∪ σ(∅βL)I , which from
∃R.C 
∃R.D ≡ ∃R.(C 
D) is equivalent to c ∈ σ(∆)I ∩σ(∅α 
 βL)I , falsifying
the conclusion since c /∈ σ(Γ )I . The same idea holds for the right premise.

For the rule frozen-exchange we must consider the whole tuple of interpre-
tations, since it manipulates the frozen formulas. Suppose a tuple such that
(I, ∅, I1, . . . , In+1) �|= ∆1, [∆3]1, . . . , [∆k]n, [∆2]n+1 ⇒ Γ1, [Γ3]1, . . . , [Γk]n,
[Γ2]n+1 where the second projection of the tuple is an empty interpretation
since there is no frozen formulas without index in the premise. In order to falsify
the conclusion of the rule one simply considers the tuple (In+1, I, I1, . . . , In) �|=
∆2, [∆1], [∆3]1, . . . , [∆k]n ⇒ Γ2, [Γ1], [Γ3]1, . . . , [Γk]n.

For rule prom-1, suppose that (I, I ′, I1, . . . , In) falsifies the premise. From
that, we can obtain a new tuple t′ = (I ′′, ∅, I1, . . . , In) that falsifies the conclu-
sion L1αL2,R, ∆1, [∆3]1, . . . , [∆k]n ⇒ Γ1

(R), Γ2, [Γ3]1, . . . , [Γk]n. To construct t′,
the unique non trivial part is the construction of I ′′. This comes from I and I ′
from the tuple that falsifies the premise. I ′′ preserve the structure of both I and
I ′ and also the properties that make those interpretation falsify the premise.
Due space limitation, the complete procedure can not be presented here. The
principal idea is that whenever a crash of names of individuals occurs, that is,
names that occurs in both, one can consistently renames the individuals from I
or I ′. The reader must note that this is a perfectly adequate construct.
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Starting from a tuple of interpretations defined to falsify the fully atomic
top-sequent we obtain by the preservation of the falsity, provide by the S []

ALC
rules, the falsity of the root of the proof-tree. We can see that the counter-model
construction also works for SALC sequents when submitted to the S []

ALC proof-
system. 	


5 Providing Explanations from Proofs

Consider the proof:

Doctor ⇒ Doctor
weak-r

Doctor ⇒ Rich, Doctor �-r
Doctor ⇒ (Rich � Doctor)

prom-2
childDoctor ⇒ child(Rich � Doctor)

weak-l
�, childDoctor ⇒ child(Rich � Doctor)

neg-r
� ⇒ ¬Doctorchild, child(Rich � Doctor)

weak-r
� ⇒ ¬Doctorchild, Lawyerchild, child(Rich � Doctor)

∃-r
� ⇒ ¬Doctorchild, ∃child.Lawyer, child(Rich � Doctor)

∃-r
� ⇒ ∃child.¬Doctor,∃child.Lawyer, child(Rich � Doctor) �-r

� ⇒ ((∃child.¬Doctor) � (∃child.Lawyer)), child(Rich � Doctor)
prom-1

�child ⇒ ((∃child.¬Doctor) � (∃child.Lawyer))child, child(Rich � Doctor)child

¬-l
�child, child¬((∃child.¬Doctor)� (∃child.Lawyer)) ⇒ child(Rich � Doctor)child

∀-r
�child, child¬((∃child.¬Doctor) � (∃child.Lawyer)) ⇒ ∀child.(Rich � Doctor)child

∀-l
�child, ∀child.¬((∃child.¬Doctor)� (∃child.Lawyer)) ⇒ ∀child.(Rich � Doctor)child

∃-r
�child, ∀child.¬((∃child.¬Doctor)� (∃child.Lawyer)) ⇒ ∃child.∀child.(Rich � Doctor)

∃-l∃child.�,∀child.¬((∃child.¬Doctor)� (∃child.Lawyer)) ⇒ ∃child.∀child.(Rich � Doctor)
�-l∃child.�� ∀child.¬((∃child.¬Doctor)� (∃child.Lawyer)) ⇒ ∃child.∀child.(Rich � Doctor)

which could be explained by: “(1) Doctors are Doctors or Rich (2) So, Everyone
having all children Doctors has all children Doctors or Rich. (3) Hence, everyone
either has at least a child that is not a doctor or every children is a doctor or
rich. (4) Moreover, everyone is of the kind above, or, alternatively, have at least
one child that is a lawyer. (5) In other words, if everyone has at least one child,
then it has one child that has at least one child that is a lawyer, or at least one
child that is not a doctor, or have all children doctors or rich. (6) Thus, whoever
has all children not having at least one child not a doctor or at least one child
lawyer has at least one child having every children doctors or rich.”

The above explanation was build from top to bottom (toward the conclusion
of the proof), by a procedure that tries to not repeat conjunctive particles (if
- then, thus, hence, henceforth, moreover etc) to put together phrases derived
from each subproof. In this case, phrase (1) come from weak-r, 
-r; phrase (2)
come from prom-2; (3) is associated to weak-l, neg-r; (4) corresponds to weak-r,
the two following ∃-r and the 	; (5) is associated to prom-1 and finally (6) cor-
responds to the remaining of the proof. The reader can note the large possibility
of using endophoras in the construction of texts from structured proofs as the
ones obtained by either SALC or S []

ALC .
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6 Conclusion and Further Work

In this article it is shown two sequent calculi for ALC. Both are cut-free, and
one (S []

ALC) is designed for implementation without the need of any backtrack-
ing resource. Moreover S []

ALC provides counter-model whenever the subsumption
candidate is not valid in ALC. We briefly suggest how to use the structural
feature of sequent calculus in favour of producing explanations in natural lan-
guage from proofs. As it was said at the introduction, the use of the cut-rule
can provide shorter proofs. The cut-rule may not increase the complexity of the
explanation, since it simply may provide more structure to the original proof.
With the help of the results reported in this article one has a solid basis to build
mechanisms to provide shorter and good explanation for ALC subsumption in
the context of a KB authoring environment. The inclusion of the cut-rule, how-
ever, at the implementation level, is a hard one. Presently, there are approaches
to include analytical cuts in Tableaux, as far as we know there is no research on
how to extend this to ALC Tableaux. This puts our results in advantage when
taking explanations, and the size of the proofs as well, into account. There are
also other techniques, besides the use of the cut-rule, to produce short proofs in
the sequent calculus, see [5] and [10], that can be used in our context.
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Abstract. There are applications of case-like knowledge where, on the one 
hand, no obvious best way to structure the material exists, and on the other, the 
number of cases is not large enough for machine learning to find regularities 
that can be used for structuring. Numerical taxonomy is proposed as a technique 
for determining degrees of similarity between cases under these conditions. Its 
effect is illustrated in a novel application for case-like knowledge: authentica-
tion of paintings.  

1   Introduction 

Case-based reasoning (CBR) relies partly on an effective structuring or indexing of a 
case base [1, 2] to maximise the relevance of the cases retrieved in response to a 
query that represents a new problem. If an application has no evident structure in 
itself, e.g. no structure following from an accepted underlying theory, or no obvious 
set of key terms or properties in the cases, one may use techniques of machine learn-
ing to discover a possible indexing. However, this is practicable or reliable only when 
a relatively large set of cases is available. 

There are applications where the numbers of cases are small and are likely to re-
main so, and where at the same time no obvious indexing suggests itself. The latter 
condition, in particular, has occurred in science in the past, where the “base” has con-
sisted not of cases but of physical specimens. Numerical taxonomy was developed in 
response to the need to find order in sets of such specimens. We have found that, 
regarded suitably, cases can be treated in the same way and that numerical taxonomy 
is a valuable tool to supplement the existing techniques of CBR. We illustrate this 
finding through an examination of a painting authentication application [3]. 

2   The Role of Numerical Taxonomy 

Suppose that a set of specimens is given where each specimen has various features 
and where the values of the features can be noted. Suppose also that it is possible to 
                                                           
* This work is supported by CAPES/Brazil (grant number 2224/03-8). 
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assign or measure directly the relative distances or differences between any pair of 
values of any one feature. Direct measurement of distance is appropriate, for example, 
if such a feature is numerical by nature. Translating symbolic features to numerical 
scales is needed if there is no obvious coordinate in any space, e.g. where a feature is 
a certain kind of texture or a specimen’s preferred food. Following such an encoding 
of specimen’s features, it is possible to form a classification of the specimens in a 
tree-like structure showing their relative closeness to each other. Proceeding upwards 
from the individuals, the closest are associated first, forming small groups, and further 
specimens or groups are associated into larger groups, until a single group is reached 
as the root of the tree. Each intermediate node between the leaves and the root repre-
sents one association between individuals or groups of them. What is necessary to 
make this process work?  

Historically, the earliest demands for such a process came from botany and zool-
ogy. Either (usually) no strong theory which could be used to make the classification 
existed, or one needed to investigate what generalisations the tree (a “dendrogram”) 
could suggest if no theory of classification in the application domain were assumed 
(e.g. as a way of validating theoretical classification by means of more objective and 
systematic methods). Numerical taxonomy is the response to this demand. A some-
what classical reference [4] is still a relevant source of information about this subject.  

In brief, for features 1, 2 ... of specimens X and Y, only a distance function D of all 
the differences x1 – y1, x2 – y2, ...  is needed. There are then several good clustering 
algorithms [5] which can use D in generating the dendrogram. For any application 
there are still questions to be answered in order to define D, e.g. normalisation of the 
ranges of value of the different attributes, scaling of the normalised attributes, choice 
of the functional form of D (Pythagorean form is a reasonable default choice), and – 
even before these – choice of the features to be parameterised in setting up the dis-
tance function between specimens.  

For conventional cases in CBR where specimens are the cases, the same approach 
is applicable in organising or indexing a case base. There is no reason to suppose 
procedures of numerical taxonomy would be better than existing approaches of struc-
turing cases or indexing in CBR [1, 2] where some convincing scheme of theory or 
generalisation is already known and trusted for the cases in an application domain. 
One may also not assume that numerical taxonomy would provide satisfactory results 
in situations where traditional approaches of structuring cases and indexing do not 
provide good results but the number of available cases in the case base is large 
enough for machine learning techniques to be applied and their outputs to be taken (at 
least initially) on trust. However, there are several applications of CBR in which the 
number of cases available is too small for machine learning approaches, while not 
small enough for users to be confident about mistake-free manual indexing. There are 
also situations when experts in the application fields tend to believe that no overall 
theoretical scheme exists for the organisation of the problems (or cases) by traditional 
structuring or indexing procedures. Where neither the indexing nor the machine learn-
ing approach is effective for any particular CBR application, the problem is the same 
as for the situations where numerical taxonomy has been most useful, outside CBR, in 
the past.  

When we introduce procedures of numerical taxonomy into to the CBR scenario as 
in the line of research of [6-8], entire cases have to be taken first as the specimens. 
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Fig. 1. Cases as taxonomic entities in numerical taxonomy 

The encoding of the conventional contents (facts, actions) of cases as taxonomic fea-
tures, whose values can then be regarded as the coordinates of a specimen, is the first 
step of numerical taxonomy (Fig. 1 – (a)).  

Once taxonomic features are recorded in a feature matrix (Fig. 1 – (b)), the next 
step is the estimation of similarity and construction of a similarity matrix (Fig. 1 – 
(c)). We should emphasise that there is no formula or theory to build a distance meas-
ure for a given set of characteristics in numerical taxonomy and CBR: such measures 
are always found in practice by trial and error. In traditional numerical taxonomy, this 
starts with equal a priori weights for all the features that contribute to the estimation 
of similarity. Expert assessment of the quality of the dendrogram that results from the 
use of the inter-case similarities that can be computed can then be used to tune the 
weights in the underlying similarity functions. 

The dendrogram is simply a clustering of taxonomic entities (Fig. 1 – (d)) (details 
of clustering algorithms can be found in [5]). Taking the similarity matrix as input, or 
starting directly from the feature matrix, the clustering divides a collection of cases 
into groups of similar cases according to some numerical measure D of similarity. In 
taxonomic studies, the best clustering algorithms for our purposes in CBR are hierar-
chical. The multilevel hierarchy of similarity in a typical dendrogram is shown in 
(Fig. 1 – (d)). In it, the overall similarity relationships between cases are evident. In 
our experience, such tree-like hierarchical structure is simple enough for an expert to 
inspect the groupings and assess their validity. This leads either to expert feedback to 
improve D, e.g. by adjusting the scaling of individual feature dimensions or to expla-
nation of why the member cases of particular groupings belong together [6]. Funda-
mentally, the latter amounts to a bottom-up process of elicitation of knowledge previ-
ously held only tacitly by the expert. 
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3   Numerical Taxonomy and CBR in Practice: The Painting 
Authentication Application 

In our project, we are exploiting procedures of numerical taxonomy in the develop-
ment of a new application for CBR: the authentication of paintings. Painting authenti-
cation is the analysis of paintings with the aim of establishing whether there is reason 
to doubt i) the date of target paintings (i.e. the dating problem) and ii) the artist who 
has created the painting (i.e. the attribution problem) [3]. Although the attribution of 
an author to a target painting has too much complexity to be decided on scientific 
grounds, since it is also subject to the availability of reliable historical/cultural infor-
mation about paintings and artists (i.e. the use of provenance information), dating 
issues may be attacked by more systematic methods. 

The dating problem is approached routinely by trying to assign (ranges of) dates to 
physical features of a painting. Pigments [9] are one of most prominent dating fea-
tures. This is because there are pigments with a date of introduction (sometimes a 
discovery date, for instance) in paintings and a point in time after which one can no 
longer expect to find them in paintings (a terminal date). Thus paintings contain some 
features that may be characterised in time and also space, since such features are the 
product of materials and techniques available to artists. Once these pigments are iden-
tified by analysts in paintings, they are taken as findings in the construction of dating 
conclusions in reports on the authenticity or otherwise of a painting. Among other 
reasons, such reports are needed since painting investors may want to secure their 
investment. They are also developed for the solution of legal disputes involving own-
ership. Basically, the very simple information of when a certain painting was created 
may be the key factor for deciding who wins the dispute. 

3.1   Cases of Painting Authentication 

Routinely, past cases of painting authentication are underused by painting analysts in 
the solution of dating problems. Although steps in the formalisation of painting pig-
ments have been given in a standard Pigment Compendium reference [9], there is still 
a need to record these pigments systematically in cases of painting authentication to 
avoid ambiguities as far as possible and to help the knowledge to be re-used. Such a 
recording should be broad enough to involve not only the traditional artistic (e.g. 
stylistic) criteria but also the newer kinds of knowledge relying on studies of pigmen-
tation through chemistry. Once such painting information is available in a computable 
format, one can consider methods for approaching new painting authentication cases 
in terms of past authentication episodes.  

Although the task of painting authentication is handled naturally on a case-by-case 
basis and analysts’ reports mention various other artists and dates as background, such 
information has previously been regarded as implicit. Hence, knowledge of previous 
painting authentication episodes, such as knowledge from the authentication of  paint-
ings dated incorrectly on purely stylistic grounds, is available essentially only as small 
samples. The numbers of detailed case-like reports on authentication of paintings is 
small and will probably remain small. In our project, 50 reports (in total: 66 paintings) 
involving quite distinct kinds of paintings − e.g. small, regular and large paintings, 
“fake” paintings, paintings from different artists and dates, etc − are being utilised. 
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Each such report is rich in knowledge − but in forms of knowledge that have no single 
underlying theoretical base. There is also no theory for how the existing cases of 
painting authentication should be organised and examined as a means of obtaining 
hypotheses for the investigation of dating in new examples of authentication. All 
these considerations point to the situation − small numbers of cases, no ready-made 
framework for generalisations about them − where numerical taxonomy is most ap-
propriate as a technique for aiding the development of CBR applications.  

In the 66 cases available, 36 contain pigment information – the pigment-based case 
base, while 30 contain information regarding elemental composition of painting sam-
ples only – the “EDX”-based case base (in total, 16 cases are common in these two 
case bases). Pigments and “EDX” compositions (i.e. elemental compositions from 
energy dispersive X-ray spectrometry) represent two distinct but overlapping views 
on the analysis of materials in a painting. “Pigments” is based on the interpreted re-
sults of sampling and analysis, expressed as compounds that have been used histori-
cally in the painting process as listed in a standardised compendium [9]. Examples 
might be “cadmium sulfide” and “synthetic ultramarine”. A range of analytical tech-
niques may have been used to reach the pigment identifications given, including (but 
not exclusively) the method known as “EDX”. EDX is typically performed as an 
adjunct to scanning electron microscopy (“SEM”) on paint samples, yielding the 
localised elemental composition of the pigments present in the paint sample. The 
EDX-based case base is thus the collection of elements identified (e.g. major amount 
of Zinc – Zn) during such an analysis of a painting. While it mirrors the pigments 
present, it does not identify them uniquely. 

An important difference between the two case bases concerns the types of informa-
tion about a painting that each contains. The “Pigments” characterisation aims to 
reflect the complete set of pigments used by an artist in a specific work. Consequently 
it embodies the choice an artist has made in selecting materials from those available at 
a particular time and place, but not the way in which they were combined. Informa-
tion on aspects of painting technique involving mixtures, such as when pigments are 
habitually used together to achieve certain colours (information which reveals meth-
ods of painting production and aspects for painting conservation) is consequently lost. 
EDX features on the other hand, while not reflecting the level of analytical detail and 
pigment specificity contained in the “Pigments” features, whatever does still contain 
information associated with mixtures.  

From an expert understanding of the information contained in the two case bases 
we would anticipate the groups of cases formed from “Pigments” characteristics 
might outperform the groups formed from EDX data in respect of date determination. 
This is because there is a greater amount of information with temporal variation  
encoded into the former. While the EDX features contain information on mixtures 
discarded in the “Pigments” features, such mixtures only contain weak temporal 
variations and have thus not been widely used until now for making judgments re-
garding painting dates. However, as the identification of some pigments may not be 
straightforward for non-experts, information regarding elemental compositions is 
worth investigation as taxonomic features of cases. In fact, input features in CBR 
queries are either pigments or elemental compositions, or both, since these are fea-
tures obtained quickly in the process of authentication. When a query case is formed, 
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similarity is computed against all cases in both elemental composition-based and 
pigment-based case bases. The hierarchical taxonomic structure involving cases is not 
used to reduce the search procedure since these case bases are composed of a small 
number of cases. Nevertheless, the final hierarchical arrangement of cases is used by 
the CBR application when discussing retrieved results according to the “dating tax-
onomies” determined. In a process that resembles the analysis of cluster results in 
tasks of knowledge discovery, the CBR application makes use of “templates” (previ-
ously constructed) in order to explain traditional retrieval results according to local 
and global groups of cases in both composition-based and pigment-based taxonomies. 
Fundamentally, the combined analysis of retrieval results from pigments and elemen-
tal compositions may provide the contrasting support, and cross-validation, for the 
construction of case-based dating hypotheses. Further details regarding the actual 
CBR process involving taxonomic results of this kind can be found in [6]. 

3.2   Selecting and Coding Case Features 

We have treated each case of authentication of a painting as a tuple <problem, solu-
tion>. The problem description consists of 27 elemental compounds in cases of the 
EDX-based case base. The problem consists of 32 different types of pigments (where 
some represent different variations of an historical pigment [9]) in cases of the pig-
ment-based case base. The solution part of the cases consists of a dating conclusion as 
stated by an expert in the field.  

For representing EDX features in cases, one has to compute the normalised amount 
of each element in each painting. This is done by first coding EDX elemental meas-
ures as “trace” (which we coded as 1), “minor” (2) and “major” (3). For each element, 
one then sums these coded values in each painting sample, where the resulting sum is 
divided by the number of samples occurring in the painting. For example, the Zn 
element is identified in 3 of 10 samples. This element is characterised as “minor” in 2 
of the samples, and “major” in 1 sample, which results in an absolute amount of Zn = 
7 (i.e. 2 samples * 2 “minor” + 1 sample * 1 “major”). Then, this absolute value is 
divided by 10, giving the normalised amount of Zn observed. We treat each elemental 
component of the paintings in the same way. For representing pigments in cases, a list 
of pigments was selected from: a) Pigment Compendium [9] material, b) analysis of 
different kinds of painting authentication statements in authenticity reports (e.g. ar-
guments regarding authentication explanations) and c) refinements from the analysis 
of intermediate grouping results formed. In particular, statements in authenticity  
reports involve different pigments, although they are not limited to pigment informa-
tion. An example of a statement is: “Numerous false paintings in the style of the  
Russian Avant Garde movement contain titanium dioxide white pigments, for which 
current evidence suggests there was little general use before the 1950s”. Although 
work is on going in the examination of these aspects of argumentation in the capture 
of case-based expert knowledge and the search for a better similarity assessment in 
the problem as proposed in [6], this example already shows the kind of information 
one may exploit in aiding the selection of relevant case features, e.g. the “titanium 
dioxide white” pigment in this application. 
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3.3   Similarity Computation and Clustering 

Computation of similarity between cases is the next step. For cases formed by EDX 
compositions, these numerical values are ranged and scaled in the computation of 
similarity. All elemental features have the same weights in the similarity function. 
This amounts to the application of a traditional numerical taxonomy procedure over 
case facts, where a “general-purpose classification” is constructed. For cases formed 
by pigments, these are recorded as present, absent or unknown. Pigments present in 
two cases are treated as evidence for similarity between the cases. Pigments present in 
one case and absent in another case are treated as evidence for significant difference 
between them. Absent or unknown pigments in two cases being compared are neutral 
(not used) in the computation of similarity. EDX composition and pigment features 
are the dimensions for separate weighted Euclidean distance D computations, where 
D is equivalent (at least weakly) to various other distance functions presented in [4]. 
Similarities between cases are computed and stored in a similarity matrix which is 
then used as input in the clustering analysis. We have utilised hierarchical methods of 
clustering [4, 5] considering both “average” and “complete” versions of linking (since 
these most often give the best hierarchical representation of relationships expressed in 
a similarity matrix). The hierarchical methods are the most frequently used in tradi-
tional applications of numerical taxonomy. One reason why this is so is also relevant 
for the development of CBR applications, namely: a dendrogram structure is clear and 
simple enough for participants from the application field to give feedback about the 
organisation and relevance of the groups formed. 

Fig. 2 presents the dendrogram arising from the similarities of the EDX features only. 
The clusters formed are reasonable in the sense that paintings with broadly similar dat-
ing ranges occur together. Fig. 3 present the dendrogram arising from the similarities of 
the pigment features only. Weights of pigment features were explored by means of an 
“extreme heuristic”, e.g. using a weight of 20 for each of the pigments while the other 
weights were unchanged, and examining the changes of cluster membership. The 
weights were then adjusted proportionately, subject to expert agreement that they did 
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Fig. 2. EDX-based clusters (“average” linking) 
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not distort the relative importance of the dimensions, and values were chosen that 
maximised overall agreement between the dating of cases in the same clusters. 

A key process in the use of numerical taxonomy in CBR is this machine-supported 
process of user-directed learning through construction and examination of different 
taxonomies. It is also highly desirable to involve the domain expert in the search for a 
good taxonomy (and the weights that may lead to it). In essence, this taxonomic proc-
ess is a two-way task of both the successive formalisation of the domain by the expert 
and the improvement of the taxonomic structure (and similarity assessment) by the 
knowledge engineer. The most satisfactory resulting taxonomy from adjusted pigment 
weights is presented in Fig. 3. 
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Fig. 3. Pigment-based clusters (“average” linking) 

3.4   Initial Experiences: Using the Taxonomies in CBR 

According to the expert in the application field, there is a strong need for systematic 
recording of the knowledge of painting authentication procedures as expressed in past 
reports on individual paintings. Besides putting a single specialist source of knowl-
edge on the record, e.g. for use in training students of the subject and art historians, it 
should promote standardisation of at least the terms used by different experts. This is 
particularly needed in a field where a lack of standardisation impedes progress and 
leads to ambiguities − which may be exploited by lawyers in court cases about dis-
putes over paintings. The expert’s opinion (founded on the experience that we report 
here) about the value of a CBR approach to the issue is positive. 

Four paintings (for clarity, these cases are named in this paper by using the authen-
ticated dates of these paintings: PaintingAAt1849, PaintingBAround1880, Painting-
CAt1849 and PaintingDAt1844 in Fig. 2 and Fig. 3) not included in our classified set 
of 66 cases have been used as tests of the quality of the CBR results. When their de-
tails are the input, the effective output is a CBR suggestion of what the date ranges for 
these paintings should be. Both elemental compositions and pigments were available 
for paintings A, B and C, while only pigment information was available for painting 
D (no further information was given regarding these 4 paintings). In the experiments 
involving these paintings, the explanation templates generated with the retrieval re-
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sults show that painting D is significantly older than paintings A, B and C. Paintings 
A and C belong to the same group in both CBR results. In particular, the pigment-
based group of paintings from around the 1870s allows the claim that paintings A and 
C come from this epoch. In terms of EDX compositions, painting B can not be distin-
guished from paintings A and C. When pigment characteristics are used, painting B is 
from around the 1910s, indicating that this painting could have been created later than 
A, C and D. According to a later expert verdict of these results, the dating of paintings 
A-D should be shifted ~30-40 years. The same expert says this is highly likely to be 
because most of the cases available are 20th century paintings. Paintings A and C are 
the closest ones indeed. According to the expert, painting D is the oldest one but there 
is less data from such times in the case base. Painting D is also a different kind of 
painting in which the pigments are not very informative for dating. That B is the latest 
is crucial to the discussion of these 4 paintings since the issue is to find the temporal 
relationship between painting B and the others (this key piece of information was 
revealed only after the experiment). This simple but objective experiment presents 
evidence that pure fact-based CBR has the potential for generating improved dating 
hypotheses for further investigation. Exploitation of expert arguments regarding other 
authentication aspects may add further knowledge and dating precision to CBR be-
yond what we report here. 

Finally, there may be situations where an apparently “wrong” classification may be 
significant because it is in fact right. This is exactly what happens in case of painting 
forgeries where painting “p23Around2000”, for instance, supposedly from the 17th to 
18th century, is associated in the process of clustering with paintings from that period 
of time when pigment information is used (Fig. 3) – since all but one of the pigments 
present are indeed old, but this painting is particularly associated with 
“p36From1968to1982” when elemental compositions are used (Fig. 2). The expert 
has confirmed this outcome obtained from CBR. In effect, the classification is a 
knowledge elicitation tool: it draws the expert’s attention to features that are unusual 
enough to need explanation and/or correction. Explanations are explicit versions of 
previously tacit knowledge and can enhance the value of a case when they are added 
to its previous contents.   

4   Concluding Remarks 

The effectiveness of numerical taxonomy has been demonstrated in this paper, even 
though we have not yet completed all of the treatments (e.g. capture, typing, and use 
of the argument parts of experts’ reports on authentication of paintings) that are  
possible in a combined factual and argumentation approach to CBR. Numerical  
taxonomy is effective not only in obtaining results (here, estimates of the dates of 
paintings), but also for knowledge elicitation, correction, and indication of anomalies 
(here, forgeries; elsewhere in our cases, past mistakes in data recording), as we have 
remarked in section 3.4. In particular, we demonstrate the applicability of taxonomic 
procedures to CBR when there are relatively small case bases where the nature of an 
application does not allow any single useful a priori scheme of indexing to support the 
process of case retrieval. 
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Abstract. We introduce a stepwise approach for computing symbolic
diagrams. Such logical diagrams display formulas and connections be-
tween them and they are useful tools for visualizing connections between
formulas as well as for reasoning about them. This incremental approach
is modular: it starts from small diagrams and expands them. We explain
the method and justify it. We also comment on the application of these
ideas and illustrate them with some examples.

Keywords: Knowledge representation, symbolic reasoning, diagrams.

1 Introduction

In this paper, we introduce a method for the construction of symbolic diagrams.
Diagrams are employed in many branches of science as useful tools for visual-
ization. Symbolic diagrams display term-like objects and connections between
them. They are useful tools for many purposes: visualizing connections, reason-
ing and experimentation. So, we provide a method for constructing tools with a
wide spectrum of possible uses.

Logical diagrams display logical objects and connections between them. Some
simple examples are modality diagrams [6] with modalities and their connec-
tions (implications, equivalences, etc.). Other examples are diagrams displaying
derivations and reductions or formulas connected by inference rules [12].

Logics have been used in many areas of Artificial Intelligence and Computer
Science, mainly because they provide insights into reasoning problems without
implementation details. In fact, one can distinguish three uses of logics in this
context: as tools for analysis, as bases for knowledge representation and as pro-
gramming languages [10]. Examples of logics with important impact are: feature
logics (to encode linguistic information [14]), description logics (to describe on-
tologies [1], [2]), and modal logics, such as epistemic logics (to reason about
knowledge of agents as well as distributed and common knowledge [7], [9]) and
dynamic logics [8].
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Logical diagrams share some structural features in that they consist of two
basic entities: the nodes are (representatives of) equivalence classes of formu-
las and the edges display some logical connections. The formulas are generated
by some formula-building operations, like negation and modalities (or quan-
tifiers). Since the connections are logical, a first step in constructing such a
diagram amounts to determining its nodes. In the case of few formula-building
operations with simple behavior, the task is relatively simple, but not
so otherwise.

We propose a stepwise approach for the construction of symbolic diagrams.
This incremental approach is modular: the basic idea is starting from diagrams
with few operations and combining them or adding one operation at a time. The
method may also join diagrams for sublanguages and then adapt the result. The
adaptions are of two kinds: coalescing existing nodes and adding new nodes.
We explain the method and justify it. The justification rests on regarding a
(perhaps partial) diagram as a kind of algebra. We will introduce and illustrate
the ideas for the case of modality-like diagrams, where the operations are unary
(in Sections 2 to 6), and then we will indicate how to extend them to the general
case (in Section 7).

The structure of this paper is as follows. In Section 2 we examine the basic
ideas on logical diagrams consisting of nodes and arcs. In Section 3 we introduce
our approach to diagram construction: first nodes, then arcs. In Section 4 we
examine some ideas underlying modality-like diagrams, namely normal form and
equivalence. In Section 5 we take a closer look at the construction of modality-
like diagrams by stepwise addition of modalities. In Section 6 we present our
method for the construction of logical diagrams by expanding partial diagrams.
In Section 7 we present some variations and extensions of our method. Finally,
we present some closing remarks about our ideas in Section 8.

2 Basic Ideas

We will introduce the idea of logical diagrams consisting of nodes and arcs, by
means of a classical example: the square of oppositions [11].

The classical case of the square of oppositions is obtained as follows. The
assertions are classified as either affirmative or negative and as either universal
or particular. This classification leads to four kinds of assertions as follows.

(A) Affirmative universal: ∀xP (x) (or, equivalently, ¬∃x¬P (x)).
(I) Affirmative particular ∃xP (x) (or, equivalently, ¬∀x¬P (x)).
(E) Negative universal ∀x¬P (x) (or, equivalently, ¬∃xP (x)).
(O) Negative particular ∃x¬P (x) (or, equivalently, ¬∀xP (x)).

The classical square of oppositions displays logical connections involving these
four kinds of assertions: being contrary, sub-contrary, contradictory, etc.1. It is
as follows:
1 Two formulas are contrary when they cannot be both true, sub-contrary when

they cannot be both false and contradictory when they are both contrary and sub-
contrary.
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The nodes are actually representatives of logical equivalence classes:

Affirmative Negative
Universal A : {∀xP (x),¬∃x¬P (x)} E : {∀x¬P (x),¬∃xP (x)}
Particular I : {∃xP (x),¬∀x¬P (x)} O: {∃x¬P (x),¬∀xP (x)}

The arcs display logical relationships between nodes, for instance
∀x P (x)

¬ ∃x ¬ P (x)

�� ∀x ¬ P (x)

¬ ∃x P (x)

contradictory







�

∃x P (x)

¬ ∀x ¬ P (x)

contrary

∃x ¬ P (x)

¬ ∀x P (x)

�
�

��
��

sub − contrary

These logical relationships between nodes are independent of representatives,
so can choose suitable representatives, e.g. ∀xP (x) contradicts ¬∀xP (x).

3 Diagram Construction

One can construct a logical diagram in two steps as follows.

1. Obtain nodes as (representatives) of logical equivalence classes generated by
formula building operations.

2. Add arcs displaying the logical relationships between these nodes.

Here, we will focus on the construction of node diagrams. This task may very
well be far from being trivial. This can be seen by considering other cases of the
square of oppositions. The classical case has 4 nodes (cf. Section 2); what about
other cases (e.g. intuitionistic logic or logics with additional quantifiers)?
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Let us consider the case of the generalized quantifier ∇ for ‘generally’ [15], [3].
Now, in addition to universal (∀) and particular (∃) assertions, we have ‘gen-
eralized’ (∇) assertions. So one may expect the diagram of oppositions to be
somewhat larger. How large will depend on the behavior of ∇.

For proper ‘generally’, ∇ is between ∀ and ∃ [17]. We then obtain

Affirmative Negative

¬∃v¬ϕ ⇔ ∀vϕ contrar.↔ ∀v¬ϕ ⇔ ¬∃vϕ
⇓ ⇓
∇vϕ contradict.↔ ¬∇vϕ

⇓ ⇓ ⇓
¬∇v¬ϕ contradict.↔ ∇v¬ϕ
⇓ ⇓ ⇓

¬∀v¬ϕ ⇔ ∃vϕ subcontrar.↔ ∃v¬ϕ ⇔ ¬∀vϕ

For stronger logics of ‘generally’, we have some more information. For instance,
in ultrafilter logic,∇ commutes with the propositional connectives [16], and then
we have an hexagon [17] as follows

Affirmative Negative

¬∃v¬ϕ ⇔ ∀vϕ contrar.↔ ∀v¬ϕ ⇔ ¬∃vϕ
⇓ ⇓ ⇓ ⇓

¬∇v¬ϕ ⇔ ∇vϕ contradict.↔ ∇v¬ϕ ⇔ ¬∇vϕ
⇓ ⇓ ⇓ ⇓

¬∀v¬ϕ ⇔ ∃vϕ subcontrar.↔ ∃v¬ϕ ⇔ ¬∀vϕ

4 Modality-Like Diagrams

In this section we examine some ideas underlying modality-like diagrams.
A modality diagram D has the following features.
- Its initial node (indicated by �) is labeled by the atomic letter p.
- Each node has an outgoing arrow for each modality.
We will introduce the ideas of normal form and equivalence through a simple

example, the modality diagram of S5 ([6], p. 149). Explanations will follow.
The modality diagram of S5, with the modalities ¬, � and ♦, is as follows

�,♦ �
{

�p
♦�p

}
¬←→

{
¬�p
♦¬p

}
� �,♦

� ↑ ↑ ♦
�
{
p
}

¬←→
{
¬p
}

♦ ↓ ↓ �
�,♦ �

{
♦p

�♦p

}
¬←→

{
�¬p
¬♦p

}
� �,♦

One may also choose representatives for nodes (e.g. � p for itself and �¬♦¬ p).
We then obtain a simpler diagram as follows
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�,♦ � �p ¬←→ ¬�p � �,♦
� ↑ ↑ ♦
� p ¬←→ ¬p
♦ ↓ ↓ �

�,♦ � ♦p ¬←→ �¬p � �,♦

In this diagram, one can evaluate modality paths and detect their equivalence.

(���) A modality path evaluates to its end node; for instance � p �¬♦¬��� �p.
(≡) Equivalent modality paths are those going to the same end node; for in-

stance ¬♦ p ≡ �¬ p, because the paths labeled by ¬♦ and �¬ lead from
the initial node � p to the same end note, namely �¬p.

In general, each modality term t, being a finite sequence of modalities, labels
a path from a start node q to an end node [t q]D.

We will be more interested in reachable diagrams, where each node can be
reached from the initial node by some modality term: each node n has a modality

term t with � p
t��	n. Now, a structure M gives meanings to the initial node

and to the modalities. So, it evaluates reachable nodes: [t p]M := tM(pM).
A diagram will be correct (sound and complete) for a given structure when

their term equalities are the same.
We call diagram D
sound for structure M iff [s p]M = [t p]M, whenever [s p]D = [t p]D;
complete for structure M iff [s p]D = [t p]D, whenever [s p]M = [t p]M.
In the case of a logic L, the structure is its Lindenbaum-Tarski algebra, con-

sisting of the equivalence classes of formulas under sp ≡L tp iff $L sp ↔ tp.

5 Constructing Modality-Like Diagrams

We now take a closer look at the construction of modality-like diagrams. The
construction hinges on the stepwise addition of modalities. We will begin with
a partial diagram, which can evaluate only some modality terms, and extend it
to a diagram so that it can evaluate all modality terms.

We will introduce the ideas by indicating how one can construct the modality
diagram for K45, with the modalities ¬, � and ♦ cf. [6], p. 132).

1. Let us begin with diagram P1 for negation: � p
¬←→¬p.

This diagram P1 is partial: it can only evaluate terms in the set E1 = {¬}∗. We
wish to evaluate the modality �p. There is no outgoing arrow from p labeled �.
Also, we have no node to represent �p (since � �p ↔ p and � �p ↔ ¬p). So,
we must add a new node for �p.

2. We thus add a new node �p, which leads to diagram P2 (see Figure 1(a)).
Diagram P2 is partial: it can only evaluate terms in the set E2 = {¬}∗ ∪ {�}.
We wish to evaluate the modality ��p. We know that $ ��p↔ �p. So we do
not need a new node.

3. We thus coalesce ��p to �p, which leads to diagram P3 (see Figure 1(b)).
Diagram P3 is partial: it only evaluates terms in the set E3 = {¬}∗ ∪ {�}∗.
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�.Proceeding in this manner, we arrive at a ten-node diagram P� (cf. [6], p.
153). Diagram P� is full: it evaluates all terms in the set E� = {¬,�,♦}∗.

� p
¬←→ ¬p

� ↓
�p

� p
¬←→ ¬p

� ↓
� � �p

(a) Diagram P2 (b) Diagram P3

Fig. 1. Intermediate diagrams for K45

Some remarks about these ideas are in order.
1) We could have started from the trivial diagram P0: � p, evaluating no

modality term: E0 = ∅.
2) Each partial diagram is correct (sound and complete) with respect to the

modality terms it can evaluate.
3) The approach is somewhat robust. Imagine that one inadvertently adds

an unnecessary new node. Then, the partial diagram is still sound (though not
complete). To regain completeness, it suffices to coalesce the unnecessary node
to its equivalent node and redirect arrows accordingly.

6 Construction Method

We now present our method for the construction of logical diagrams. The con-
struction method hinges on extending partial diagrams.

(0) We start from a partial diagram P0.
(n) At stage n, we have a partial diagram Pn, with set En of modality terms.

We expand frontier situations, if any, obtaining diagram Pn+1.

By a frontier situation in a partial diagram we mean a pair (n, f), such that
n is a node in the diagram without outgoing arrow labeled by a modality f .
A diagram without frontier situations will be full. So, we will eventually obtain
a full diagram (perhaps in the limit). Expansion aims at eliminating frontier
situations while preserving relative correctness (soundness and completeness).

In the expanded diagram, we will have n
f→nf , where

nf :=
{

old node if already have some equivalent modality
new node if no equivalent modality present

The expansion of a partial diagram P , with respect to a given structure M,
produces a diagram P ′ as follows.
Given the frontier situation (n, f), with n = [s p]P , one has two cases to consider.

(Y ) In case there is already a modality equivalent, in the sense that we have a
reachable node q = [t p]P in diagram P , such that fM(nM) = qM. In this
case, we coalesce nf := q. Note that [f n]P

′
= [t p]P ∈ N .
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(N) In case there is no equivalent modality present, we add a new node nf �∈ N .
Note that [f n]P

′
= nf �∈ N .

Notice that, in either case, we have an embedding P ⊆ P ′.

s��	 n
� p ↓ f

��	
t q

� p
s��	 n

f→ nf

(Y) : Coalesce (N) : Add

Fig. 2. Expansion of partial diagram

Now, let us formulate more precisely our method of successive expansions. We
wish to obtain a diagram that is correct with respect to a given structure M.
The construction method is as follows.

(−) Start with a partial diagram P0, with its set E0 of modality terms.
(F ) While partial diagram Pn has some frontier situation, expand Pn (with

respect to structure M) obtaining Pn+1.

The result of this process is the diagram P� :=
⋃

n∈IN Pn

We can now see that our construction method produces a full diagram.

Lemma 1. Given a partial diagram P0, consider the diagram P� obtained by
the above method of successive expansions. Then, diagram P� is full.

Proof. The assertion follows from the preceding remarks.

We now wish to argue that our method produces a correct diagram. A partial
diagram P can evaluate modalities in its set E: for s ∈ E, � p

s��	 q = sP .
We now extend correctness to partial diagrams. We relativize our previous

concepts of correctness to the modality terms a partial diagram can evaluate.
A partial diagram is relatively correct for a given structure M when the term
equalities that can be evaluated are the same. We call a partial diagram P

– relatively sound over set E for structure M iff, for all [s p], [t p] ∈ E, if
[s p]D = [t p]D, then [s p]M = [t p]M;

– relatively complete over set E for structure M iff, for all [s p], [t p] ∈ E, if
[s p]M = [t p]M, then [s p]D = [t p]D.

With these concepts, we can see that expansion preserves relative correctness
(soundness and completeness).

Proposition 1. Given a partial diagram P with its set E of modality terms,
and a structure M, consider the corresponding expansion: diagram P ′, with set
E′ of modality terms. If the diagram P is relatively sound (respectively relatively
complete) over set E for M, then diagram P ′ is relatively sound (respectively
relatively complete) over set E′ for M.
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Proof. The assertion follows from the expansion construction.

We can now see that our method eventually produces a full correct diagram.

Theorem 1. Given a partial diagram P0 with its set E0 of modality terms,
consider the diagram P� obtained by the above method of successive expansions.

– The resulting diagram P� is full.
– Given structure M, if the starting diagram P0 is sound and complete over

set E0 for M, then the resulting diagram P� is sound and complete for M.

Proof. By Lemma 1 and Proposition 1.

7 Variations and Extensions

In this section we present some variations and extensions of our method.
Our construction method successively expands an initial partial diagram (cf.

Sections 5 and 6). A variant starts with some partial diagrams (or equivalently
tables) and proceeds by merging them and expanding the results.

We will illustrate how this idea works by constructing the modality diagram
for S5, now with the two modalities ¬ and �.

1. We start with two partial diagrams P¬, for ¬, and P�, for �, as follows

P¬ : � p
¬←→ ¬p E¬ = {¬}∗ P� :

� p
� ↓

� � �p
E� = {�}∗

These two partial diagrams can also be presented by partial tables, as follows

P¬ :
n p ¬p
¬n ¬p p

P� :
n p �p

�n �p �p

2. We now merge two partial diagrams, obtaining P¬,� ; = P¬ & P� as follows

P¬,� :
� p

¬←→ ¬p
� ↓

� � �p

E¬,� = {¬}∗ ∪ {�}∗

The table presentation for P¬,� is as follows

n p ¬p �p
¬n ¬p p −
�n �p − �p

3. This diagram P¬,� is still partial. We can apply the preceding method to
expand it to a full diagram D¬,� evaluating all the terms in the set {¬,�}∗.
The table presentation for D¬,� is as follows

n p ¬p �p ¬�p �¬p ¬�¬p
¬n ¬p p ¬�p �p ¬�¬p �¬p
�n �p �¬p �p ¬�p �¬p ¬�¬p
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We now examine how one can extend our methods to other arities. The basic
idea is that we are constructing a free term algebra [5]. For an n-ary operation
we will have n initial nodes. It is more convenient to work with partial tables
rather than diagrams.

We will illustrate this idea with a rather simple example. We will construct
the diagram for classical conjunction: the binary operation ∧ (see Figure 3).

1. We begin with the trivial table ∧0.
2. We can fill in the diagonals of this table ∧0, by relying on idempotence

($ ϕ ∧ ϕ ↔ ϕ). We obtain table ∧1.
3. By eliminating the frontier situation p ∧ q in ∧1, we extend it to table ∧2.
4. We can now fill in some entries in table ∧2, by relying on commutativity

($ ψ ∧ θ ↔ θ ∧ ψ). We obtain table ∧3.
5. We can similarly fill in the remaining entries in table ∧3, by relying on

properties of conjunction. We obtain the full table ∧4.

∧0 p q

p − −
q − −

∧1 p q

p p −
q − q

∧2 p q p ∧ q

p p p ∧ q −
q − q −

p ∧ q − − −

∧3 p q p ∧ q

p p p ∧ q −
q p ∧ q q −

p ∧ q − − −

∧4 p q p ∧ q

p p p ∧ q p ∧ q
q p ∧ q q p ∧ q

p ∧ q p ∧ q p ∧ q p ∧ q

Fig. 3. Partial tables for conjunction

8 Final Comments

In this section we present some closing remarks about our ideas.
We have introduced a method for the construction of symbolic diagrams, dis-

playing term-like objects and connections between them. They are employed in
many branches of science as useful tools for many purposes: visualizing connec-
tions, reasoning and experimentation.

We have presented a stepwise approach for the construction of symbolic di-
agrams. This approach is modular: its starts from diagrams with few opera-
tions and combines them or adds one operation at a time. The method joins
diagrams and adapts the result by coalescing existing nodes and adding new
nodes. We have explained and justified the method. The key idea amounts to
relativization: a partial diagram evaluating a set of terms. We have introduced
the ideas for the case of unary operations and indicated the extension to the
general case.

Thus, we have provided a method for constructing tools with a widespread
range of possible uses. One can use similar ideas for specification purposes [13].
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Abstract. This paper presents a Memetic Evolutionary Algorithm for 
automated compact filter design using two-port building-blocks. In general, 
complex circuits are designed with suitably arranged two-port elements. The 
proposed representation scheme uses a proposed Positional Matrix, associating 
two-port building-blocks, their possible connections (cascade, serial, parallel or 
hybrid), and their parameters. The candidate designs are processed through 
suitable bidimensional evolutionary operators. The solutions are evolved using 
a bi-objective classification process, taking into account the performance 
evaluations, based on scattering parameters and size of the circuit. Promising 
candidate solutions are fine-tuned by a local search method. Results 
demonstrated that two-port compact filters are achieved, using simple 
microstrip building-blocks for describing the general passive microwave 
circuits. 

Keywords: automated synthesis, bidimensional representation, bi-objective 
classification, two-port building-blocks, microwave circuit. 

1    Introduction 

Recent works (see [1]-[6], for example) have presented a renewed interest in filter 
synthesis. In modern applications – wireless communication systems, for example – 
the rigorous filter specifications demand new effective methods to aid the designers to 
find new filter topologies [1]. Using evolution-based paradigms, such as Genetic 
Algorithms and Genetic Programming, researchers (see [7]-[10], for example) have 
developed methods capable to evolve both circuit topologies and the values of their 
parameters, without providing any prior specific design input to the algorithm. That 
is, they do not require expert knowledge regarding the circuit topology. However, 
they commonly generate extremely unconventional and unstructured circuit 
topologies, which can be physically unpractical. On the other hand, in contrast with 
arbitrary topology search methods, the arbitrary but hardly constrained topology 
approaches are more efficient and attractive in some design cases, reducing the circuit 
complexity [11]-[14], but it is not able to find innovative topologies.  
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In this paper, we present an automated two-port filter synthesis method. The 
proposed algorithm applies: (1) expert knowledge to define the two-port 
representation scheme and appropriate evolutionary operators for imposing a set of 
moderate constraints on the structure of the candidate solutions, in order to reduce the 
search space and to avoid the occurrence of anomalous circuits, but with enough 
flexibility to allow the generation of novel topologies; and (2) a Memetic 
Evolutionary Algorithm that balance the topology search (performed by an 
Evolutionary Algorithm) and the parameters tuning process (performed by the 
Simulated Annealing method). The algorithm is focused on two-port elements, since 
most of the basic components of passive and active circuits are two-port building 
blocks, which are arranged together to produce a more complex passive or active 
circuit (passive microwave circuits, for example). 

2   Description of the Proposed Method 

Fig. 1 shows the flowchart of the Memetic Evolutionary Algorithm. In the following 
sections, the features of the method will be described. 
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Fig. 1. The Bi-objective Memetic Evolutionary Algorithm 
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2.1   Two-Port Circuit Representation – Positional Matrix 

The template of the evolvable circuit is shown in Fig. 2. The circuit is encoded into 
the proposed Positional Matrix. The initial size of this evolvable matrix is given by 
the number of elements of the initial circuit, which is composed by a set of elements 
cascaded from the source towards the load. The creation process of the initial 
Positional Matrix is as follows:  
 

(1) Randomly define the size n  of the Positional Matrix;  
(2) Randomly select n  circuit elements from a database and assemble the 
initial Positional Matrix by cascading them into its main diagonal, from the 
source to the load;  
(3) Repeat m  times 

Randomly select a row i  and a column j  of the Positional Matrix, 

subject to ji ≤ . Randomly select a circuit building-block and its 

respective connection type based on constraining rules and encode it 
in the ( )ji,  position of the Positional Matrix (e.g., as depicted in 

Fig. 4).    
 

Along the evolution process, other building blocks are placed into or removed from 
the variable-size Positional Matrix, as described in the following sections. The 
possible types of connection are: cascade, serial, parallel, or hybrid, as shown in Fig. 
3. Besides the building-blocks, topology constraining rules also feeds the algorithm, 
as depicted by the database in Fig. 1. 

  

Zin Zout

Source Load

Building-
block

Evolvable circuit

 

Fig. 2. Template of the evolvable circuit  

Figs. 4 and 5 illustrate the proposed representation. In the Positional Matrix of Fig. 

4, the circuit elements (building-blocks) )1(
11b , )1(

22b , and )1(
33b  are connected in cascade;  

)2(
11b  and )1(

11b , are connected in parallel (p); )1(
13b  is in series (s) with the input port of 

)1(
11b  and in parallel (p) with the output port of )1(

33b  (hybrid connection); )1(
23b  is in 

parallel (p) with the input port of )1(
22b  e and in series with the output port of )1(

23b ;  

(hybrid connection). Fig. 5 shows its respective topological representation.  
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 Building-
block 1
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Fig. 3. The possible connections types between two-port building blocks: (a) parallel, (b) serial, 
(c) cascade, and (d) hybrid (serial connection in the input port and parallel in the output port) 
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Fig. 4. Example of Positional Matrix (size 3×3) 
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2.2   Evaluation Functions  

Two objective-functions are defined in order to allow a trade-off relation: (1) the 
circuit performance, which is evaluated using a frequency-domain circuit 
simulator; and (2) the circuit size, given by the number of two-port building-
blocks. The circuit simulator computes the frequency responses (the scattering 
parameters) over a set of frequencies uniformly distributed in the range defined 
by the user. Then, the algorithm calculates the sum of the squared deviations 
between the computed aggregate responses and the desired responses (sum 
squared error), as in (1). The desired response is provided as scattering 
parameters masks for the absolute values of the transmission coefficient 21S  

and reflection coefficient 11S , given in dB. 

( ) ( )( ) ( ) ( )( )∑
=

∗∗

⎥⎦
⎤

⎢⎣
⎡ −+−=

k

j
jjjj fSfSfSfSSSE

1

2

1111

2

2121  (1) 

In (1), k is the number of evaluation frequencies, ( )jfS ∗
21  is boundary value of 

the response mask of the respective scattering parameter at jf . The differ-

ence ( ) ( )jj fSfS ∗− 2121  in (1) is set to zero if the mask is not violated by the 

value ( )jfS 21 .  The same criterion is applied to 11S . 

2.3   Evolution Schemes 

The population is randomly initialized with circuits (individuals or chromosomes) that 
use the template circuit shown in Fig. 2, which is composed by two-port circuit 
elements (genes) randomly selected from the database. In order to generate high-
performance small circuits, a bi-objective selection approach – the crowded-
comparison operator, extracted from the NSGA-II [15] – is applied in this method at 
two points: to extract the elite (non-dominated chromosomes) of the current 
population, as well as the elite of the offspring. The two evaluation functions 
(objective-functions) previously defined are taken into account. The elite individuals 
of the population, i.e. the Pareto front, are found by applying this classification 
method. The selection scheme used in this work is the well-known binary tournament 
method.  

The proposed approach provides the balance between performance and size of the 
solutions, and, consequently, makes it possible to naturally reduce the tendency of the 
process for producing larger circuits as the population evolves. Additionally, it allows 
the extraction of new building-blocks (as desired concerning the building-block 
hypothesis [16]) derived by the evolution process, which can be used in the next stage 
to produce the competitive circuits with some degree of structural redundancy. 

A local search process assists the Evolutionary Algorithm for fitness improvement 
of candidate circuits, refining their parameters in order to avoid good topologies with 
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non-optimized parameter values to be prematurely discarded. The evaluation criterion 
to accept new parameters for a given topology is mono-objective, based on the 
performance function (1). This process takes place in two points of the evolution 
cycle. After the classification process, the local search method is applied to each elite 
individual. Also, the local search procedure is carried out after the crossover/mutation 
procedure. Doing so, the topology space is explored and, subsequently, the parameters 
of the new topologies are improved. As a result, offspring solutions will be able to 
fairly compete with the current elite set for composing the elite of the next generation. 
The Simulated Annealing technique [17] with few iterations and predefined 
temperature values was adopted. Only a low computational effort is necessary for 
each local search. 

2.4   Bidimensional Topology Crossover Operator 

Only one crossover operator is proposed. Fig. 6 sketches this operator. Each crossover 
operation generates only one offspring. The crossover occurs as follows. Given two 
reduced matrices, a cut point in parent matrix 1 is randomly chosen, such that four 
regions are defined, as shown in Fig 6(a). After that, a square sub-matrix in parent 
matrix 2 is arbitrarily defined, as shown in Fig. 6(b) and Fig. 6(c). Fig. 6(e) e Fig. 6(f) 
illustrates the offspring composition. The blocks R1, R2, R3 and R4 in the offspring 
matrix are from the parent matrix 1, the block R5 is from the parent matrix 2, and the 
block R6, is randomly selected from the corresponding block in parent matrix 1 or 
from 2. Two types of offspring composition are possible and likely to occur: cut-
splice, as in Fig. 6(c); cut-overlap, as in Fig. 6(d). Then, the proposed crossover 
operator can explore the containing knowledge in the parents, and can also promote 
the diversity of structures. Since selection of the cut point is independent for each 
parent matrix, it is obvious that the produced offspring matrix length can vary during 
the evolution process. Then, circuits with different sizes and complexities evolve 
together by exchanging their genetic material. 

2.5   Bidimensional Topology and Value Mutation Operators 

Four types of likely topology mutation were defined. The circuit mutation is 
performed via one of the following operations: (1) adding a randomly selected 
building-block, without position restriction in the Positional Matrix; (2) deleting a 
randomly selected building-block, given that the circuit remains connected; (3) 
deleting a randomly selected building-block from the diagonal matrix, by removing a 
row/column, given that the circuit remains connected; (4) inserting an arbitrary 
building-block in cascade into the diagonal of the Positional Matrix, by adding a 
row/column.  

All the parameters of the two-port circuit elements of the circuit may suffer 
mutation. If a parameter will be mutated, a new parameter value is randomly 
generated through a uniform distribution bounded by the predefined range of possible 
values. 
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Fig. 6. Crossover operator: (a) parent matrix 1, (b) parent matrix 2, (c) cut-splice, (d) parent 
matrix 1, (e) parent matrix 2, and (f) cut-overlap  

3   Experiment and Results 

Several different two-port filters were synthesized, presenting several complexity 
levels. The proposed method successfully produced filters that complied with the 
rigorous specifications. The number of circuit evaluations for the entire synthesis 
process was not large. A type of dual band-pass filter, which offers a considerable 
difficulty degree, illustrates the application of the proposed method in this section. In 
recent years, dual-band filters have become extremely important components for 
wireless communication devices at microwave frequencies [6],[19]. Its design is a 
hard problem, as reported in previous works (see [12], and [18]-[19], for example).  

The crossover probability was set to 100%, the topology mutation probability was 
set to 20%, and the parameters mutation probability was set to 5%. The circuit 
performance was analyzed at 80 discrete frequencies. In all 10 runs, the proposed 
algorithm achieved results that accomplished the specifications.  

 
Example of experiment. In this experiment, a filter for dual-band systems was synthe-
sized. The same filter was synthesized in [11] and [12] with the following specifica-
tions: the return losses (reflection coefficient inside the pass-bands) within 3.4─3.6 
and 5.4─5.6 GHz > 10 dB, and the rejections (transmission coefficient outside the 
pass-bands) within 2.0─3.0.5, 4.0─5.0, and 6.0─7.0GHz > 20 dB.  

Table I and Fig. 7 present the building-blocks and connection types. Besides that, 
during the evolution process, as a topology constraining rule, only common junctions 
in microstrip circuits were allowed (step-, tee-, and cross junctions) [12]. 
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Table 1. Building-blocks and connection types 

Electrical parameters 
(lower and upper bounds) Two-port 

circuit building 
blocks 

Connection 
types 

Physical 
parameters Z01, as a 

function of  L 
(length) 

Θ1  (at 4 GHz), as 
a function of W 

(width) 

TL Cascade or Parallel L, W 40 – 110 30 – 100 
Sh-TL-OC Cascade L, W 40 – 110 20 – 160 
Sh-TL-SC Cascade L, W 40 – 110 20 – 160 

Sh-TL2-OC Cascade L1, W1, L2, W2 40 – 110 20 – 120 
Sh-TL2-SC Cascade L1, W1, L2, W2 40 – 110 20 – 120 

 

 

 
 

  
TL Sh-TL-OC Sh-TL-SC Sh-TL2-OC Sh-TL2-C 

Fig. 7. Building-blocks of the experiment 

 

Fig. 8. The frequency responses of one Pareto solution. The thick black line represents the user-
defined mask. The gray line is the transmission response |S21|. The black line is the reflection 
response |S11|. 

 



 Bi-objective Memetic Evolutionary Algorithm 205 

Results. The best topology obtained with the proposed method has 11 two-port circuit 
elements, achieved after 20,285 circuit evaluations. It is a very compact topology and 
matches the specifications, as shown in Fig. 8. Besides this high-quality solution, the 
designer has a set of trade-off solutions available into the elite population (Pareto 
front). For instance, another good solution in the Pareto front has 8 circuit elements, 
although the frequency response was slightly worse. It can be compared with the 
result presented in [12], which uses a mono-objective hybrid encoded Genetic 
Algorithm. In [12], the best solution was composed by 10 circuit elements, and was 
achieved after 300 generation, with a population size of 200, or 60,000 circuit 
evaluations. Results as good as the ones in [12] were achieved with a lower number of 
circuit evaluations. On the other hand, the proposed method produced filters smaller 
than those presented in [11]. 

4   Conclusions 

In this work, a Bi-objective Memetic Evolutionary Algorithm applied to design of 
microwave filters has been proposed. This method can be applied to the synthesis of 
any passive filter composed by two-port building-blocks. The advantage of making 
available for the designer more than a solution in Pareto front is provided. The 
preliminary results have demonstrated that the proposed method produces compact 
filters. In future works, we intend to work with multiple objective functions, using the 
classifying process of the NSGA-II method, but making a preference-based 
articulation along the evolutionary process. In the synthesis of a multi-band filter, for 
example, each band may correspond to an objective-function and to each of them 
could be assigned a preference level.  
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Abstract. This paper introduces a least absolute deviation (LAD) re-
gression model suitable for manage interval-valued data. Each example
of the data set is described by a feature vector where each feature value
is an interval. In the approach, it is fitted two LAD regressions, respec-
tively, on the mid-point and range of the interval values assumed by
the variables. The prediction of the lower and upper bound of the inter-
val value of the dependent variable is accomplished from its mid-point
and range which are estimated from the fitted LAD regression models
applied to the mid-point and range of each interval values of the inde-
pendent variables. The evaluation of the proposed prediction method is
based on the estimation of the average behaviour of root mean squared
error and of the correlation coefficient in the framework of a Monte Carlo
experience in comparison with the method proposed in [5].

Keywords: Interval-Valued Data, LAD Regression, Symbolic Data
Analysis.

1 Introduction

The classical model of regression for usual data is used to predict the behaviour
of a dependent variable Y as a function of other independent variables that are
responsible for the variability of variable Y . To fit this model to the data, it is
necessary the estimation of a vector β of parameters from the data vector Y
and the model matrix X, supposed with complete rank p. The estimation using
the method of least square does not require any probabilistic hypothesis on the
variable Y . This method consists of minimizing the sum of the square of residuals.
However, the least squares linear regression estimator is well-known to be highly
sensitive to unusual observations (outliers) in the data, and as a result many
more robust estimators have been proposed as alternatives. One of the earliest
proposals was regression performed through minimization of the �1 norm of the
residuals,

∑n
i=1 |yi − xiβ̂|, also called least-sum of absolute deviations (LAD)

regression, where the regression coefficients are estimated through minimization
of the sum of the absolute values of the residuals. There is a good deal of empirical
evidence going back more than 30 years that LAD regression is more robust than
least squares in the presence of fat-tailed errors (see, e.g., Sharpe, [6]).
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In classical data analysis, the items are usually represented as a vector of
quantitative or qualitative measurements where each column represents a vari-
able. In particular, each individual takes just one single value for each variable.
In practice, however, this model is too restrictive to represent complex data since
to take into account variability and/or uncertainty inherent to the data, vari-
ables must assume sets of categories or intervals, possibly even with frequencies
or weights. The aim of Symbolic Data Analysis (SDA) is to extend classical data
analysis techniques (clustering, factorial techniques, decision trees, etc.) to these
kinds of data (sets of categories, intervals, or weight (probability) distributions)
called symbolic data [1]. SDA is a domain in the area of knowledge discovery
and data management related to multivariate analysis, pattern recognition and
artificial intelligence.

In the framework of Symbolic Data Analysis, Billard and Diday [3] presented
for the first time an approach to fitting a linear regression model to an interval-
valued data-set. Their approach consists of fitting a linear regression model to
the mid-point of the interval values assumed by the variables in the learning set
and applies this model to the lower and upper bounds of the interval values of
the independent variables to predict, respectively, the lower and upper bounds
of the interval value of the dependent variable.

In [5], it is presented a new approach based on two linear regression models,
the first regression model over the mid-points of the intervals and the second
one over the ranges, which reconstruct the bounds of the interval-values of the
dependent variable in a more efficient way when compared with the Billard and
Diday method.

This paper introduces a new approach to fit a linear regression model for
interval-valued data which, in the presence of outliers, is more robust than the
approach proposed in [5]. In the proposed approach, analogous to [5], it is fitted
two least absolute deviation (LAD) regression models, respectively, on the mid-
point and range of the interval values assumed by the variables on the learning
set. The prediction of the lower and upper bound of the interval value of the
dependent variable is accomplished from its mid-point and range which are es-
timated from the fitted LAD regression models applied to the mid-point and
range of each interval values of the independent variables.

Section 2 presents the approaches considered to fit a linear regression model
to interval-valued data. Section 3 describes the framework of the Monte Carlo
simulations and presents experiments with synthetic and real interval-valued
data sets. Finally, section 4 gives the concluding remarks.

2 Linear Regression Models for Interval-Valued Data

In this section, we present the method introduced in [5] (named center and range
method - CRM) and the method proposed in this paper (here named center and
range least absolute deviation method - CRMLAD).
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2.1 The Center and Range Method (CRM)

CRM method [5] fits two linear regression models, respectively, on the mid-point
and range of the interval values assumed by the variables on the learning set.

Let E = {e1, . . . , en} be a set of examples that are described by p+1 interval-
valued variables Y , X1, . . . , Xp. Each example ei ∈ E (i = 1, . . . , n) is repre-
sented as an interval quantitative feature vector zi = (xi, yi), xi = (xi1, . . . , xip),
where xij = [aij , bij ] ∈ ' = {[a, b] : a, b ∈ (, a ≤ b} (j = 1, . . . , p) and
yi = [yLi, yUi] ∈ ' are, respectively, the observed values of Xj and Y .

Let Y c and Xc
j (j = 1, 2, . . . , p) be, respectively, quantitative variables that

assume as their value the midpoint of the interval assumed by the interval-
valued variables Y and Xj (j = 1, 2, . . . , p). Also let Y r and Xr

j (j = 1, 2, . . . , p)
be, respectively, quantitative variables that assume as value the half range of
the interval assumed by the interval-valued variables Y and Xj (j = 1, 2, . . . , p).
This means that each example ei ∈ E (i = 1, . . . , n) is represented by two vectors
wi = (xc

i , y
c
i ) and ri = (xr

i , y
r
i ), with xc

i = (xc
i1, . . . , x

c
ip) and xr

i = (xr
i1, . . . , x

r
ip),

where xc
ij = (aij + bij)/2, xr

ij = (bij − aij)/2, yc
i = (yLi + yUi)/2 and yr

i =
(yUi − yLi)/2 are, respectively, the observed values of Xc

j , Xr
j , Y c and Y r.

Consider Y c and Y r as dependent variables and Xc
j and Xr

j (j = 1, 2, . . . , p)
as independent predictor variables that are related according to the following
linear regression relationship:

yc
i = βc

0 + βc
1x

c
i1 + . . . + βc

px
c
ip + εci , (1)

yr
i = βr

0 + βr
1x

r
i1 + . . . + βr

px
r
ip + εri . (2)

Thus, in CRM, the sum of squares of deviations is given by

S(βc) =
n∑

i=1

(εci)
2 =

n∑
i=1

(yc
i − βc

0 − βc
1x

c
i1 − . . .− βc

px
c
i1)

2, (3)

S(βr) =
n∑

i=1

(εri )
2 =

n∑
i=1

(yr
i − βr

0 − βr
1x

r
i1 − . . .− βr

px
r
ip)

2. (4)

It is possible to find the values of βc
0, βc

1,. . . , βc
p and βr

0 , βr
1 ,. . . , βr

p that
minimize the above expressions, differentiating equations (3) and (4) with respect
to the parameters and setting the results equal to zero.

The prediction of the lower and upper bound of the interval value of the
dependent variable is accomplished from its mid-point and range which are es-
timated from the fitted linear regression models applied to the mid-point and
range of each interval value of the independent variables.

Thus, given a new example e, described by z = (x, y), w = (xc, yc) and
r = (xr , yr), where x = (x1, . . . , xp) with xj = [aj , bj], xc = (xc

1, . . . , x
c
p) with

xc
j = (aj + bj)/2 and xr = (xr

1, . . . , x
r
p) with xr

j = (bj − aj)/2 (j = 1, . . . , p), the
value y = [yL, yU ] of Y is predicted from the predicted values ŷc of Y c and ŷr

of Y r, as follows:

ŷL = ŷc − (1/2)ŷr and ŷU = ŷc + (1/2)ŷr, (5)
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where, ŷc = (x̃c)�β̂c, ŷr = (x̃r)�β̂r, (x̃c)� = (1, xc
1, . . . , x

c
p), (x̃r)� = (1,

xr
1, . . . , x

r
p), β̂c = (β̂c

0, β̂
c
1, . . . , β̂

c
p)

� and β̂r = (β̂r
0 , β̂

r
1 , . . . , β̂

r
p)�.

2.2 The Center and Range Least Absolute Deviation Method
(CRMLAD)

The CRM method minimizes the sum of squared errors. More robust parameter
estimates can be obtained by minimizing the sum of absolute values of errors.
This approach gives less weight to outliers. CRMLAD model fits also two linear
regression models, respectively, on the mid-point and range of the interval values
assumed by the variables on the learning set.

Consider again Y c and Y r as dependent variables and Xc
j and Xr

j (j =
1, 2, . . . , p) as independent predictor variables that are related according to the
following linear regression relationship:

yc
i = βc

0 + βc
1x

c
i1 + . . . + βc

px
c
ip + εci , (6)

yr
i = βr

0 + βr
1x

r
i1 + . . . + βr

px
r
ip + εri . (7)

Thus, in CRMLAD, the sum absolute deviation is given by

T (βc) =
n∑

i=1

|εci | =
n∑

i=1

|yi − βc
0 − βc

1x
c
i1 − . . . + βc

px
c
ip|, (8)

T (βr) =
n∑

i=1

|εri | =
n∑

i=1

|yi − βr
0 − βr

1x
r
i1 − . . . + βr

px
r
ip|. (9)

It is possible to find the values of βc
0, βc

1,. . . , βc
p and βr

0 , βr
1 ,. . . , βr

p that
minimize the above expressions using a simplex based algorithm for �1-regression
developped by Barrodale and Roberts [2]. This algorithm is a modification of
the simplex method of linear programming applied to the primal formulation of
the �1 problem.

According to Buchinsky [4], the representation of the LAD regression as a
linear program has some important implications. Two of these implications are
the guarantee of that the regression coefficients are estimated in a finite number
of simplex iterations and the robustness of the vector of coefficients estimated
in the presence of outliers in the dependent variable.

Thus, given a new example e, described by z = (x1, . . . , xp, y), zc = (xc
1, . . . ,

xc
p, y

c) and zr = (xr
1, . . . , x

r
p, y

r), the value y = [yL, yU ] of Y will be predicted
from the predicted values yc of Y c and yr of Y r as follow:

ŷL = ŷc − (1/2)ŷr and ŷU = ŷc + (1/2)ŷr,

where ŷc =(x̃c)�β̂c, ŷr=(x̃r)�β̂r, (x̃c)�=(1, xc
1, . . . , x

c
p), (x̃r)� = (1, xr

1, . . . , x
r
p),

β̂c = (β̂c
0, β̂

c
1, . . . , β̂

c
p)

� and β̂r = (β̂r
0 , β̂

r
1 , . . . , β̂

r
p)�.

Thus, CRMLAD method differs from CRM method in that the sum of the
absolute, not squared, deviations of the fit from the observed values is minimized
to obtain estimates. CRMLAD method estimates the conditional median (0.5
regression quantile of yc and yr) of the dependent variable given independent
variables.



Fitting a LAD Regression Model on Interval-Valued Data 211

3 The Monte Carlo Experiences

Experiments with synthetic interval-valued data sets with different degrees of
difficulty to fit a linear regression model are considered in this section as well
as a cardiological interval-valued data set. The results of the proposed approach
are compared with the method presented in [5].

3.1 Simulated Interval-Valued Data Sets

Initially, it is considered standard continuous quantitative data sets in (2 and
in (4. Each data set (in (2 or in (4) has 375 points partitioned in a learning
set (250 points) and a test set (125 points). Each data point, in (2 or in (4,
belonging to a standard data set is a seed for an interval data set (a rectangle
in (2 or hypercube in (4) and in this way, from these standard data sets it is
obtained the interval data sets.

The construction of the standard data sets and of the corresponding interval-
valued data sets is accomplished in the following steps:
s1): Let us suppose that each random variables Xc

j (j = 1 if the data is in (2

or j = 1, 2, 3 if the data is in (4), which assume as value the mid-point of the
interval value assumed by the interval-valued variables Xj (j = 1, 2, 3), is uni-
formly distributed in the interval [a, b]; at each iteration it is randomly selected
375 values of each variable Xc

j , which are the mid-points of these intervals;
s2): The random variable Y c, which assume as value the mid-point of the interval
value assumed by the interval-valued variable Y , is supposed to be related to
variables Xc

j according to Y c = (Xc)�β+ε, where (Xc)� = (1, Xc
1) (if the data is

in (2) or (Xc)� = (1, Xc
1 , X

c
2 , X

c
3) (if the data is in (4), β = (β0 = 2, β1 = 4)�

(if the data is in (2) or β = (β0 = 1, β1 = 2, β2 = 3, β3 = 4)� (if the data
is in (4) and ε = U [c, d]; the mid-points of these 375 intervals are calculated
according this linear relation;
s3): Once obtained the mid-points of the intervals, let us consider now the range
of each interval. Let us suppose that each random variable Y r, Xr

j (j = 1, 2, 3),
which assume as value, respectively, the range of the interval assumed by the
interval-valued variables Y and Xj (j = 1, 2, 3), is uniformly distributed, respec-
tively, in the intervals [e, f ] and [g, h]; at each iteration it is randomly selected
375 values of each variable Y r, Xr

j , which are the range of these intervals;
s4): At each iteration, the interval-valued data set is partitioned in a learning
(250 observations) and test (125 observations) set.

Table 1 shows four different configurations for the interval data sets which
are used to compare de performance of the CRM and CRMLAD methods in
different situations.

Moreover, each one of these data configurations was carried out with a dif-
ferent number of outliers nout in the variable Y c. In this paper, the number of
outliers has been arbitrarily selected among 0, 1 and 25. Then, nout observations
of Y c have been randomly selected and substituted in the data set by four times
its value.
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Table 1. Data set configurations

C1 Xc
j ∼ U [20, 40] Xr

j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−20, 20]
C2 Xc

j ∼ U [20, 40] Xr
j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−5, 5]

C3 Xc
j ∼ U [20, 40] Xr

j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−20, 20]
C4 Xc

j ∼ U [20, 40] Xr
j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−5, 5]

These configurations take into account the combination of two factors (range
and error on the mid-points) with two degrees of variability (low and high): low
variability range (U [1, 5]), high variability range (U [20, 40]), low variability error
(U [−5, 5]) and high variability error (U [−20, 20]).

The configuration C1, for example, represents observations with a high vari-
ability range and with a poor linear relationship between Y and X1, X2 and
X3 due the high variability error on the mid-points. Figure 1 shows the con-
figuration C1 when the data is in (2. In the other hand, the configuration C4

represent observations with a low variability range and with a rich linear rela-
tionship between Y and X1, X2 and X3 due the low variability error on the
mid-points.

Fig. 1. Configuration C1 showing a poor linear relationship between Y and X1

3.2 Experimental Evaluation

The evaluation of the performance of the linear regression models (CRM and
CRMLAD approaches) is based on the following measures: the lower bound
root mean-squared error (RMSEL), the upper bound root mean-squared error
(RMSEU ), the lower bound correlation coefficient (rL) and the upper bound
correlation coefficient (rU ).

These measures are estimated for the CRM and CRMLAD methods in the
framework of a Monte Carlo simulation with 100 replications for each indepen-
dent test interval-valued data set, for each of the four fixed configurations, as well
as for different numbers of independent variables in the model matrix X and dif-
ferent numbers of outliers in the dependent variables Y c. At each replication, a
linear regression model is fitted on the training interval-valued data set for each
method and these models are used to predict the interval values of the dependent
variable Y on the test interval-valued data set and these measures are calculated.
Finally, it is calculated, for each measure, its average and standard deviation.
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Table 2. Comparision between CRM and CRMLAD methods - Average and standard
deviation of each measure; no outliers in Y c (nout = 0)

Conf. p Stat. RMSEL RMSEU rL (%) rU (%)

CRM
CRM
LAD

CRM
CRM
LAD

CRM
CRM
LAD

CRM
CRM
LAD

C1 1 x 12.01 12.09 12.01 12.09 88.76 88.76 88.78 88.77
S 0.55 0.56 0.51 0.53 1.45 1.45 1.29 1.29

3 x 11.82 11.99 11.83 12.01 93.48 93.38 93.44 93.34
S 0.47 0.50 0.47 0.53 0.99 1.02 0.95 0.98

C2 1 x 4.08 4.11 4.11 4.14 98.49 98.49 98.47 98.47
S 0.22 0.23 0.21 0.22 0.19 0.19 0.21 0.21

3 x 4.10 4.16 4.13 4.19 99.14 99.12 99.13 99.11
S 0.23 0.24 0.20 0.21 0.14 0.14 0.13 0.13

C3 1 x 11.53 11.63 11.52 11.62 89.56 89.56 89.56 89.56
S 0.43 0.46 0.42 0.45 1.22 1.22 1.23 1.23

3 x 11.63 11.79 11.62 11.77 93.60 93.52 93.63 93.54
S 0.49 0.50 0.50 0.51 0.98 1.00 0.97 0.98

C4 1 x 2.95 2.97 2.97 2.99 99.19 99.19 99.18 99.18
S 0.13 0.14 0.13 0.14 0.09 0.09 0.09 0.09

3 x 2.94 2.98 2.92 2.96 99.55 99.54 99.56 99.55
S 0.13 0.13 0.13 0.14 0.06 0.07 0.07 0.07

Tables 2, 3 and 4 presents the results of this Monte Carlo experience for a
specific vector of parameters β. When there is no outliers in the data set (see
Table 2), the methods CRM and CRMLAD present almost the same performance
according to the selected measures.

However, when there are outliers in the data set (Tables 3 and 4), CRMLAD
method clearly outperforms CRM method concerning the mean-squared error
and correlation coefficient.

These tables show also that CRMLAD is robust concerning the number of
outiliers regardless the number of independent variables in the model. Unfortu-
natly, this is not the case concerning CRM model. In conclusion, both methods

Table 3. Comparision between CRM and CRMLAD methods - Average and standard
deviation of each measure; one outlier in Y c (nout = 1)

Conf. p Stat. RMSEL RMSEU rL (%) rU (%)

CRM
CRM
LAD

CRM
CRM
LAD

CRM
CRM
LAD

CRM
CRM
LAD

C1 1 x 12.12 12.02 12.16 12.08 88.91 88.90 88.89 88.88
S 0.62 0.59 0.63 0.60 1.40 1.39 1.52 1.53

3 x 13.67 12.23 13.67 12.23 92.19 93.01 92.14 92.99
S 1.12 0.60 1.07 0.61 1.37 0.94 1.35 0.95

C2 1 x 4.56 4.12 4.58 4.10 98.48 98.48 98.49 98.49
S 0.48 0.23 0.46 0.22 0.23 0.23 0.19 0.19

3 x 7.47 4.14 7.47 4.15 98.15 99.14 98.18 99.13
S 1.46 0.23 1.42 0.21 0.88 0.13 0.86 0.14

C3 1 x 11.87 11.70 11.87 11.70 89.35 89.35 89.35 89.35
S 0.55 0.46 0.57 0.48 1.27 1.27 1.29 1.29

3 x 13.45 11.77 13.45 11.76 92.74 93.72 92.74 93.73
S 1.13 0.51 1.12 0.51 1.41 0.98 1.41 0.99

C4 1 x 3.51 2.95 3.51 2.96 99.21 99.21 99.21 99.21
S 0.42 0.13 0.41 0.14 0.09 0.09 0.09 0.09

3 x 7.14 2.99 7.14 2.99 98.44 99.54 98.44 99.54
S 1.52 0.12 1.51 0.12 0.87 0.07 0.87 0.07
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Table 4. Comparision between CRM and CRMLAD methods - Average and standard
deviation of each measure; twenty five outliers in Y c (nout = 25)

Conf. p Stat. RMSEL RMSEU rL (%) rU (%)

CRM
CRM
LAD

CRM
CRM
LAD

CRM
CRM
LAD

CRM
CRM
LAD

C1 1 x 39.19 12.16 39.29 12.25 88.85 88.84 88.77 88.76
S 2.82 0.68 2.73 0.56 1.47 1.47 1.45 1.45

3 x 86.64 12.44 86.70 12.48 75.00 93.14 75.02 93.07
S 4.73 0.77 4.70 0.62 23.69 0.85 23.41 0.79

C2 1 x 37.99 4.17 37.96 4.16 98.45 98.44 98.46 98.46
S 3.02 0.24 2.95 0.24 0.22 0.22 0.20 0.20

3 x 85.47 4.26 85.46 4.22 83.83 99.09 83.85 99.10
S 5.11 0.24 5.18 0.25 15.33 0.13 15.41 0.14

C3 1 x 39.72 11.87 39.71 11.87 89.56 89.56 89.58 89.58
S 3.07 0.58 3.07 0.58 1.28 1.28 1.29 1.29

3 x 86.25 12.12 86.20 12.12 78.37 93.47 78.38 93.46
S 4.88 0.66 4.89 0.66 13.78 0.97 13.76 0.98

C4 1 x 38.24 3.04 38.26 3.05 99.19 99.19 99.18 99.18
S 3.17 0.16 3.18 0.17 0.09 0.08 0.10 0.10

3 x 84.85 3.05 84.86 3.07 85.83 99.54 85.84 99.53
S 4.72 0.15 4.70 0.17 12.40 0.07 12.42 0.07

presented almost the same performance when there is no outliers in the de-
pendent interval-valued variable. However, CRMLAD clearly outperform CRM
method when outliers are present and, moreover, it is robust concerning the
number of outliers.

3.3 Cardiological Interval-Valued Data Set

This data set (Table 5) concerns the record of the pulse rate Y , systolic blood
pressure X1 and diastolic blood pressure X2 for each of eleven patients [3]. The
aim is to predict the interval values y of Y (the dependent variable) from xj

(j = 1, 2) through a linear regression model.
The fitted linear regression models to the CRM and CRMLAD methods in

this symbolic interval data set are presented below:
CRM: ŷc = 21.17 + 0.33xc

1 + 0.17xc
2 and ŷr = 20.21− 0.15xr

1 + 0.35xr
2;

CRMLAD: ŷc = 21.35 + 0.35xc
1 + 0.13xc

2 and ŷr = 14.00− 0.20xr
1 + 0.60xr

2.

Table 5. Cardiological interval data set

u Pulse rate
Systolic blood

pressure
Diastolic blood

pressure
1 [44 - 68] [90 - 100] [50 - 70]
2 [60 - 72] [90 - 130] [70 - 90]
3 [56 - 90] [140 - 180] [90 - 100]
4 [70 - 112] [110 - 142] [80 - 108]
5 [54 - 72] [90 - 100] [50 - 70]
6 [70 - 100] [130 - 160] [80 - 110]
7 [72 - 100] [130 - 160] [76 - 90]
8 [76 - 98] [110 - 190] [70 - 110]
9 [86 - 96] [138 - 180] [90 - 110]
10 [86 - 100] [110 - 150] [78 - 100]
11 [63 - 75] [60 - 100] [140 - 150]
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Table 6. Predicted interval values of the dependent variable pulse rate, according to
CRM and CRMLAD methods

Interval data set
with no outlier

Interval data set
with 1 outlier

CRM CRMLAD CRM CRMLAD
[50 - 75] [51 - 75] [117 - 142] [54 - 78]
[60 - 82] [62 - 80] [97 - 118] [64 - 82]
[81 - 99] [85 - 97] [69 - 86] [85 - 97]
[66 - 91] [66 - 91] [78 - 103] [67 - 92]
[50 - 75] [51 - 75] [117 - 142] [54 - 78]
[72 - 98] [72 - 98] [70 - 96] [73 - 99]
[73 - 93] [76 - 92] [82 - 103] [76 - 93]
[75 - 97] [75 - 97] [74 - 96] [76 - 98]
[80 - 101] [82 - 100] [63 - 84] [82 - 100]
[68 - 90] [70 - 89] [82 - 104] [71 - 90]
[63 - 81] [63 - 75] [56 - 74] [63 - 75]

Table 7. Performance of the methods in the cardiological interval data set with 1
outlier and with no outlier

Interval data set without outliers
Method RMSEL RMSEU rL (%) rU (%)
CRM 9.81 8.94 64.45 79.59

CRMLAD 10.44 8.66 61.43 81.17
Inteval data set with 1 outlier

Method RMSEL RMSEU rL (%) rU (%)
CRM 32.35 34.28 -59.48 -49.34

CRMLAD 10.55 8.80 60.44 80.66

In order to show the interest of the least absolute deviation approach, we
introduced an outlier in the cardiological interval-valued data set and we applied
CRM and CRMLAD models on this modified cardiological interval-valued data
set. The outlier has been introduced in the description of the first individual
for the dependent variable where we change the value y1 = [44, 68] by value
ỹ1 = [212, 236].

Table 6 show the predicted interval values of the dependent variable (pulse
rate) for CRM and CRMLAD models applied on the cardiologial interval-valued
data set and for these models applied on this interval data set with one outlier.
Notice that the interval values predicted by CRM repression model are strongly
affected by the introduced outlier. This is not the case for the CRMLAD model.

The performance of the CRM and CRMLAD methods is evaluated also
through the calculation of RMSEL, RMSEU , rL and rU measures on the car-
diological interval data set with 1 outlier and without outlier. Table 7 shows
the results. Note that these mesures are only slightly affected in the case of
CRMLAD regression model. This is not the case for the CRM regression model.

4 Concluding Remarks

In this paper, we presented a new method to fit a linear regression model on
interval-valued data. The proposed approach fits two least absolute deviation
regression models, respectively, on the mid-point and range of the interval values
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assumed by the variables on the learning set. The prediction of the lower and
upper bound of the interval value of the dependent variable is accomplished
from its mid-point and range which are estimated from the fitted least absolute
deviation regression models applied to the mid-point and range of each interval
values of the independent variables. Thus, with these two fitted regression models
it was possible the reconstruction of the intervals bounds in a suitable way.

Monte Carlo simulations with synthetic data and an application with a cardi-
ological interval-valued data set showed the superiority of the method introduced
in this paper, measured by the average behavior of the root mean-squared error
and of the correlation coefficient, when compared with the method proposed by
[5] in the case of presence of outliers in the dependent variable.
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(Brazilian Agencies) for their financial support.
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Abstract. One relevant problem in data quality is the presence of miss-
ing data. In cases where missing data are abundant, effective ways to deal
with these absences could improve the performance of machine learning
algorithms. Missing data can be treated using imputation. Imputation
methods replace the missing data by values estimated from the avail-
able data. This paper presents Corai, an imputation algorithm which
is an adaption of Co-training, a multi-view semi-supervised learning
algorithm. The comparison of Corai with other imputation methods
found in the literature in three data sets from UCI with different levels
of missingness inserted into up to three attributes, shows that Corai

tends to perform well in data sets at greater percentages of missingness
and number of attributes with missing values.

1 Introduction

Machine learning (ML) algorithms usually take a set of cases as input (also
known as examples or instances) to generate a model. These cases are gener-
ally represented by a vector, where each vector position represents the value
of an attribute (feature) of a given case. However, in many applications of ML
algorithms in real world data sets, some attribute values might be missing. For
example, patient data may contain unknown information due to tests which were
not taken, patients’ refusal to answer certain questions, and so on.

In cases where missing data are abundant, effective ways to deal with these
absences could improve the performance of ML algorithms. One of the most
common approaches of dealing with missing values is imputation [1]. The main
idea of imputation methods is that, based on the values present in the data set,
missing values can be guessed and replaced by some plausible values. One ad-
vantage of this approach is that the missing data treatment is independent of the
learning algorithm used, enabling the user to select the most suitable imputation
method for each situation before the application of the learning algorithm.

A closely related research topic that has emerged as exciting research in ML
over the last years is Semi-Supervised Learning (SSL) [2]. To generate models,
SSL aims to use both labeled (i.e., cases where the values of the class attribute,
that is a special attribute we are interested in predicting based on the others

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 217–226, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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attributes, are known in advance when generating the model) and unlabeled
data (i.e., cases where the values of the class attribute are not known when
generating the model). To accomplish this task, some SSL algorithms attempt
to infer the label of the unlabeled cases based on few labeled cases. Therefore,
in a broad sense, these SSL algorithms might be seen as “imputation methods
for the class attribute”, which is the view considered in this work.

In this work we propose an algorithm named Corai (Co-training Ranking
Aggregation Imputation), which is an adaptation of the SSL algorithm Co-

training, that can be used to deal with missing data. The comparison of Corai

with other imputation methods found in the literature in three data sets from
UCI with different levels of missingness inserted into up to three attributes,
assessed in terms of imputation error rate, shows that Corai tends to perform
well in data sets at greater percentages of missingness and number of attributes
with missing values.

The outline of this paper is as follows: Section 2 presents related work. Sec-
tion 3 describes Corai. Section 4 presents the experimental results and Section 5
concludes this paper.

2 Related Work

According to the dependencies among the values of the attributes and the miss-
ingness, missing values can be divided into three groups [1]: (1) missing com-
pletely at random (MCAR) is the highest level of randomness and occurs where
missingness of attribute values is independent of the values (observed or not);
(2) missing at random (MAR) occurs when the probability of a case having
a missing value may depend on the known values, but not on the value of the
missing data itself; (3) not missing at random (NMAR) occurs when the prob-
ability of a case having a missing value for an attribute could depend on the
value of that attribute.

A straightforward way to deal with missing values is to completely discard the
cases and/or the attributes where missing values occur. Removing the cases is the
most standard approach although, in case the missing values are concentrated
into a few attributes, it may be interesting to remove them instead of removing
the cases. Case and attribute removal with missing data should be applied only if
missing data are MCAR, as not MCAR missing data have non-random elements,
which can make the results biased.

Another approach is to fill in the missing data by guessing their values [3].
This method, known as imputation, can be carried out in a rather arbitrary way
by imputing the same value to all missing attribute values. Imputation can also
be done based on the data distribution inferred from known values, such as the
“cold-deck/hot-deck” approach [4], or by constructing a predictive model based
on the other attributes. An important argument in favor of this latter approach
is that attributes usually have correlations among themselves. Therefore, these
correlations could be used to create a predictive model for attributes with missing
data. An important drawback of this approach is that the model estimated values
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are usually more well-behaved than the true values would be. In other words,
since the missing values are predicted from a set of attributes, the predicted
values are likely to be more consistent with this set of attributes than the true
(not known) values are. A second drawback is the requirement for correlation
among the attributes. If there are no relationships among other attributes in
the data set and the attribute with missing data, then the model will not be
appropriate for estimating missing values.

As already mentioned, some SSL algorithms can be viewed as a way of “guess-
ing the class” of a set of unlabeled cases. SSL algorithms have recently attracted
considerable attention from the ML community, and numerous SSL approaches
have been proposed (see [5] for an up-to-date review on the subject). In this
paper, we are interested in investigating whether SSL approaches might be used
to deal with the missing data problem. To the best of our knowledge, the only
algorithm that is used to handle both missing data and SSL problems is Expec-
tation Maximization [6]. In this paper, however, we are interested in a special
family of SSL that can take advantage of alternative predictive patterns in the
training data, such as multi-view SSL algorithms [7,8,9]. Our research hypothesis
is that, by exploiting these alternative predictive patterns, missing data can be
imputed in a better way than other methods.

3 Proposed Method

LetX = A1×...×AM be the instance space over the set of attributes {A1, ..., AM},
and let y ∈ Y = {y1, ..., yZ} be the class attribute. Assume that instances (x, y),
where x ∈ X and y ∈ Y , are drawn from an unknown underlying distribution
D. The supervised learning problem is to find h : X → Y from a training set of
labeled examples L = {(xl, yl) : l = 1, ..., n} that are drawn from D. In semi-
supervised learning, we also have unlabeled data U = {xu : u = n + 1, ..., N} in
the training set that are drawn from D without their corresponding class yu. In
our problem, some examples may have attributes with missing values and those
attributes are denoted as A∗

i , where dom(A∗
i ) = dom(Ai)∪{“?”} and “?” denotes

a missing value. An instance space which contains A∗
i is represented as X∗. The

imputation method to deal with missing values is to find h∗ : (X∗, Y )→ X which
can be used to map all A∗

i back to Ai.
Numerous approaches can be used to construct h∗. Among them are predictive

models, which can be used to induce relationships between the available attribute
values and the missing ones. In this paper, we propose to adapt SSL algorithms to
deal with missing data by imputation by considering each attribute A∗

i that has
missing values as the class attribute into a SSL algorithm1. Therefore, examples
which do not have missing values in A∗

i are treated as “labeled” attributes and
examples with missing values are treated as “unlabelled.”

Numerous SSL algorithms have been proposed in recent years. In this work, we
have selected Co-training [7], a well known SSL algorithm, which was the first
1 As we are dealing with missing value imputation as a semi-supervised classification

problem, in this work we restrict the domain of A∗
i to be qualitative.
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Algorithm 1. Corai

Input: L, U
Output: L
Build U ′ ;
U = U − U ′;
while stop criteria do not met do

Induce h1 from L;
Induce h2 from L;
R′

1 = h1(U
′) ;

R′
2 = h2(U

′) ;
R = bestExamples(R′

1, R
′
2);

L = L ∪ R;
if U1 = ∅ then return(L) else

Randomly select examples from U to replenish U ′;
end

end
return(L1);

to introduce the notion of multi-view learning in this area. Multi-view learning
is applied in domains which can naturally be described using different views. For
instance, in web-page classification, one view might be the text appearing on the
page itself and a second view might be the words appearing on hyperlinks point-
ing to this page from other pages on the web. Co-training assumes compatible
views (examples in each view have the same class label) and each different view
has to be in itself sufficient for classification. Although it is not always possible
to find different views on data sets which meet these assumptions, we can only
use one view and different learning algorithms to compose the views. This is an
idea proposed in [8] which extends Co-training for problems restricted to one
view data sets.

The main differences between Corai and Co-training are the use of a dif-
ferent strategy to select the best examples to be labeled on each iteration and
the use of two learning algorithms rather than two views. Our method can be
described as follows: initially, a small pool of examples U ′ withdrawn from U are
created, and the main loop of Algorithm 1 starts. First, the set of labeled exam-
ples L are used to induce two classifiers h1 and h2 using two different learning
algorithms (in our case Näıve Bayes and C4.5). Next, the subset of unlabeled
examples U ′ is labeled using h1 and inserted into R′

1, and U ′ is used again but
now it is labeled using h2 and inserted into R′

2. Both sets of labeled examples
are given to the function bestExamples which is responsible for ranking good
examples according to some criterion and inserting them into L. After that, the
process is repeated until a stop criteria is met.

We also modify the bestExamples function as proposed in the Co-training

method. Originally, this function first filters examples which disagrees with their
classification, i.e, h1(x) �= h2(x). However, attributes with missing values may
assume many different values, and when examples are filtered, h1(x) �= h2(x)
for almost all examples. This occurs because it is less likely that classifiers agree
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with their classification in multi-class problems rather than binary problems. To
deal with this problem, we proposed the use of ranking aggregation to select the
best examples.

From now on, assume that the missing value problem has been mapped to
a semi-supervised learning problem by swapping the class attribute with an
attribute A∗

i . Thus, the reader should be aware that Y is actually referring
to A∗

i .
First, we need to define classification in terms of scoring classifiers. Scoring

classifiers maps s : X → R|Y |, assigning a numerical score s(x) to each instance
x ∈ X for each class. Näıve Bayes actually computes a sort of scoring classifier
where the classification is given by the class with the largest score. Decision trees
can also be adapted to output scores by counting the distribution of examples
for each possible classification in their leaves.

A rank aggregation combines the output of scoring classifiers on the same set
of examples in order to obtain a “better” ordering. In this paper, rank aggrega-
tion uses two scoring classifiers obtained from two sets of examples R′

1 and R′
2

scored by h1 and h2, respectively (Algorithm 1). Let y1z be the scores given by
h1 and y2z be the scores given by h2 for the class yz (z = 1...Z). The method
which implements best examples orders examples according to scores for each
class and compute rpos1z which is the rank position of an instance with regards
to yz on R′

1. For instance, to compute rpos11, initially the instances according to
y11 are ordered and then the rank position from this ordering is stored in rpos11.
This is done for all classes y11, ..., y1Z to obtain rpos11, ..., rpos1Z . In the same
way, the method uses R′

2 to compute rpos2z . Finally, the rank position obtained
from R′

1 and R′
2 is given by rposz = rpos1z + rpos2z for each class yz, and the

selected instances are the ones with low rposz . Taking the instances with low
rposz means that these examples have a good (low) rank position on average,
which is similar to selecting the examples with high confidence in a ranking per-
spective. In our implementation, we preserve the class distribution observed in
the initial labeled data by selecting the number of examples proportional to this
distribution.

4 Experimental Analysis

4.1 Experimental Setup

The experiments were carried out using three data sets from UCI Machine Learn-
ing Repository [10]. Originally, all data sets had no missing values and missing
data were artificially implanted into the data sets. The artificial insertion of
missing data allows a more controlled experimental setup. First of all, we can
control the pattern of missing data. In this work, missing data were inserted in
the MCAR pattern. Secondly, as the values replaced by missing data are known,
imputation errors can be measured. Finally, this experimental setup allows the
missing data to be inserted using different rates and attributes.

Table 1 summarizes the data sets used in this study. It shows, for each data
set, the number of examples (#Examples), number of attributes (#Attributes),



222 E.T. Matsubara et al.

Table 1. Data sets summary description

Data set # Examples #Attributes #Classes Majority
(quanti., quali.) error

CMC 1473 9 (2,7) 3 57.29%
German 1000 20 (7,13) 2 30.00%
Heart 270 13 (7,6) 2 44.44%

together with the number of quantitative and qualitative attributes, number of
classes (#Classes), and the majority class error.

Ten-fold cross-validation was used to partition the data sets into training and
test sets. Finally, missing values were inserted into the training sets. Missing
values were inserted in 20%, 40%, 60% and 80% of the total number of examples
of the data set. In addition, missing values were inserted in one, two or three
attributes. In order to choose in which attributes to implant missing data, we
conducted some experiments to select attributes that are relevant to predict
the class attribute. Observe that it is important to insert missing values into
relevant attributes, otherwise the analysis might be hindered by dealing with
non-representative attributes which will not be incorporated into the classifier by
a learning algorithm such as a decision tree. Since finding the most representative
attributes of a data set is not a trivial task, three feature subset algorithms,
available in Weka software [11] were used: Chi-squared ranking filter; Gain ratio
feature evaluator and ReliefF ranking filter. All three feature selection algorithms
generate a ranking of the most representative attributes. For each data set the
three rankings were composed into an average ranking, and the three top ranked
qualitative attributes were chosen. Table 2 shows the selected attributes for each
data set, as well as the number of values (#Values) of each attribute.

As mentioned before, missing values were inserted in 20%, 40%, 60% and
80% of the total number of examples for one (the attribute selected in first
place), two (the attributes selected in first and second places) and the three
selected attributes (the attributes in first, second and third places). Inserting
missing values into more than one attribute is performed independently for each
attribute. For instance, 20% of the missing values inserted into two attributes
means that, for each attribute, two independent sets with 20% of examples each
were sampled. In other words, the first set’s values were altered to missing for

Table 2. Selected attributes for data set

Data set Selected Attributes
(Position) Name #Values

1st (1) wife education 4
CMC 2nd (2) husband education 4

3th (7) standard of living 4
1st (0) status 4

German 2nd (2) credit history 5
3th (5) savings account 5
1st (12) thal 3

Heart 2nd (2) chest pain 4
3th (8) angina 2
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the first attribute, similarly, the second set’s values were altered to missing for
the second attribute. As the two sets are independently sampled, some examples
may have missing values in one, two or none of the selected attributes. A similar
procedure was performed when missing data was inserted into three attributes.

Our experimental analysis involves the following methods to deal with missing
data: Corai, the proposed method; 9NNI [3], an imputation method based on k-
nearest neighbor; and mode imputation, an imputation method that substitutes
all the missing data by the attributes’ most frequent value. In order to deal
with missing values in multiple attributes, Corai is executed independently for
each attribute. In each execution, one different attribute with missing data is
considered as class, and all other attributes are left in the data set to build the
classification model.

4.2 Experimental Results

The main purpose of our experimental analysis is to evaluate the imputation
error of the proposed method compared with other methods in the literature.
As stated before, missing data were artificially implanted and this procedure
allows us to compare the imputed values with the true values. Imputation error
rate was calculated for each possible attribute value.

In order to analyze whether there is a difference among the methods, we
ran the Friedman test2. Due to lack of space, only results of these tests are re-
ported here3. Friedman test was ran with four different null-hypotheses: (1) that
the performance of all methods are comparable considering all results; (2) that
the performance of all methods are comparable for each percentage of missing
data; (3) that the performance of all methods are comparable for each amount
of attributes with missing data; (4) that the performance of all methods are
comparable for each percentage of missing data and amount of attributes with
missing data. When the null-hypothesis is rejected by the Friedman test, at 95%
of confidence level, we can proceed with a post-hoc test to detect which differ-
ences among the methods are significant. We ran the Bonferroni-Dunn multi-
ple comparison with a control test, using Corai as a control. Therefore, the
Bonferroni-Dunn test points-out whether there is a significant difference among
Corai and the other methods involved in the experimental evaluation.

Figure 1 shows the results of the Bonferroni-Dunn test with our first null-
hypothesis: that the performance of all methods are comparable considering all
results. This test does not make any distinction among percentage of missing
data or amount of attributes with missing data. As seen in Figure 1, Corai

performs best, followed by 9NNI and Mode. The Bonferroni-Dunn test points
out that Corai outperforms Mode, but there is no significant difference between
Corai and 9NNI.

2 The Friedman test is the nonparametric equivalent of the repeated-measures
ANOVA. See [12] for a thorough discussion regarding statistical tests in machine
learning research.

3 All tabulated results can be found in http://www.icmc.usp.br/∼gbatista/corai/

http://www.icmc.usp.br/~gbatista/corai/
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Corai

9NNI
Mode

1 2 3

Fig. 1. Results of the Bonferroni-Dunn test on all imputation errors. The thick line
marks the interval of one critical difference, at 95% confidence level.

The second null-hypothesis is that all methods perform comparably for each
percentage of missing data. The objective is to analyze whether some methods
perform better than others when the percentage of missing values varies, or in a
critical situation, when the percentage of missing values is high. Figure 2 shows
the results of the Bonferroni-Dunn test with our second null-hypothesis. Corai

frequently outperforms the other methods.

Corai

9NNI
Mode

1 2 3

(a) 20% of missing values

Corai

9NNI
Mode

1 2 3

(b) 40% of missing values

Corai

9NNI
Mode

1 2 3

(c) 60% of missing values

Corai

9NNI
Mode

1 2 3

(d) 80% of missing values

Fig. 2. Results of the Bonferroni-Dunn test considering the percentage of missing values.
The thick line marks the interval of one critical difference, at 95% confidence level.

Our third null-hypothesis is that all methods perform comparably for different
amounts of attributes with missing data. The objective is to analyze whether
some methods perform better than others when the number of attributes with
missing values increases. Figure 3 shows the results of the Bonferroni-Dunn test.
Corai obtained the lowest imputation error followed by 9NNI and Mode. Fur-
thermore, Corai outperformed all other methods, at 95% confidence level, when
missing values were present in two or three attributes. When missing values were
implanted in only one attribute Corai performs better than Mode, but do not
outperform 9NNI.

Table 3 shows the results of the Friedman and Bonferroni-Dunn tests for the
fourth hypothesis. With this hypothesis we analyze whether all methods perform
comparably given different combinations of percentage of missing data and num-
ber of attributes with missing data. In this table, column “%Missing” represents
the percentage of missing data inserted into the attributes; “#Attributes” stands
for the number of attributes with missing values; columns “Corai”, “9NNI” and
“Mode” show the results of the Friedman test for the respective method; and
finally, column “CD” presents the critical different produced by the Bonferroni-
Dunn test. In addition, results obtained by Corai that outperform 9NNI and
Mode at 95% confidence level are colored with dark gray, and results of Corai
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Corai

9NNI
Mode

1 2 3

(a) 1 attribute with missing values

Corai

9NNI
Mode

1 2 3

(b) 2 attributes with missing values

Corai

9NNI
Mode

1 2 3

(c) 3 attributes with missing values

Fig. 3. Results of the Bonferroni-Dunn test considering the number of attributes with
missing values. The thick line marks the interval of one critical difference, at 95%
confidence level.

Table 3. Results of the Friedman and Bonferroni-Dunn tests considering the amount
of missing data and number of attributes with missing values. The thick line marks the
interval of one critical difference.

%Missing #Attributes Imputation Methods CD
Corai 9NNI Mode

#At=1 1.727 1.864 2.409 0.96
m20 #At=2 1.625 1.958 2.417 0.65

#At=3 1.571 1.986 2.443 0.54
#At=1 1.545 2.045 2.409 0.96

m40 #At=2 1.625 1.917 2.458 0.65
#At=3 1.571 2.000 2.429 0.54
#At=1 1.636 1.955 2.409 0.96

m60 #At=2 1.583 1.938 2.479 0.65
#At=3 1.571 1.957 2.471 0.54
#At=1 1.545 2.045 2.409 0.96

m80 #At=2 1.542 2.000 2.458 0.65
#At=3 1.486 2.086 2.429 0.54

that outperform Mode only are colored with light gray. As can be observed,
Corai always perform better than the other imputation methods.

As a final analysis we ran the C4.5 and Näıve Bayes learning algorithms on
the imputed data sets and measured the misclassification error on the test sets.
Due to the lack of space, these results are not reported here. We also ran the
Friedman test in order to verify whether there is a significant difference among
the classifiers. Following the Friedman test there was no significant difference at
95% confidence level.

5 Conclusion

This paper presented Corai, an algorithm for missing values imputation in-
spired in the multi-view SSL algorithm Co-training. Imputation using Corai

was compared with Mode and 9NNI, two imputation methods found in the
literature, with four percentage of missingness (20%, 40%, 60% and 80%) arti-
ficially introduced in one, two and three attributes in three data sets from UCI
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machine learning repository. Results in these three data set show that Corai

tends to perform better at greater percentages of missingness and number of
attributes with missing values.

One limitation of Corai is that it only handles qualitative attributes. We plan
to extend Corai to quantitative attribute as a future work. Another important
research direction is to evaluate how Corai performs in patterns of missingness
other than MCAR.
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Abstract. Spiking neural networks – networks that encode information
in the timing of spikes – are arising as a new approach in the artificial
neural networks paradigm, emergent from cognitive science. One of these
new models is the pulsed neural network with radial basis function, a
network able to store information in the axonal propagation delay of
neurons. Learning algorithms have been proposed to this model looking
for mapping input pulses into output pulses. Recently, a new method was
proposed to encode constant data into a temporal sequence of spikes,
stimulating deeper studies in order to establish abilities and frontiers
of this new approach. However, a well known problem of this kind of
network is the high number of free parameters – more that 15 – to be
properly configured or tuned in order to allow network convergence. This
work presents for the first time a new learning function for this network
training that allow the automatic configuration of one of the key network
parameters: the synaptic weight decreasing factor.

1 Introduction

Spiking neural networks (SNNs) have been proposed as a new approach in the
artificial neural network (ANN) paradigm. One of these new biologically inspired
models is the pulsed neural network with radial basis function (RBF) [1], which is
able to store information in the time delay of neuron axons. Learning algorithms
have been proposed to one of these neurons [2], as well as supervised [3] and
unsupervised [4] methods has been proposed to a whole network of these neurons,
allowing this model to map a sequence of input pulses into a sequence of output
pulses. However, practical applications of this network in real computational
problems were only possible since the recent proposition of a codification system
using Gaussian receptive fields [3], which present a suitable codification system
to encode continuous data into a pulsed form.

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 227–236, 2008.
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Time representation of information, the one used by SNNs, is richer than
the average firing rate, that has been the code used in ANN models in the last
decades [5]. So, a general hypothesis considered here is that new abilities can be
possible when working in time domain, hypothesis that itself justifies a deeper
investigation on this class of neural networks. The first results on the application
of this model in color classification and clustering domains can be found in [3].
However, some of the opened questions with this approach are: i) what are the
temporal codes proper to deal with problems not solved by traditional neural
networks? ii) what are the proper neuron models to process these temporal
signals? iii) what are the learning methods suitable for this networks?

Considering the last opened question, an additional problem is the high num-
ber of free parameters – more than 15 – to be configured or adapted in this
approach. In practical situations, the automatic configuration of the synaptic
weight decreasing factor has shown itself in particular a very difficult task [4]
[6]. In a general way, even the reproduction of results showed for the first time
in [3] has shown itself difficulty, since the values of this great number of network
parameters are not informed.

This work presents a review of the SNN using the spike response model as
radial basis function neurons and with information encoded using Gaussian re-
ceptive fields and presents a new methodology to automatically configure the
synaptic weight decreasing factor parameter. This automatic configuration is al-
lowed by a change in the network unsupervised learning function. The proben1
methodology [7] was adopted in the tests documentation, allowing further com-
parisons and experiments repetition.

This paper is organized as follows: section 2 describes the spiking neuron
model. Section 3 presents a network model using these neurons. The learning
method is discussed in section 4. Section 5 describes the synaptic weight sum
problem. Section 6 shows the proposed method to solve the problem. Section 7
present materials and methods for tests. Section 8 shows results and discussion.
Section 9 presents this work conclusions.

2 Neuron Model

This section presents the pulsed neuron model called spiking response model
(SRM) and the conditions to establish its equivalence with a RBF neuron.

2.1 Spiking Neuron Model

In biological neurons, the presence or absence of pulses looks to be highly relevant,
whereas their form and intensity do not [5]. Analogous concept is used in the SNN.
The potential µj of neuron j is modeled as the sum of the contributions coming
from all its synapses, considering a possible refraction of neuron j (not considered
in present work). When a pulse is received in the synapse between a neuron i and
neuron j, this neuron is excited by a function εij . The neuron is said to fire if its
potential crosses the threshold ϑj . This process is illustrated in figure 1a.
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Mathematically:

uj(t) =
∑

t
(f)
j ∈Ti

γj

(
t− t

(f)
j

)
+
∑
i∈Γj

∑
t
(f)
i

wij .εij
(
t− t

(f)
i

)
, (1)

where: t is the time; tj(f) is the time of the f th spike produced by neuron j;
Tj is the set of spikes produced by neuron j; γj is a function that models the
refraction; Γj is the set of neurons pre-synaptics to j; wij is the weight associated
with the synapse between neurons i ∈ Γj and j; εij is a function that models
the increasing of the potential of neuron j when it receives a spike. A function
usually adopted to model the increasing of the potential of j is:

εij(s) =
[
exp

(
− s− δij

τm

)
− exp

(
− s− δij

τs

)]
.H(s− δij), (2)

where: δij is the axonal propagation delay between i and j; τs and τm are re-
spectively the rising and decreasing constants, with 0 < τs < τm; H(s) is the
Heaviside function.

2.2 SRM as a RBF Neuron

Consider the following situation: i) threshold ϑj is high and can only be reached
if all pre-synaptic spikes arise simultaneously; ii) values of the axonal propa-
gation delay δij of each synapse are similar to the time difference between the
input pulses and a reference. In this case, the SRM neuron implements a RBF
neuron. This situation is shown in figure 1b, where the application of the pulses
ti1, · · · , tin in the synapses of neuron j changes its potential µj to reach the
threshold ϑj if and only if:

Xi =
{
xi1 , xi2 , ..., xin

}
≈ ∆j =

{
δj1 , δj2 , ..., δjn

}
, (3)

Fig. 1. Neuron model: a) Potential µj(t) of neuron j receiving contributions from pre-
synaptic neurons. Neuron j does not produce a spike because its potential does not
reach threshold ϑj ; b) A SRM neuron as a typical RBF neuron.
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3 SNN Model

3.1 SNN General Model

As initially proposed by [1], this network has two layers – namely input (I) and
output (J) layers – of neurons fully connected, as shown in figure 2a. Neurons
of the input layer do not have processing function and mainly generate pulses to
the output layer, which executes the processing. The output layer is composed
of m SRM neurons modeled as RBF neurons, as previously discussed. The main
task of the learning algorithm is to properly tune the free parameters δ in each
synapse.

3.2 SNN with Synaptic Spread Model

An alternative architecture to the SNN was proposed by [4]. In this approach,
each synapse between each neuron i ∈ I and j ∈ J is splited into a set of k con-
nections. In each connection, different propagation delays and synaptic weights
are assigned. The propagation delays are usually adopted as an increasing se-
quence of delays 0, 1, ..., k. The task of properly tuning a propagation delay δ
between i and j can now be seen as the task of choosing only one of the k con-
nections between i and j. This choice is done saturating only one weight wij in
wmax and resetting all remaining weights, as shown in figure 2b.

Fig. 2. Spiking network model: a) General architecture; b) Detail of the k connections
for each connection of neuron i and j depicted in dashed lines if figure 2a: a pulse
generated in i will be received k times in j, with different delays and weights

3.3 Input Codification

The codification process proposed in [3] to transform continuous data into a
pulsed form is shortly described here: each of the g input neurons have a Gaus-
sian receptive field covering the whole extension of the input dimension. The
Gaussian centers – points of maximum excitation of each neuron – of the g neu-
rons belonging to the same input dimension are progressively distributed over
the whole range of the input data. The same distribution is associated to each
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one of the n input dimensions. The input neuron will produce a spike depending
on the stimulus of its Gaussian receptive field: the more excited is the neuron,
quicker is the spike. Each input neuron is allowed to produce only one discharge.

3.4 Typical Processing

For simplification, let us consider a network with synaptic spread with the follow-
ing conditions: i) all weights of a neuron are small and equal; ii) the decreasing
time τm is much larger that the rise time τs; and iii) the number of connections
k between neurons i and j is high. The network processing in these conditions
is shown in figure 3. After the arrival of the first spike in neuron j (in this case
in ti2), a new stimulus is assigned to the potential µj in each time step due to
the synaptic spread. The potential is linearly increased. When the second pulse
arrives (in this case in ti1), the potential is hardly increased, and so on. After
the arrival of the last spike, the increment of the potential in one time step can
be estimated as n.g, since there are n.g input neurons.
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Fig. 3. a) a neuron in the output layer receiving pulses from the n.g pre-synaptic
neurons. Each pulse will contribute with a successive sequence of increasing in the
neuron potential; b) potential changing its inclination when each new pulse is received.
After the last pulse ting the potential inclination will be approximately constant.

4 Learning

The goal of learning in this model is to store in the propagation delays of each
RBF neuron the center of one cluster, or, in other words, to incite the fire of the
neuron j which the center is closer to the input instance in (n, where n is the
number of input dimensions.

According to the unsupervised learning algorithm proposed by [4], the synap-
tic weighs should be randomly initialized. When an input pattern is presented to
the network, neurons are expected to fire, due to its typical processing discussed
above. The first neuron to fire is called the winner of the competitive process.
Only the weights of the winner neuron are updated using a Hebbian learning
rule L(∆t). This function increases the weights of the connections that received
spikes immediately before the fire of j and decrease remaining weights. A usual
learning function is [4]:



232 A. da Silva Simões and A.H.R. Costa

∆wk
ij = η.L(∆t) = η.

(
(1− b).e−

(∆t−c)2

β2 + b

)
, (4)

where: ∆wijk is the increase of the kth connection between neurons i and j; ∆ is
the learning rate; L(.) is the learning function; b is the decreasing of the weights;
∆t is the difference between the arriving of the spike and the fire of neuron j;
c fix the peak of the learning function; β is the generalization parameter. This
learning function is shown in figure 5a.

5 The Synaptic Weight Sum Stability Problem

Consider the situation where the value of the learning parameter b is chosen
too small. When the learning function is applied over the synaptic weights of a
neuron, this will cause an increase in a synaptic weight, a smaller increase in this
weight neighbor connections (the neighborhood will depend on β value), and a
small decrease in remaining connections. This process will significantly increase
the average synaptic weight of neurons (wmed). This will result the neuron to
spike earlier. In other words, the fire time of the neuron for all input instances
will be reduced due to a new scale in neuron synaptic weights, and not due to a
new peak distribution of the weights [4]. Otherwise, when b is chosen too high,
the learning function will reduce wmed, resulting in a increase in the firing time
of the neuron for all input instances. Figure 4 shows the sensibility in the chosen
of the b parameter.
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Fig. 4. A SNN trained with the learning rule in eq. 4 for 500 interactions with a
single training example with n=3, g=3, m=3, c=-2.85, d=450, h=200, β=1.67, ϑ=3600,
winitial=20. a) Evolution of the synaptic weight sum of the output layers neurons by
training step; b) Evolution of the winner neurons firing time by training step. Networks
trained with decreasing synaptic weights sum have significant increasing in fire time.
When the synaptic weight sum is stable (b=-0.007), the firing time tends to evolute
only according to the competitive learning process. It is important to remark that
system is extremely sensible to the b parameter, since a range from 0 to -0.3 leads to
completely different dynamics in the learning process.
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In order to keep stable the synaptic weight sum, [4] proposed to chose a b
parameter that keep the integral of the learning function over time equal to
zero. However, authors could not apply this relation to find a suitable b since
the learning function proposed by them uses a term ex2

, which is well known to
do not have integral. ∫ ∞

−∞
L(∆t).dt ≈ 0 (5)

6 Proposed Approach

In order to allow a quick tune of the b parameter of the network – which is
extremely difficult in traditional approach – this work proposes to change the
learning function in eq. 4 by:

∆wk
ij = η.L(∆t) = η.

[
(b− 1).tanh2

(
∆t− c

ξ

)
+ 1

]
, (6)

where: ∆wk
ij is the change in the synaptic weight of the kth synapse between

neurons i and j; η is the learning rate; L(.) is the learning function; t is the time
of competition between neurons in each training step; b is the decrement of the
synaptic weights parameter; c is the back in time to reward synapses; ξ is the
generalization rate.

Figure 5 presents booth (eq. 4 and 6) learning functions. Althought they are
very similar, the learning function in eq. 6 allow algebraic integration. In other
words it is possible to handle the expression:

∫ 0

−d

[
(b− a).tanh2

(
∆t − c

ξ

)
+ a

]
d∆t = 0 (7)

Fig. 5. Learning functions: a) learning function proposed by [4]; b) Tanh learning
function. Booth functions have a=1, b=-0.3, c=-2.85, β = ξ=1.67.
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It is possible to estimate the synaptic weight sum stability point showing [6]
that the integral in eq. 7 is equal to zero when:

b ∼= κe.a.
−tanh(− c

ξ )− 1
d
ξ − tanh(− c

ξ )− 1
(8)

where κe is a stability parameter (integral is null for κe=1, decreases for κe > 1
and increases for κe < 1). Working with κe slightly above 1 has shown itself
capable of stimulating competitions between neurons [6].

Equation 8 has shown itself sufficient to completely automate the b network
parameter, which traditionally has a very difficult tune.

7 Materials and Methods

In order to test the convergence capability of the SNN-RBF with the tanh learn-
ing function, a clustering task was proposed. Three artificially generated data
sets in (3 were submited to the network for classification: i) EXP-01 : three
linearly separable clusters with equal size; ii) EXP-02 : three linearly separable
clusters with distinct size; and iii) EXP-03 : two linearly inseparable clusters,
which centers are positioned outside of the cluster. Experiments data are avail-
able in [6].

A SNN as shown in previous sections was implemented in a DevC++
environment. Convergence tests were conducted with both learning functions
(eq. 4 and eq. 6). In the second case we adopted κe slightly above 1. The in-
put data were presented to the network – point by point – and the displace-
ment of the center of the winner RBF neurons were estimated in each training
step. The training was suspended when weights reached wmax or wmin val-
ues. After convergence, the mean square error (MSE) was observed and com-
pared with those obtained with the well known k-means algorithm in different
initial conditions. It is important to remark that there are no previously doc-
umented tests in SNN-RBF that allow comparison with this work. Table 1
presents tests documentation for future comparisons, according to proben1
methodology [7].

Table 1. Experiments documentation

Exp-01
Input range: [0,1]; training epochs: 430; n = 3, m = 3, k = 250, g = 9, h =
100, σ = 1, winitial = 40 ± 10%, a = 1, b = −0, 023255, c = −2, wmax =
1.497, η = 10, ϑ = 45.000, τm = 1.000, τs = 0, 1, β = 1, 67

Exp-02
Input range: [0,1]; training epochs: 399; n = 3, m = 3, k = 250, g = 9, h =
100, σ = 1, winitial = 40 ± 10%, a = 1, b = −0, 0258395, c = −2, wmax =
1.100, η = 10, ϑ = 39.600, τm = 1.000, τs = 0, 1, β = 1, 67

Exp-03
Input range: [0,1]; training epochs: 402; n = 3, m = 3, k = 250, g = 9, h =
100, σ = 1, winitial = 58 ± 10%, a = 1, b = −0, 0258395, c = −2, wmax =
1.581, η = 10, ϑ = 56.925, τm = 1.000, τs = 0, 1, β = 1, 67
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Fig. 6. Left. Clusters in �3 adopted to test the network convergence (marked as ’x’)
and its lateral projections (marked as ’.’); Right. Evolution of the SNN-RBF neurons
centers with training steps: a) Exp-01; b) Exp-02; c) Exp-03.

8 Results and Discussion

Tests did not show network convergence using eq. 4 since b parameter has proven
to be extremely difficult to manually configure. Using equation 6, synaptic weights
sum remained close to stability allowing convergence, as expected. Figure 6
presents the SNN convergence process. In a similar approach to k-means, after
an initial phase of competition in first training steps, a convergence phase arises
and all neuron centers converged to the center of a different cluster, even if it is
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Table 2. Mean square error

Algorithm EXP-01 EXP-02 EXP-03

k-means with center in the center of �3 ± 10 % 0,0021 0,0137 0,0595

k-means with random centers 0,0021 0,0192 0,0595

k-means taking instances as centers 0,0363 0,0231 0,0595

SNN-RBF with tanh learning function 0,0062 0,0056 0,0608

outside of the cluster (EXP-03 ). The MSE for the SNN is shown in table 2. In all
cases the network error is compatible with k-means algorithm error.

9 Conclusions

This work presented a new learning function for unsupervised learning of SNNs
with radial basis functions that allow a complete automation of the configuration
of one of its key parameters: the synaptic weight decreasing factor. The proposed
equations, in true, allow the reduction of this parameter from the network set
of parameters to be configured. Experiments has shown network convergence
in cases where the manual configuration are very hard. Since proposed learning
function has a shape very similar to previous one, all previously established learn-
ing systematic remain intouched. Future works must follow in two directions: i)
establish methodologies to configure other network parameters; ii) explore the
codification of computational data into spike sequences trying to establish its
possible advantages over the classical codification.
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Abstract. Many different clustering validity measures exist that are
very useful in practice as quantitative criteria for evaluating the quality
of data partitions. However, it is a hard task for the user to choose a
specific measure when he or she faces such a variety of possibilities. The
present paper introduces an alternative, robust methodology for compar-
ing clustering validity measures that has been especially designed to get
around some conceptual flaws of the comparison paradigm traditionally
adopted in the literature. An illustrative example involving the compar-
ison of the performances of four well-known validity measures over a
collection of 7776 data partitions of 324 different data sets is presented.

1 Introduction

Clustering is a data mining task in which one aims at determining a finite set
of categories to describe a data set according to similarities among its objects
[1,2]. Clustering techniques can be broadly divided into three main types [3]:
overlapping (so-called non-exclusive), partitional, and hierarchical. The last two
are related to each other in that a hierarchical clustering is a nested sequence
of hard partitional clusterings, each of which represents a partition of the data
set into a different number of mutually disjoint subsets. A hard partition of a
data set X = {x(1), · · · , x(N) }, composed of n-dimensional feature or attribute
vectors x(j), is a collection S = {S1, · · · ,Sk} of k non-overlapping data subsets
Si (clusters) such that S1 ∪ S2 ∪ · · · ∪ Sk = X, Si �= + and Si ∩ Sl = +
for i �= l. Overlapping techniques search for soft or fuzzy partitions by somehow
relaxing the mutually disjointness constraints Si ∩ Sl = +.

Many different clustering validity measures exist that are very useful in prac-
tice as quantitative criteria for evaluating the quality of data partitions − e.g.
see [4,5] and references therein. These measures are important, for instance, to
help determine the number of clusters contained in a given data set [3,2]. Some
of the most well-known validity measures, also referred to as relative validity
(or quality) criteria1, are possibly the Davies-Bouldin Index [6,3], the Variance
Ratio Criterion − VRC (so-called Calinski-Harabasz Index) [7,2], Dunn’s Index

1 The terms measure and criterion will be freely interchanged throughout the paper.
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[8,4], and the Silhouette Width Criterion of Kaufman and Rousseeuw [1,2], just
to mention a few. It is a hard task for the user, however, to choose a specific
measure when he or she faces such a variety of possibilities. To make things even
worse, new measures have still been proposed from time to time. For this reason,
a problem that has been of interest for more than two decades consists of com-
paring the performances of existing clustering validity measures and, eventually,
that of a new measure to be proposed. A cornerstone in this area is the work by
Milligan and Cooper [5], who compared 30 different measures through an exten-
sive set of experiments involving several labeled data sets. Twenty three years
later, that seminal work is still used and cited by many authors who deal with
clustering validity criteria. In spite of this, there are some conceptual problems
with the comparison methodology adopted by Milligan and Cooper. First, their
methodology relies on the assumption that the accuracy of a criterion can be
quantified by the number of times it indicates as the best partition (among a set
of candidates) a partition with the right number of clusters for a specific data
set, over many different data sets for which such a number is known in advance −
e.g. by visual inspection of 2D data or by labeling synthetically generated data.
This assumption has also been implicitly made by other authors who worked on
more recent papers involving the comparison of clustering validity criteria (e.g.
see [9,4,10]). Note, however, that there may exist various partitions of a data
set into the right number of clusters that are very unnatural with respect to the
spatial distribution of the data. On the other hand, there may exist numerous
partitions of a data set into the wrong number of clusters, but clusters that
exhibit a high degree of compatibility with the spatial distribution of the data.

Another problem with Milligan and Cooper’s methodology is that the assess-
ment of each validity criterion relies solely on the correctness of the partition
elected as the best one according to that criterion. The accuracy of the crite-
rion when evaluating all the other candidate partitions is ignored. Accordingly,
the capability of the criterion to properly distinguish among a set of partitions
that are not good in general is not taken into account. This capability indicates a
particular kind of robustness of the criterion that is very important in many real-
world application scenarios for which no clustering algorithm can provide precise
solutions due to noise contamination, cluster overlapping, high dimensionality,
and other possible complicative factors.

Before proceeding with a proposal to get around the drawbacks described
above, it is important to remark that some very particular criteria are only able
to estimate the number of clusters in data − by suggesting when a given iterative
(e.g. hierarchical) clustering procedure should stop increasing this number. Such
criteria are referred to as stopping rules [5]. Stopping rules should not be seen
as clustering validity measures in a broad sense, since they are not able to quan-
titatively measure the quality of data partitions. In other words, they are not
optimization-like validity measures2. When comparing the efficacy of stopping
rules, there is not much to do except using Milligan and Cooper’s methodology.
However, when dealing with optimization-like validity measures, which is the

2 Such measures can be used as stopping rules [5], but the reverse is not true.
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kind of criterion subsumed in the present paper, a more rigorous comparison
methodology may be desired. This is precisely the subject of the present work.

The remaining of this paper is organized as follows. In Section 2, the prob-
lem of comparing relative validity measures is discussed in details. Specifically,
Section 2.1 describes the traditional methodology, whereas the proposed method-
ology is introduced in Section 2.2. Then, an illustrative example is reported in
Section 3. Finally, the conclusions and perspectives are addressed in Section 4.

2 Comparing Relative Clustering Validity Criteria

2.1 Traditional Methodology

As previously mentioned in Section 1, the traditional methodology for comparing
relative clustering validity criteria consists essentially of counting the number of
times each criterion indicates as the best partition (among a set of candidates)
a partition with the right number of clusters, over many different data sets for
which such a number is known in advance − e.g. by visual inspection of 2D data
or by labeling synthetically generated data. An example for the Ruspini data
set (Figure 1) is shown in Figure 2. Figure 2 displays the values of four relative
validity criteria for a set of partitions of the Ruspini data obtained by running
the classic k-means algorithm multiple times with the number of clusters rang-
ing from 2 to 10. In this figure, maximum peaks are evident for the Silhouette,
Calinski-Harabasz (VRC), and Dunn’s indexes when k = 4. Similarly, a distin-
guishable minimum is also verified for the Davies-Bouldin index when k = 4.
Unlike Dunn, Calinski-Harabasz, and Silhouette, which are maximization crite-
ria, Davies-Bouldin is a minimization criterion. In summary, all these measures
point out that the optimal number of clusters is 4. This is in accordance with
common sense evaluation of the data by visual inspection, even though 5 clus-
ters is also quite acceptable in this case [1]. However, real data sets are not that
simple. Furthermore, as discussed in Section 1, there are many pitfalls along the
way if one considers the accuracy in estimating the right number of clusters as
the only indicative of the performance of a relative clustering validity criterion.
For this reason, a complementary, alternative methodology for comparing such
criteria is described in the next section.

2.2 Proposed Methodology

The proposed methodology for comparing relative clustering validity criteria
can be better explained by means of a pedagogical example. For the sake of
simplicity and without any loss of generality, let us assume in this example that
our comparison involves only the performances of two validity criteria in the
evaluation of a small set of partitions of a single labeled data set. The hypothetic
results are displayed in Table 1, which shows the values of the relative criteria
under investigation as well as the values of a given external (absolute rather than
relative) criterion for each of the five data partitions available. One of the most
well-known and efficient external criteria is the Jaccard coefficient [4,3].
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Fig. 1. Ruspini data set
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Fig. 2. Relative criteria for the Ruspini data

Table 1. Example of evaluation results for five partitions of a given data set

Partition Relative Criterion 1 Relative Criterion 2 External Criterion
1 0.75 0.92 0.82
2 0.55 0.22 0.49
3 0.20 0.56 0.31
4 0.95 0.63 0.89
5 0.60 0.25 0.67

Assuming that the evaluations performed by the external criterion are
trustable measures of the quality of the partitions3, it is expected that the
better the relative criterion the greater its capability of evaluating the parti-
tions according to an ordering and magnitude proportions that are similar to
those established by the external criterion. Such a degree of similarity can be
straightforwardly computed using a sequence correlation index, such as the well-
known Pearson product-moment correlation coefficient [11]. Clearly, the larger
the correlation value the higher the capability of a relative measure to unsu-
pervisedly mirror the behavior of the external index and properly distinguish
between better and worse partitions. In the example of Table 1, the Pearson cor-
relation between the first relative criterion and the external criterion (columns
2 and 4, respectively) is 0.9627. This high value reflects the fact that the first
relative criterion ranks the partitions in the same order that the external crite-
rion does. Unitary correlation is not reached only because there are some dif-
ferences in the relative importance given to the partitions. Contrariwise, the
Pearson correlation between the second relative criterion and the external crite-
rion scores only 0.4453. This is clearly in accordance with the strong differences
that can be visually observed between the evaluations in columns 3 and 4 of
Table 1.

3 This is based on the fact that such a sort of criterion relies on supervised information
about the underlying structure in the data (known referential clusters) [3,2].
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In a practical comparison procedure, there should be multiple partitions of
varied qualities for a given data set. Moreover, a practical comparison procedure
should involve a representative collection of different data sets that fall within
a given class of interest (e.g. mixtures of Gaussians). This way, if there are ND

labeled data sets available, then there will be ND correlation values associated
with each relative validity criterion, each of which represents the agreement level
between the evaluations of the partitions of one specific data set when performed
by that relative criterion and by an external criterion. The mean of such ND

correlations is a robust measure of resemblance between those particular (relative
and external) validity criteria, at least in what regards that specific collection of
data sets. Despite this, besides just comparing such means for different relative
criteria in order to rank them, one should also apply to the results an appropriate
statistical test to check the hypothesis that there are (or there are not) significant
differences among those means.

In summary, the proposed methodology is the following:

1. Take or generate ND different data sets with known clusters.
2. For each data set, get a collection of Np data partitions of varied qualities

and numbers of clusters. For instance, such partitions can be obtained from
a single run of a hierarchical algorithm or from multiple runs of a partitional
algorithm with different numbers and initial positions of prototypes.

3. For each data set, compute the values of the relative and external validity
criteria for each one of the Np partitions available. Then, for each relative
criterion, compute the correlation between the corresponding vector with Np

relative validity values and the vector with Np external validity values.
4. For each relative validity criterion, compute the mean of its ND correlation

values (one per data set); then, rank all the relative criteria according to
their means. To check whether the difference between the means of two
specific criteria is significant or not from a statistical perspective, apply an
appropriate statistical test to the results.

Remark 1. Since the external validity criteria are always maximization criteria,
minimization relative criteria, such as Davies-Bouldin, must be converted into
maximization ones (flipped around their means) before comparing them.

Remark 2. The methodology proposed above is a generalization of the one pro-
posed in a less recognized paper by Milligan, published in 1981 [12], in which the
author stated that “Logically, if a given criterion is succeeding in indicating the
degree of correct cluster recovery, the index should exhibit a close association
with an external criterion which reflects the actual degree of recovery of struc-
ture in the proposed partition solution”. Milligan, however, conjectured that
the above statement would possibly not be justified for comparisons involving
partitions with different numbers of clusters, due to a kind of monotonic trend
that some external indexes may exhibit as a function of this quantity. For this
reason, the analyses in [12] were limited to partitions obtained with the right
number (k∗) of clusters known to be present in the data. This limitation itself
causes two major impacts on the reliability of the comparison procedure. First,
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the robustness of the criteria under investigation in what regards their ability
to properly distinguish among partitions that are not good in general is not
taken into account. Second, using only k∗ implies that there will be a single pair
of relative and external criteria associated with a given data set, which means
that a single correlation value will result from the values of relative and external
criteria computed over the whole collection of available data sets. Obviously, a
single sample does not allow any statistical evaluation of the results.

The more general methodology proposed here rules out those negative im-
pacts resulting from Milligan’s conjecture mentioned above. But what about the
conjecture? Such a conjecture is possibly one of the reasons that made Milli-
gan and Cooper not to adopt the same idea in their 1985 paper [5], which was
focused on procedures for determining the number of clusters in data. In our
opinion, such a conjecture was not properly elaborated because, while it is true
that some external indexes (e.g. Rand Index [2]) do exhibit a monotonic trend as
a function of the number of clusters, such a trend is observed when the number
of clusters of both the referential and evaluated partitions increase [13] − or
in the specific situations in which there is no structure in the data and in the
corresponding referential partition [14]. Neither of these is the case, however,
when one takes a well-defined referential partition of a structured data set with
a given (fixed) number of clusters and compares it against partitions of the same
data produced by some clustering algorithm with variable number of clusters,
as verified by Milligan and Cooper themselves in a later paper [14].

3 Illustrative Example

In this section, an illustrative example is presented that involves the compar-
ison of those well-known relative validity criteria already mentioned in previ-
ous sections, namely, Dunn’s Index [8,4], the Calinski-Harabasz Index [7,2], the
Davies-Bouldin Index [6,3], and the Silhouette Width Criterion of Kaufman and
Rousseeuw [1,2]. The data sets adopted here are reproductions of the artificial
data sets used in the classic study of Milligan and Cooper [5]. The data generator
was developed following strictly the descriptions in that reference. In brief, the
data sets consist of a total of N = 50 objects each, embedded in either an n = 4,
6, or 8 dimensional Euclidean space. Each data set contains either k∗ = 2, 3, 4,
or 5 distinct clusters for which overlap of cluster boundaries is not permitted on
the first dimension of the variables space. The actual distribution of the objects
within clusters follows a (mildly truncated) multivariate normal distribution, in
such a way that the resulting structure could be considered to consist of natural
clusters that exhibit the properties of external isolation and internal cohesion.

Following Milligan and Cooper’s procedure, the design factors corresponding
to the number of clusters and to the number of dimensions were crossed with
each other and both were crossed with a third factor that determines the number
of objects within the clusters. Provided that the number of objects in each data
set is fixed, this third factor directly affects not only the cluster densities, but the
overall data balance as well. This factor consists of three levels, where one level
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corresponds to an equal number of objects in each cluster (or as close to equality
as possible), the second level requires that one cluster must always contain 10%
of the data objects, whereas the third level requires that one cluster must contain
60% of the objects. The remaining objects were distributed as equally as possible
across the other clusters present in the data. Overall, there were 36 cells in the
design (4 numbers of clusters × 3 dimensions × 3 balances). Milligan an Cooper
generated three sampling replications for each cell, thus producing a total of
108 data sets. For greater statistical confidence, we generate here nine sampling
replications for each cell, thus producing a total of 324 data sets.

With the data sets in hand, the average linkage version of the popular AGNES
(AGlomerative NESting) hierarchical clustering algorithm [1] was systematically
applied to each data set. For each data set, the algorithm produced a hierarchy
of data partitions with the number of clusters ranging from k = 2 through k =
N = 50. Every such a partition can then be evaluated by the relative clustering
validity criteria under investigation. The evaluation results corresponding to a
typical data set are displayed in Figure 3.
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Fig. 3. Relative validity values for a typical
data set: partitions for k = 2, · · · , 50 produced
by the AGNES hierarchical algorithm
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data partitions of Figure 3

Note in Figure 3 that VRC and Dunn’s indexes exhibit a secondary peak when
evaluating partitions with the number of clusters k approaching the number of
objects N = 50. Such a behavior is also observed in other relative clustering
validity criteria not comprised in the present study and must be carefully dealt
with when assessing their performances. The reason is that this eventual sec-
ondary peak, which may be less or more intense depending on the criterion and
on the data set as well, clearly affects the correlation between the relative and
external validity values (please, visually compare Figures 3 and 4). It is worth
remarking that, in most applications, partitions with k approaching N are com-
pletely out of scope for any practical clustering analysis. In these cases, it is
strongly recommended to perform the methodology proposed in Section 2.2 over
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a set of partitions with the number of clusters limited within an acceptable range.
Such an acceptable range depends on the application domain, but there are some
general rules that can be useful to guide the less experienced user in practical
situations. A commonly used rule of thumb is to set the upper bound of this in-
terval to

√
N . Another possibility, which can be particular useful if the number

of objects is small, is to set this upper bound to N/2. The rationale behind such
a more conservative number is that, conceptually speaking, a cluster is expected
to be composed of at least two objects, otherwise being an outlier rather than
a group of objects. Both these intervals will be adopted in the present study,
i.e. k ∈ {2, · · · , 8} and k ∈ {2, · · · , 25}. This means that only a subset of the
partitions produced by the AGNES algorithm for each data set will be used in
the experiments. Having such selected partitions in hand (324 × 7 = 2268 for
the 1st interval and 324× 24 = 7776 for the 2nd one), the relative and external
validity criteria for all of them can be computed and the comparison procedure
described in Section 2.2 can be concluded.

Histograms of the results strongly suggest that the observed sample distri-
butions hardly satisfy the normality assumption. For this reason, outcomes of
parametric statistical tests will not be reported here. Instead, the well-known
Wilcoxon/Mann-Whitney (W/M-W) test will be adopted. The efficiency of the
W/M-W test is 0.95 with respect to parametric tests like the t-test or the z-
test even if the data are normal. Thus, even when the normality assumption
is satisfied, the W/M-W test might be preferred [15]. This test will be used in
this work to compare the results of every pair of relative validity criteria as two
sampled populations. In addition, another test will also be applied that subdi-
vides these sampled populations into blocks. In this case, each block is treated
as an independent subsample composed of those instances that are related to
data sets generated from a particular configuration of the data generator. A
particular configuration of the data generator corresponds precisely to one of
those 36 design cells composed of data sets with the same numbers of clusters,
dimensions, and the same balance. This is called two-way randomized block de-
sign, one way referring to samples coming from different relative criteria and
another way referring to samples coming from a different configuration of the
data generator. A non-parametric test of this class is named Friedman test (a
relative of ANOVA), which will be adopted here to reinforce the results of the
W/M-W test in a conservative, duplicated manner.

The final results are summarized in Figures 5 and 6. The correlation mean
between every relative criterion and the Jaccard index − computed over the
whole collection of 324 correlation values − is shown in the bottom bars. The
value displayed in each cell of the top tables corresponds to the difference between
the correlation means of the corresponding pair of relative criteria. A shaded
cell indicates that the corresponding difference is statistically significant at the
α = 5% level (one-sided test). Darker shaded cells indicate that significance has
been observed with respect to both W/M-W and Friedman tests, whereas lighter
shaded cells denote significance with respect to one of these tests only.
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Fig. 5. Correlation means of four relative
validity criteria with respect to the Jac-
card index over 324 data sets and their
differences: AGNES with k ∈ {2, · · · , 8}

Fig. 6. Correlation means of four relative
validity criteria with respect to the Jac-
card index over 324 data sets and their
differences: AGNES with k ∈ {2, · · · , 25}

In Figures 5 and 6, the relative validity criteria have been placed in the rows
and columns of the top tables according to the ordering established by their
correlation means (decreasing order from top to bottom and from left to right).
Note that the same order is kept in both scenarios. Aside from some particular
exceptions observed either in Figure 5 or 6, the results suggest that the perfor-
mances of the four relative validity criteria under investigation could be ranked
as Silhouette > VRC > Dunn > Davies-Bouldin, where “>” means that there
exists some statistical evidence of the corresponding difference in performances
in at least one of the scenarios. A more conservative reading of the results, in
which better performance is asserted if and only if there are significant differ-
ences in both scenarios and with respect to both statistical tests, would lead to
the conclusion that (Silhouette, VRC) > (Dunn, Davies-Bouldin).

The separate analyses in Figures 5 and 6 reveal a very interesting fact: by
comparing the bottom bars of those figures it can be seen that the performance
of the Davies-Bouldin index drops drastically when partitions with much more
clusters than the actual number of clusters in the data (k∗ ∈ {2, 3, 4, 5}) are
taken into account. This suggests that Davies-Bouldin is not robust to distinguish
among poor quality partitions and, as such, this index may not be recommended
for tight real-world application scenarios involving complicative factors like noise
contamination, cluster overlapping, high dimensionality, among others. But a
word of caution is needed here. It is worth remarking that the above results and
conclusions hold for a particular collection of data sets. Since such a collection
is reasonably representative of a particular class, namely, those data sets with
volumetric clusters of approximately hyperspherical shapes, then one can believe
that similar results are likely to be observed for other data sets of this class.
However, nothing can be presumed about data sets that do not fall within this
category, at least not before new experiments involving such data are performed.

4 Conclusions and Future Work

The present paper has introduced an alternative methodology for comparing
relative clustering validity criteria. This methodology is based upon the use of
labeled data sets and an external (absolute) validity criterion to guide the com-
parisons. It has been especially designed to get around the conceptual flaws of
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the comparison paradigm traditionally adopted in the literature. In particular:
(i) it does not rely on the assumption that the accuracy of a validity criterion
can be quantified by the relative frequency with which it indicates as the best
partition (among a set of candidates) a partition with the right number of clus-
ters; and (ii) it does not completely rely on the single partition elected as the
best one according to that criterion. Getting rid of such over-simplified assump-
tions makes the proposed comparison methodology more robust to distinguish
between better and worse partitions embedded in difficult application scenarios.
As a word of caution, it is important to recall that the proposed methodology is
appropriate to compare optimization-like validity criteria, which are those able
to quantitatively measure the quality of data partitions. When comparing simple
stopping rules, which are only able to estimate the number of clusters in data, the
traditional methodology is possibly still the only choice. From this viewpoint, the
proposed methodology can be seen as complementary to the traditional one. An
illustrative example involving the comparison of the performances of four well-
known validity measures over a collection of 7776 data partitions of 324 different
data sets has been presented. This example has been intended to illustrating
the proposed methodology, rather than making a broad comparison of several
different existing criteria. A more extensive study involving the comparison of
several clustering (and fuzzy clustering) validity criteria is on the way.

Acknowledgments

This work has been supported by CNPq and Fapesp.

References

1. Kaufman, L., Rousseeuw, P.: Finding Groups in Data. Wiley, Chichester (1990)
2. Everitt, B.S., Landau, S., Leese, M.: Cluster Analysis, 4th edn. Arnold (2001)
3. Jain, A.K., Dubes, R.C.: Algorithms for Clustering Data. Prentice-Hall, Englewood

Cliffs (1988)
4. Halkidi, M., Batistakis, Y., Vazirgiannis, M.: On clustering validation techniques.

Journal of Intelligent Information Systems 17, 107–145 (2001)
5. Milligan, G.W., Cooper, M.C.: An examination of procedures for determining the

number of clusters in a data set. Psychometrika 50(2), 159–179 (1985)
6. Davies, D.L., Bouldin, D.W.: A cluster separation measure. IEEE Trans. on Pattern

Analysis and Machine Intelligence 1, 224–227 (1979)
7. Calinski, R.B., Harabasz, J.: A dendrite method for cluster analysis. Communica-

tions in Statistics 3, 1–27 (1974)
8. Dunn, J.C.: Well separated clusters and optimal fuzzy partitions. Journal of Cy-

bernetics 4, 95–104 (1974)
9. Bezdek, J.C., Pal, N.R.: Some new indexes of cluster validity. IEEE Trans. on

Systems, Man and Cybernetics − B 28(3), 301–315 (1998)
10. Maulik, U., Bandyopadhyay, S.: Performance evaluation of some clustering algo-

rithms and validity indices. IEEE Transactions on Pattern Analysis and Machine
Intelligence 24(12), 1650–1654 (2002)



A Robust Methodology 247

11. Casella, G., Berger, R.L.: Statistical Inference, 2nd edn. Duxbury Press (2001)
12. Milligan, G.W.: A monte carlo study of thirdy internal criterion measures for cluster

analysis. Psychometrika 46(2), 187–199 (1981)
13. Fowlkes, E.B., Mallows, C.L.: A method for comparing two hierarchical clusterings.

Journal of the American Statistical Association 78, 553–569 (1983)
14. Milligan, G.W., Cooper, M.C.: A study of the comparability of external criteria for

hierarchical cluster analysis. Multivariate Behavioral Research 21, 441–458 (1986)
15. Triola, M.F.: Elementary Statistics. Addison Wesley Longman (1999)



G. Zaverucha and A. Loureiro da Costa (Eds.):  SBIA 2008, LNAI 5249, pp. 248–257, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

An Experiment in Spanish-Portuguese 
Statistical Machine Translation 

Wilker Ferreira Aziz1, Thiago Alexandre Salgueiro Pardo1, and Ivandré Paraboni2
 

1 University of São Paulo – USP / ICMC 
Av. do Trabalhador São-Carlense, 400 - São Carlos, Brazil 

2 University of São Paulo – USP / EACH 
Av. Arlindo Bettio, 1000 - São Paulo, Brazil 

wilker.aziz@usp.br, taspardo@icmc.usp.br, ivandre@usp.br 

Abstract. Statistical approaches to machine translation have long been success-
fully applied to a number of ‘distant’ language pairs such as English-Arabic and 
English-Chinese. In this work we describe an experiment in statistical machine 
translation between two ‘related’ languages: European Spanish and Brazilian 
Portuguese. Preliminary results suggest not only that statistical approaches are 
comparable to a rule-based system, but also that they are more adaptive and 
take considerably less effort to be developed. 

1   Introduction 

As in many other Natural Language Processing (NLP) tasks, statistical techniques 
have emerged in recent years as a highly promising approach to Machine Translation 
(MT), and are now part of mainstream research in the field. By automatically analys-
ing large collections of parallel text, statistical MT is often capable of outperforming 
existing (e.g., rule-based) systems even for so-called 'distant' language pairs such as 
English and Arabic. Regular international contests on MT organized by NIST (Na-
tional Institute of Standards and Technology) have shown the advances of statistical 
approaches. In the 2005 contest, when statistical and rule-based MT systems com-
peted, the best-performing statistical system – the Google Translator – fared about 
376% higher than the widely known rule-based system Systran for the language pair 
English-Arabic. For the English-Chinese pair, Google Translator outperformed 
Systran by 140%.  

Researchers in the area argue that, since the statistical MT techniques are able to 
perform so well for distant languages, with all likelihood even better results should be 
achieved for ‘closely-related’ (e.g., Romance) languages. As an attempt to shed light 
on this issue, in this work we describe an experiment in statistical machine translation 
between two ‘related’ languages, namely, European Spanish and Brazilian Portu-
guese. In doing so, rather than seeking to produce a fully developed MT system  
for this language pair, we limit ourselves to investigate our basic statistical MT sys-
tem as compared to the shallow-transfer approach in [1]. We shall then argue that our 
preliminary results - although not overwhelming given the small scale of the experi-
ment - provide remarkable evidence in favour of the statistical approach and pave the 
way for further research. 
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The rest of this paper is structured as follows. Section 2 describes the statistical 
translation model used in our work. Section 3 describes the training data, the sentence 
and word alignment procedures and the alignment revision techniques involved. Sec-
tion 4 presents results of a preliminary evaluation work and a comparison with the 
system described in [1]. Finally, Section 5 summarizes our work so far. 

2   Translation Model 

Generally speaking, a statistical approach to translate from, e.g., Spanish to Portu-
guese involves finding the Portuguese sentence p that maximizes the probability of p 
given a Spanish sentence e, that is, the probability P(p | e) of p being a translation of 
e. Given the probabilities P(p) and P(e) obtained from Portuguese and Spanish lan-
guage models, respectively, the problem can be expressed in Bayesian terms as  

)(

)|()(
)|(

eP

pePpP
epP =  

 

Since P(e) remains constant for the input sentence e, this amounts to maximizing  
 

)|()( pePpP  
 

in which P(e | p) is the translation model. The language model P(p) may be computed 
as the probability of the sequence of n-grams in the translation p. 

Given a pair <e, p> of sentences, it is said that e and p are mutual translations if 
there is at least one possible lexical alignment among them, i.e., correspondences 
among their words and/or phrases. Assuming the set of all possible alignments among 
e and p to be a, obtaining P(e | p) can be seen as the maximization of the sum of indi-
vidual contributions of every single alignment ai, a process called decoding: 

∑=
i

i peaPpPepP )|,()()|(  

The expression )|,( peaP i can be obtained empirically from a number of parame-
ters intended to capture relevant aspects of the translation process. In this work we use 
the basic IBM 4 model [10], in which the following parameters are defined: 
 

<a> the set of alignments for <e, p>. 
ε the probability of a target-sentence of length m being the translation of a  

 source-sentence of length l. 
t the probability of e being a translation of p. 
d the probability of a target word being placed at the jth position in the target 

sentence given that it is a translation of a source word at the ith position in the 
source sentence. 

p1 the probability of obtaining a spurious word. 
p0 (or 1 - p1) the probability of not obtaining a spurious word. 
φ0 the fertility of spurious cases1. 
φi fertility rate associated with the ith word. 
n the probability of a word pi having fertility φi. 

                                                           
1 Defined as the <NULL> symbol in the word alignment – see Example 2 and 3 in Section 3. 
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Fertility is defined as the number of target words generated from a given source 
word. A zero fertility value corresponds to a deletion operation. A spurious word 
appears so to speak “spontaneously” in the target sentence when there is no corre-
sponding source word. This is modelled by the parameters p1 and φ0 and the NULL 
symbol in the word alignment representation (see Section 3.)  

The above parameters are actually the same ones defined in model 3 described in 
[10]. However, the presently discussed model 4 also distinguishes among three word 
types (heads, non-heads and NULL-generated), allowing for more control over word 
order. For the interested reader, the complete model is defined as 
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For more details, we refer to [10]. In the reminder of this paper we will focus on the 
above model only. 

3   Training 

In order to build a translation model as described in the previous section, we collected 
645 Portuguese-Spanish text pairs from the Environment, Science, Humanities, Poli-
tics and Technology supplements of the on-line edition of the “Revista Pesquisa 
FAPESP”, a Brazilian magazine on scientific news. The corpus consists of 17,681 
sentence pairs comprising 908,533 words in total (being 65,050 distinct.) The Portu-
guese version consists of 430,383 words (being 32,324 distinct) and the Spanish ver-
sion consists of 478,150 words (being 32,726 distinct.) We are aware that our data set 
is considerably smaller than standard training data used in statistical MT (standard 
training data in the area comprises about 200 million words, while the Google team 
have been using over 1 billion words in their experiments.) However, as we shall see 
in the next sections, the amount of training data that we used in this work turned out 
to be sufficient for our initial investigation. 

Portuguese sentential segmentation was performed using SENTER [2]. The tool 
was also employed in the segmentation of the Spanish texts with a number of changes 
(e.g., in order to handle Spanish abbreviations.) Despite the similarities between the 
two languages, it is immediate to observe that word-to-word translation is not feasi-
ble, as Example 1 should make clear: besides the differences in word order, there are 
subtle changes in meaning (e.g., “espantosa” vs. “impresionante”, analogous to 
“amazing” vs. “impressive”), additional words (e.g. “ubicada”) and so on. 

Example 1. A Portuguese text fragment (left) and corresponding Spanish translation (right) 

Ao desencadear uma cascata de eventos 
físico-químicos poucos quilômetros acima 
da floresta, a espantosa concentração de 
aerossóis na Amazônia no auge da estação 
(...)  

Esa impresionante concentración de aeroso-
les en la Amazonia, al desencadenar una 
cascada de eventos fisicoquímicos ubicada a 
algunos kilómetros arriba del bosque, en el 
auge de la estación  (...) 
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For the purposes of this work, a sentence alignment a is taken to be an ordered set 
of p(a) sentences in our Portuguese corpus and an ordered set of s(a) related sen-
tences in the Spanish corpus. Values of p(a) and s(a) can vary from zero to an arbi-
trary large number. For example, a Portuguese sentence may correspond to exactly 
one sentence in the Spanish translation, and such 1-to-1 relation is called a replace-
ment alignment. On the other hand, if a Portuguese sentence is simply omitted from 
the Spanish translation then we have a 1-to-0 alignment or deletion. In our work we 
are interested in replacement alignments only. This will not only reduce the computa-
tional complexity of our next task – word alignment – but will also provide the re-
quired input format for MT tools that we use, such as GIZA++ [5]. 

For the sentence alignment task, we used an implementation of the Translation 
Corpus Aligner (TCA) method [3] called TCAalign [4]. The choice was based on the 
high precision rates reported for Portuguese-English (97.10%) and Portuguese-
Spanish (93.01%) language pairs [4]. The set of alignments produced by TCAalign 
consists of m-to-n relations marked with XML tags. As our goal is to produce an 
aligned corpus as accurate as possible, the data was inspected semi-automatically for 
potential misalignments (which were in turn collapsed into appropriate 1-to-1 align-
ments.) As a result of the sentence alignment procedure, 10% of the alignments in our 
corpus were classified as unsafe, and their manual inspection revealed that 1,668 
instances (9.43%) were indeed incorrect.  

A major source of misalignment was due to segmentation errors, which caused two 
or more sentences to be regarded as a single unit. These cases were adjusted manually 
so that the resulting corpus contained a set of Portuguese sentences and their Spanish 
counterparts in 1-to-1 relationships. There were also cases in which n Portuguese 
sentences were (correctly) aligned to n Spanish sentences in a different order, and had 
to be split into individual 1-to-1 alignments. Some kinds of misalignment were intro-
duced by the alignment tool itself, and yet others were simply due to different choices 
in translation leading to correct n-to-m alignments. Since punctuation will be removed 
in the generation of our translation models, in these cases it was possible - when there 
was no change in meaning - to manually split the Spanish sentence and create two 
individual 1-to-1 alignments.  

Two versions of the corpus have been produced: one represents the aligned corpus 
in its original format (as the examples in the previous section), with capital letters, 
punctuation marks and alignment tags; the other represents the aligned corpus in 
GIZA++ [5] format, in which the entire text was converted to lower case, punctuation 
marks and tags were removed, and the correspondence between sentences is given 
simply by their relative position within each text (i.e., with each sentence representing 
one line in the text file.)  

We used GIZA++ to align the second version of the corpus at word level. A word 
alignment contains a sentence pair identification (sentence pair id, source and target 
sentence length and the alignment score) and the target and source sentences, in that 
order. The word alignment information is represented entirely in the source sentence. 
Each source word is followed by a reference to the corresponding target, or an empty 
set { } for source words that do not have a correspondence, i.e., n-0 (deletion) rela-
tionships. The source sentence contains also a NULL set representing the target words 
that do not occur in the source, i.e., 0-n (inclusion) relationships.  
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The following examples illustrate the output of the word alignment procedure for 
two Spanish-Portuguese sentence pairs. In the first case, the source words “de” and 
“los” were not aligned with any word in the target sentence, i.e., they disappeared in 
the Portuguese translation. On the other hand, all Portuguese words were aligned with 
their Spanish correspondents as shown by the empty NULL set. In the second case, 
the source words “la”, “de” and “el” were not aligned to any Portuguese words, but 
“niño” was aligned with two of them (i.e., “el niño”.) In the same example the NULL 
set shows that the target word 4 (i.e., “do”) is not aligned with any Spanish words, 
i.e., it was simply included in the Portuguese translation. 

Example 2. Deletion of source (Spanish) words “de” and “los” 

# Sentence pair (1) source length 8 target length 6 alignment score : 0.00104896 
os dentes do mais antigo orangotango 
NULL ({ }) hallan ({ 1 }) dientes ({ 2 }) del ({ 3 }) más ({ 4 }) antiguo ({ 5 }) de ({ })  
los ({ }) orangutanes ({ 6 }) 

Example 3. Deletion of source (Spanish) words “la”, “de” and “el”, inclusion of target (Portu-
guese) word “do” and 1-2 alignment of “niño” with “el niño”. 

# Sentence pair (14) source length 8 target length 6 alignment score : 1.28219e-08 
salinidade indica chegada do el niño 
NULL ({ 4 }) la ({ }) salinidad ({ 1 }) indica ({ 2 }) la ({ }) llegada ({ 3 }) de ({ })  
el ({ }) niño ({ 5 6 }) 

The word alignments were generated using the following GIZA++ parameters. The 
probability p0 was left to be determined automatically; language model parameters 
(smoothing coefficient, minimum and maximum frequencies and smoothing constant 
for null probabilities) were left at their default values; the maximum sentence length 
was set to 182 words as seen in our corpus, and the maximum fertility parameter was 
set to 10 (i.e., word fertilities will range from 0 to 9) as suggested in [5]. As a result, 
489,594 word alignments were produced according to the following distribution.  

Table 1. Word alignment distribution 

Alignment 
Type 

Instances Probability 

0-1 15040 3.072 % 
1-0 71543 14.613 % 
1-1 398175 81.328 % 
1-2 3344 0.683 % 
1-3 791 0.167 % 
1-4 305 0.062 % 
1-5 187 0.038 % 
1-6 85 0.017 % 
1-7 42 0.009 % 
1-8 27 0.005 % 
1-9 55 0.011 % 
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About 82% of all alignments were of the word-to-word type. Moreover, very few 
mappings (701 cases or 0.14% in total) involved more than three words in the target 
language (i.e., alignments 1-4 to 1-9.) These results may suggest a strong similarity 
between Portuguese and Spanish as argued in [1] for the languages spoken in Spain.  

4   Decoding and Testing 

The translation model described in Section 2 and associated data (e.g., word class 
tables, zero fertility lists etc. - see [5] for details) were generated from a small training 
set of about 17,000 sentence pairs using a simple trigram-based language model pro-
duced by the CMU-Cambridge Tool Kit [8]. Both Spanish-Portuguese and Portu-
guese-Spanish translations were then decoded using the ISI ReWrite Decoder tool [9] 
as follows: 

 

Spanish-Portuguese translator: )|()()( pePpPpP =  

 Language Model (Portuguese): P(p) 
 Translation Model (Portuguese-Spanish): P(e | p) 
 

Portuguese-Spanish translator: )|()()( epPePeP =  

 Language Model (Spanish): P(e) 
 Translation Model (Spanish-Portuguese): P(p | e) 
 

Recall from Section 2 that given a translation from Spanish to Portuguese, the de-
coding process intends to find the sentence p that maximizes  

∑=
i

i peaPpPepP )|,()()|(  

The decoding task was based on the IBM model 4 (described in Section 2) using 5 
iterations during training procedure. The selected decoding strategy was the A* 
search algorithm described in [5] using the translation heuristics for maximizing  
P(t | s) * P(s | t). 

For evaluation purposes, a test set of 649 previously unseen sentence pairs was 
taken from recent issues of “Revista Pesquisa FAPESP” and it was used as input to 
our translator. In the Appendix at the end of this paper we present a number of in-
stances of Spanish-Portuguese (Table 4) and Portuguese-Spanish (Table 5) transla-
tions obtained in this way. In each example, the first line shows a test sentence in the 
source language; the second line shows the reference (i.e., human-made) translation, 
and the third line presents the output of our statistical machine translator. Occasional 
target words shown in the original (source) language are due to the overly small size 
of out training data.  

Using the same test data, we compared the BLEU scores [6] obtained by our statis-
tical approach to those obtained by the rule-based system Apertium [1]. Briefly, 
BLEU is an automatic evaluation metric which computes the number of n-grams 
shared between an automatic translation and a human (reference) translation. The 
higher the BLEU score, the better the translation quality. BLEU scores have been 
shown to be comparable to human judgements about translated texts. Accordingly, 
BLEU has been extensively used in MT evaluation. Table 2 summarizes our findings. 
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Table 2. BLEU scores for Statistical versus rule-based translations 

Approach Portuguese-Spanish Spanish-Portuguese 
Statistical 0.5673 0.5734 
Apertium  0.6282 0.5955 

From the above results a number of observations can be made. Firstly, although 
the Apertium system slightly outperforms our statistical approach, their BLEU 
scores remain nevertheless remarkably close. This encouraging first trial allows us 
to predict that these results would most likely be the other way round had we used a 
more realistic amount of training data2. The growth potential of our approach is still 
vast, and it can be achieved at a fairly low cost. This seems less obvious in the case 
of tailor-made translation rules. Secondly, our development efforts probably took 
only a fraction of the time that would be required for developing a comparable rule-
based system, and that would remain the case even if we limited ourselves to one-
way translation. Our system naturally produces two translation models, and hence 
translates both ways, whereas a rule-based system would require two sets of lan-
guage-specific translation rules to be developed by language experts. Finally, it 
should be pointed out that as language evolves and translation rules need to be re-
vised, a rule-based system may ultimately have to be re-written from scratch, 
whereas a statistical translation model merely requires additional (e.g., more recent) 
instances of text to adapt. 

It may be argued however that BLEU does not capture translation quality accu-
rately in the sense that it does not reflect the degree of difficulty experienced by 
humans in the task of post-edition. For that reason, we decided to carry out a (man-
ual) qualitative evaluation of both statistical and rule-based MT in the Spanish-
Portuguese direction. More specifically, we compute the number of lexical and 
syntactical errors as suggested in [11] and word error rates (WER) as follows: 

S

RDI
WER

++=  

In the above, ‘I’ stands for the number of insertion steps necessary to transform the 
automatic translation into the reference one, ‘D’ is the number of deletions, ‘R’ is the 
number of replacements and ‘S’ is the number of words in a source reference set. 

A random selection of 20 instances of translations (482 words in total) taken 
from our test data was analysed at lexical and syntactical levels. The lexical level 
takes into account dictionary errors (e.g., words not translated or wrong translations 
of proper names, abbreviations, etc.), homonyms (wrong translation choices),  
idioms (incorrect or word-to-word translation of idiomatic expressions), and conno-
tative errors (literal translation of expressions with no literal meaning.) At the  
syntactic level we looked into sentence structure, i.e., errors stemming from verb or 
noun agreement, the choice of determiners and prepositions, and the appropriate use 
of verbal complements. The results of the analysis are show in Table 3 below, in 
which lower WERs are better. 

                                                           
2 And possibly a more powerful language model e.g., [7]. 
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Table 3. Statistical versus rule-based Spanish-Portuguese translations 

Lexical Level 
Approach 

Dictionary Homonyms Connotative Idioms 
Syntactic 

Level 
WER 

Statistical 19 7 0 2 32 0.3216 

Apertium 40 5 0 2 24 0.2635 

At first glance the results show that the statistical approach presented a higher 
WER, which may suggest that its output would require more effort to become identi-
cal to the reference translation if compared to Apertium. However, we notice that the 
WER difference was mainly due to the lack of preposition + determiner contractions 
as in “de” (of) + “a” (the) = “da”, causing WER to compute one replacement and one 
deletion for each translation. Thus, given that preposition post-processing can be 
trivially implemented, we shall once again interpret these results as indicative of 
comparable translation performances under the assumption that the present difficulties 
could be overcome by using a larger training data set. Due to the highly subjective 
nature of this evaluation method, however, we believe that more work on this issue is 
still required.  

5   Final Remarks 

In this paper we have described a first experiment in Portuguese-Spanish statistical 
machine translation using a small parallel corpus as training data. Preliminary results 
seem to confirm long held claims of the statistical MT community suggesting that this 
approach may be indeed comparable to rule-based MT in both performance (particu-
larly as measured by BLEU scores) and development costs. 

We now intend to expand the current training data to the (much higher) levels 
commonly seen in modern work in the field, and possibly make use of a more sophis-
ticated translation model. We are also aware that the translation task between such 
‘closely-related’ languages is somewhat simpler and does not reveal the full extent of 
translation difficulties found in other (i.e., so-called ‘distant’) language pairs. For that 
reason, we will also investigate the translation of Portuguese texts to and from Eng-
lish, having as an ultimate goal the design of a robust, state-of-art statistical transla-
tion model of practical use for Brazilian Portuguese speakers. 
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Appendix – Examples of Human and Machine Translation 

Table 4. Spanish source sentences followed by (r) Portuguese reference, (s) statistical and (a) 
rule-based (Apertium) machine translations 

si fuera así probaremos con otro hasta lograr el resultado deseado 

(r) mas aí testaremos outro até conseguirmos o resultado desejado 
(s) se fora assim probaremos com outro até conseguir o resultado desejado 
(a) se fosse assim provaremos com outro até conseguir o resultado desejado 

en esa región viven cerca de 40 mil personas en nueve favelas y tres conjuntos habitacionales 

(r) na região vivem cerca de 40 mil pessoas em nove favelas e três conjuntos habitacionais 
(s) em essa região vivem cerca de 40 mil pessoas em nove favelas e três conjuntos 
habitacionales 
(a) nessa região vivem cerca de 40 mil pessoas em nove favelas e três conjuntos habitacionais 

sus textos escritos en lengua cuneiforme en forma de cuña grabada en tablas de barro son 
poesías en homenaje a una diosa llamada inanna adorada por la sacerdotisa 

(r) seus textos escritos na linguagem cuneiforme em forma de cunha gravada em tábuas de 
barro são poesias em homenagem a uma deusa chamada inanna adorada pela sacerdotisa   
(s) seus textos escritos em língua cuneiforme em forma de cuña gravada em tábuas de barro 
são poesias em homenagem à uma deusa chamada inanna adorada por a sacerdotisa 
(a) seus textos escritos em língua cuneiforme em forma de cuña gravada em tabelas de varro  
são poesias em homenagem a uma deusa chamada inanna adorada pela sacerdotisa 

Table 5. Portuguese source sentences followed by (r) Spanish reference, (s) statistical and (a) 
rule-based (Apertium) machine translations 

mas aí testaremos outro até conseguirmos o resultado desejado 

(r) si fuera así probaremos con otro hasta lograr el resultado deseado 
(s) pero entonces testaremos otro hasta logremos el resultado deseado 
(a) pero ahí probaremos otro hasta conseguir el resultado deseado 

na região vivem cerca de 40 mil pessoas em nove favelas e três conjuntos habitacionais 

(r) en esa región viven cerca de 40 mil personas en nueve favelas y tres conjuntos 
habitacionales 
(s) en región viven alrededor de 40 mil personas en nueve favelas y tres conjuntos 
habitacionais 
(a) en la región viven cerca de 40 mil personas en nueve favelas y tres conjuntos 
habitacionales 

seus textos escritos na linguagem cuneiforme em forma de cunha gravada em tábuas de barro 
são poesias em homenagem a uma deusa chamada inanna adorada pela sacerdotisa 

(r) sus textos escritos en lengua cuneiforme en forma de cuña grabada en tablas de barro son 
poesías en homenaje a una diosa llamada inanna adorada por la sacerdotisa 
(s) sus textos escritos en lenguaje cuneiforme en forma de cunha grabada en tablas de barro 
son poesías en homenaje la una diosa llamada inanna adorada por sacerdotisa 
(a) sus textos escritos en el lenguaje cuneiforme en forma de cunha grabada en tábuas de barro  
son poesías en homenaje a una diosa llamada inanna adorada por la sacerdotisa 
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Abstract. In this paper we present experiments concerned with auto-
matically learning bilingual resources for machine translation: bilingual
dictionaries and transfer rules. The experiments were carried out with
Brazilian Portuguese (pt), English (en) and Spanish (es) texts in two
parallel corpora: pt–en and pt–es. They were designed to investigate
the relevance of two factors in the induction process, namely: (1) the
coverage of linguistic resources used when preprocessing the training
corpora and (2) the maximum length threshold (for transfer rules)
used in the induction process. From these experiments, it is possible to
conclude that both factors have an influence in the automatic learning
of bilingual resources.

Keywords: Machine translation, bilingual resources, automatic learn-
ing, parallel corpora.

1 Introduction

The ability to translate from one language to another has became not only
a desirable but also a fundamental skill in the multilingual world every day
accessible through the Internet. Due to working or social needs, there is a growing
necessity of being able to get at least the gist of a piece of information in a
different language. Unfortunately, this ability is not inherent.

The good news is that computers are getting more and more available to ease
this task. This is one of the challenges of machine translation (MT) research and
also of this paper. In particular, this paper is concerned not only with translating
from one language to another but also with the automatic learning of bilingual
resources useful for rule-based machine translation (RBMT) systems.

Traditionally, the bilingual resources used in RBMT systems are built by
means of hard manual work. However, in the last years several methods have
been proposed to automatically learn bilingual resources such as dictionaries
[1,2,3,4] and transfer rules [5,6,7] from translation examples (parallel corpora).

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 258–267, 2008.
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A bilingual dictionary is a bilingual list of words and multiword units (possi-
bly accompanied by morphological information) that are mutual translations. A
transfer (or translation) rule, in turn, is a generalization of structural, syntactic
or lexical correspondences found in the parallel sentences (translation examples).

In line with these initiatives, this paper presents experiments carried out to in-
vestigate the relevance of certain factorswhen automatically learning bilingual dic-
tionaries and transfer rules following the methodology of the ReTraTos project.1

Following this methodology, the bilingual dictionaries and the transfer rules
are induced from automatically word-aligned (or lexically aligned) parallel cor-
pora processed with morphological analysers and part-of-speech (PoS) taggers.
The aspects under investigation in this paper are: (1) the coverage of linguis-
tic resources used in preprocessing the training corpora and (2) the maximum
length threshold used in the transfer rule induction process, that is, the number
of source items that a transfer rule can contain. The evaluation of the transla-
tion quality was carried out with Brazilian Portuguese (pt), Spanish (es) and
English (en) texts in two parallel corpora —pt–es and pt–en— by using the
automatic metrics BLEU [8] and NIST [9].

Our interest in the above factors is motivated by previous results [10]. We now
intend to investigate if a better coverage of the preprocessing linguistic resources
can bring better MT results, and if the previous poor pt–en MT performance
was due to the threshold length (too restrictive) used during the induction of
the transfer rules. We think that the small length of source patterns was not
sufficient to learn relevant syntactic divergences between those languages. To
our knowledge, it is the first time that such a study is carried out for Brazilian
Portuguese or other languages.

This paper is organized as follows. Section 2 presents related work on auto-
matic induction of bilingual dictionaries and transfer rules. Section 3 describes
briefly the induction methodology under study in this paper. Section 4 shows
the experiments and their results, and section 5 ends this paper with some con-
clusions and proposals for future work.

2 Related Work

According to automatic evaluation metrics like BLEU [8] and NIST [9], the
phrase-based statistical MT (SMT) systems such as [11] and [12] are the state-
of-the-art in MT. Despite this fact, this paper is concerned with RBMT since
the symbolic resources (dictionaries and rules) of RBMT suit better than the
models of SMT to our research purpose: to know how translation is performed
and what affects its performance.

This section presents briefly some of the methods proposed in the literature
to automatically induce bilingual dictionaries and transfer rules. These methods
can follow many different approaches, but usually they perform induction from
a sentence-aligned parallel corpus.

1 http://www.nilc.icmc.usp.br/nilc/projects/retratos.htm

http://www.nilc.icmc.usp.br/nilc/projects/retratos.htm
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Usually, a bilingual dictionary is obtained as a by-product of a word align-
ment process [13,14,15]. In [1], for example, an English–Chinese dictionary was
automatically induced by means of training a variant of the statistical model
described in [13]. By contrast, the method proposed in [2] uses a non-aligned
parallel corpus to induce bilingual entries for nouns and proper nouns based on
co-occurrence positions. Besides the alignment-based approaches, others have
also been proposed in the literature such as [3] and [4]. While [3] builds a bilin-
gual dictionary from unrelated monolingual corpora, [4] combines two existing
bilingual dictionaries to build a third one using one language as a bridge.

The transfer rule induction methods also use the alignment information to
help the induction process. For example, the method proposed in [6] uses shallow
information to induce transfer rules in two steps: monolingual and bilingual. In
the monolingual step, the method looks for sequences of items that occur at least
in two sentences by processing each side (source or target) separately —these
sequences are taken as monolingual patterns. In the bilingual step, the method
builds bilingual patterns following a co-occurrence criterion: one source pattern
and one target pattern occurring in the same pair of sentences are taken to be
mutual translations. Finally, a bilingual similarity (distance) measure is used to
set the alignment between source and target items that form a bilingual pattern.

The method proposed in [7], by its turn, uses more complex information to
induce rules. It aligns the nodes of the source and target parse trees by looking
for word correspondences in a bilingual dictionary. Then, following a best-first
strategy (processing first the nodes with the best word correspondences), the
method aligns the remaining nodes using a manually defined alignment gram-
mar composed of 18 bilingual compositional rules. After finding alignments be-
tween nodes of both parse trees, these alignments are expanded using linguistic
constructs (such as noun and verb phrases) as context boundaries.

The method in [16] infers hierarchical syntactic transfer rules, initially, on the
basis of the constituents of both (manually) word-aligned languages. To do so, sen-
tences from the language with more resources (English, in that case) are parsed
and disambiguated. Value and agreement constraints are set from the syntac-
tic structure, the word alignments and the source/target dictionaries. Value con-
straints specify which values the morphological features of source and targetwords
should have (for instance, masculine as gender, singular as number and so on). The
agreement constraints, in turn, specify whether these values should be the same.

Finally, in [17] the authors used an aligned parallel corpus to infer shallow-
transfer rules based on the alignment templates approach [12]. This research
makes extensive use of the information in an existing manually-built bilingual
dictionary to guide rule extraction.

3 Induction and Translation in the ReTraTos
Environment

The general scheme of the induction and translation in the ReTraTos environ-
ment is shown in Figure 1. The input for both induction systems (bilingual
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Fig. 1. Scheme of the induction and translation phases in the ReTraTos environment

dictionary and transfer rule) is a PoS-tagged and word-aligned parallel cor-
pus. After having been induced, the resources —transfer grammar and bilingual
dictionary— are used to translate source sentences into target sentences.

3.1 Induction in the ReTraTos Environment

The induction processes are briefly described in this section. A more detailed
description of these processes can be found in [10] and [18].

The bilingual dictionary induction process comprises the following steps: (1)
the compilation of two bilingual dictionaries, one for each translation direction
(one source–target and another target–source); (2) the merging of these two
dictionaries in one specifying the valid translation direction if necessary; (3) the
generalization of morphological attribute values in the bilingual entries; and (4)
the treatment of morphosyntactic differences related to entries in which the value
of the target gender/number attribute has to be determined from information
that goes beyond the scope of the bilingual entry itself.2

The rule induction method, in turn, induces the transfer rules following four
phases: (1) pattern identification, (2) rule generation, (3) rule filtering and (4)
rule ordering. Firstly, similarly to [6], the bilingual patterns are extracted in two
steps: monolingual and bilingual. In the monolingual step, source patterns are
identified by an algorithm based on the sequential pattern mining technique and
the PrefixSpan algorithm [19]. In the bilingual step, the target items aligned to
each source pattern are looked for (in the parallel translation example) to form
the bilingual pattern.
2 For example, the es noun tesis (thesis) is valid for both number (singular and plural)

and it has two possible pt translations: tese (singular) and teses (plural).
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Secondly, the rule generation phase encompasses: (a) the building of con-
straints between morphological values on one (monolingual) or both (bilingual)
sides of a bilingual pattern and (b) the generalization of these constraints. Two
kinds of constraints can be built: value constraints and agreement/value con-
straints. A value constraint specifies which values are expected for the features
on each side of a bilingual pattern. An agreement/value constraint, in turn, spec-
ifies which items on one or both sides have the same feature values (agreement
constraint) and which are these values (value constraint).3

Thirdly, the induced rules are filtered to solve ambiguities. An ambiguous rule
has the same sequence of PoS tags in the source side, and different PoS tag se-
quences in the target side. To decide, the filtering module looks for morphological
or lexical values, which could distinguish them. For example, it could be possi-
ble to distinguish between two ambiguous rules with “n adj” (noun adjective)
as their sequence of source PoS tags finding out that one rule was induced from
examples with feminine nouns and the other, from masculine nouns as stated in
their constraints.

Finally, the rule ordering specifies the order in which transfer rules should be
applied. It is done implicitly by setting the occurrence frequency of each rule,
each target side and each constraint set. The occurrence frequency of a rule is
the number of times its source sequence of PoS tags was found in the training
corpus. Then, for each rule, the occurrence frequency of a target side (constraint
set) is the number of times this target side (constraint set) was found for this
specific rule, in the training corpus. The frequencies are used to choose the “best
suitable rule” as explained in the next section.

3.2 Translation in the ReTraTos Environment

As shown in Figure 1, the induced sets of transfer rules (transfer grammar) and
bilingual entries (bilingual dictionary) are used by the MT module to translate
an already analysed source sentence into a representation of a target sentence.
The analysed source sentence and the representation of a target sentence are
both sequences of lexical forms, each composed of a lemma, PoS tag, and mor-
phological information.

The ReTraTos MT module, besides looking for translations in the bilin-
gual dictionary, applies the best suitable transfer rules following a left-to-right
longest-match procedure. The “best suitable rule” is the most frequent rule
which: (a) matches the source pattern (sequence of source PoS tags), (b) matches
one of the associated sets of source constraints (there can be more than one) and
(c) the matching source constraint set is the most frequent. Therefore, the se-
lected rule might not be the most frequent. Finally, if there is more than one
“best suitable rule”, the rule defined first is the one chosen.

A backtracking approach is used in rule application: if a source pattern abcd
matches the input sentence, but cannot be applied, because it has no compatible

3 Our value constraints are like in [16], but our agreement/value constraints are dif-
ferent from their agreement constraints since, here, the values are explicitly defined.
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constraint, the system will try to apply the sub-pattern abc. This backtracking
goes on until the sub-pattern has just one item and, in this case, word-by-word
translation is applied to one word and the process restarts immediately after it.

4 Experiments and Results

The training and test/reference parallel corpora used in these experiments are
described in section 4.1. The training corpora were used to induce the bilingual
resources while the test/reference corpora were used to evaluate the performance
of the translation based on the induced rules. The effect of the investigated fac-
tors in the induction of bilingual resources was measured by means of the BLEU
[8] and NIST [9] measures, which give an indication of translation performance.
Both take into account, in different ways, the number of n-grams common to
the automatically translated sentence and the reference sentence, and estimate
the similarity in terms of length, word choice and order.

A baseline configuration was defined as the one resulting from the ReTraTos
project and explained in section 4.2. The investigated factors were confronted
with the baseline configuration as explained in the following sections: (4.3) the
coverage of the preprocessing resources and (4.4) the maximum length threshold.

4.1 Parallel Corpora

The experiments described in this paper were carried out using the training
and the test/reference pt–es and pt–en parallel corpora. These corpora contain
articles from a Brazilian scientific magazine, Pesquisa FAPESP.4

The training corpora were preprocessed as explained below. First, they were
automatically sentence-aligned usingan implementation of the Translation Cor-
pus Aligner [20]. Then, both corpora were PoS-tagged using the morphological
analyser and the PoS tagger available in the Apertium5 open-source machine
translation platform. The morphological analysis provides one or more lexical
forms or analyses (information on lemma, lexical category and morphological
inflection) for each surface form using a monolingual morphological dictionary
(MD). The PoS tagger chooses the best possible analysis based on a first-order
hidden Markov model (HMM) [21].

To improve the coverage of the morphological analyser, the original MDs were
enlarged with entries from Unitex6 (pt and en) and from interNOSTRUM7 (es).8

The number of surface forms covered by the original and the extended versions
4 http://revistapesquisa.fapesp.br.
5 The open-source machine translation platform Apertium, including linguistic data for

several language pairs and documentation, is available at http://www.apertium.org.
6 http://www-igm.univ-mlv.fr/∼unitex/.
7 http://www.internostrum.com/.
8 The original MDs are available as part of the apertium-es-pt (version 0.9) and the
apertium-en-ca (version 0.8). The new es entries derived from interNOSTRUM were
provided by the Transducens research group from the Universitat d’Alacant.

http://www.apertium.org
http://www-igm.univ-mlv.fr/~unitex/
http://www.internostrum.com/
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of the morphological dictionaries are: 128,772 vs. 1,136,536 for pt, 116,804 vs.
337,861 for es and 48,759 vs. 61,601 for en. This extension decreased the per-
centage of unknown words in the corpora used in our experiments from 11% to
3% for pt, from 10% to 5% for es and from 9% to 5% for en. The effect of this
increase of coverage in the induction of bilingual resources is one of the factors
under investigation in this paper (see section 4.3).

Finally, the translation examples were word-aligned using LIHLA [15] for pt–
es and GIZA++ [14] for pt–en as explained in [10]. The translation examples were
aligned in both directions and the union was obtained as in [22].

The pt–es training corpus consists of 18,236 pairs of parallel sentences with
503,596 tokens in pt and 545,866 in es. The pt–en training corpus, in turn, has
17,397 pairs of parallel sentences and 494,391 tokens in pt and 532,121 in en.

The test corpus consists of 649 parallel sentences with 16,801 tokens in pt,
17,731 in es and 18,543 in en (about 3.5% of the size of training corpora). The
pt–es and pt–en reference corpora were created from the corresponding parallel
sentences in the test corpus.

4.2 The Baseline

The baseline configuration used in our experiments is the automatic translation
produced by ReTraTos (see section 3.2) based on the parallel corpora prepro-
cessed with the extended MDs and using a maximum length threshold for rule
induction set to 5. Table 1 shows the values of BLEU and NIST for the transla-
tion performed in all possible directions and using the bilingual resources induced
for both pairs of languages.

Table 1. Values of BLEU and NIST for ReTraTos translation

pt–es es–pt pt–en en–pt
BLEU NIST BLEU NIST BLEU NIST BLEU NIST

baseline 65.13 10.85 66.66 10.98 28.32 7.09 24.00 6.11

4.3 The Coverage of Preprocessing Resources

The first factor investigated in this paper is related to the coverage of the MDs
used in the morphological analysis of the training corpora. The effect of using the
richer/extended MDs (the baseline) instead of the original ones (see section 4.1)
was evaluated in terms of (1) the increase in the number of entries in the induced
bilingual dictionary and (2) the effect on overall translation performance.

The number of bilingual entries induced from the training corpora prepro-
cessed with the extended MDs was twice as large as using the original ones:
7,862 vs. 4,143 (pt–es) and 10,856 vs. 5,419 (pt–en). The effect on the overall
translation was measured by means of BLEU and NIST as shown in Table 2.

From Table 2, it is possible to notice that, for the pt–es language pair, the
extended MDs brought about an increase in the measures in relation to the
original MDs: 1.96–3.23 points in BLEU and 0.22–0.36 points in NIST. About
23–24% of the sentences in pt–es test corpus were translated differently by the
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Table 2. Values of BLEU and NIST according to the original and the extended MDs

MD
pt–es es–pt pt–en en–pt

BLEU NIST BLEU NIST BLEU NIST BLEU NIST
Extended 65.13 10.85 66.66 10.98 28.32 7.09 24.00 6.11
Original 63.17 10.63 63.43 10.62 28.12 7.00 23.72 6.08

resources induced from each version of MD. The improvement in pt–es language
pair is mainly due to the new transfer rules generated by the extended MDs —293
pt–es and 258 es–pt— since the translations obtained using just the bilingual
dictionaries (the word-by-word translation) give only a small improvement of
0.21–1.61 points in BLEU and 0.24–0.28 points in NIST.

On the other hand, the values of BLEU and NIST are roughly the same
for pt–en increasing just 0.20–0.28 points in BLEU and 0.03–0.09 points in
NIST. Although 17–21% of the sentences in pt–en test corpus were translated
differently by the resources induced from each version of MD the values of BLEU
and NIST do not change significantly. For pt–en, the new 167 pt–en and 159
en–pt transfer rules did not lead to better values of these measures.

From these values it is possible to conclude that more morphological informa-
tion has a larger effect on related language pairs, but it does not seem to have
influence on the translation for pairs of more distant languages. This fact shows
that for more distant languages more than just an improvement in preprocessing
linguistic resources is needed to achieve better values for BLEU and NIST.

4.4 The Maximum Length Threshold

An experiment was also carried out to investigate the effect of the maximum
length threshold (maximum number of source items that a transfer rule can con-
tain) used in the transfer rule induction process. Thus, the translations produced
by ReTraTos based on rules induced using different maximum length thresholds
(and the dictionaries generated by the baseline configuration) were analysed.

Table 3 shows the values of BLEU and NIST when the maximum length
threshold was set to 3, 4, 5 (the baseline), 6, 7, 8 and 10. It is possible to see
that the best maximum length threshold seems to be between 4 and 5 for both
language pairs. The similar values of these metrics reflect the small percentage of
sentences translated differently when the rules induced using threshold lengths
of 4 and 5 were applied: 2–3% for pt–es, es–pt and en–pt and 12% for pt–en.

Table 3. Values of BLEU and NIST according to the maximum length threshold

Max. length
pt–es es–pt pt–en en–pt

BLEU NIST BLEU NIST BLEU NIST BLEU NIST
3 63.40 10.86 65.08 10.91 27.23 7.07 23.48 6.11
4 65.15 10.85 66.68 10.98 28.56 7.12 24.01 6.11
5 65.13 10.85 66.66 10.97 28.32 7.08 24.00 6.11

6–8 63.42 10.86 65.05 10.91 27.19 7.07 23.64 6.06
10 65.17 10.85 66.68 10.97 28.35 7.10 24.00 6.11
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It is also important to say that although several new transfer rules have been
generated when the length threshold increased from 4 to 5 —334 (pt–es), 337
(es–pt), 102 (pt–en) and 113 (en–pt)— less than a half of them were applied
to translate the test corpora —45% (pt–es), 28% (es–pt), 30% (pt–en), and
13% (en–pt). Thus, these new rules seem not to be useful to improve translation
performance as measured by BLEU and NIST.

5 Conclusions and Future Work

In this paper we described experiments carried out to investigate the effect of
certain factors in the automatic induction of bilingual resources useful for RBMT
considering the ReTraTos methodology. The factors under investigation were: (1)
the coverage of preprocessing resources and (2) the maximum length threshold
used in transfer rule induction process. From the experiments carried out on
pt–es and pt–en language pairs it is possible to draw some conclusions.

First, a great coverage of the morphological dictionaries used in preprocessing
the training corpora improved the translation generated based on the induced
resources mainly for the pt–es pair: 1.96–3.23 points in BLEU and 0.22–0.36
points in NIST. For pt–en it seems that more than an improvement in lexical
coverage is needed to improve the MT performance since the values increased just
0.20–0.28 points in BLEU and 0.03–0.09 points in NIST. Second, the maximum
length threshold used in transfer rule induction process also proved to have a
small influence in the translation performance and the best thresholds were 4 and
5. However, thresholds bigger than 5 did not bring measurable improvements.

Future work includes the design of new experiments to investigate the effect
of other factors in the transfer rule induction process, such as the application (or
not) of rule filtering and rule ordering. We also want to evaluate the translations
by means of the word error rate (WER) using post-edited output as a reference.
Finally, we are already carrying out experiments to compare the performance of
the system presented here (using automatically induced resources) and that of
a SMT system trained and tested on the same corpora.
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Abstract. The use of large groups of robots, generally called swarms,
has gained increased attention in recent years. In this paper, we present
and experimentally validate an algorithm that allows a swarm of robots
to navigate in an environment containing unknown obstacles. A coor-
dination mechanism based on dynamic role assignment and local com-
munication is used to help robots that may get stuck in regions of local
minima. Experiments were performed using both a realistic simulator
and a group of real robots and the obtained results showed the feasibil-
ity of the proposed approach.

1 Introduction

Cooperative robotics has become an important and active research field in the
last couple of decades. Fundamentally, it consists of a group of robots working
cooperatively to execute various types of tasks in order to increase the robustness
and efficiency of task execution. The use of multi-robot teams brings several
advantages over single robot approaches. Firstly, depending on the type of the
task, multiple robots can execute it more efficiently by dividing the work among
the team. More than that, groups of simpler and less expensive robots working
cooperatively can be used instead of an expensive specialized robot. Robustness
is also increased in certain tasks by having robots with redundant capabilities
and dynamically reconfiguring the team in case of robot failures.

A natural evolution of this paradigm is the use of large groups of simpler
robots, generally called swarms. Inspired by their biological counterparts, swarms
of robots must perform in a decentralized fashion using limited communication.
Normally these groups have to work in dynamic, partially-observable environ-
ments which increase the challenges in terms of coordination and control.

In [1] we proposed an algorithm that allows a large group of robots to over-
come local minima regions while navigating to a specific goal in environments
containing unknown obstacles. A coordination mechanism, based on dynamic
role assignment and local communication was used to deal with robots stuck in
local minima. In this paper, we experimentally validate this algorithm using both
a realistic simulator and a group of real robots. We also describe and analyze the
communication chain mechanism, one of the key features of the algorithm that
is responsible for spreading feasible path information among team members.

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 268–277, 2008.
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2 Related Work

The general area of motion planning for large groups of robots has been very
active in the last few years. One of the first works to deal with the motion control
of a large number of agents was proposed for generating realistic computer ani-
mations of flocks of birds (called boids) [2]. In the robotics community, the more
classical approaches for planning the motion of groups of robots have generally
been divided into centralized and decentralized. Centralized planning consists
of planning for the entire group, considering a composite configuration space. It
normally leads to complete solutions but becomes impractical as the number of
robots increases due to the high dimensionality of the joint configuration space.
On the other hand, decentralized approaches plan for each robot individually
and later try to deal with the interactions among the trajectories. This reduces
the dimensionality of the problem, but can result in a loss of completeness.

A common decentralized approach for motion planning is the use of potential
fields [3], in which robots are individually attracted by the goal and repelled by
obstacles and other robots. In swarms, attractive forces are generally modeled
through the gradient descent of specific functions [4,5]. Unfortunately, as in
regular potential field approaches, the presence of obstacles and local repulsion
forces among the robots may cause convergence problems in general gradient
descent approaches, mainly when robots are required to synthesize shapes. In
this context, Hsieh and Kumar [6] are able to prove convergence properties and
the absence of local minima for specific types of shapes and environments. Also,
special types of navigation functions can be used to navigate swarms in cluttered
environments [7]. But these approaches may be hard to compute in dynamic,
partially-observable environments.

Another way of avoiding the dimensionality problem is to treat groups of
robots as a single entity with a smaller number of degrees of freedom and then
perform the motion planning for this entity. In the work presented in [8], for
example, the robots can be dynamically grouped together in a hierarchical man-
ner using a sphere tree structure. Belta et al. [9] show how groups of robots can
be modeled as deformable ellipses, and presented complex decentralized con-
trollers that allowed the control of the shape and position of the ellipses. This
approach was extended in [10] with the development of a hierarchical framework
for trajectory planning and control of swarms.

Certain types of tasks may require a greater level of coordination. For example,
more sophisticated task allocation must be necessary for some tightly coupled
tasks. When dealing with swarms, coordination mechanisms have to scale to
tens or hundreds of robots. Scalable approaches for the coordination of large
groups of agents (not necessarily robots) have been proposed in [11,12] among
others. It is important to mention that most of the works that deal with swarms
validate their approaches only through simulation. Few papers use a real robotic
infrastructure and provide experimental results, for example [7,13,14].

In our approach, instead of restricting the environment or developing complex
controllers and coordination mechanisms, we rely on the composition of a gradi-
ent descent controller and a simple coordination mechanism to navigate swarms
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in environments containing unknown obstacles. And differently from most of the
papers that deal with robotic swarms, in this paper we perform real experiments
to validate our approach.

3 Swarm Navigation

3.1 Controller

In this paper, the robots must move towards and spread along a goal region in an
environment containing unknown obstacles. The goal region is specified by a 2D
curve S given by implicit functions of the form s(x, y) = 0. This implicit function
can be viewed as the zero isocontour of a 3D surface f = s(x, y) whose value is
less than zero for all points (x, y) that are inside the S boundary and is greater
than zero for all points outside the S boundary. By descending the gradient of
this function and applying local repulsion forces, robots are able to reach the goal
and spread along the 2D curve. Details of this controller can be found in [4]. For
obstacle avoidance, we augmented this controller using a regular potential field
approach: if an obstacle is detected by a robot, this obstacle applies a repulsive
force that is inversely proportional to the distance between them.

Thus, considering a fully actuated robot i with dynamic model given by q̇i =
vi and v̇i = ui, where qi = [xi, yi]T is the configuration of robot i, ui is its
control input and vi is the velocity vector, the control law used by each robot is
given by:

ui = −α∇f2(qi) − Cq̇i − β
∑

k∈Oi

1

dik
− γ

∑
j∈Ni

1

qj − qi
. (1)

Constants α, β, γ and C are positive. The first term is the inverse of the
gradient used to guide the robots towards the specified shape. The second term
is a damping force. The third term is the sum of repulsive forces applied by the
obstacles (dik is the distance vector between robot i and obstacle k). Only the
obstacles that are inside robot i sensing region, represented by the set Oi, are
considered in the computation of forces. The fourth term computes the repulsive
interaction of a robot with its neighbors, represented by the set Ni.

Unfortunately, the sum of these forces can lead to the appearance of local
minima regions. Since robots are attracted by the goal and repelled by obstacles
and other robots, they can be trapped in regions where the resultant force is
zero or where the force profile leads to repetitive movements (for example, con-
tinuous circular movements in a specific region). Therefore, there are no formal
guarantees that the robots will converge to the desired pattern. To overcome
this, we rely on swarm coordination: robots may escape from local minima with
the help of their teammates, as will be explained in the next subsection.

3.2 Coordination

Our coordination is based on a mode switching mechanism, generally known in
robotics as dynamic role assignment [15]. A robot can switch between different
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Fig. 1. Finite state machine showing the possible modes and transitions for one robot

modes (or roles) during the execution of the task. Each mode determines a
different behavior for the robot and will be executed while certain internal and
external conditions are satisfied.

These different modes can be better modelled by a finite state machine (FSM),
in which the states and edges represent respectively the modes and the possible
transitions between them. In the mechanism presented in this paper, the FSM for
each robot is shown in Figure 1. It is composed of five different modes: normal,
trapped, rescuer, attached and completed.

All robots start in the normal mode. A normal robot performs a gradient
descent according to equation 1, trying to reach the goal while avoiding obstacles.
It switches its mode to trapped, if it considers itself trapped in a local minima
region. This transition is determined by the variation in the robot’s position over
time. If its position does not change significantly during a certain amount of time,
it becomes trapped. A trapped robot may switch back to normal if its position
start changing considerably again. It is important to note that sometimes, due
to the resultant forces in the controller, robots may switch to trapped even if
they are not in a local minima region. These false-positives do not compromise
the performance of the algorithm since trapped robots are also controlled by
equation 1, as will be explained below.

A trapped robot acts similarly to a normal one, except for the following facts:
(i) a trapped robot strongly repels another trapped robot and this repulsion is
stronger than the one between two normal robots. As a local minima region tends
to attract many robots, the local interactions through these stronger repulsion
forces will help some of the robots to escape this region; (ii) a trapped robot
broadcasts messages announcing its state; (iii) trapped robots accept messages
from rescuers (or attached) robots that will help them to escape from local
minima and move towards the target. This will be better explained later in this
section. We consider that all communication is local, i.e., only messages received
from robots within a certain distance are considered.

When a robot arrives at the target it may become a rescuer. Basically, when
moving towards the goal, a robot saves a sequence of waypoints that is used
to mark its path. If it becomes a rescuer it will retrace its path backwards
looking for trapped robots. After retracing its path backwards, the robot moves
again to the goal following the path in the correct direction. The number and
frequency of rescuer robots are set empirically and may vary depending on
the total number of robots and characteristics of the environment. The method
used to determine which robots become rescuers is explained in [1]. In order
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to minimize memory requirements, the robot discards redundant information in
the path stored. Therefore, if there is a straight line in the path, ideally only two
waypoints will be used.

A trapped robot keeps sending messages announcing its state. When a rescuer
listens to one of these messages, thereby detecting a trapped robot in its neigh-
borhood, it broadcasts its current position and its path. Any trapped robot will
consider the message if it is within a certain distance from the rescuer and there
is a direct line of sight between them. This restriction enables the robot to reach
the rescuer’s position. After receiving the message, the trapped robot changes its
mode to attached.

An attached robot will move to the received position and then follow the
received path to the goal. An attached robot can also communicate with other
trapped robots, spreading the information about the feasible path to the goal.
Thus, for the trapped robots, an attached robot also works as a rescuer. Moreover,
when an attached robot sends a message to a trapped robot, it adds its current
position as a new waypoint in the path information. Therefore, robots that would
not have a line of sight with any rescuer can easily escape the local minima
region thanks to the extra waypoints created in this process. As will be shown
in Section 5, the attached robots create a powerful communication chain that
allows a large number of robots to be rescued from local minima.

Finally, a robot will change its mode to completed when it reaches the target.
Completed robots will not switch to trapped again but may become rescuers as
explained above.

4 Testbed

As mentioned, one of the contributions of this paper is the validation of the
proposed algorithm using both a realistic simulator and a group of real robots.
In this section we present the infrastructure used for experimentation.

In terms of simulation, we used Gazebo [16]. Gazebo is a multi-robot simu-
lator for both indoor and outdoor environments. It is capable of simulating a
population of robots, sensors and objects in a three-dimensional world. It gener-
ates both realistic sensor feedback and physically plausible interactions between
objects (it includes an accurate simulation of rigid-body physics based on ODE
– Open Dynamics Engine). Figure 2(a) shows a snapshot of a simulation running
on Gazebo.

Gazebo is used in conjunction with the Player framework [17]. Player is a
network server for robot control, that provides a clean and simple interface to the
robot’s sensors and actuators over an IP network. It is designed to be language
and platform independent, allowing the same program to run on different robotic
platforms. In fact, most of the time, the algorithms and controllers used in
simulation do not need to be changed to run in real robots. This specific feature
is very useful for experimentation in robotics.

In the real experiments, we used a group of 7 scarab robots, developed in the
GRASP Lab. – University of Pennsylvania (Figure 2(b)). The Scarab is a small
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(a) (b)

Fig. 2. Testbed used in the experiments: (a) snapshot of the gazebo simulator with 48
robots and (b) one of the 7 scarab robots used in the experiments

differential drive robot equipped with an on-board computer, a Hokuyo URG
laser range finder, wireless communication (802.11) and two stepper motors for
actuation. The sensors, actuators, and controllers are modular and connected
through the Robotics Bus (which is derived from the CAN bus protocol). A
external localization system composed by a set of overhead cameras provides
accurate pose information for the robots. More details about the scarabs and
the localization system can be found in [18].

In the simulations and experiments performed in this paper, the only infor-
mation provided a priori to the robots is the implicit function that attracts them
to the target (function f in equation 1). Each robot knows its pose in a global
reference frame, but does not have access to the pose of its teammates. This
information, when needed, is explicitly transmitted by the robots using wireless
communication. Also, there is no map of the environment and all obstacles are
locally detected using lasers.

The laser is also used to check the existence of line of sight between a trapped
and a rescuer robot. In the coordination mechanism presented in Section 3.2,
trapped robots only accept messages from a rescuer if there is a line of sight
between them, i.e., if there is a free path connecting their positions (otherwise,
it will not be able to move to the rescuer’s position and then follow the feasible
path to the goal). A simple algorithm, using the laser, enabled the robots to
estimate the existence of line of sight. When a trapped robot receives a message
from the rescuer, containing the location of the rescuer and a path to the target,
it computes the euclidean distance (δ) and the bearing between them. Then, it
turns in the direction of the rescuer and checks the distance returned by the laser.
If this distance is smaller than δ, it means that the laser detected something (an
obstacle or another robot) and there is no free path between them. In this case,
the trapped robot will ignore the message and wait for another rescuer.
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Fig. 3. Simulation of the coordination algorithm without the communication chain.
Robots are represented by different shapes according to their states.
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Fig. 4. Simulation of the coordination algorithm using the communication chain

5 Simulations

We simulated forty-eight scarabs navigating in an environment containing an
u-shaped obstacle. This is a typical local minima scenario in robotics. In these
simulations, we focus our attention on the impact of the communication chain
mechanism. Other experiments, using a simpler simulator, were executed to an-
alyze the performance of the algorithm with a varying number of robots and
communication parameters in different environments. Those were previously pre-
sented in [19].

Two versions of the algorithm were tested: one without using the communi-
cation chain and the other one with this mechanism enabled. Figures 3 and 4
respectively present graphs of these two variations. In both figures, robots are
represented by different shapes according to their states: normal (+), trapped
(), attached ( ), rescuer (◦), and completed (×). Robots start on the left and
the target is on the right. The u-shaped obstacle is shown in black at the middle.

In the execution without the communication chain (Figure 3), rescuer robots
successfully reached the region where many robots were trapped, but only the
ones in the border of the obstacle are able to escape. The other trapped robots
did not have a direct line of sight with the rescuers and remained stuck in the
local minima region. The execution with the communication chain (Figure 4), on
the other hand, was very effective, with all robots converging to the target. The
information about the feasible path easily spread through the robots stuck in
local minima, reaching even those that were closer to the bottom of the u-shaped
obstacle.
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Fig. 5. Path information spread through the swarm. Shapes represent the number of
message hops needed to receive the information.

In Figure 5, we take a closer look on how the information spread through the
trapped robots when the rescuer (◦) in the upper left sent the viable path to
the goal. In this figure, shapes represent the number of message hops needed
to receive the path information: triangle received with one hop, square with
two hops and diamond with three hops. As can be seen, only a small number
of robots, that were near the border of the obstacle, could be rescued with
just one hop. Almost all robots were rescued with two hops, upon receiving a
viable path from the attached robots. Robots that were near the bottom of the
obstacle needed three hops, but could be rescued as well. As was explained,
attached robots created new waypoints in the viable path, enabling these robots
to effectively escape the local minima region.

6 Real Experiments

Real experiments are very important to show that an algorithm can effectively
work in robots acting in the real world, with all the problems caused by uncer-
tainties due to sensors and actuators errors, communication problems and real
time constraints. In order to show the effectiveness of our proposed coordination
mechanism, we performed real experiments with seven scarabs robots using a
similar scenario with an u-shaped obstacle.

The sequence of snapshots of one execution can be seen in Figure 6, where
the graphs on the bottom depict the robots’ positions and states. The robots
start in the left of the scenario and must converge to the target beyond the
u-shaped obstacle in the middle. In Figure 6(a), three robots are able to move
to the target, while four others are trapped in a local minima region, in front of
the obstacle. The trapped robots are spread in this region, because of the local
repulsion forces. Figure 6(b) shows a rescuer robot at the right of the obstacle,
sending a viable path to the target. The robots that have a direct line of sight
with the rescuer accept this message and change their status to attached. One of
the attached robots retransmits the information to the other two trapped robots
that did not have line of sight, allowing all of them to escape the local minima
region, as can be seen in Figure 6(c). Soon the state in Figure 6(d) is achieved,
where almost all robots reached the target.
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Fig. 6. Seven robots converge to the target with the proposed coordination mechanism.
Exchange of messages is shown by the arrows.

Thus, using the proposed algorithm, all robots effectively escaped the local
minima region. Only one rescuer was enough to save all four trapped robots,
thanks to the communication chain mechanism: an attached robot was able to
spread the information to the robots that did not receive it directly.

7 Conclusion

In this paper we experimentally validated a distributed coordination mechanism
for navigating a swarm of robots in environments containing unknown obstacles.
Realistic simulations and real experiments with seven robots showed the viability
of the proposed technique and the benefits of the communication chain.

Our future work is directed towards the improvement of the mechanism, with
the development of “congestion control” techniques for the swarm. We observed
that many times, when a large number of robots tried to reach the same way-
point or robots navigated in opposite directions, congestion caused by the local
repulsion forces increased the time needed to reach convergence, wasting time
and resources.
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Abstract. Theory presented by Ashby states that the process of
homeostasis is directly related to intelligence and to the ability of
an individual in successfully adapting to dynamic environments or
disruptions. This paper presents an artificial homeostatic system under
evolutionary control, composed of an extended model of the GasNet
artificial neural network framework, named NSGasNet, and an artificial
endocrine system. Mimicking properties of the neuro-endocrine interac-
tion, the system is shown to be able to properly coordinate the behaviour
of a simulated agent that presents internal dynamics and is devoted
to explore the scenario without endangering its essential organization.
Moreover, sensorimotor disruptions are applied, impelling the system to
adapt in order to maintain some variables within limits, ensuring the
agent survival. It is envisaged that the proposed framework is a step
towards the design of a generic model for coordinating more complex
behaviours, and potentially coping with further severe disruptions.

Keywords: Evolutionary Robotics, Homeostasis, Adaptation, Artificial
Neural Networks.

1 Introduction

The term homeostasis has its origins in the work of the French physiologist
Claude Bernard (1813-1878), who founded the principle of the internal environ-
ment, further expanded by Cannon in 1929 as the process of homeostasis [1].
Nonetheless, for Pfeifer & Scheier [2], homeostasis was completely defined by
the English psychiatrist William Ross Ashby in 1952 [3]. For Ashby, the abil-
ity to adapt to a continuously changing and unpredictable environment (adap-
tivity) has a direct relation to intelligence. During the adaptive process, some
variables need to be kept within predetermined limits, either by evolutionary
changes, physiological reactions, sensory adjustment, or simply by learning novel
behaviours. Therefore, with this regulatory task attributed to the homeostatic
system, the organism or the artificial agent can operate and stay alive in a via-
bility zone.

G. Zaverucha and A. Loureiro da Costa (Eds.): SBIA 2008, LNAI 5249, pp. 278–288, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Evolving an Artificial Homeostatic System 279

Basically, homeostasis can be considered paramount for the successful adap-
tation of the individual to dynamic environments, hence essential for survival.
Moreover, Dyke & Harvey [4][5] have pointed out that in order to understand
real or artificial life it is necessary to first understand the conceptual framework
and basic mechanisms of homeostasis. In the human body some particular sen-
sory receptors trigger specific responses in the nervous, immune and endocrine
systems, which are the main systems directly related to the process of homeosta-
sis [6]. Therefore, one can say that it is a consensus that homeostatic processes
are strictly connected to the balance of any real or artificial life.

The theory presented by Ashby has motivated applications of homeostasis in
the synthesis of autonomous systems in mobile robotics [7][8][9][10][11][12]. The
ideas presented by Alife researchers like Di Paolo [7] and Hoinville & Hnaff [10] en-
compass homeostasis within one unique structure, i.e. an artificial neural network
(ANN) capable of dynamically changing their connections by means of plasticity
rules. Our present work goes in a different direction and is an extension of a pre-
vious work by Vargas et al. [11] and Moioli et al. [12]. In the framework developed
here the entire artificial homeostatic system (AHS) is under evolutionary control.
An artificial endocrine system (AES) is synthesized by means of evolution and is
responsible for controlling the coordination of two evolved spatially unconstrained
GasNet models, named non-spatial GasNets (NSGasNets) [13].

This work is organized as follows: section 2 presents the basis of the approach
adopted in this work, together with the details of our proposal of an evolutionary
artificial homeostatic system. Section 3 depicts the suggested experiments and
their implementation procedures. Section 4 encloses the simulation results of
the artificial homeostatic system subject to some degrees of disruption. Finally,
section 5 presents final remarks and suggests directions for future investigation.

2 Evolutionary Artificial Homeostatic System

The framework to be proposed is particularly concerned with neuro-endocrine in-
teractions. The endocrine system employs chemical substances, called hormones,
to promote homeostasis, metabolism and reproduction. The release of hormones
can also affect the nervous system, which in turn can transmit nerve impulses
affecting the production and secretion of hormones, thus establishing a control
loop mechanism. There are positive and negative feedback processes represented
by coupled difference equations, which are reminiscent of the biological neuro-
endocrine interaction.

The new evolutionary artificial homeostatic system (EAHS) is composed of
an artificial endocrine system (AES) and two NSGasNet models (Figure 1). Our
work proposes not only the evolution of both NSGasNets, but also of the AES,
aiming at developing a more specialized architecture.

The AES consists of three main modules: hormone level (HL), hormone pro-
duction controller (HPC), and endocrine gland (EG). The hormone level has a
record of the level of hormone in the organism; the hormone production con-
troller is responsible for controlling the production of hormones in response to
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Fig. 1. The basic framework of the Evolutionary Artificial Homeostatic System

variations in the internal state of the organism and external stimulation; and the
endocrine gland receives inputs from the HPC, being responsible for producing
and secreting hormones when required. The hormone production HP is updated
as follows:

HP (t + 1) =
{

0, if IS < θ
(100−%ES)× α(Max(HL)−HL(t)), otherwise (1)

where θ is the target threshold of the internal state IS ; ES is the external
stimulus; α is the scaling factor; HL is the hormone level; and t is the discrete
time index. If the internal state IS is greater than or equal to a target threshold,
then hormone will be produced at a rate that will depend upon the level of the
external stimulus received and the level of hormone already present within the
artificial organism. Otherwise, the hormone production will cease. The internal
state IS is governed by:

IS(t + 1) =
{

0, if (ES ≥ λ) and (HL ≥ ω)
IS(t) + β(Max(IS) − IS(t)), otherwise (2)

where λ and ω are pre-determined thresholds associated with ES and HL, re-
spectively, and β is the increasing rate of the internal state. The hormone level
HL represents the amount of hormone stimulating the artificial neural network
(ANN), and is a function of its current value and of the amount of hormone
produced:

HL(t + 1) = HL(t)× e−1/T + HP (t) (3)

where T is the half-life constant.
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The two NSGasNets (N1 and N2 in Figure 1) are previously and separately
evolved to accomplish two distinct and possibly conflicting behaviours. The NS-
GasNet is a spatially unconstrained model, which was proven to present superior
performance when compared to the original GasNet model on a pattern gener-
ation task and on a delayed response robot task [13][14].

The outputs of the NSGasNets are modulated by the hormone level HL (Eq.
3), giving rise to the dynamical coordination of both behaviours. In particular,
for N1 the modulation factor is given by (1−HL) and for N2 by (HL).

Given the original architecture of the AES, one might enquiry: “Why not
evolving the rules that dictate the AES coupling behaviour?”. Our work draws
an analogy between the laws of physics, which dictate the nature of the physical
coupling between a cell and its exterior environment [15], and the rules that
govern the artificial coupling between the AES, the NSGasNets, the environment
and the artificial agent (Eqs. 1, 2 and 3). In this sense, our new AES will evolve
only the parameters of these rules.

3 Methods

A simulated mobile robotic agent equipped with an internal battery meter has
to perform two coupled but distinct tasks: to explore the scenario while avoiding
collisions and to search for a light source when its battery level is low (the
light source indicates the location of the battery charger). This experiment was
first proposed by Vargas et al. [11] to assess the performance of the artificial
homeostatic system that has served as inspiration to the current proposal.

The robot is a Khepera II with two wheels which are responsible for its motion
(each wheel has an independent electric motor). The robot has 8 infrared sensors
that incorporate emitters and receptors. The sensors measure the environment
luminosity (ranging from 50 to 500 - 50 being the highest luminosity that can
be sensed) and the obstacle distance (ranging from 0 to 1023 - the latter value
represents the closest distance to an object). The range of the obstacle sensors is
roughly 10 cm. The simulations were carried out using a robot simulator named
KiKS [16]. It reproduces both sensory behaviours of the real robot.

The evolution of the system was divided in two steps. First, the two NS-
GasNets are evolved independently employing a distributed genetic algorithm
[17][18](one NSGasNet evolved for each task). The AES is evolved thereafter as
a module of coordination and it was responsible for the swapping of behaviour
between both NSGasNets. No crossover is employed. A generation is defined
as twenty five breeding events, and the evolutionary algorithm runs for a
maximum of 50 generations. The fitness criteria are specific for each task. There
are two mutation operators applied to 10% of the genes. The first operator is
only for continuous variables. It produces a change at each locus by an amount
within the [−10,+10] range. For the second mutation operator, designed to deal
with discrete variables, a randomly chosen gene locus is replaced with a new
value that can be any value within the [0, 99] range, in a uniform distribution.
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For further details about the application of the genetic algorithm to the evolution
of NSGasNet models, the reader should refer to [19].

The first experiment only assesses the performance of the evolved EAHS with-
out internal disruption. Thus, the parameters β and λ are not changed (Eq. 2).
The second and third experiments focus on the analysis of the parameters of the
artificial endocrine system under internal disruptions, a constant disruption for
the second experiment and a variable disruption for the third experiment. This is
an attempt to verify the performance of the EAHS in the homeostatic regulation
process. It is expected that such an endeavour will promote the dynamic adjust-
ment of variables under control, aiming at better coping with environmental
changes and/or sensory and physical disruptions.

Evolution of the NSGasNets. The transfer function of the node i in the
network is given by Eq. 4:

Oi(t) = tanh

⎡
⎣Ki(t)

⎛
⎝∑

j∈Ci

wjiOj(t− 1) + Ii(t)

⎞
⎠+ bi

⎤
⎦ (4)

where Ci is the set of nodes with connections to node i, wji is the connection
weight value (ranging from −1 to +1), Oj(t−1) is the previous output of neuron
j, Ii(t) is the external input to neuron i at time t, if the node has external inputs,
bi is the bias of the neuron, and Ki(t) represents the modulation of the transfer
function caused by the gases.

The network genotype consists of an array of integer variables lying in the
range [0, 99] (each variable occupies a gene locus). The decoding from geno-
type to phenotype adopted is the same as the original model [19]. The NSGas-
Net model has six variables associated with each node plus one modulator bias
(Mbiasij) for each node, plus task-dependent parameters. The modulator bias is
responsible for dictating to what extent the node could be affected by the gases
emitted by all the other nodes. Therefore, here, networks N1 and N2 (Figure
1) will have six Mbias for each node. For a more detailed explanation of the
mechanisms of the GasNets and NSGasNets, the reader should refer to [13][19].

For the straight motion with obstacle avoidance behaviour, the network N1
(see Figure 1) had four inputs: the most stimulated left, right, front and back
distance sensors. Two additional neurons were considered to be output neurons,
so the network consisted of six neurons. The output neurons correspond to the
motor neurons. The fitness function (Eq. 5) and the training scenario were in-
spired by the work of Nolfi & Floreano [20]:

φ = V (1 −
√

∆v)(1 − i) (5)

where V is the sum of the rotation speed of the wheels (stimulating high speeds),
∆v the absolute value of the algebraic difference between the speeds of the wheels
(stimulating forward movement), and i is the normalized value of the distance
sensor of highest activation (stimulating obstacle avoidance). A trial is considered
to be 2,000 iterations of the control algorithm. At the end of each trial, the robot
is randomly repositioned in the scenario.
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The structure of network N2 for the phototaxis behaviour was similar to
the obstacle avoidance network. Only the distance sensors were replaced by the
luminosity sensors. The training scenario consisted of a squared arena, where
the robot has an initial fixed position at the beginning of each trial. Each trial
corresponds to 2,000 simulation steps. The fitness function is given by Eq. 6:

φ = V (1 − i) (6)

Parameter i (refers to sensory activation) is maximized when the robot is near
the light, due to the sensory structure of the robot.

Evolution of the Artificial Endocrine System. The genotype consisted of
four parameters: ω, θ, α and T (Eqs. 1-3). A trial is considered to be 800 itera-
tions of the control algorithm. The parameters λ and ω stand for minimum light
intensity and hormone level, respectively. β is the internal state (IS ) growing
rate. In our model, as on [12], the internal state (IS ) of the artificial agent (Eq.
2) stands for the inverse of the battery meter reading. It implies that the lower
the battery level, the higher the IS. θ is the IS level threshold, above which the
hormone production starts at a rate influenced by α. T is simply the half-life
of the hormone. As the battery is always discharging (given that the robot is
turned on), β should have a predefined value associated with it. Similarly, the
minimum light intensity above which the robot could recharge should also be
predefined. The presence of light here indicates a recharging area.

The experiment starts with a robot exploring the arena, controlled by the
obstacle avoidance network. The AES was designed to sense the internal state
of the robot. If the internal state grows above 90, in a 0 to 100 scale, the robot
is considered to be dead. To obtain a successful performance the robot should
be able to efficiently switch between exploration behaviour and phototaxis be-
haviour. This switching is expected to be due to the production of the hormone
related to the decrease of battery level. After the recharge of the battery (associ-
ated with being close to the light), and consequently the decrease in the related
hormone level, the robot should return to its original exploratory behaviour. Eq.
7 shows the fitness function adopted for this task:

φ = V (1 − i)t/M (7)

where V is the absolute value of the sum of the rotation speed of the wheels
(stimulating forward movement), i is the normalized value of the distance sen-
sor of highest activation (stimulating obstacle avoidance), t is the number of
iterations in which the robot remains alive and M is the maximum number of
iterations a trial can have. Thus, a good performance would consist of adjusting
the hormone production thresholds and growing rate in order to allow maximum
exploration interspersed with recharging steps. Due to the environment set-up,
the robot could not stay closer to the light sources when performing exploration
of the environment, as the light sources are themselves located close to the wall.
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Fig. 2. Fitness evolution: obstacle avoidance (a), phototaxis (b) and EAHS (c). Mean
values refer to a set of 3 experiments.

4 Results

Experiment 1 - EAHS Performance under Normal Conditions. Figure
2 depicts the fitness value along the evolutionary process, for the NSGasNets ((a)
and (b)) and the whole system (c). The final network configuration indicated that
network N1 (for obstacle avoidance) has evolved a more symmetrical architecture
in terms of connections and gas emission.

The performance of the evolved EAHS was evaluated under the same conditions
described above. The phenotype of the best individual is: α = 0.0099; T = 11.1;
ω = 50.5; and θ = 52.0. Parameters β = 0.01 and λ = 103 were defined empiri-
cally and kept fixed. When the hormone level increases above ω, the robot stops
exploring the scenario and starts chasing the light. This confirms the influence of
the hormone level over the robot’s autonomous behaviour. During the experiment,
the robot traverses the arena in maximum speed, only adjusting its speed when
avoiding collision courses or when changing the behaviour to phototaxis.

Experiment 2 - EAHS Performance under Constant Disruptions. This
experiment aims at submitting the evolved artificial homeostatic system to per-
turbations in order to analyse its performance in dealing with situations not
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Fig. 3. Trajectories and EAHS variables for β = 0.001 ((a) and (c)) and for β = 0.02
((b) and (d)). The black arrow indicates the end of the phototaxis behaviour.

presented during evolution. The task consists of changing the value of the pa-
rameter β, simulating a faster or slower battery discharge. Figure 3 presents
the trajectory and the parameter analysis for two different values of β. Remem-
ber that, during evolution, β was kept fixed in the value 0.01. Figures 3(a) and
3(c) shows the results for β = 0.001, i.e. a slower discharge rate of the battery,
and Figures 3(b) and 3(d) shows the results for β = 0.02, simulating a faster
discharge rate.

In the first case (Figure 3(a)), the robot’s internal state grows slowly enough to
allow the robot to explore the whole arena before recharging is needed (around
iteration 800). However, when the discharge rate is increased, the robot has
a smaller period of time to explore the arena between consecutive recharging
(Figure 3(b)). The robot is very good in timing the switch of behaviour, avoiding
to get too far from the battery charger and eventually “dying”. The behaviour
of the velocity curve also indicates a quantitative change of behaviour. With
a lower β, the robot only needs to turn (and consequently reduce its velocity)
when facing a wall and sometimes when adjusting its direction. At higher values,
β forces the robot to turn and seek the light more frequently, which requires
operation at a lower velocity. Thus, when the exploratory behaviour is enforced,
the robot tends to move much faster, on average.

Experiment 3 - EAHS Performance under Variable Disruptions. In
this experiment, parameter β varies within a single trial. The absolute rotation
speed of the wheels of the robot is linked to a greater energy consumption. In
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Fig. 4. EAHS variables for 0.005 ≤ β ≤ 0.015 and for double velocity disruption,
respectively. The black arrow indicates the end of the phototaxis behaviour.

this way, the greater the rotation, the greater the value of β. β is allowed to vary
linearly between 0.0015 and 0.015. Figure 4(a) illustrate the EAHS variables,
including the β parameter. The robot was able to cope with variable disruption
by successfully navigating and exploring the scenario, chasing the light when
recharge is necessary, and consequently maintaining its integrity. The next ex-
periment simulates a disruption in the speed of the robot: the velocity value
command is multiplied by 2 before reaching the robot wheels, but this infor-
mation is not directly available to the robot or the control system. Figure 4(b)
depicts the experiment results. Once more the system was able to self-adapt
to this unpredicted and unknown variable disruption, being robust enough to
present a good performance.

5 Discussion and Future Work

This work is a step forward in the design of an evolutionary artificial homeo-
static system (EAHS). Towards the goal of creating an even more robust system,
this work has introduced an artificial homeostatic system whose parameters are
defined by means of an evolutionary process. It consists of two evolved ANNs
coordinated by an artificial endocrine system. The ANNs followed the model pro-
posed by Vargas et al. [13], drawing inspirations from gaseous neuro-modulation
in the human brain. The objective was to design a more biologically-plausible
system inspired by homeostatic regulations pervasive in nature, which could be
able to tackle key issues in the context of behaviour adaptation and coordination.

This work deals with a flexible behaviour-based approach in the sense that
coordination between modules of behaviour is evolved, not predesigned. A series
of experiments were performed in order to investigate the performance of the
system and its robustness to internal sensory disruptions.

When β increases, the need for precise coordination also increases on account
of the environment and physical conditions of the robot becoming more severe.
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Recall from the experiments that, when β = 0.02, the EAHS was able to adapt to
the disruption, albeit reducing the exploration ratio. When employing only the
exploration behaviour, if β = 0.02, the robot could eventually gets its internal
state above 90, meaning its “death”. This aspect reinforces the homeostatic
regulatory behaviour of the proposed system.

We aimed at designing a system that would be robust enough to self-adapt to
a wider variety of disruptions and yet perform well. Future work would include
deeper analysis of the neuro-endocrine interactions, eventually proposing mech-
anisms for the coordination of more complex sensorimotor behaviours. Further-
more, the interactions of more than two behaviours and/or the implementation
of more than one hormone, including hormone receptors, are going to be investi-
gated. Also, future work would include transferring the evolved controllers from
simulated agents to a real robot, analysing their robustness when crossing the
“reality gap”.
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