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Preface 

This book contains refereed and improved papers presented at the Seventh IAPR 
Workshop on Graphics Recognition (GREC2007), held in Curitiba, Brazil, September 
20-21, 2007. The GREC workshops provide an excellent opportunity for researchers 
and practitioners at all levels of experience to meet colleagues and to share new ideas 
and knowledge about graphics recognition methods. Graphics recognition is a subfield 
of document image analysis that deals with graphical entities in engineering drawings, 
sketches, maps, architectural plans, musical scores, mathematical notation, tables, 
diagrams, etc. GREC2007 continued the tradition of past workshops held at Penn 
State University, USA (GREC 1995, LNCS Volume 1072, Springer, 1996); Nancy, 
France (GREC 1997, LNCS Volume 1389, Springer, 1998); Jaipur, India (GREC 
1999, LNCS Volume 1941, Springer, 2000); Kingston, Canada (GREC 2001, LNCS 
Volume 2390, Springer, 2002); Barcelona, Spain (GREC 2003, LNCS Volume 3088, 
Springer, 2004); and Hong Kong, China (GREC 2005, LNCS Volume 3926, Springer, 
2006). GREC2007 was also the first edition of a GREC workshop held at the same 
location of the ICDAR conference and it facilitated people to attend to both events. 

The program of GREC2007 was organized in a single-track 2-day workshop. It 
comprised several sessions dedicated to specific topics. For each session, there was an 
invited presentation describing the state of the art and stating the open questions for 
the session's topic, followed by a number of short presentations that contributed by 
proposing solutions to some of the questions or presenting results of the speaker's 
work. Each session was then concluded by a panel discussion.  Session topics included 
technical documents, maps and diagrams understanding, symbol and shape description 
and recognition, information retrieval, indexing and spotting, sketching interfaces and 
on-line processing, feature and primitive analysis and segmentation, performance 
evaluation and ground truthing. In addition, a panel discussion on the state of the art 
and new challenges was organized as the concluding session of GREC2007. 

Continuing with the tradition of past GREC workshops, the program of GREC2007 
also included two graphics recognition contests: a symbol recognition contest, organ-
ized by Philippe Dosch and Ernest Valveny, and an arc segmentation contest, organ-
ized by Daniel Keysers and Faisal Shafait. In these contests, test images and ground 
truths are prepared in order for contestants to have objective performance evaluation 
conclusions on their methods. 

After the workshop, all the authors were invited to submit enhanced versions of 
their papers for this edited volume. The authors were encouraged to include ideas and 
suggestions that arose in the panel discussions of the workshop. Every paper was 
evaluated by two or three reviewers. At least one reviewer was assigned from the 
attendees to the workshop. Papers appearing in this volume were selected, and most of 
them were thoroughly revised and improved based on the reviewers’ comments. This 
volume is organized in seven sections, reflecting the workshop session topics. 

We want to thank all paper authors and reviewers, contest organizers and participants, 
and workshop attendees for their contributions to the workshop and this volume.  
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Specially, we gratefully acknowledge Karl Tombre for leading the panel discussion and 
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The Eighth IAPR Workshop on Graphics Recognition (GREC2009) is planned to 
be held at La Rochelle, France. 
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Automatically Making Origami Diagrams 

Jien Kato, Hiroshi Shimanuki, and Toyohide Watanabe 

Department of Systems and Social Informatics 
Graduate School of Information Science, Nagoya University 

Furo-cho, 464-8603, Chikusa-ku, Nagoya, Japan 
jien@is.nagoya-u.ac.jp 

Abstract. A traditional way to explain the folding process of origami works is 
usually using a sequence of diagrams (called origami illustrations). Since 
making origami illustrations is a heavy burden for origami designers, new 
original works are difficult to be published in time. To solve this problem, we 
propose a unique framework for automatically making origami illustrations 
based on 2-D crease patterns, and moreover give the key techniques to fully 
support proposed framework. 

Keywords: Origami diagram making, graph recognition, transform form 2-D 
crease pattern to 3-D origami model. 

1   Introduction 

Origami is popular art of folding paper. In its long history, not only a large number of 
traditional works have been accumulated, but many original works are designed and 
published into origami drill books every year. For most of origami lovers, the origami 
drill books [1], in which a folding process for a piece of work is explained by a 
sequence of diagrams (called origami illustrations), are probably the most convenient 
means for learning and enjoying origami making. Recent years, accompanied with the 
Internet spreads, considerable sum of original origami works come to announce via 
web pages, but there is no change in the point to explain folding process by a series of 
origami illustrations (e.g. [2], [3]). 

However, making origami illustrations requires a large amount of labor. Since it is a 
heavy burden for designers, new origami works are usually difficult to be published in 
time. To solve this problem, this paper proposes an interactive supporting framework 
that makes it possible to realize automatically making origami illustrations. Although 
many researches on origami simulation, design, etc. have been conducted recently, 
such a framework has never been reported. 

2   Basic Idea 

A straightforward approach to automatically making origami illustrations is probably 
to simulate the folding process of origami works. That means the system needs to 
always keep the 3-D models of origami works, and moreover to update the models 
every time folding operations are applied. Obviously, that is a too tough task to be 
achieved. 



2 J. Kato, H. Shimanuki, and T. Watanabe 

To avoid keeping and manipulating the 3-D models all the time, our approach is 
originally based on 2-D crease patterns. The basic idea is to utilize the 2-D crease 
patterns as much as possible, and transform the crease patterns into 3-D models only 
in unavoidable instances. Therefore, as shown in Fig.1, the concept of our system can 
be explained by a circular model where information is enhanced from 2-D (crease 
patterns) to 3-D (3-D origami model); than the 3-D information is further reduced into 
2.5-D (origami illustrations) and finally back to 2-D (crease patterns). A big 
advantage of our approach is that when a folding operation is applied, instead of 
updating the 3-D origami model, we need just to add some creases on the 2-D crease 
pattern so that it can correspond to origami’s updated state. Obviously, the latter is 
much easier than the former. 

3-D Model 
of Origami

pseudo 3-D

Illustration
making

3-D model
constructing

Interface

understanding 
folding operations

projection

projection

 

Fig. 1. Circular model for information processing and transformation 

Some key techniques to support the basic idea have been developed. First, we have 
constructed an interface which allows the designers to communicate with the system 
by freehand drawing. That is, origami designers can input origami illustrations by pen 
(initially) or draw symbols on existing illustrations to tell the system which operation 
will be done next. The interface can understand the users’ intention. Second, we have 
also developed algorithms to reflect the users’ intention into a foldable crease pattern 
(sometimes, multiple crease patterns). Third, we have established a method to 
transform creases patterns into 3-D origami models using computer graphic 
techniques. To make origami illustrations, we just need to project the 3-D origami 
models from an appropriate perspective. 

3   Interactive User Interface 

We use the notation of origami illustrations proposed by Yoshizawa [4] that has 
already become a kind of international standard. There are five kinds of oft-used 
folding operations. They are divided into basic folding (“mountain”, “valley” folding) 
and complicated folding (“tucking in”, “covering”, and “opening”). Fig. 2 shows  
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(a) Mountain folding (b) Valley folding

(c) Tucking in (d) Covering

(e) Opening  

Fig. 2. Five kinds of frequently used origami operations and their notations in origami dill 
books 

some illustrations of these operations. From Fig.2 (a)-(e), we can find that recognition 
of these operations mainly depends on if we can recognize some handing-written 
straight lines and curves. Concretely, it is necessary to recognize two types of straight 
lines (solid/broken), arrows (solid/hollow), arcs (C/S-type) and also necessary to 
make use of the stroke orders of theses symbols. 

Our methods to recognize these symbols are very simple. Given a hand-written 
curve, we first draw an axis that links the beginning and ending of the curve with the 
direction from beginning toward the ending. Then, we integrate the curve along the 
axis. Let the parts of positive and negative integration be +d and −d . For example, 
the C/S-type arcs and straight lines can be distinguished in the way described as 
follows. 

1. The curve is recognized as a C-type arc (Fig.3 (a)), which is used for describing 
operations excluding “tucking in”, if they meet: right_arcTHd >+  

2. The curve is recognized as straight line (Fig.3(b)), if they meet: ε<+ −+ dd . 
3. The curve is recognized as S-type arc (Fig.3 (c)), which is used for describing 

“tucking in”, if they meet: ε<+ −+ dd . 

Here, right_arcTH  and ε are a large and small thresholds. The folding operations are 
finally determined based on individual symbols and their spatiotemporal relations. 
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ending

d d

d

ddrightarcTHd _ dd

beginning beginning
ending beginning

(a) C-type arc (b) Straight line (c) S-type arc

ending

 

Fig. 3. Recognition of symbols that express folding operations 

4   Generation of Foldable Crease Patterns 

According to information about the type and location of the folding operation 
obtained via the user interface, the crease pattern is updated to meet the uses’ 
intention. We summarize our method to generate foldable crease patterns as follows. 

The creases caused by a basic folding can be generated based on the following 
features: 

(1) Connectivity: the terminal points of a crease locate either on an outside-edge of 
the square (virtual origami sheet) or share an inner point with another crease 
caused by the same fold. 

(2) Symmetry: when a terminal point of a crease (A) reaches to an existing one (B), a 
new crease (C) extends from the connective point in the direction that makes 
creases A and C symmetrical against crease B. Creases A and C have opposite 
attributes (mountain/valley). 

Fig.4 shows an example of generating creases made by a basic folding applied to a 
simple origami model. As to origami models in complicated states, the creases can be 
generated by repeatedly making use of feature (2) until a terminal point reaches to an 
outside-edge of the square or no more new creases can be generated (stop conditions). 

We generate creases caused by a complicated folding using their own features and 
foldablity theorem called Local Flatness Conditions [5], [6] to limit the number of the 
folds we need to take into account. “Tucking-in” and “covering” have some 
identical/different features with each other that are described as follows. 

θ

θ
A

C B

(a) Mountain folding (b) Generated crease pattern  

Fig. 4. Calculation of crease patterns for basic folding 
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(1) Identical Features: 
● Generated creases (A and B) are symmetrical to an existing crease (called 

symmetrical axis). 
● The symmetrical axis is separated into two segments, and the attribute of one 

piece (C) is reversed. 

(2) Different Features: 
● Generated creases have the same (opposite) attribute with (from) the 

symmetrical axis for tucking-in (covering). 
● The creases generated by tucking-in (covering) form an acute (obtuse) angle 

with the symmetrical axis. 

The creases caused by “tucking-in” and “covering” are simply generated based on 
above features in two steps. First, the new creases are made on the position given by a 
fold-line, using the method to make creases for basic folding. Second, the attribute of 
a part of the symmetrical axis is reversed. The way to make creases for “opening” can 
be referred in [7]. Some examples can be seen in Figs.5. 

5   Construction of 3-D Origami Model 

We construct the 3-D origami model based a foldable crease pattern using Affine 
transformation. Affine transformation relies on the neighboring relationships among 
faces (polygons in crease patterns) and the information attached to creases. A face-
crease graph (CP-graph), where the nodes and links indicate the faces and creases, is 
thus introduced to easily grasp these face relationships and crease information. In 
Fig.6, we show a crease pattern (left), the face-crease graph (middle) and expression 
of a crease (right). 

(1) Formalization 
From the viewpoint of easily constructing 3-D origami models, a crease is specified 
by both of its position(coordinates) and the angle )( πθπθ ≤≤− between two faces 
that share the crease. The crease j,iC is specified by the unit vector j,iĉ (clockwise 
to iF ), and the vector j,it that links the origin and the beginning of j,iC with the 
direction from the former to the latter.  

(2) Affine Transformation 
An arbitrary face 0F in the crease pattern is fixed on x-y plane. We calculate the 
transformation matrix for other faces (notated by pF ) with two steps. First, a path, the 
shortest one is desirable, is found out from 0F to pF . Let the path be 

pq F,,F,,F LL0 . (1) 

So, the creases on this path can be indicated by 

p,pq,q, C,,C,,C 1110 −− LL . (2) 
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A
BC

(a) Tucking-in

C

A

B

(b) Covering

(c) Opening (type A)

(d) Opening (type B)
 

Fig. 5. Calculation of crease patterns for complicated folding 

Then, the transformation matrix based on the sequence of creases shown in above is 
calculated. Let rotation matrix in association with angle θ  of q,qĉ 1−  be qR , and 
translation matrix in association with vector q,qt 1− be qT . The Affine transformation 
matrix for crease q,qC 1− can be written as 

1−= qqqq TRTX . (3)

So, the 3-D Affine transformation matrix for face pF along the path we have found 
out can be calculated by 

T
pqq ,,y,xXXX,,y,xZ )10()10( 1 KK=  for pFy,x ∈)( . (4)
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By such a transformation for each face in the crease pattern, it is possible to constitute 
the 3-D origami model. We show an example in Fig.7. 

F0

F1

F2

F3

F4

F5
F6 F7

F8

F9

F10 F11
F12

F13

F14

F15

F1

F2

F3

F4

F5

F6 F7 F8

F9

F10

F11
F12

F13

F14F15F16
π

-π -π
-π
π

-π
π

-ππ-π

-π
π

-ππ

j,it

j,iC

j,ic
r

iF

jF

x

y

 

Fig. 6. An example of crease patterns (left), FC-graph (middle) and formalization of a crease 

(a) Crease pattern (b) 3-D origami model
 

Fig. 7. An example of constructing the 3-D origami model based on a 2-D crease pattern 

6   Conclusions 

In this paper, we have proposed a framework for automatically making origami 
illustrations with the viewpoint to accelerate publication of origami works. We also 
described the key techniques that fully support the proposed framework. The 
experiments for testing individual units of the system have shown very good results. 
As the future work, the integration of different units has to be completed. 
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An Adaptative Recognition System Using a Table
Description Language for Hierarchical Table Structures

in Archival Documents

Isaac Martinat, Bertrand Coüasnon, and Jean Camillerapp
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Isaac.Martinat@irisa.fr, Bertrand.Couasnon@irisa.fr,
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Abstract. Archival documents are difficult to recognize because they are often
damaged. Moreover, variations between documents are important even for docu-
ments having a priori the same structure. A recognition system to overcome these
difficulties requires external knowledge. Therefore we present a recognition sys-
tem using a user description. To use table descriptions in analyzing the image,
our system uses the intersections of two rulings with a close extremity of one or
each of these two rulings. We present some results to show how our system can
recognize tables with a general description and how it can deal with noise with a
more precise description.

Keywords: archival documents, table structure analysis, knowledge specifica-
tion.

1 Introduction

Many works were carried out on table recognition [1], but very few have been carried
out on tables from archival documents. These documents are difficult to analyze because
they are often damaged due to their age and conservation. The rulings can be broken
and skewed or curved. Another difficulty is that paper is thin, ink bleeds through the
paper, thus rulings of flip side can be visible. That is why these tables are very difficult
to recognize. We want also to recognize sets of documents with a same logical structure
whose physical structure can change from one page to the next. To overcome these dif-
ficulties, a recognition system needs to have a priori knowledge. Therefore we propose
a recognition system using a user description from a language. This language allows to
define the logical and physical structures of the tables. The advantage of our language
is to describe in the same specification a logical structure with important variations in
physical structures (figures 1 and 5). In this paper, we will first present the related work
on table representations and on archival document recognition. In section 3 we propose
a language to describe tables. Section 4 explains how our recognition system works and
uses table descriptions. Before concluding our work, we will show with some results
that our system can recognize very different kinds of tables with a same general de-
scription and can also recognize noisy and very damaged tables with a more precise
description and we validated our system on 7783 images.
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2 Related Work

2.1 Table Representations for Editing

Wang [2] proposed a model for editing tables, which is composed of a logical part
and a physical part. The logical part contains row and column hierarchy. In the physical
part, for a cell or a set of cells, the user specifies the separator type, size, content display
(like font size, alignment), ... When a user edits a table, the number of columns and rows
must be known. Many other descriptions for tables exist in different languages such as
XML but they are for generating tables. For editing, a description must be complete for
data, the number of cells is fixed. For table recognition we need to have one description
for a set of tables that can have variations between them like the number of columns
and rows or the hierarchy.

2.2 Archival Document Recognition

Many works were carried out on table recognition [1] but very few on damaged tables
in archival documents. The analysis of these documents is difficult because they are
quite damaged. For the recognition of tables with rulings, Tubbs et al. analyzed 1910
U.S. census tables [3] but coordinates for each cell of the tables are given by manually
typing an input of 1,451 file lines. The drawback of this method is the long time spent by
the user to define this description and the recognized documents can not have physical
variations. Nielson et al. [4] recognized tables whose rows and columns are separated
by rulings. Projection profiles are used to identify rulings. For each document a mesh
is created, and individual meshes are combined to form a template with a single mesh.
Individual meshes must be almost identical to be combined, so this method can not
recognize documents with important variations between them.

For other archival document recognition methods, a graphical interface is used to
recognize archive biological cards [5], lists of Word War II [6]. Esposito et al. [7] de-
signed a document processing system WISDOM++ for some specific archival docu-
ments (articles, registration card) and the result of this analysis can be modified by the
user. Training observations are generated from these user operations. All these methods
are used for a very specific type of document and the information given by the user is
very precise. To help the archival document recognition, systems use a user description
[3,8], a graphical interface [5,6], information of other documents of the same type [4]
or user corrections [7]. All these methods use external knowledge. However, the table
definition process is often quite long and too precise, so these systems do not allow
important variations between documents.

We presented in [8] a specific description system for military forms of the 19th Cen-
tury. We also showed that a general system was not able to recognize these archival
documents. This specific description took a long time to write, therefore it is necessary
to have a faster way of describing tables. In [9] we presented a table recognition system
using a short user description but this system was limited, the row and column numbers
were fixed. Furthermore the row and column hierarchies could not be described. There-
fore, we propose a general table recognition system for tables using a table description
language which can be adapted to damaged archival tables with the introduction of a
more precise description.
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3 Table Language for Table Recognition

A table is a set of cells organized with columns and rows. We want to recognize the
organization of a table, which means locating the cells of a table and labeling each cell
with the name and the hierarchy of its column and the name and the hierarchy of its
row. We also have to detect table structures from very damaged documents. To solve
these two difficulties, we need to use a user description.

3.1 Specification Precision Levels

The language we propose is composed of two parts. The first one is a logical part which
describes the row and column hierarchy. The second one is a physical part which allows
to specify the row and column separators, and optionally also allows to define the num-
ber and/or size of columns and/or rows. The advantage of this language is to describe
tables with different levels of precision. On the one hand, the description can be very
genesral. In this case, documents with important differences can be recognized with the
same description but documents to recognize can not contain noise. For example, for
a general description, a multi-row hierarchy can be described without specifying the
number of rows for each level. On the other hand, the description given by the user can
be very precise. In this case, very damaged documents can be recognized but for the
same description, variations between documents can not be important. For example, for
a precise description, the numbers of rows and columns can be specified. For a more
precise description, sizes can also be given for some columns and some rows. The user
can change easily and quickly from a general description to a precise one by adding or
modifying some specifications with different precisions as in figure 1. This language
also allows to specify a general and precise description, for example the description can
be precise for the columns where the number is fixed, and general for the rows where
the number is unfixed.

3.2 Table Language Definition

We will now use the term element rather than column or row. We propose a language
like Wang’s model, composed of two parts, a logical one and a physical one. The main
differences between our language and Wang’s model is that our language allows to
specify for a table an unfixed number of columns and rows. In the logical part, the user
describes element hierarchy (COL, ROW) and the relationship between columns and
rows (COLS_IN_ROW). The physical part is optional, it allows to specify the number
of repetition times for an element (REPEAT, REPEAT+ if the number is unfixed), the
size of an element, the separator types (SEPCOL,SEPROW). The user can also describe
specific separators for some cells (SEPCELL).

3.3 Language Examples

These examples (figure 1) show that a description is easy and fast to write. The words in
capital letters are reserved words of the language. To modify the general description to
a more precise description, REPEAT+(1,info) is replaced by REPEAT(7,info)



12 I. Martinat, B. Coüasnon, and J. Camillerapp

(a) General Description : It is used to recognize
very different tables (figures 4 and 5) with an
unfixed number of columns and rows at each
level of hierarchy.

(b) Precise Description : It is used to recognize
very damaged documents (figure 6).

(c) Example of a table which can be recognized
with the general description.

(d) Example of a damaged table which can be
recognized with the precise description.

Fig. 1. Example of a general description to recognize very different tables wich can be easily
modified to a precise description to recognize very damaged documents
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and REPEAT+(1,person) by REPEAT(31,person). With the general descrip-
tion, the recognition system can recognize tables with important variations between
them (figures 4 and 5). Indeed the number of columns is unfixed in this description and
for the rows, at each level of hierarchy, the number of rows is unknown. The precise
description allows the recognition system to recognize very damaged documents (figure
6). For documents where reverse side rulings are visible, the user can give again a more
precise description in giving the approximative sizes for rows and columns. The sizes
help the system to avoid detecting reverse side rulings.

4 From the Description to the Image

4.1 Final Intersections

From the image, we extract a set of line segments. Our goal is to match the image
information with column and row information given by the language. Therefore we
need to associate each line segment with a row or a column separator. We also need
to have an intermediate level with common elements to match the image information
and the user description. These elements must also be stable. To detect row and column
separator within a hierarchy, we need to use line segment extremities. We need to use
elements that can be derived from a user description, and these elements must easily be
extracted from the image. We propose to define a specific type of intersection, called a
final intersection which is an intersection involving at least one line segment extremity.
From the user description, we can derive the final intersections that must be found in the
image, and from the image we can extract the final intersections. More specifically, we

Fig. 2. Examples of final intersections, double arrows represent the intersection tolerance

define final intersection (figure 2) as an intersection of two rulings with the extremity
of one or both of these rulings in close proximity to the other ruling. This definition
includes the possibility that the two rulings may not intersect each other. In this case
we define intersection tolerance as the distance between the two rulings. These final
intersections allow to detect beginning and end of separators or specific changes in
separator types. We do not use cross intersections because these intersections are too
ambiguous. The final intersections have stronger dependencies: these intersections are
typed and can be differentiated. For example some intersections can be differentiated
as a table corner or as the beginning of a row separator.

4.2 Recognition System Using Final Intersections

To detect the table structure, our system perfoms an in-depth analysis of rows and for
each Terminal Row:



14 I. Martinat, B. Coüasnon, and J. Camillerapp

– detects an horizontal Separator we call SepH
– from the Table Description : gets the final intersections associated with this Row

we call DescrInterList
– from the Image : gets the final intersections associated with the SepH we call

ImageInterList
– matchs the DescrInterList and ImageInterList :

• if it succeeds, the vertical separators associated with the image final inter-
sections, are labeled (and detected) with the column names from the table
description.

• If this step fails, this matching is delayed, which means it will be run later.
When the matching is released, that is to say it is run, the detection of col-
umn separators during the delay can allow the matching to succeed. The search
of intersections is also extended, the intersection tolerance is automatically
increased to help the matching to succeed.

The matching succeeds when the final intersections from the description are found in the
image. For example, from the description if the number of intersections which must be
found in the image equals the number of final intersections in the image, this matching
succeeds else it fails.

4.3 System Adaptation in Function of Description Level

When a table description is precise, the system can adapt to a document using the table
description, so it can recognize very noisy documents. If a table description is very gen-
eral, the system will search for final intersections in the image with a small intersection
tolerance, the initial value. When a table description is more precise, if after the first
detection the system has not detected in the image a structure matching with the table
description, the delayed row detections are released. After this release, the intersection
tolerance is automatically increased to help the system to find the right structure. For
example, if the number of columns is fixed, when the intersection tolerance is increased,
the system searches for final intersections in larger zones and can then detect the right
number of column separators. When a table description is very precise, sizes for rows
and/or columns are given, the system then searches rulings in image zones delimited by
these sizes. It helps the system to avoid detecting false rulings, for example the reverse
side rulings.

5 Results

The system takes 14 seconds on linux with a 2.0 Ghz processor to recognize an image
of 2500x3800 at 256 dpi.

5.1 Example on a Noisy Document

We will show on one synthetic example how our system can recognize noisy documents
by using our language. In this first example (fig. 3), the language allows to specify that
the document is a table containing 3 columns (A,B and C) and 3 rows. He specifies



An Adaptative Recognition System Using a Table Description Language 15

Fig. 3. Example where our system can detect a noisy document with a false ruling. Circles and
ellipses represent final intersections.

also that in the second row, the separator of the column A is blank. For the analysis, a
preliminary step derives from the table description the final intersections that the sys-
tem must find in the image. The final intersections in this example are the circles and
the ellipses on the image (fig. 3). The system starts the table recognition with the first
horizontal separator, extracts from the image the final intersections of the top separator.
The system extracts 3 final intersections, although with the description it would have to
detect 4 final intersections, so it delays this matching. The system then detects the two
following horizontal separators as well as the final intersections from each separator
and the matching with the description succeeds. The system detects the bottom separa-
tor and as the separator for the column A is already detected, the system detects in the
prolongation of this vertical separator a final intersection with a higher value of inter-
section tolerance. After this detection, the delay is released (algorithm presented in 4.2),
so the system starts to detect the top separator and the final intersections associated with
this separator with a higher value of intersection tolerance and as with the bottom sep-
arator, it detects the correct final intersections. This example shows how our system
can recognize difficult documents. The description allows the system to eliminate false
separators, and to detect separators with missing parts.

5.2 General Description

With the same general description (figure 1), the system can recognize census tables
from different years (figures 4 and 5) with different structures. On figure 4, the 1881
table contains 8 columns whereas the 1911 table contains 10 columns. For a same year,
the row hierarchy is different for each document, thus it is not possible to have a precise
description for this hierarchy. The recognition system using this description, after the
boxHead detection, labeled the column separators in using names from the description.
For the row detection, an horizontal separator is detected, then the system gets the
vertical ruling that intersects with the left extremity of the horizontal separator. From
the terminal level of hierarchy, the system checks if the label of this vertical ruling
matches with the specification of the row level. If this checking fails, the system tries
again with the upper level of hierarchy until it finds the right level.
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(a) original image (b) level 1:boxHead, house

(c) level 2:head1,head2,household (d) level 3:person

Fig. 4. Census Table of 1881 and the recognized structure with a general description (fig. 1),
column number is unfixed like row number at each level of hierarchy

5.3 Precise Description

With a more precise description, the row and column numbers are fixed and the sys-
tem can recognize the damaged archival document in figure 6. The row hierarchy is
not detected but for the lowest level, the person rows are detected. As the system fails
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(a) 1881 : 8 columns (b) level 1:boxHead, house

(c) 1911 : 10 columns (d) level 1:boxHead, house

Fig. 5. Census Table of 1881 and 1911 and the recognized structures with the same general de-
scription (fig. 1), column number is unfixed like row number

to recognize structures at the first step, the intersection tolerance for ruling gaps as
with final intersections is automatically increased until it recognizes the right structure.
Therefore the system detects the right structure.
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(a) original image (b) level 3:person

Fig. 6. Damaged census table of 1876 and the recognized structure with a precise description, in
which the number of rows and columns is fixed

Table 1. Results with the descriptions of the figure 1

level number of percentage of number of number of percentage of rejected
tables tables without cells detected detected documents

any error cells cells
general description

all levels 30 66% 11,222 10,925 97,35% 0%
street 30 96% 160 140 87.5% 0%

house, fig. 4(b) 30 93% 2160 2088 96.67% 0%
household, fig. 4(c) 30 73% 2392 2264 94.64% 0%

person, fig. 4(d) 30 83% 6510 6433 98.81% 0%

precise description
person, figure 4(d) 30 100% 6510 6510 100% 0%

5.4 Statistical Results

Hierarchical Tables. We tested 30 images with the general description of figure 1.
These images each contain one table from the 1881 census. All of the code used by
the system is totally presented in this figure to which we added an upper level in row
hierarchy, a street level. Therefore the description specifies now the following row lev-
els : street, house, household and person. Indeed for each table (figure 4), the data
are presented by street, a street containing several houses, a house containing several
households and a household containing serveral persons. These documents can be quite
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damaged. 10 images are detected with errors but there are few errors on each image.
Therefore, to correctly recognize hierarchical structures, the documents must not be
very damaged. However, the lowest levels of hierarchies in damaged documents can be
correctly recognized with a more precise description. Table 1 shows the results with the
precise description of figure 1 and all the images are well recognized. With this precise
description, we have only the lowest level of hierarchy but we get 100% recognition
for this level. The precision of the description allows the system to recognize more
damaged documents. We did not have time to test on a larger dataset for this kind of
table since we must build the groundtruth data manually. In a future work, we will
enlarge this dataset.

However, we can test on a larger number of documents with precise and constant
descriptions. These descriptions are very precise and contain enough information to
assume that if a table is detected, then all of the cells are correctly recognized.

Large quantity of documents. For our first results on a large number of documents we
ran our system with precise descriptions on tables without hierarchy. We would have
wanted to test our system with fixed hierarchical tables but we did not have this kind
of table. Therefore, we detect only the person level on these tables. These results are
on two different sets of documents with a precise description for each set. Each set
corresponds to one year of census. Table 5.4 shows the results for two years, 1831 and
1836. The description for each year contains the numbers of rows and columns as well
as the sizes for each column and each row. In a future work we will study why the
system can not recognize the rejected documents. One of the reasons can be the weak
contrast value of certain images and the system can fail to detect rulings with weak
contrast.

Table 2. Results on a large quantity of documents

year number of percentage of tables number of cells number of percentage of rejected
tables without any error detected cells detected cells documents

1831 2722 92.32% 359,304 331,716 92.32% 7.68%
1836 5031 92.72% 950,859 881,685 92.72% 7.28%

6 Conclusion

We presented a language to describe tables. With the same language, table descriptions
can be very precise for damaged document recognition as well as very general to detect
tables with important variations between them. Moreover, these descriptions can be
written quickly. To match table description and image information, we have shown the
interest in using some specific intersections which we defined as final intersections.
Finally, we have shown through our results how our system can detect a multi-level row
hierarchy table with a general description. With this description an important number of
different structures can be recognized. If documents are too damaged to be recognized
with this description, the user can easily and quickly add or modify some specifications
to get a more precise description. The system can then detect very damaged documents,



20 I. Martinat, B. Coüasnon, and J. Camillerapp

which is important for the automatic processing of archival documents. We validated
our system on 7753 images with a precise description and we got 92.52% recognition.
In a future work, we will test on a larger dataset with a general description and we will
try to decrease the number of rejected documents using a precise description.
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Abstract. This paper presents a digital signal processing tool developed using 
MatlabTM, which provides a very low-cost and effective strategy for analog-to-
digital conversion of legated paper biomedical maps without requiring 
dedicated hardware. This software-based approach is particularly helpful for 
digitalizing biomedical signals acquired from analogical devices equipped with 
a plottingter. Albeit signals used in biomedical diagnosis are the primary 
concern, this imaging processing tool is suitable to modernize facilities in a 
non-expensive way. Legated paper ECG and EEG charts can be fast and 
efficiently digitalized in order to be added in existing up-to-date medical data 
banks, improving the follow-up of patients.   

Keywords: analog-to-digital converter, digitalization of medical maps, digital 
ECG, digital EEG. 

1   Background and Set-Up 

Digital equipments are nowadays largely preferred to analogical ones especially due 
to their high-quality and flexibility of working with their output. Medical equipments 
that use digital technology have emerged as a true revolution in signal acquisition, 
analysis and diagnosis [1]. Today, electrocardiograms, electroencephalograms, elec-
tromyogram and other biomedical signals are all digital. Digital signals allow very 
high signal processing capabilities, easy storage, transmission and retrieval of infor-
mation. The well-recognized advantages of digital technology turns it the first- 
choice. One of the limiting factors of adopting the digital technology is the high cost 
of some modern digital equipment, overall some medical ones. This is a serious 
barrier to be crossed by those who already have a working analogical device and/or 
face budget limitations. An alternative to device replacement is adopting an A/D-
converter and a suitable interface to a digital microcomputer or laptop. This would 
also allow digitizing legated analogical data, something of paramount importance in 
many areas, overall in medicine as the history of patients would be kept and case 
studies may be correlated, etc. A number of laboratories, medical institutes and 
hospitals have only available analogical equipments, particularly those equipped with 
plottingters. The storage of these signals is rather inefficient and the data processing 
unfeasible. In this challenging scenario, a substantial advance can be performed by 
designing acquisition cards with interface to microcomputers, instead of purchasing 
sophisticated high-cost computerized equipments. This kind of up-grade can be 
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beneficial to small laboratories with modest resources. Nevertheless, it is not a trivial 
task to assemble or to design a set-box to convert signals. This study describes the 
development of a software tool intended to convert a version of signals and/or spectra 
digitalized by a scanner (files of the extension .jpg .tif .bmp etc.) to a data file, which 
can be efficiently processed and stored. It deals with an alternative approach to the 
classical A/D conversion without requiring any specific hardware.  

2   An A/D Image-to-Data Converter Algorithm 

Many relevant but old data are only available in a chart-format and the appending 
new data may be suitable. For instance, this is precisely what happens in many long 
standing time series. How to perform efficiently such a procedure? The following 
description is strongly based on ECG, but it can easily be adapted to other signals, 
either biological or not. An implementation of the A/D platform on MATLABTM is 
presented [2], exhibiting a few cases to illustrate the lines of the procedure. 

S1. Digitalization of the paper strip 
S2. Image binarization 
S3. Skew correction 
S4. Salt-and-pepper filtering 
S5. Axis identification 
S6. Pixel-to-vector conversion  
S7. Removing the header and trailer of the acquired signal (used for device tuning) 
S8. Splitting the ECG chart and re-assembling it. 

S1. Digitalization of the Paper Strip by Scanner up to 600 dpi 

The digitalizing process of the paper containing the chart to acquire the data can be 
carried out at different resolutions. Higher resolutions turn feasible details 
identification on the acquired image, but most applications require only a resolution 
high enough to achieve acceptable digitalization quality, claiming as small storage 
and scanning time as requested.  Tests were performed over ECG charts scanned at 
100, 200, and 300 dpi. The paper strip scale is in millimetres, thus a 100 dpi 
resolution would theoretically be sufficient to record the signal information. However, 
in a number of cases data from the ECG map was not retrieved at low resolution  
(100 dpi) mainly due to the existing similarity between the axis and the plotting trace. 
Besides that paper folding scanned at 100 dpi may give rise to signal discontinuities. 

S2. Image Binarization 

Image binarization is a process to translate a colour image into a binary image. It is a 
widespread process in image processing, especially for images that contain neither 
artistic nor iconographic value. Since binarization reduces the number of colours to a 
binary level, there are apparent gains in terms of storage, besides simplifying the 
image analysis as compared to the true colour image processing [3]. In this analysis, 
we have first discarded the axis composing the image and then applied the 
binarization process by Otsu’s algorithm [4], since it has been shown to provide 



 Converting ECG and Other Paper Legated Biomedical Maps into Digital Signals 23 

satisfactory results in many applications [3],[5]. Binarization is an important step in 
moving from a biomedical map image towards a digital signal, as the target of the 
process described herein is to obtain a sequence of values that correspond to the 
amplitude of a uniform time series (see S6, below). 

S3. Skew Correction 

A distortion frequently found in scanning processes is the skew caused by the position 
of the paper on the scanner flatbed. This rotation makes hard the analysis of data 
embedded in the image and increases the complexity of any sort of automatic image 
recognition. Whenever extracting data from a digitalized chart even 0.5 degrees or 
less can introduce errors on the extracted data. The algorithm presented in [6] was 
used here to correct the skew of the image taking as reference the axis or the border of 
the paper strip. 

S4. Salt-and-Pepper Filtering 

Salt and pepper noise is characterized by the presence of isolated white and black 
pixels in a black-and-white image [7] [8]. It may bring technical hitches in analysis of 
the data. In order to avoid a false identification of those pixels as piece of the 
analyzed chart, a filter was implemented to extract isolated pixels in the middle of a 
3×3 matrix and a 3×2 matrix. 

S5. Axis Identification 

Several different types of data plotting were analysed for the sake of the generality of 
the methodology proposed herein. The piece of paper used to register the data may 
contain a grid, a box, one horizontal line and one vertical line, or no axis, but in each 
case a specific analysis needs to be performed in order to adequately interpret the 
value of the signal obtained, compensating offsets, etc. 

 

Fig. 1. An ECG with no axis: (a) original scanned ECG, (b) MatlabTM plotting of the ECG 
from the retrieved data 
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S6. Pixel-to-Vector Conversion 

For a better data retrieving from the image, vectors have twice the number of columns 
of pixels analyzed, because some peaks are found as successive vertical black lines 
for low resolution images. Each component of the vector is a complex number. The 
two components related to a same column have identical real part, which is the 
column index of the pixel matrix. The two consecutive imaginary parts (same real 
part) quantify the upper and lower limits of a vertical black line. For instance, the  
2D-vector V=[…; 11+25i; 11+26i; …] has coordinates meaning that the vertical black 
line spans from line 25 to line 26 at the column 11. Figure 1 deal with an ECG chart 
with no axis. As an example, a stretch of the vector used to plotting Figure 1(b) is  
V = [10+26i; 10+26i; 11+25i; 11+26i; 12+25i; 12+26i; 13+26i; 13+27i 14+26i 
14+28i 15+28i…].  

The algorithm searches the data since the first pixel (bottom-left) until the last one 
(top-right). When there are no axis present in the map (no clear vertical and horizontal 
bounds), the value of the bottom vertical and the first column positions are used as a 
reference for ECG scanning. If step 5 (S5) is able to find axes of the graph, then these 
axes are assumed as data scanning reference. 

In order to convert the 2D-vector into one dimension, the algorithm computes the 
modal distance (α) between the imaginary part of two consecutive components, which 
means the amount of vertical black pixels composing the signal at a specific column. 
If the difference between the imaginary components of the two coordinates is within 
the limit α, then only the imaginary part of the second element is stored in the 1D 
version of the vector. This value is assumed as a reference (β) to the peak 
identification in next column analysis. If this difference is greater than α, the 
algorithm calculates the module of the difference between the β and each of the two 
components. The stored 1D-value is the one that gives the greater value. 

Whenever leading with plotters, one often finds portions of the chart where the 
drawing is no longer continuous. In order to provide a one-dimension vector, the 
components at those places are estimated through linear interpolation. Data retrieving 
can be performed from a broad range of medical-related plottings. Figure 2 shows an 
example of a nuclear magnetic resonance (MNR) spectrum. Horizontal and vertical 
lines differ from the box only by the fact that there is no upper bound in data 
acquisition. In appendix to this paper one may find two additional examples of data 
extracted from ECG paper strips and the corresponding plotted data signal. 

(a) (b)  

Fig. 2. Example of data from a nuclear magnetic resonance (MNR) spectrum (extracted from 
the public domain software package Wavelab). (a) Original scanned spectrum, (b) MatlabTM 
plotting from the corresponding data file.  
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Fig. 3. Image of an ECG in a box, having some horizontal and vertical dotted lines 

 

Fig. 4. Plotting of signal vector corresponding to the image from Fig. 3 with header and trailer 
removed 

 

Fig. 5. Plotting of data retrieved from Fig. 3 after throwing away the first and final 16-values of 
the acquired data vector 

S7. Removing the Header and Trailer of the Acquired Signal 

Typical ECG and a large number of ordinary graphs are composed either by boxes or 
horizontal and vertical lines the same colour as the plotting. Whenever those lines 
encompass parts of the area of the graphic, it becomes rather difficult to remove the 
interference, since it can happen above and/or below the graphic. As the process of 
data acquisition is done by searching vertically, only the vertical lines interfere with 
the process. Besides that, very often at the beginning and ending of the data 
acquisition process a line is drawn carrying no information. Such headers and trailers 
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carry no real signal information, thus they are removed from the generated vector 
signal, as illustrated in the example presented in Figs. 3 to 5. 

S8. Splitting the ECG Chart and Re-assembling it 

A problem that arises whenever scanning an ECG and other legated paper data signals 
is that usually the scanner flatbed does not cover the whole length of the paper strip, 
leading the operator to scan it in separated parts. Special care and image processing is 
needed to avoid loss or redundancy in data. A possible solution to this problem is to 
insert in the paper strip easily detectable marks. During the tests, handmade marks 
were inserted on the paper strip, drawn by pen with no other tool or mechanical 
support. The mark should be of a colour not originally present in the paper data strip. 
The image processing algorithm scans the image horizontally for one or two of such 
marks: only one mark on the first and on the last stretch, or two marks on the 
intermediary ones. Those marks play the role of the horizontal bounds in step 6. The 
vector is extracted from the beginning of the image until the mark for the first stretch, 
from the first mark to the second one for the intermediary stretches and from the mark 
until the end of the image for the last stretch. After obtaining the vectors of each 
partial ECG, one can handle data by appending segments. 
 

OriginalECGa

Approximation

Detail(scale1)

Detail(scale2)

Detail(scale3)  

Fig. 6. Example of an ECG processing using the Haar wavelet corresponding to ECG paper strip 
of the Fig. 2A. Analysis was performed from the data acquired via the proposed algorithm. 
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3   An Application of Signal Processing Tools to ECG Paper Chart 

This section illustrates the application of the wavelet decomposition [9] to the ECG 
shown in Fig. 2A (Appendix). The aim here is to corroborate that it is feasible to 
handle a data file derived from a strip of paper through this digitalization approach. 
No comments about the signal analysis are made: we just check whether or not usual 
signal processing techniques can be applied to such kind of retrieved data without 
abnormal or unexpected results. The algorithm proposed in this paper was first used 
to extract a Matlab data file as to allow the wavelet toolbox to be used straight away 
[2]. The acquired image was converted into a 1D vector that was loaded using the 
wavemenu command. As an example, a three level decomposition of this ECG using 
the Haar wavelet is shown in Figure 6.  

4   Closing Remarks 

Notwithstanding the fairly amount of scientific results, this paper describes the 
foundation of an efficient tool to generate digital data signals from legated paper 
charts. The solution proposed is a low-cost software tool that can be particularly 
helpful to scientists and engineers. In particular, research institutes, laboratories, 
clinical centres, hospitals and medical offices can largely have benefit of this up-and-
coming technique, particularly due to its user-friendliness, cost-effectiveness, and 
accuracy. One still can save data as MatlabTM file or as ASCII files and edit or 
complement the data. One natural follow-up step to the tool presented herein is to 
generalise the processing capability to multi-plotting paper charts, that also frequently 
appears in legated data. Besides that at a later stage we hope to generalise the tool to 
work with signals recorded paper disks. 

Acknowledgements. The authors are grateful to Mr. Bruno T. Ávila for making 
available some C command lines. 
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Appendix 

In this appendix we present a couple of the data extracting from true ECG strips [10] 
and the plottings of the retrieved data. (Fig. 1A,2A): we first find out the grid by using 
the blue colour information, and then switch the pixel by white pixel. 

(a)

(b) 

Fig. 1A. Image of an ECG with red grid: (a) original ECG chart, (b) MatlabTM plotting of 
retrieved ECG with data file available 

(a)

(b) 

Fig. 2A. A green grid ECG: (a) original ECG chart, (b) MatlabTM plotting of retrieved ECG 
with available data file 

(a)

(b) 

Fig. 3A. Image of an ECG: (a) Two ECG charts with red handmade marks drawn by pen (initial 
and intermediary portion), (b) MatlabTM plotting of retrieved ECG with data file available 
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Abstract. In the document analysis field, the recognition of handwrit-
ing symbols is a difficult task because of the distortions due to hand draw-
ings and the different writer styles. In this paper, we propose the Blurred
Shape Model to describe handwritten symbols, and the use of Adaboost
in an Error Correcting Codes framework to deal with multi-class cate-
gorization handwriting problems. It is a robust approach tolerant to the
distortions and variability typically found in handwritten documents.
This approach has been evaluated with the public GREC2005 database
and an architectural symbol database extracted from a sketching inter-
face, reaching high recognition rates compared with the state-of-the-art
approaches.

1 Introduction

Symbols are a good way to express ideas. A number of graphical languages
exist in different domains like engineering, architecture, software modelling, etc.
These languages allow users to describe complex models with compact diagram-
matic notations. On the other hand, in a technology world, freehand sketching
is a very natural and powerful way of communication between humans. Sketch
understanding is a research area with long history that brings together the above
issues, i.e. a natural way of man-machine interaction in terms of freehand draw-
ings and a pattern recognition ability to interpret sketches according to a dia-
grammatic notation. The first attempts of sketch recognition in the graphical
domain can be found more than two decades ago. The early approaches were
off-line systems mainly devoted to diagram beatification [1], or application cases
of pattern recognition theory [2]. With the progress of digital pen and paper
protocols such as Tablet PC or PDA, on-line sketch recognition systems gained
in prominence. New alphabets have been developed for these devices, e.g. the

W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 29–39, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Graffitti alphabet for PDA’s. The input of digital pen devices, called digital ink,
consists in a sequence of points acquired at regular time intervals and grouped
into basic sketch entities called strokes. A stroke is the set of points comprised
between a pen down and a pen up movement. In an off-line input mode, strokes
are stored in a binary image and each point has its coordinates as attributes. The
advantage of on-line modes, in addition to the coordinates, is that each point
may be attributed by dynamic information as the time order or the pressure.
A number of applications exist that use sketches as input in areas like architec-
ture [3], mechanics [4], logic diagrams [5], proofreading [6], retrieval [7] or iconic
search in PDAs [8].

A sketch understanding system can be divided in three stages: primitive
extraction, symbol recognition, and interpretation. In this paper we focus on
symbol recognition. Recognizing a diagrammatic notation requires the identi-
fication of the alphabet symbols, that will subsequently be interpreted in the
context of a domain-dependent graphic notation. Symbol recognition is one of
the most active Graphics Recognition areas. A symbol recognition architecture
requires two components, namely a shape signature able to robustly describe
symbol instances, and a classification strategy. When we work with hand drawn
inputs, due to the inherent distortions of strokes, the design of the descriptor is
of key importance. The main kinds of distortions (see Fig.1) are: inaccuracy on
junctions, on the angle between strokes, shape deformation, elastic deformation,
ambiguity between line and arc, and errors like over-tracing, overlapping, gaps or
missing parts. In addition, the system must cope with the variability produced
by the different writer styles and different sizes.

As stated above, a symbol recognition system firstly requires the definition
of expressive and compact descriptors. It has to ideally guarantee intra-class
compaction and inter-class separability, even when we describe noisy and dis-
torted symbols. A number of well-known shape signatures exist (see a review
in [9]) that can be used for describing symbols in Graphics Recognition. It was
proved that some descriptors, robust with some affine transformations and oc-
clusions in printed symbols, are not efficient enough for hand drawn symbols.

)b()a(

Fig. 1. a) Original shapes. b) Distorted shapes, from top to bottom and from left to
right: 1) Distortion on junctions. 2) Distorion on angles 3) Overlapping. 4) Missing
parts. 5) Distortion on junctions and angles. 6) and 7) Ambiguity arc-segment. 8)
Gaps.
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Fig. 2. Process scheme

Secondly, the formulation of robust classification methods according to such de-
scriptors is required. Both, the descriptor and the recognition strategy must
tolerate the inherent distortions involved in hand drawn inputs. A number of
symbol recognition methods have been proposed to modelize such distortions.
Examples are spectral models [10], arc-length curvature signatures [11], HMMs
[12], deformable models [13], or graph transformation [14]. The reader is referred
to [15] for a further review.

In this paper, we present an approach to model and classify handwritten sym-
bols. Symbols are described using the Blurred Shape Model representation. The
obtained features show to be high discriminative and tolerant to the transforma-
tions produced by the different writing styles. Moreover, we present a multi-class
scheme, where Adaboost and Error-Correcting Output Codes are combined to
deal with multi-class handwriting recognition problems. One of the most well-
known techniques in the Machine Learning domain is the Adaboost algorithm
due to its ability for feature selection, detection, and classification problems [17].
The design of a single multi-classifier is a difficult task, and it is common to con-
ceive just binary classifiers and to combine them. One-versus-one voting scheme
or one-versus-all strategies are the schemes most frequently applied. In this topic,
Error Correcting Output Codes (ECOC) efficiently combines binary classifiers to
address the multi-class problem [18]. The results over two multi-class databases
show that the present methodology obtains significant performance improve-
ments compared to the state-of-the-art approaches.

The steps of our approach are shown in Figure 2: First, the input hand drawn
symbol is obtained as a binary image. Secondly, the Hotelling transform based
on principal components [19] is applied to find the main axis of the object so the
alignment can be performed. Third, the method defines a blurred region of the
shape that makes the technique robust against elastic deformations. Afterwards,
Adaboost is applied to each pair of classes to train relevant features that split
better object classes. And finally, the set of binary classifiers is embedded in the
framework of Error Correcting Output Codes (ECOC) to deal with multi-class
categorization problems.

The paper is organized as follows: The proposed distortion tolerant descriptor,
called Blurred Shape Model, is described in section 2. The classification stage
is presented in section 3. Section 4 shows the experimental results over two
multi-class databases. Finally, section 5 concludes the paper.

2 Blurred Shape Model Descriptor

The proposed descriptor describes the distribution of pixels among a predefined
set of spatial regions. It is inspired in the well known zoning signature used
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(a) (b) (c)

Fig. 3. (a) Input image (b) Shape pixel distances estimation respect to neighbor cen-
troids. (c) Vector actualization of the region 16th, where 1

d1+d2+d3+d4
= 1.

in a number of OCR systems. Our method has also a foundation in the SIFT
descriptor [16] that is one of the preferred strategies to describe image regions.
The SIFT descriptor constructs a probability density function of the distribution
of orientations within a region. However, in the handwriting recognition topic,
orientations suffer from the variations produced by the different writing styles.
Our approach consists in describing the symbol by a probability density function
of Blurred Shape Model (BSM) that encodes the probability of pixel densities
of image regions: The image is divided in a grid of n× n equal-sized subregions,
and each bin receives votes from the shape points in it and also from the shape
points in the neighboring bins. Thus, each shape point contributes to a density
measure of its bin and its neighboring ones.

In Fig. 3(a), an input symbol is shown. Figure 3(b) shows the distances es-
timation of a shape point respect to the nearest centroids. To give the same
importance to each shape point, all the distances to the neighbors centroids
{d1, d2, d3, d4} are normalized to unit. The output descriptor is a vector his-
togram v of length n × n, where each position corresponds to the amount of
shape points in the context of the sub-region. The estimated normalized dis-
tances for each affected sub-region r are used to actualize their corresponding
vector locations. Fig. 3 (c) shows the vector at this stage for the analyzed point
of Fig. 3(b).

The resulting vector histogram, obtained by processing all feature points, is
normalized in the range [0..1] to obtain the probability density function (pdf) of
n × n bins. In this way, the output descriptor represents a distribution of prob-
abilities of the object shape considering spatial distortions. In Fig. 4, an input

(a) (b) (c) (d) (e)

Fig. 4. (a) Input image. (b) 48 regions blurred shape. (c) 32 regions blurred shape. (d)
16 regions blurred shape. (e) 8 regions blurred shape.
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shape is processed. Fig. 4b) to e) are the blurred parameterizations considering
48×48, 32×32, 16×16, and 8×8 sub-regions, respectively. In one hand, one can
see that the less number of sub-regions, the less clear is the shape, and conse-
quently, more tolerant to distortions. In the other hand, the more blurring effect,
the more probability to having confusion between classes. Thus, it is important
to find the suitable number of sub-regions in a problem-dependent way, reaching
a balance between these two aspects.

Referring the computational complexity, for a region of n × n pixels, the
k ≤ n × n pixel points are considered to obtain the BSM with a cost of O(k)
simple operations. The whole algorithm is summarized in Figure 5.

Given a binary image I ,
Obtain the shape S contained in I
Divide I in n× n equal size sub-regions R = {ri, ..., rn×n}, with ci

the center of coordinates for each region ri.
Let N(ri) be the neighbor regions of region ri, defined as
N(ri) = {rk|r ∈ R, ||ck − ci||2 ≤ 2 × g2}, where g is the cell size.

For each point x ∈ S,
For each ri ∈ N(rx),

di = d(x, ri) = ||x − ci||2
End For

Update the probabilities vector v positions as:
v(ri) = v(ri) + 1/di

Di
, Di =

P
ck∈N(ri)

1
||x−ck||2

End For

Normalize the vector v as: v = v(i)
Pn2

j=1 v(j)
∀i ∈ [1, ..., n2]

Fig. 5. Blurred Shape Model algorithm

3 Classification

Concerning the classification step, the Adaboost algorithm is proposed to learn
the descriptor features that best split classes, training the classifier from Blurred
Shape Model descriptors. The BSM has a probabilistic parametrization on the
object shape considering its possible shape distortions. Due to the fact that
different types of objects may share local features, Adaboost has been chosen to
boost the BSM model in order to define a classifier based on the features that
best discriminate one class against the others.

To extend the binary behavior of Adaboost to the multi-class case, we embed
the binary classifiers in the framework of Error Correcting Output Codes [18].
The basis of the ECOC framework is to create a codeword for each of the Lc

classes. Arranging the codewords as rows of a matrix, a ”coding matrix” M is
defined, where M ∈ {−1, 0, 1}Lc×z, being z the code length. From the point
of view of learning, M is constructed by considering n binary problems, each
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Fig. 6. One-versus-one ECOC design for a 3-class problem. a)b)c) Three bi-partitions
of classes. d) ECOC coding. e) ECOC decoding.

corresponding to a matrix column. Joining classes in sets, each classifier defines
a partition of classes (coded by +1, -1, according to their class set membership,
or 0 if the class is not considered by the classifier).

In Fig. 6 an example of a matrix M is shown. The matrix is coded using 3
classifiers {h1, ..., h3} for a 3-class problem. The white regions are coded by 1
(considered as positive for its respective dichotomy, hi), the dark regions by -1
(considered as negative), and the grey regions correspond to the zero symbol
(not considered classes for the current classifier). Applying the n trained binary
classifiers, a code is obtained for each data point in the test set. This code is
compared to the base codewords of each class defined in the matrix M , and the
data point is assigned to the class with the ’closest’ codeword. In the right side
of Fig. 6, an input test sample x is shown (a camel). This input shape is tested
using the three classifiers, and assigning the outputs to each codeword position
(down of the figure). Finally, the Hamming decoding distance is applied between
each class codeword, classifying the test sample by the first class, because it has
the minimum distance.

4 Results

Before the experimental results are presented, we discuss the data, methods, and
evaluation measurements:

• Data: The presented approach has been evaluated using two databases. The
first one is a architectural symbol database extracted from a sketching interface.
The second one is the GREC2005 database, a public printed symbols database.

• Methods : We compare our methodology with the kernel density matching
method (KDM) proposed in [22], ART, Zoning, and Zernike descriptors [9],[21].
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To test our system, we use the Discrete Adaboost version [17] with 50 iterations
of decision stumps, and the one-versus-one ECOC coding with Euclidean dis-
tance decoding [18],[19].

• Evaluation measurements : The performances are obtained by means of strat-
ified ten-fold cross-validation with a two-tailed t-test at 95% of the confidence
interval.

4.1 Architectural Hand-Drawn Categorization

The architectural symbol database is a benchmark database that has been cre-
ated with the logitech io digital pen [24]. This database, which has been used in
a sketch CAD framework [25], is composed of on-line and off-line instances from
a set of 50 symbols drawn by a total of 21 users. Each user has drawn a total
of 25 symbols and over 11 instances per symbol. The database consists on more
than 5000 instances. To capture the data the following protocol has defined: The
authors give to each user a set of 25 dot papers, which are paper containing the
special pattern from anoto. Each paper is divided into 24 different spaces where
the user has to draw in. The first space is filled with the ideal model of the
symbol to guide the users on their draw due to they are not experts on the field
of Architectural design.

Although the database is composed of 50 symbols, in our experiments we have
chosen the 14 architectural symbols most representative from this database. Our
experimental set consists in 2762 total samples organized in the 14 classes shown
in Fig. 7. Each class consists of an average of 200 samples drawn by 13 different
authors. In this experiment, the architectural symbol database has been used to
test the performance of different descriptors for different number of classes.

The results obtained from BSM are compared with the ART, Zoning, and
Zernike state-of-the-art descriptors [9][21]. The compared descriptors are also
introduced in the classification framework to quantify the robustness of each
descriptor at the same conditions. The parameters for ART are radial order
with value 2 and angular order with value 11; and for the Zernike descriptor,
7 Zernike moments are used. The descriptors for BSM and Zoning techniques
are of length 8× 8, from the considered sub-regions. This optimum grid size has
been estimated applying cross-validation over the training set using a 10% of the
samples to validate the different sizes of n, being 8× 8 the size with the highest
performance in the training set.

Fig. 7. Architectural handwriting classes
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Fig. 8. Descriptors classification accuracy increasing the number of architectural sym-
bol classes

The classification starts using the first 3 classes. Iteratively, one class was
added at each step and the classification is repeated. The higher number of
classes, the higher confusion degree among them because of the elastic defor-
mations inherent to hand drawn strokes, and the higher number of objects to
distinguish. The results of accuracy recognition in terms of an increasing num-
ber of classes are shown in Fig. 8. The performance of the ART and Zernike
descriptors decreases dramatically when we increase the confusion in terms of
the number of classes, while Zoning obtains higher performance. Finally, the ac-
curacy of the BSM outperforms the other descriptors results, and its confidence
interval only intersects with Zoning in few cases. This behavior is quite impor-
tant since the accuracy of the latter descriptors remains stable, and BSM can
distinguish the 14 classes with an accuracy upon 90%.

4.2 GREC05 Categorization

The GREC2005 database [23] is not a hand drawn symbol database, but it has
been chosen in order to evaluate the performance of our method on a standard,
public and big database. It must be said that our initial tests are applied on
the first level of distortions (see Fig. 9). We generated 140 artificial images per
model (thus, for each of the 25 classes) applying different distortions such as
morphological operations, noise addition, and partial occlusions. In this way,
the ECOC Adaboost is able to learn a high space of transformations for each
class. The BSM descriptor uses a grid of 30× 30 bins. In this sense, 900 features
are extracted from every image, from which Adaboost selects a maximum of
50. For this experiment, we compare our results with the reported [22] using
the kernel density matching method (KDM). The results are shown in Table 1.
One can see that the performances obtained with our methodology are very
promising, outperforming for some levels of distortions the KDM results.
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Fig. 9. An example of the distortion levels used in the GREC2005 database

Table 1. Descriptors classification accuracy increasing the distortion level of
GREC2005 database using 25 models and 50 test images

Method Distortion Distortion Distortion Distortion Distortion Distortion
Level 1 Level 2 Level 3 Level 4 Level 5 Level 6

KDM 100 100 100 96 88 76

BSM 100 100 100 100 96 92

5 Conclusions and Future Work

In this paper, we have proposed the Blurred Shape Model descriptor and the
use of Adaboost in the Error-Correcting Output Codes framework to deal with
multi-class handwriting recognition problems. This methodology was evaluated
on two multi-class databases, showing promising results in comparison to the
state-of-the-art approaches, being robust against noise, scale, and the elastic
deformations produced by the different writing styles. Moreover, the complexity
of the present methodology shows to be very suitable for real-time multi-class
classification problems.

Nowadays, we are extending the experiments on different printed databases,
such as the MPEG7 or GREC07, increasing the set of distortions to evalu-
ate the robustness of the present descriptor. Moreover, we are also testing sev-
eral handwritten symbol databases to show the suitability of the present multi-
classification scheme.
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3 LORIA-Université Nancy 2, France

tabbone@loria.fr

Abstract. In this paper we propose an original solution to combine the scales of
multi-resolution shape descriptors. More precisely, a classifier fusion scheme is
applied to a set of shape descriptors obtained from the ridgelets transform. The
Ridgelets coefficients are grouped into different descriptors according to their
resolution. Then a classifier is trained for each descriptor and a final classification
is obtained using the classifier fusion scheme. We have applied this approach
to symbol recognition using the GREC 2003 database. In this perspective, we
increase the recognition rates of previous works on ridgelets-based descriptors.

Keywords: graphics recognition, ridgelets descriptors, classifier fusion.

1 Introduction

One of the challenges of graphics recognition is that shape is nearly the only kind of
information that can be used to recognize symbols. Roughly speaking we can assert that
graphic documents are composed of shapes which are mainly characterized by features
such as the number of connected components, the type geometric shapes (lines, squares,
circles, circumferences, etc.), the structural relations between them (position, adjacency,
alignment. . . ), etc. Thus, the kind of descriptors that have been proposed in the literature
vary according to the properties we want to capture [1,2,3].

In addition to the large number of symbols to be recognized, a main challenge is
the fact that a majority of the symbols have common properties. To distinguish them,
some kind of local matching or hierarchical representation is required in order to group
symbols into more general classes. In addition, the main differences between symbols
come from the relative position of lines and arcs. Thus, structural descriptors have been
extensively used based on the vector representation. However, despite their good per-
formance with high resolution images, these algorithms present some drawbacks when
the resolution is low, in the presence of noise or when graphics are composed of dashed
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and doted lines. On the other hand, and from a hierarchical viewpoint, multiresolution
(MR) descriptors based on the ridgelets transform have been proposed in the last years
for pattern recognition [4,5]. The ridgelets transform is defined to detect –and
localize– linear singularities, so it becomes a suitable transform to represent graphics.
In these cases, MR shape descriptors based on the ridgelets transform can overcome the
problems of structural descriptors. However, another problem arises for MR descrip-
tors: which are the most suitable resolutions in order to maximize the performance.

In this paper, we tackle the problem of choosing the suitable resolutions from the per-
spective of classifier fusion. Thereby, for the representation of a class we choose those
resolutions that yield better individual classification results. In a supervised framework,
we train a single classifier for each resolution and we evaluate their performance in
terms of recognition rates. Then, we fusion the output of all the classifiers by using an
aggregation operator so that we return a single result as a candidate class. In this work,
as we have used the approach proposed in [6] where the output of the classifiers is
linearly weighted according to their individual performance. It has been shown that this
scheme gives optimal combination rules when some assumptions are verified on the
distribution of classifiers and that, even when these assumption do not hold, it yields
better results than other standard combination rules. The main contribution of this work
is a pyramidal version of these linear combination rules that can be applied to sym-
bol recognition using MR shape descriptors. Experimental results show a significant
improvement compared to previous and similar related works.

This paper is structured as follows. In next sections we briefly review previous works
related to ridgelets descriptors (Section 2) and classifier fusion methods in the general
framework of pattern recognition (Section 3). Then, in Section 4 we introduce the two
pyramidal methods that represent the main contribution of the present paper. Next, in
Section 5 we evaluate the method in the context of graphics recognition and we finalize
with a discussion of the results and the main conclusions of this work, in Section 6.

2 Ridgelets Descriptors

Ridgelets descriptors are based on the ridgelets transform, which was introduced by
Cands [7] in the context of neuronal nets and functional fitting. In his work, the acti-
vation function, ψ, is a wavelet which is used to define a ridgelets function, ρa,t,θ as
follows: for each positive a, any t ∈ R and θ ∈ [0, 2π), we define ρa,t,θ : R

2 → R
2 as:

ρa,t,θ(x, y) = a−1/2ψ((x cos θ + y sin θ − t)/a).

This function is constant along the lines defined by x cos θ + y sin θ = t and
transverse to the “ridges” –lines–, it is a wavelet. Cands concludes that ridge functions
have better properties than traditional activating functions and that we can use them
to approximate some kind of functions, including images. Intuitively, we can think of
images as composed of a superposition of ridges. In the field of graphics recognition,
as graphics are essentially composed of lines and arcs, the ridgelets transform offers a
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multiresolution description that permits to represent the variability of graphics in terms
of the position of segments.

The computational cost of ridgelets descriptors is equivalent to other descriptors
based on the Radon transform –see for instance [8] for more examples on Radon
descriptors–. In particular, ridgelets and Radon descriptors are related by the wavelet
transform. More explicitly, ridgelets descriptors of an image f at a given scale (j, k) at
position [n, m] are expressed by the formula:

WRfj,k[n, m] =
[I−1f, Wj,k(t − n, θ − m)

]
, (1)

where the right side of this expression is the inner product between a wavelet basis
at scale (j, k) and position [n, m] and I−1f , the representation of the image f in the
Radon space –see [4,9] for further details–. In those works, the authors introduce the
concept of decomposition level, DL, that can be applied, in general, to all MR descrip-
tors. The decomposition level permits to group all the scales at a given resolution and
to achieve zoom invariance. More precisely, when the size of the shape is changed, new
scales are added to the MR representation and a new decomposition level is also added
to the representation of the shape. Thereby, shapes are compared at each decomposi-
tion. As a decomposition level is composed of different number of scales, some strategy
to combine the information contained in every scale has to be defined. In particular, in
Section 4 we propose two different strategies to combine the scales from the same de-
composition level and to combine, as well, the output obtained at each decomposition
level.

3 Strategies for the Combination of Classifiers

Classifier fusion methods have been extensively used in pattern recognition community
in order to improve overall performance of classifiers in complex recognition tasks. The
principle guiding these techniques is based on the complementary nature of classifiers.
We mean that not all classifiers will fail with the same samples and therefore, combining
the output of the classifiers will reduce the classification error of the set of classifiers.

Depending on the type of classifier we can use different types of aggregation opera-
tors. Thus, for classifiers at the abstract level, where the output is simply the label of the
class, a typical combination rule is the majority vote. Classifiers at the mank level return
a ranked list of classes. Combination rules based on the Borda Count method [10] or
Logistic Regression approaches [11] may be used to combine the output of these types
of classifier. Classifiers at the measurement level provide a measure of the degree of
confidence for each class. They can be combined using a wide range of aggregation
operators and rules: max, mean, product, median, voting. Indeed, Stejic et al. [12]
review a wide set of mathematical aggregation operators and propose a genetic algo-
rithm that select the most appropriate one depending on the query.

In this paper, we propose pyramidal versions of two linear combination rules, namely
IN and DN , previously introduced in [6,9] for classifiers at the measurement level.
These rules are defined using a theoretical probabilistic framework where there is no
need to impose conditional independence of classifiers as it is usual in approaches based
on a Bayesian framework [13,14]. The error distribution is assumed to be normal for
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both methods. Besides, the IN method assumes conditional independence whereas for
the DN method this hypothesis is not required. In [9] it has been shown that under these
assumptions the combination rules give the optimal weights in terms of minimization
of the classification error. In addition, experimental results show that if these condition
do not hold, classification rates are better than using other standard combination rules.
For the sake of completeness, we will briefly summarize these combination rules in
the forthcoming subsections (see [9] for further details). Then, in section 4 we will
explain the pyramidal versions that have been used to combine all the scales of the
multiresolution descriptor described in the previous section.

3.1 IN Method

For the IN method, under the assumption of classifiers with independent and Normal
distributions, the optimal weights are obtained after considering three different config-
urations:

1. Under the assumption of Normal distribution of the classification error, it can be
proved that the optimal weights are given by:

αN
l =

µl

σ2
l

where αl, l = 1 . . . L is the weight of each classifier and µl and σl are the mean and
the standard deviation, respectively, of the validation of the classifier. The valida-
tion is obtained by multiplying the output of the classifier by a label Y = {−1, +1}
depending on whether an element belongs (+1) or not (-1) to the class. In this way,
as we have binary classifiers, if the validation is positive the classification is correct.
Otherwise, the classification is wrong.

2. Using the previous formula, if we have high performance classifiers with very small
variance we can have numerical problems. Then, in order to avoid numerical insta-
bility, we change the assumption of Normal distribution of the classification error
by a Dirac distribution. Under this assumption, it can be proved that the optimal
weights are given by:

αD
l = µl

3. Finally, in real situations, we can find classifiers with good recognition rates, that
can be approximated by Dirac distributions, but not good enough to be used alone.
Then, they must be combined with other classifiers that are better approximated
by Normal distributions. In these cases the optimal weights are given by a linear
combination of the optimal weights computed from Normal and Dirac distributions:
λNαN + λDαD . Where the optimal λ are:{

λ = (A−B
A2 , 1

A ) if A > B

λ = (0, 1
B ) if A ≤ B

where A =
∑

αN
l and B =

∑
αD

l
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3.2 DN Method

The DN method does not assume the conditional independence of classification
error and consequently, the estimation of the optimal weights α becomes more diffi-
cult. It is not possible to find a formula to compute the optimal weights. Therefore, they
must be obtained numerically by solving a constrained optimization problem, where the
function to be maximized is the following:

φ(α) =
µα

σα
=

〈
α√

αtΣα
, µ

〉
(2)

with the constraints: {
αl ≥ 0 ∀l∑

l αl = 1
(3)

where µα and σα are the mean and the standard deviation of the validation of the
final combination of classifiers, α = (α1, . . . , αL) is the vector of all the weights,
µ = (µ1, . . . , µL) is the vector of the mean of the validation of all the classifiers and Σ
is the covariance matrix. The vector α maximizing φ(α) is obtained using an optimiza-
tion function based on quadratic programming.

4 Pyramidal IN and DN Method for MR Descriptors

We want to apply the previous classifier fusion strategies to the MR ridgelets descriptors
described in section 2. Besides, the recognition system has to be compatible with the
resolution of the query image, i.e. if the query is at low resolution and the models of the
symbols are represented at high resolution, we must be able to compare both, the query
and the models, at the low resolution level. For that, we have already explained that
the concept of decomposition level (DL) is introduced in order to be able to compare
symbols at different resolutions. Every time we change the resolution of a symbol,
new scales are introduced in the MR representation. These new scales define a new
decomposition level.

Therefore, we have designed a hierarchical combination rule that starts by compar-
ing the MR descriptors at the lowest resolution (1st DL). Then, we increase the level of
details and we compare the MR descriptors at the following decomposition level and we
repeat the process up to the highest resolution. Thus, we can obtain a different classifier
for each decomposition level, namely C1, . . . , CDL. The combination of all the scales at
a given decomposition level is performed using the two optimal combination rules de-
scribed in the previous section. Thus, we obtain two different hierarchical combination
rules named Pyramidal IN (PIN ) and Pyramidal DN (PDN ).

In the PIN method we can define the combination rule in a straightforward way.
Since the classifiers are assumed to be independent, we can compute all the weights
together at the beginning of the algorithm. The difficulty lies in computing the factors



On the Combination of Ridgelets Descriptors for Symbol Recognition 45

Algorithm: PIN

Input: Oracle: {(Xn, Yn)|Xn: vector of L descriptors, Yn: label (+1,−1)}
DL, maximum decomposition level

Output: C1, C2, . . . , CDL, Pyramidal classifier
begin:

Obtain α from the IN method;
for s = 1, . . . , DL,

S = (s + 1)(s + 2); // S: number of scales at level s
Set: A =

P
l≤S,t=N αt

l and B =
P

l≤S,t=D αt
l ;

if A > B,
λN = A−B

A2 and λD = 1
A

;
else

λN = 0 and λD = 1
B

;
end;
update:

αN
l = λNαN

l ;
αD

l = λDαD
l ;

Cs =
P

l<S αlhl; //hl: output of the classifier for scale l
endfor

end:

Algorithm 1.1: Pyramidal IN method

λN and λD that, as explained in section 3.1 permit to determine the influence of Normal
and Dirac classifiers. These factors are computed independently for each decomposition
level (see Alg. 1.1) as the number and the weights of both types of classifiers can vary as
we increase the decomposition level. More precisely, the classifier C1 takes into account
the ridgelets descriptors at decomposition levels 0 and 1 (normalized so that the sum of
weights is 1). The classifier C2 is defined as the classifier C1 but considering descriptors
up to the decomposition level 2. Finally, the classifier CDL takes into account all the
descriptors up to the decomposition level DL.

On the contrary, in the PDN we have to find the weights at every decomposition
level as the classifiers are considered to be dependent. Then we have defined an hybrid
fusion rule combining the result of the classifier obtained at the level s − 1 with the
classifiers for the new scales introduced at level s –see Alg. 1.2–. The minimal ridgelets
representation consists of the two first decomposition levels (0 and 1). Hence, we have
applied the DN method to obtain the optimal weights for the classifier C1. Then, we
have considered the classifiers trained for the resolutions at the decomposition level 2, in
order to define the classifier C2, and we have combined with the classifier C1 obtained
in the previous iteration. The classifier C3 is defined way as C2 and we have repeat the
process for all the decomposition levels. At each level the weights are obtained using
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the classifier obtained for the previous level and all the scales of the current level. Thus,
the final classifier for every level can be expressed as:

Cs+1 = α0Cs +
S∑

l=S0

αlhl

where Cs is the final classifier for the previous decomposition level and hl are the
classifiers for each of the scales of the current level. α0 and αl are the weights obtained
with the DN method for all these classifiers.

5 Experiments

We have used the GREC 2003 database in order to validate this approach. We have
compared the recognition results to the results obtained by Ramos et al. in [4], who
also propose an heuristic algorithm for combining ridgelets descriptors (denoted as CR
method). Thus, in order to make the comparison easier, we have repeated the tests of the
GREC’03 symbol recognition contest using the ridgelets descriptors but combining the
different scales using the PIN and PDN methods. Tables summarizing these results
and comparing them to the related methods are given at the end of this section.

Algorithm: PDN

Input: Oracle: {(Xn, Yn)|Xn: vector of L descriptors, Yn: label (+1,−1)}
DL, maximum decomposition level

Output: C1, C2, . . . , CDL, Pyramidal classifier
begin:

Train L classifiers, hl, one for each of L descriptors;
for l = 1 . . . L,

Get the hypothesis of the classifier for every sample: zl,n = hl(Xl,n);
Obtain the validation value of the classifier for every smaple: ul,n = ynzl,n;

endfor;
Set C0 = 0;
for s = 1, . . . , DL,

S0 = s(s + 1); // S0: number of scales at level s − 1
S = (s + 1)(s + 2); // S: number of scales at level s
Obtain the validation value of the final classifier at level s − 1: ũn = ynCs−1;
Set Us = (US0 , . . . , US), the validation values of all classifiers at level s;
Set Ũ = (ũn, Us), the combined validation values of level s − 1 and s;
Obtain weights: α = DependentWeight(Ũ); //Apply the DN method
Cs = α0Cs−1 +

PS
l=S0

αlhl;
endfor

end:

Algorithm 1.2: Pyramidal DN method
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Furthermore, two different classifiers have been considered based on the distance
distribution between the samples and the model of each class: an Adaboost classi-
fier (DAB) and a Normal classifier (CNormal). The name of the CNormal classifier is
justified by the fact that the distribution of the classifier follows a mixture of two normal
variables.

Finally, we have only four decomposition levels in the ridgelets representation
because we have worked with images of size 128 × 128. Thus, the PIN and PDN
methods will return three classifiers: C1, C2 and C3.

5.1 Datasets

We have taken the GREC’03 dataset to evaluate the pyramidal methods applied to MR
descriptors like ridgelets descriptors. The GREC’03 dataset is considered a benchmark
database that has been widely used by the graphics recognition community to test shape
descriptors. This dataset is composed of 50 different symbols coming from the archi-
tectural, electronic and engineering domain, that have been degraded and distorted
according to some specific probabilistic models (cf. [15] for further details on the
GREC’03 dataset).

5.2 Classifiers

The pyramidal versions of IN and DN methods need the training of suitable clas-
sifiers that accurately capture the properties of shape descriptors. Depending on the
choice of classifier, recognition rates may dramatically vary and the estimated weights
can change. Thus, we have to take into account the effect of classifiers when we evalu-
ate the classifier fusion scheme applied to shape descriptors. In order to make our dis-
cussion independent of the classifiers we have taken two different kinds of classifiers,
namely DAB and CNormal. The DAB classifier is the typical Adaboost classifier
introduced by Schapire et al. –see [16] for further details– trained on the distance dis-
tribution between queries and shape models. Conversely, the CNormal classifier is
essentially a classifier based on a distance threshold, i.e., using a training set, we have
selected the distance threshold that minimizes the classification error. Then, to evalu-
ate the Normal condition required by the IN and DN methods, we have modified the
distribution of distances between queries and shape models to make it Normal. This
modification is done by linear interpolation of empiric cumulative distribution. More
details on CNormal classifier construction are given in [9].

5.3 Invariance to Similarity Transforms

For this experiment we have used three tests containing images with rotation, scaling
and combined rotation and scaling, respectively. Each test is composed of 250 images
of 50 different symbols. We can see the results in Table 1, where the values in bold are
the results obtained using the CR method:

A fast analysis of these results permits us to verify that the ridgelets descriptors are
invariant to the change of scale for all the classifiers and the two pyramidal combination
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Table 1. Recognition rates for tests with rotation and scale. The numbers in bold correspond to
the recognition rates of the method proposed in [4].

C1 C2 C3 C1 C2 C3

Scale: 100,00% Rotation: 100,00%
PIN-DAB 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
PDN-DAB 99,00% 100,00% 100,00% 94,00% 94,00% 99,00%
PIN-CNormal 99,00% 100,00% 100,00% 92,00% 92,00% 99,00%
PDN-CNormal 100,00% 100,00% 100,00% 96,00% 94,00% 96,00%

C1 C2 C3

Rotation & Scale: 98,80%
PIN-DAB 100,00% 100,00% 100,00%
PDN-DAB 96,00% 96,00% 94,00%
PIN-CNormal 92,00% 95,00% 94,00%
PDN-CNormal 94,00% 93,00% 90,00%

rules. Only the C1 classifier (working at the lowest resolution) does not reach 100% of
recognition rate. However, when we introduce rotation the performance of the pyrami-
dal methods decreases. Only the PIN method applied to the DAB classifier reaches
100% of recognition rate (the same as the CR method) for all the decomposition levels.
The other methods have a recognition rate lower than 96% for classifiers C1 and C2. Fi-
nally, the test with rotated and scaled images confirms that the combination of the PIN
method with the DAB classifier obtains the best result (again, 100% of recognition
rate). Thus, we can conclude that this combination achieves invariance to rotation and
scaling. On the contrary results with all the other combinations achieve worse results
than the CR method.

5.4 Robustness to Degradation and Vectorial Distortion

Then, we have tested the robustness to degradation and vectorial distortions of the PIN
method using the DAB and CNormal classifiers. We have not used the PDN method
in this test because of the low recognition rates achieved in the previous experiment with
rotated and scaled symbols.

For this experiment we have used two kinds of test of the GREC’03 database. In
the first one, images are simply degraded using a probabilistic model of binary noise.
There are nine different models of binary noise and for each model 250 images of the
50 different symbols have been generated. In the second test, in addition to the binary
degradation a model of vectorial distortion modifying the original shape of the symbol
has also been applied. We have used the test with the highest level of distortion (level
3). In table 2 we can see the results of applying the PIN method using DAB and
CNormal classifiers to both kinds of tests, comparing them to the results using the
CR method. We can observe that we have achieved a similar performance for both
tests. We can remark that the performance of the CR method is degraded in most of the
tests while the PIN method achieves 100% of recognition rate in most of the cases,
even for low resolution levels. At the highest resolution level (classifier C3) and with
the DAB classifier we obtain 100% recognition rate for all models of degradation.
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Table 2. Test with degradation and vectorial distortions using the PIN method with DAB and
CNormal classifiers

C1 C2 C3

CR DAB CNormal DAB CNormal DAB CNormal
(a) degraded
model 1 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 2 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 3 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 4 99,60 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 5 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 6 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 7 100,00 100,00% 99,00% 100,00% 98,00 % 100,00% 97,00%
model 8 98,40 98,00% 98,00 % 100,00% 100,00% 100,00% 100,00%
model 9 89,20 95,00% 93,00 % 99,00% 97,00 % 100,00% 100,00%

C1 C2 C3

CR DAB CNormal DAB CNormal DAB CNormal
(b) deform-degrad-level3
model 1 98,67 99,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 2 97,33 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 3 98,67 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 4 98,67 99,00% 100,00% 99,00% 100,00% 100,00% 100,00%
model 5 97,33 99,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 6 97,33 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 7 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 8 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
model 9 100,00 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%

6 Discussion and Open Issues

The main contribution of this paper is the proposal of two hierarchical combination
rules inspired in the classifier fusion methods for the problem of selecting suitable
resolutions in MR descriptors for graphics recognition. With this approach, this prob-
lem is solved finding suitable weights for the linear combination of a set of classifiers,
one for each resolution.

Experiments on the GREC’03 database show the goodness of this approach and mo-
tivate further studies in this direction. Based on this experiments, we can state the fol-
lowing conclusions: first, not any combination of the PIN and PDN methods with
any kind of classifier performs better that the heuristic CR method. Second, the DAB
classifier combined using the PIN method is actually invariant to similarity transforms
even using the two first decomposition levels (classifier C1). Third, the PIN method
outperforms the PDN when all classifiers are considered. Finally, the PIN method
improves the CR method for images with degradation and vectorial distortion.

Therefore, more experiments in different directions have to be driven in order to
achieve more concluding results. On the one hand, we can apply this approach to other
MR descriptors like those based on wavelets transform or the Scale Space. On the other
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hand, other experiments taking into account huge databases can be considered in order
to evaluate the effect of hierarchical approaches in the recognition process.
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Abstract. A growing interest in the document analysis field is the
recognition of old handwritten documents, towards the conversion into a
readable format. The difficulties when we work with old documents are
increased, and other techniques are required for recognizing handwritten
graphical symbols that are drawn in such these documents. In this paper
we present a Dynamic Time Warping based method that outperforms the
classical descriptors, being also invariant to scale, rotation, and elastic
deformations typical found in handwriting musical notation.

1 Introduction

In the Graphics Recognition field, Optical Music Recognition (OMR) is a
classical application area of interest, whose aim is the identification of music
information from images of scores and their conversion into a machine readable
format. It is a mature area of study, and lots of works have been done in the
recognition of printed scores (see the survey written by Blostein in [1]).

Recently, the analysis of ancient documents has had an intensive activity,
and the recognition of ancient musical scores is slowly being taken into account.
In fact, the recognition of ancient manuscripts and their conversion to digital
libraries can help in the diffusion and preservation of artistic and cultural her-
itage. It must be said that contrary to printed scores, few works can be found
about the recognition of old handwritten ones (see [2], [3]). Working with old
handwritten scores makes the recognition task more difficult: Firstly, and due
to handwritten documents, one must cope with elastic deformations, the vari-
ability in the writer style, with variations in sizes, shapes and intensities, and
increasing the number of touching and broken symbols. Secondly, working with
old documents obviously increases the difficulties due to paper degradation, the
frequent lack of a standard notation and the fact that staff lines are often hand-
written. For those reasons, the preprocessing, segmentation and classification
phases must be adapted to this kind of scores.

The specific processes required here belong to the field of Graphics
Recognition, more than the field of Cursive Script Recognition(symbols are
bidimensional). Symbol recognition is one of the central topics of Graphics
Recognition. A lot of effort has been made in the last decade to develop good
symbol and shape recognition methods inspired in either structural or statistic
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pattern recognition approaches. In [4], the state-of-the art of symbol recognition
is reviewed. It must be said that the definition of expressive and compact shape
description signatures is very important in symbol recognition, and has been an
important area of study. In [5] the main techniques used in this field are re-
viewed. They are mainly classified in contour-based descriptors (such as polyg-
onal approximations, chain code, shape signature, and curvature scale space)
and region-based descriptors (such as Zernike moments, ART, and Legendre
moments). A good shape descriptor should guarantee inter-class compacity and
intra-class separability, even when describing noisy and distorted shapes. It has
been proved that some descriptors which are robust with some affine transforma-
tions and occlusions in printed symbols, are not efficient enough for handwritten
symbols. Thus, the research of other descriptors for elastic and non-uniform
distortions are required, coping with variations in writing style.

In this paper we present our work in the recognition of old handwritten
musical scores, which are from the 17th-19th centuries. The goal is not only
the preservation of these old documents (see Fig.1 for an example), but also the
edition and the diffusion of these unknown composers’ compositions, which have
not been published yet.

As it has been said above, handwritten recognition means dealing with elastic
deformation. In Cursive Script Recognition it has been observed that the
alignment (warping) of profiles of the shapes can cope with elastic deformations.
For that reason, Dynamic Time Warping is a good solution to this problem. In
fact, it has been successfully applied to handwritten text recognition in [12]. For

Fig. 1. Example of an old score (XIX century)
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the classification of musical symbols we are applying the same concept, extending
the method to two-dimensional graphical symbols. In addition, due to isolated
symbols present in graphical documents, we must take into account the varia-
tions in rotation. For those reasons, the Dynamic Time Warping algorithm and
the feature vectors have been adapted to 2D graphical symbols.

This paper is organized as follows: in section 2 the extraction of staff lines and
the recognition of graphical primitives are presented. In section 3, the classifi-
cation of handwritten musical symbols is fully described. It is performed using
a Dynamic Time Warping based method, being invariant to rotation, scale and
variations in writing style. In section 4 preliminary results over a database of
musical symbols are shown. Finally, concluding remarks are presented.

2 Preprocessing, Staff Removal and Recognition of
Graphical Primitives

For the sake of better understanding, we first briefly review our previous work
for segmenting elements in the score (for further details, see [16]): First of
all, the input gray-level scanned image is binarized with an adaptive binariza-
tion technique and morphological operations are used to filter the image and
reduce noise. Afterwards, the image is deskewed using the Hough Transform
method for detecting lines. Then, recognition and extraction of the staff lines
(using median filters and a contour tracking process) and graphical primitives
(using morphological operations) are performed.

The extraction of staff lines is difficult due to distortions in staff (lines present
often gaps in between), and because of the fact that staff lines are rarely perfectly
horizontal. This is caused by the degradation of old paper, the warping effect
and the inherent distortion of handwritten strokes (staff lines are often drawn
by hand). For those reasons, a more sophisticated process is required: After
analyzing the histogram with horizontal projections of the image, detecting staff
lines, a rough approximation of every staff line is performed using skeletons
and median filters. Afterwards, a contour tracking algorithm is performed to
follow every staff line and remove segments that do not belong to a musical
symbol. Once we have the score without staff lines, vertical lines are recognized
using median filters with a vertical structuring element, and filled headnotes are
detected performing a morphological opening with elliptical structuring element
(see Fig.2).

3 Classification of Handwritten Musical Symbols

Concerning the classification of old handwritten musical symbols, such as clefs,
accidentals and time signature, we state two main problems: the enormous
variations in handwritten musical symbols and the lack of an standard
notation in such these old scores. Thus, the classification process must cope
with deformations and variations in writing style. Some of the classical descrip-
tors (such as Zernike moments, Zoning, ART) do not reach good performance for
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Fig. 2. Results from a section of ’Salve Regina’ of the composer Aichinger: Filled
headnotes and beams in black color. Bar lines are the thickest lines.

old handwritten musical symbols, because there is no clear separability between
classes (the variability can be seen easily when we compare printed clefs with
handwritten ones, see Fig. 3 and Fig. 4).

For those reasons, we are working in the research of other descriptors able to
cope with the high variation in handwritting styles. The Dynamic Time Warping

(a) (b) (c)

Fig. 3. Printed clefs: (a) Treble clef. (b) Bass clef. (c) Alto clef.

(a) (b) (c)

Fig. 4. High variability of handwritten clefs appearance: (a) Treble clefs. (b) Bass clefs.
(c) Alto clefs.
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Fig. 5. Normal alignment and DTW alignment

(DTW) algorithm was first introduced by Kruskal and Liberman [6] for putting
samples into correspondence in the context of speech recognition. DTW can
warp the time axis, compressing it at some places and expanding it at others,
avoiding the resample. Thus, it optimizes the best alignment (matching) between
two samples, because it minimizes a cumulative distance measure consisting of
local distances between aligned samples (see Figure 5).

Beside speech recognition, this technique has been widely used in many other
applications, such as bioinformatics [7],[8], gesture recognition [9], data mining
[10] and music audio recordings [11]. Rath and Manmatha have applied DTW
to the handwritten recognition field [12], [13], coping also with the indexation of
repositories of handwritten historical document. Also, Manmatha [14] has pro-
posed an algorithm based on DTW for a word by word alignment of handwritten
documents with their (ASCII) transcripts. Concerning online handwriting recog-
nition, some work has also been done. Vuori [15] has also used a DTW based
method for recognizing handwritten characters of several different writing styles.
Concretely, the system retrieves a set of best matching allographic prototypes
based on a query input character from an online handwriting system.

The main contribution of our work is to use a DTW approach for 2D shapes
instead of 1D (in handwritten text it is used to align 1-dimensional sequences
of pixels from the upper and lower contours). Concretely, we are using this idea
for the classification of old handwritten musical symbols, using some features of
every symbol as rough descriptors, and the Dynamic Time Warping algorithm
(DTW) as the classifier technique used for clef matching: First, every image I is
normalized, and for every column c (between 1 and w) of the image (where the
width of the image is w pixels) we extract a set of features X(I)=x1..xw , where
xc=(f1,f2,f3..fk) (see Fig.6), defined as:

– f1 is the upper profile.
– f2 is the lower profile.
– f3..fk are the sum of pixels (zoning) of every column region (k-3+1 regions).

In handwritten text recognition (see [12]), features used are: f1= sum of fore-
ground pixels per column, f2 = upper profile, f3= lower profile, f4= number
of transitions from background to foreground. In our case of study, the sum of
foreground pixels per column is not accurate enough (too many combinations of
the same number of pixels per column can be found), so the column is divided
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Fig. 6. Features extracted from every column of the image: f1 = upper profile,
f2 = lower profile, f3..f5 = sum of pixels of the image of the three regions defined

in several regions and the sum of foreground pixels per region is computed
(similar to a zoning). Concerning the number of transitions, when we work with
old handwritten graphical symbols, the number of transitions and gaps can be
very different from one symbol to another. For that reason, we have not included
this feature.

After normalizing these vectors (0≤ fs ≤1, s=1..k), the DTW distance be-
tween X(I)=x1..xM and Y(J)=y1..yN is D(M,N), calculated using a dynamic
programming approach:

D(i, j) = min

⎧⎨
⎩

D(i, j − 1),
D(i − 1, j),
D(i − 1, j − 1),

+ d2(xi, jj) (1)

d2(xi, jj) =
k∑

s=1

(fs(I, i) − fs(J, j))2 (2)

The length Z of the warping path between X and Y (which can be obtained
performing backtracking starting from (M, N)) biases the determined distance:

D(X, Y ) =
Z∑

k=1

d2(xik
, yjk

) (3)

Finally, the matching cost is normalized by the length Z of the warping path,
otherwise longest symbols should have a bigger matching cost than the shorter
ones:

MatchingCost(X, Y ) = D(X, Y )/Z (4)

The warping path is typically subject to several constraints, and once these
conditions are satisfied, then the path that minimizes the warping cost is chosen:

– Boundary conditions: The warping path must start and finish in diagonally
opposite corner cells of the matrix.
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(a) (b)

Fig. 7. Clefs: (a)Two treble clefs with different orientations. b)Some of the orientations
used for extracting the features of every clef.

Fig. 8. Features extracted from some orientations (α1..α4)

– Continuity: The warping path must follow steps in adjacent cells (vertically,
horizontally and diagonally adjacent cells).

– Monotonicity (monotonically increasing): This condition is for avoiding the
matching from ”going back in time”.

The basic DTW algorithm will not work for comparing handwritten graph-
ical symbols because the slant and the orientation of every symbol are usually
different and it can not be easily computed (see Fig.7a). For that reason, given
two symbols to be compared, profiles for the DTW distance are extracted from
different orientations (see Fig.7b). Notice that the length of these profiles de-
pends on the number of columns of the image, and varies from an orientation to
another (see Fig.8).

Once we have the profiles for all the considered orientations, the DTW algo-
rithm computes the matching cost between every orientation of the two symbols,
and decides in which orientation these two symbols match in a better way.

In the classification stage, every input symbol is compared to the representa-
tives of every class using this algorithm. The minimum distance will define the
class where the input symbol belongs to.
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(a) (b) (c) (d)

Fig. 9. Selected representative clefs: (a) Treble representative clef. (b) Bass represen-
tative clef. (c)(d) Two Alto representative clefs.

4 Results

The DTW-based method for the classification of handwritten musical symbols
has been evaluated using a database of clefs, which has been extracted from a
collection of modern and old musical scores (19th century), containing a total of
2128 clefs between 24 different authors. For every class, the representative chosen
corresponds to the data sample with the minimum mean distance to the rest of
samples from the same class. In Figure 9 the representatives chosen for each class
are shown: one representative for treble and bass clefs and two representative alto
clefs (because of its huge variability). Thus, only 4 comparisons are computed
for classifying every input symbol, where the 1-NN distance will decide which
symbols belongs to each class.

The results from the DTW-based descriptor are compared with the classical
Zernike moments and ART descriptors, because they are robust and invariant
to scale and rotation. Table 1 shows the rates achieved using Zernike moments
(number of moments = 7), ART (radial order = 2, angular order = 11) and our
DTW-based proposed descriptor, where a 95% rate is achieved.

Table 1. Classification of clefs: Recognition rates of these 3 classes using 4 models

Method Zernike moments ART DTW

Accuracy 65.07 72.74 95.81

An extension of these experiments has been performed including accidentals
(sharps, naturals, flats and double sharps) in the musical symbol database. They
are a total of 1970 accidentals drawn by 8 different authors. In Figure 10, one
can see that some of them (such as sharps and naturals) can be easily misclas-
sified due to their similarity. Contrary to double sharp, a double flat is just two
flats drawn together, and for that reason double flats are not included in the
accidentals’ database.

Similarly to the experiments previously showed, we have chosen one represen-
tative for each class (see Fig. 11). The system will have now 8 models (4 clefs
and 4 accidentals), and for every input symbol, 8 comparisons will be made.
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Fig. 10. Accidentals (printed) in music notation

(a) (b) (c) (d)

Fig. 11. Selected representative accidentals: (a) Sharp model. (b) Natural model. (c)
Flat model. (d) Double sharp model.

Table 2. Classification of clefs and accidentals: Recognition rates of these 7 classes
using 8 models

Method Zernike moments ART DTW

Accuracy 43.97 52.26 89.55

Results are shown in Table 2, where the DTW-based proposed descriptor reaches
a 89.55% classification rate, outperforming the results obtained by the other
descriptors.

5 Conclusion and Future Work

In this paper we have presented an approach to classify musical symbols ex-
tracted from modern and old handwritten musical scores. This method is based
in the Dynamic Time Warping method that has been extensively used in many
applications. It is an extension of the approach used for handwriting text recog-
nition, adapted to the 2D graphical symbols that are present in musical scores.
One can see the outperform of our method in front of Zernike and ART de-
scriptors. In addition, the method is invariant to scale, rotation and elastical
deformations typically found in handwriting musical notation.

Further work will be focused on the extension of the experiments over several
handwritten symbols databases, in order to show the robustness and scalability
of the method. Finally, it must be said that the method could be improved using
an expert system to learn every way of writing. Thus, the identification of the
author in a musical score could be used for extracting knowledge information
from a database, and helping in the classification stage.
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Abstract. In this paper, we propose a new approach for symbol recognition using
structural signatures and a Galois Lattice as classifier. The structural signatures
are based on topological graphs computed from segments which are extracted
from the symbol images by using an adapted Hough transform. These structural
signatures, which can be seen as dynamic paths which carry high level infor-
mation, are robust towards various transformations. They are classified by using
a Galois Lattice as a classifier. The performances of the proposed approach are
evaluated on the GREC03 symbol database and the experimental results we ob-
tain are encouraging.

Keywords: Symbol recognition, Concept lattice, Structural signature, Hough
transform, Topological relation.

1 Introduction

This paper deals with the symbol recognition problem. The literature is very abundant
in this domain [1,2,3,4]. Symbol recognition can be basically defined as a two-step
process: signature extraction and classification. Signature extraction can be achieved
by using statistical-based methods or syntactic/structural approaches while most of the
statistical-based methods use the pixels distribution. Syntactic and structural approaches
are generally based on a characterization of elementary primitives. These primitives
(basic description, relations, spatial organization, . . . ) are extracted from the symbols.
They are generally coupled with probabilistic or connexionist classifiers. In this paper,
a new approach for symbol recognition is introduced. It is based on the use of a Galois
lattice (also called concept lattice) [5] as a classifier. The combined use of statistical-
based signatures and a Galois lattice has already been introduced by Guillas et al. in
[6]. Our proposed approach is based on the joint use of structural signatures inspired
by the work of Geibel et al. [7] and a Galois lattice classifier. The paper is organized
as follows. Section 2 describes the proposed technique. Section 3 gives experimental
results. Section 4 provides a conclusion and presents our future work.

2 Description of the Approach

The technique that is introduced in this paper is based on the combined use of struc-
tural signatures and of a Galois lattice classifier. The elementary primitives on which
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are based the structural signature are segments which are extracted by using the Hough
transform. For each symbol, we compute a topological graph by describing the spa-
tial organisation of the segments. Then, signatures are constructed from the topologi-
cal graphs. Finally, these signatures are classified using a Galois Lattice classifier. Our
method is inspired of the work of Geibel et al. [7] but differs from that work on many
points. Firstly, we use a Galois lattice instead of a decision tree. Secondly, we do not use
the same set of topological relations. Finally, our method is based on a Hough-based
segments extraction method from images of symbols while [7] works on chemical com-
pounds and do not use any primitive extractor.

2.1 Segments Extraction

The structural primitives we use for symbol description are segments. The segments
extraction method we have implemented is an adaptation of the Hough transform (HT),
initially defined in the sixties [8] for line extraction by Hough. Indeed, among the exist-
ing methods, the HT is known for its robustness property [9], especially in the context
of noisy symbols images. The HT has been widely used for different purposes in image
processing and analysis ([10]). The HT key idea is to project pixels of a given image
onto a parametric space where the shapes can be represented in a compact way. This
space is used to find curves that can be parameterized like straight lines, polynomials,
circles, . . . . Each line in the image corresponds to a peak in the associated Hough space.
Therefore, the line extraction problem is solved by processing peak detection.

For our purpose we are especially interested in the detection of straight lines. The
Figure 1 shows how pixels of an image, represented with their (x, y) coordinates, can
be mapped in the Hough space where any straight line of the image is represented by
the couple (ρi, θi) of its polar coordinates.

The practical use of the Straight Line Hough Transform (SLHT) raises different
problems [10]. First of all the HT is of quadratic complexity, it is therefore necessary
to use a pre-processing step in order to decrease the number of pixels to map during
the transform. Next, on real-life images, the mapped points produce heterogeneous sine
curves in the Hough space and multiple crossing points can appear. So, a peak de-
tection algorithm is needed in order to group these crossing points and to detect their
corresponding mean line.

In this paper, we introduce an adapted version of the HT that does not suffer the
preceding drawbacks and that is designed to extract segments instead of lines. The end
points of detected lines cannot be known from the analysis of the Hough space. So, it

Fig. 1. Straight Line Hough Transform (SLHT)
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is necessary to map the lines detected in the Hough space on their corresponding docu-
ment image in order to achieve the detection process. Based on these considerations an
HT-based segments detection system can be divided into four main steps:

1. Reduction of the search space: Characteristic points are to be selected before
performing the HT, in order to reduce the number of pixels to map and as a conse-
quence the processing time. In our method, we just use a mean filtering in combi-
nation with a skeletonization processing [8].

2. Projection onto the Hough Space: Each of the previously selected point is mapped
onto the Hough space. This step corresponds to the process shown in Figure 1.
An accumulator array is commonly used during this step in order to record the
number of sine curve for a given point in the Hough space. We use the initial HT
implementation of [8].

3. Peak detection: It consists in identifying the points in the accumulator associated
to a large number of sine curves. Our peak detection algorithm is based on the
analysis of the gravity centres of the line sets.

4. Segments extraction: The lines detected in the Hough space are mapped on their
corresponding document image in order to extract segments (begin and end points).
It consists in detecting sequence of strictly adjacent pixels along the detected line.
This is realized by using the Euclidean distances d(pi, L) between the line L and
the crossing points P of the image.

Evaluation of the robustness. Our algorithm performs robust extraction of maximal
segments. An example of the obtained results is shown in Figure 2. The maximal length
of the segments implies a reduction of the possible junctions between adjacent seg-
ments. Indeed, an ”X” will be described by 2 segments instead of 4.

The Fig.3 shows the robustness of the SLHT. This table shows the recognition
rate obtained with different symbols of GREC’03 corpus ([11]). What we call
RecognitionRate here corresponds to percentage of good associations between sym-
bols tested and models they refer. Those associations were realized from matching dis-
tances between segments. The model we attribute to the treated symbol corresponds

Original image skeleton of image SLHT

Fig. 2. Examples of différents segments extraction
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Fig. 3. Evaluation of the robustness of the SLHT

to the minimal distance. In all the degradation levels we can see that the proposed
approach perform a robust segments-based symbols extraction.

2.2 Topological Graph Computation

Description. Once the segments are extracted, each topological relation between two
segments s and s′ is described by the following triplet of information:

< relation type, relation value, length ratio > (1)

– relation type: We use the finite set of relations types X, Y, V, P, O as in [12,3,1,13]
to fully describe the possible relations between pairs of segments (see Table 1).

– relation value: To be more exhaustive and to discriminate more precisely the re-
lations, we add a value to the relation. This value aims at precising topological re-
lations between segments, such as angle between intersecting segments (available
for X, Y, V and O), or distance for parallel segments (relation P).

– length ratio: The last value of each triplet is a ratio between the lengths of the
longest and shortest segments of each pair.

We build a topological graph per symbol where nodes are segments and edges are
relations (see Figure 5). The topological graph we obtain is a complete graph where
each pair of segments is uniquely described.

Table 1. The different types of relations we consider (from left to right: X, Y, V, P, O)
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Fig. 4. Example of extracted seg-
ments

Fig. 5. Associated topological graph

In order to reduce the cardinality of the possible triplets ensemble (see Eq. 1), we
discretize them. After performing a statistical analysis of the symbol shapes, we choose
to limit the set of possible values for the angles of junctions X, Y and V to the following
set: {30◦, 45◦, 60◦, 90◦} (possibly, a relation value may be assigned to the closest value
in that set). It is also possible to specialize the distances between parallel segments in
groups (collinear, near and far for example). The length ratios can be separated into
three groups (equal, globally near or very different). We could also consider only the
type of relation (or any of the pairs <relation type, relation value> or <relation type,
length ratio>), or reduce the set of types of relations we consider.

Discussion. For each symbol, we obtain a set of triplets which fully describes the
structural organization of the segments (eg., the relation type differentiates a cross from
a rhombus, the relation value a rhombus from a rectangle and the length ratio a rectangle
from a square). Moreover, the use of this triplet-based representation has three main
advantages:

– each pair of segments is described by one unique triplet;
– each symbol is characterized by one unique and complete graph;
– this description is invariant towards rotation, scale and vectorial distortion.

But, this representation also has some drawbacks:

– It does not consider circle arcs
– n2 triplets are needed to characterize one symbol (at most n2, where n is the num-

ber of segments). This number of triplets can be reduced when using a restriction
of the types of relations we consider.

2.3 Computation of the Structural Signatures

Description. The triplets which are extracted from each pair of segments characterize
the paths of length 1. These paths are equivalently described by the topological graph
(see Figure 5) or its associated adjacency matrix (see Table 2), as in [1,13]. However,
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Table 2. Adjacency matrix (M ) associated to the graph of Figure 4 where triplets are only given
by the relation type

0 1 2 3 4 5
0 P Y V Y V
1 P V Y V O
2 Y V P V Y
3 V Y P Y V
4 Y V V Y P
5 V O Y V P

paths of length 1 are insufficient for discriminating different types of structures, such as
regular shapes (square, rectangle, triangle, . . . ).

That is why, as in [7], we compute the paths of different lengths by using the adja-
cency matrix and its powers (see Tables 2 and 3). Let us denote M the adjacency matrix.
As M conveys information about paths of length 1, M3 corresponds to 3-length paths
(useful to describe triangles), M4 to 4-length paths (squares and rectangles),. . .

The adjacency matrices we work with are not boolean or integer, so we generalize
the usual product of boolean or integer matrices (see Eq. 2) :

∀(i, j) ∈ [0, L]2, (A × B)ij =
L∑

k=1

(aik × bkj) (2)

to the union of string concatenation (see Eq. 3) :

∀(i, j) ∈ [0, L]2 ; (A × B)ij = (
L⋃

k=1

(aik + bkj)) (3)

where L is the size of the matrix and + is the string concatenation operator. Once
this product has been computed, we keep only the elementary paths and group the
equivalent or symmetric paths. For instance, two equivalent paths XV are grouped as
2×XV and the symmetric paths POV and VOP are grouped as 2×POV. The matrix M2

corresponding to the square of the matrix M (given in Table 2) is provided in Table 3.

Table 3. Matrix M2 (where M is given in Table 2)

0 1 2 3 4 5
0 4YV 2PV 2YV 2PY 1YY 1VV 2PV 2YV 2PY 1YY 1VV
1 4YV 2PY 1VV 1YY 2PV 2VY 2PY 1VV 1YY 2PV 2VY
2 2PV 2VY 2PY 1VV 1YY 4VY 1YY 1VV 2PY 2VY 2PV
3 2PY 1YY 1VV 2PV 2VY 4VY 2VY 2PV 1VV 1YY 2PY
4 1VY 1YV 2PV 1VV 1YY 2PY 1YY 1VV 2PY 2VY 2PV 4VY
5 1YY 1VV 2PY 2VY 2PV 2VY 2PV 1VV 1YY 2PY 4VY
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Table 4. Structural signature of Fig. 4 with paths of length 1 & 2 (only relation type)

Signature P PV PX PY V VV X XV XX Y YV YX YY
Value 2 8 2 10 6 5 3 8 2 8 28 12 11

Once all the power matrices have been computed, a set of paths (features) of different
lengths and their number of occurrences are available. We organize these features in a
hierarchical way, as in [3], in order to compute the signature. Indeed, the presence of
a 4-length path is more discriminative than the presence of a 1-length path, but the
longest paths are the most affected by distortions. For each symbol image, we compute
its structural signature by concatenating the type of path and its number of occurrences
in the topological graph associated to that symbol.

A lot of paths might be needed to describe a symbol and therefore the signatures may
be huge and contain much redundant information. That is why we only consider paths
of length inferior or equal to 4.

Discussion. The structural signatures we obtain are not based on the search for prede-
fined shape templates. Instead, we dynamically compute the shapes observed from our
sample images, which confers genericity to our approach.

2.4 Classification

We developed a recognition system named NAVIGALA (NAVIgation into GAlois LAt-
tice), dedicated to noisy symbol recognition [14]. As denoted by its name, this system
is based on the use of a Galois lattice as classifier. A Galois lattice is a graph which
represents, in a structural way, the correspondences between a set of symbols and a set
of attributes. These correspondences are given by a binary table (see Figure 6 where
each attribute corresponds to an interval of occurrences for a given path) where crosses
are membership relations. In the Galois lattice, nodes are denoted as concepts and con-
tain a subset of symbols and a corresponding subset of attributes and edges represent
an inclusion relation between the nodes (see Figure 7). The principle of classification
is to navigate through the lattice from the top of the graph to its bottom by validat-
ing attributes and thus to reduce the candidates symbols to match. This navigation is
similar to the one used for classification with a decision tree. However, in the Galois
lattice, several ways are proposed to reach the same node of the graph. We noticed that

Fig. 6. Example of binary table used for lattice construction
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Fig. 7. Example of a concept lattice used for classification

this property is interesting for noisy symbols because, experimentally, concept lattice is
more efficient than decision tree in the presence of noise.

3 Experimental Results

We perform our experiments on the GREC03 database of symbol images [11]. We eval-
uate the effectiveness of the proposed approach on symbols extracted from 8 classes
(see Figure 8) and 9 levels of deterioration (see Figure 9). We use the original symbol,
more one symbol per level of deterioration (ie. 10 symbols per class) for training. The
recognition results are computed from 72 deteriorated query symbol images per class.
Tables 5 and 6 provide the recognition rates we obtain by using a) only the relation
types and not the full triplet given in (1) (Table 5) and b) the full triplet (Table 6).

For comparison, we perform tests on the same sets of symbols (for learning and
recognition) with a method based on the use of statistical signatures (Radon Trans-
form) and a Galois lattice as classifier [6]. The recognition rate we obtain is 98.9%.
14 attributes and 96 concepts were created in the lattice for recognition. We can see
that the use of statistical signatures gives a better global recognition rate. But the two
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Class 0 Class 1 Class 2 Class 3

Class 4 Class 5 Class 6 Class 7

Fig. 8. 8 classes of symbol used for tests

Level 0 Level 1 Level 2 Level 3

Level 4 Level 5 Level 6 Level 7

Fig. 9. Different levels of noise for class 0

Table 5. Experimental results using partial triplets

Lengths of paths 1 and 2 2 and 3 3 and 4 1, 2 and 3
Recognition rate 85,3% 87,3% 86,1% 87,7%
Number of paths 4 50 161 54

Number of attributs 20 25 27 24
Number of concepts 410 533 658 511

Table 6. Experimental results using full triplets

Lengths of paths 1 2 3 4 1 and 2 2 and 3 1, 2 and 3 1, 2, 3 and 4
Recognition rate 96% 86,1% 86,7% 82,6% 95,1% 80,4% 94,4% 95,7%
Number of paths 38 175 959 3270 202 1134 1161 4427

Number of attributs 20 22 22 28 20 20 18 16
Number of concepts 452 577 1475 9077 410 689 214 140

approaches can be complementary in some way. For example, for the symbols from
class 6, statistical signature leads to confusions with classes 0 or 3. Using the structural
signatures, we recognize symbols from class 6 without any ambiguity with classes 0
and 3 (with a structural signature, for class 6 two symbols among 81 are misclassified).
We can infer from these results that these two signatures may be combined in order to
improve the performances. We are actually working on an iterative combination of sta-
tistical and structural signatures to enhance the performances of the proposed approach.

4 Conclusion and Future Work

In this paper, we propose a new structural signature dedicated to symbol recognition
using a Galois lattice as classifier. This structural signature relies on segments ex-
tracted by using an adapted Hough transform. The structural signature extraction is
in 2 main steps. First, for each symbol, we compute a topological graph to describe
the spatial organization of the segments. Then, from these topological graphs, we can
extract the structural signature by counting the number of occurrences of each path of
the graphs. The signatures are further classified by using a Galois Lattice classifier. The
experiments we perform on the GREC03 database show the robustness of the proposed
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approach towards various sources of noise. The structural signatures we obtain are not
based on the search for predefined shape templates. Instead, we dynamically compute
the shapes observed from our sample images, which confers genericity to our approach.

In order to ameliorate this structural signature, we are further working on the extrac-
tion of circle/ellipse arcs and on their integration into our structural signature. Next, we
aim at evaluating the performances of the proposed approach not only on single sym-
bols, but in real-life applications. Finally, a procedure based on an iterative combination
of statistical and structural signatures may enhance the performances of the proposed
approach.
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Abstract. Visual similarity evaluation plays an important role in intelligent 
graphics system. A basic problem of it is how to extract the content information of 
an image and how to describe the information with an intermediate representation, 
namely, image representation, because the image representation has great influence 
on the efficiency and performance of the similarity evaluation. In this paper, we 
focus on the domain of symbolic image recognition and introduce the Directional 
Division Tree representation, which is the image representation used in our 
algorithm. The conducted experiment shows that similarity evaluation algorithm 
based on this representation can yield satisfactory efficiency and performance.  

Keywords: Image representation, computer vision, similarity evaluation. 

1   Introduction  

Symbolic image recognition is an important part of many pervasive intelligent 
systems, such as notation recognition system, shape recognition system, sketch 
recognition system and trademark recognition system. Furthermore, more and more 
systems adopt a sketch-based GUI to achieve better user-friendliness. In these 
systems, symbolic image recognition is also needed to recognize the user’s drawing. 
Symbolic image, such as logo, trademark, icon, sketch stroke, etc., are special kinds 
of images whose structures are usually simple and regular. Unlike text document, 
whose content can be used as indices directly, recognition on image content can not 
use the raw data directly, because an image’s raw data have no semantic meaning.  

The core operation of symbolic image recognition system is to compute the 
similarity between two symbolic images. To benefit from the similarity evaluation 
procedure, recognition algorithm needs to extract the content information of an image 
from its raw data, and to describe the information with an intermediate representation, 
i.e. an image representation [1]. The performance of similarity evaluation procedure 
mainly depends on the type and correctness of the image representation used in it. An 
ideal image representation should be able to describe all vision content of an image, 
and can be manipulated easily and efficiently. However, it is very difficult to find 
such representation, because the way how human vision works is still unknown; and 
furthermore, human perception is usually very casual and fuzzy, while algorithm 
requires an accurate representation in order to work out a deterministic solution.  

Semantically, a symbolic image is usually composed of many simple entities, 
which have specific geometrical or logical meaning. These objects’ individual visual 
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features and their spatial relations are important factors that contribute to the content 
of this image. Spatial relations among entities can be divided into two categories: 
directional relations such as “left-of”, “above”, “north-of”, etc; and topological 
relations such as “disjoint”, “touch”, “overlap”, etc. [2]. Construction of the symbolic 
image representation should consider these factors carefully. 

In this paper, we propose the Directional Division Tree (DDT) representation for 
symbolic image. An image is first segmented into several entities. Based on the entity 
segmentation, we select a visually critical entity, and then organize the rest entities 
according to their locations in 9 regions around the critical entity. The basic idea of 
DDT is similar to Spatial Division Tree [3]. The main difference is that DDT 
performs space division in a two dimensional manner while SDT does it only in one 
dimensional manner thus it is more complex. The key of our DDT representation is to 
give privilege to the entity which can attract more visual attention, so that the 
representation can snatch the facts of the image visual effect in an economical way. 

The rest of this paper is organized as follows: section 2 presents the background 
and related works in this topic; section 3 introduces the Directional Division Tree 
(DDT), which is the image representation in our approach, in detail; section 4 
explains the similarity evaluation method based on this representation; section 5 
shows the result of the experiment for validating the effectiveness of our  
representation and the performance of our recognition algorithm; section 6 presents 
the conclusion and future work. 

2   Related Work 

A traditional representation of image is feature vector. The methodology of this 
representation is to extract some key visual factors from an image, and compose them 
into a fixed length “feature vector” [4]. The content of the image is then represented 
by this feature vector.  

Feature vector is universally used in CBIR. Generally speaking, these features used 
in existing approaches can be classified into two categories: global features, such as 
image’s color, area, aspect ratio and curvature histogram, and local features, such as 
individual edge and corner. For example, the QBIC system [5] a pioneer system 
developed by IBM, employs 22 algebraic properties, like area, perimeter, and axis 
orientation, to form the feature vector. Cheng et al. [6] use irreducible covers of 
maximal rectangles. E. Petrakis and E. Milios [7] partition a symbolic image into 
tokens in correspondence with their protrusion, and each of them forms a feature 
vector according to a set of perceptually salient attributes. However, appropriate 
features are usually hard to choose, furthermore, lots of experiment have shown that 
there is a gap between vector representation and vision, in which the images with 
similar vectors sometimes are very different in vision. 

2D string [8] is another frequently used structure to depict the semantic properties 
of a symbolic image. This technique provides a simple and compact representation of 
spatial symbolic image properties in a form of two strings. It also depends on a prior 
segmentation to the image, after which, a set of disjoint entities is extracted. By taking 
the names or types of these entities from left to right and from below to above, two 
one-dimensional strings are produced respectively. The original image is finally 
represented by the two strings, namely, 2D string. 
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2D C string [9] is an improvement form of 2D string, which relaxes the constraint 
and allows segmented entities overlapping with each other. Overlapping entities are 
segmented into smaller subparts so that their relations can be classified uniquely as 
“disjoint”, “same position” or “edge to edge”. In this manner, 13 different spatial 
relations in 1 dimension and 169 relations in 2 dimensions can be identified and 
encoded in a 2D C string representation of the original image. 

Graph representation is also a widely used image representation because it owns 
some common characteristics with human vision, such as transformation insensitive 
and scale insensitive. In graph representation, an image is usually segmented into 
several entities. Each entity in the image is represented by a vertex in the graph, and 
the relation between two entities is regarded as an edge on the graph, which connects 
two vertexes corresponding to the two entities.  

Some graph representations, such as Attribute Relation Graph (ARG), Region 
Adjacent Graph (RAG) and Spatial Relation Graph (SRG), have been proposed in 
[10], [11] and [12]. Graph representation is a powerful image representation; by 
assigning suitable semantic meaning to the vertices and edges, it can form a complete 
representation of the symbolic image.  However, the main drawback of graph 
representation is its great complexity, which makes it difficult to manipulate very 
efficiently. 

To explore the spatial relations within the symbolic image more precisely, tree 
structure is also used.  In fact, tree representation is a simple version of graph 
representation. It discards some unimportant features to make the final representation 
more elegant, so that it can yield higher efficiency. 

Y. Liu and W. Liu [3] use a Spatial Division Tree (SDT) representation for 
recognizing incomplete graphic object in the domain of sketch symbol recognition. In 
their approach, at each node in the tree, a stroke of the drawing symbol is first 
selected, and then the remaining strokes are divided into 2 groups: strokes on its left 
side and strokes on its right side. The selection and division procedures are 
recursively repeated until there is only one stroke left in a node, i.e., the left node. 
They claim that, on term of this representation, similarity evaluation algorithm can 
heuristically prune the searching branch, and yields a satisfactory efficiency.   

3   Construction Algorithm  

The main idea of our proposed representation is that the contributions of different 
entities to the overall vision are different. For example, although Fig.1 (a) and Fig.1 
(b) are constituted by the same entities and their spatial relations are also the same, 
most people will think Fig.1(c) is more similar to Fig.1 (a) than Fig.1 (b). However, 
graph representation and 2D string don not refer to this point, and they treat all the 
entities equally. Therefore, in their expression, (a) and (b) are the same, and (b) is 
more similar to (a) than (c). Our proposed representation tackles this problem by 
identifying the “critical entity” of the symbolic image. The construction of our 
representation can be divided into 3 phases: in the first phase, preparation work is 
done; after that, the “critical entity” is selected in phase 2, and 2D space of the 
symbolic image is divided into 9 regions; phase 3 recursively repeats the work of 
phase 2 to each of these 9 regions, and finally construct the tree representation. 
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(a)  (b) (c)  
 

Fig. 1. Different vision contributions 

3.1   Preparation Work    

Because the raw data of the symbolic image can not be used directly to describe the 
meaningless of it content, it is necessary to decompose the symbolic image and 
identify its component entities. Therefore, the major work in preparation phase is to 
segment the image into several entities which are spatially or logically independent 
from each other. A lot of techniques for image segmentation [1], [13] are currently 
available. However, it is an independent research area and beyond the scope of our 
work in this paper. Hence we would not discuss it here. In practice, we adopt a 
conventional approach [14] resulting in polygonal and circular approximation of the 
entity contours. It should be pointed out that the segmentation to the image in the 
database is semi-automatic, which means we can edit the segmentation result to 
correct the mistake if exists. However, the segmentation to the query image is 
automatic. Result of the segmentation is a list of polygonal and circular entities. Fig 2 
shows an example. 

 

Fig. 2. Example of a symbolic image and its segmentation result 

3.2   Critical Entity Selection and Space Division 

One visual attention theory named “object-based” theory [15], [16] suggests that 
human attention is allocated to perceptual entities rather than undifferentiated region 
of the visual field. Another Gestalt “spotlight” model [17] also argues that the 
attentive resources of a human are usually concentrated in a particular region in space, 
i.e. “visual center”. These evidences from psychology strongly suggest that human’s 
vision is discriminative and there is certain entity with a higher visual privilege so that 
it makes critical contribution to the overall vision. Our methodology is to find out the 
critical entity and place it on a privileged position in the representation. 

Critical entity selection is mainly based on the covering area of the entities, 
because usually large entities can attract human’s attention easier than small entities. 
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Other criteria can be the entity’s color, contrast, brightness, location and contour. In 
our practice, a simple model, which considers covering area only, is employed. The 
entity with maximum covering area is selected as the critical entity. 

According to the location of critical entity, the whole 2D space of the symbolic 
image is then divided into 9 regions. The bounding-box of the critical entity is 
regarded as “center” region, and on its eight directions, eight regions named “east”, 
“northeast”, “north”, “northwest”, “west”, “southwest”, “south”, “southeast” are 
established correspondingly, as illustrated in Fig. 3. 

 

Fig. 3. Example of critical entity selection and space division 

3.3   Tree Construction 

Except critical entity, every other entity can be allocated exclusively to one of the 
nine regions according to the position of its geometrical center. Each region that isn’t 
empty could be regarded as an individual symbolic image so that the previous phase 
can be recursively repeated on this sub-image. The following pseudo-code illustrates 
this process: 

procedure DDTSetup(EntityList el) 
 criEntity=select-cri-entity(el); 
 for each direction in DirectionSet do 
  EntityList  DirRegion =space-div (el, criEntity, direction); 
  if not isempty(DirRegion) then  

DDTSetup(DirRegion); 
  end if 
 end for 
end procedure 

We can view the critical entity as a node of a tree, the region as a branch rooted by 
the node. Therefore, a hierarchical tree is established when the procedure ends. 
Because the space division is based on the directional relations between the critical 
entity and the rest entities, we name it Directional Division Tree (DDT).  

After a DDT is setup, the topological relation between every two nodes which are 
connected to each other is examined. In practice, we define 34 topological relations; 
the relation between two connected nodes is one of these 34 relations, it’s treated as 
the attribute of the edge that links the two nodes. Therefore, we finally obtain an 
attributed DDT. 
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Fig. 4. Example of an attributed DDT setup (empty branch is not drawn) 

Fig. 4 shows such an example. The edges are colored differently to indicate their 
different relation attributes.  

4   Similarity Evaluation  

Similarity evaluation is based on a matching scheme of individual entities of the two 
compared symbolic images. In term of traditional matching scheme, there is a big gap 
between human and computer’s vision in some situations. Take the symbols in Fig. 1 
for example; (a) and (b) have identical structure, so in traditional matching scheme, 
they’re matched perfectly, their similarity is calculated very high; but in human’ eyes, 
they are quite different. 

It’s because the positions of critical entities of the two symbolic images are greatly 
different, so their “visual center” are different. Human always compare two images 
based on their “visual center”, that is, he first matches the critical entities of the two  
 

 

Fig. 5. Matching procedure of two DDTs 
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images, and then matches other entities. We design our matching algorithm to make it 
consistent with human vision.  

Given two DDT forms of symbolic images Iq and It, similarity evaluation is 
conducted by matching their root nodes, their edges connecting to the root nodes and 
corresponding branches from top to down. As illustrated in Fig.5. 

Every matched pair contributes a vote value to the final similarity score. Similarity 
computation is performed from top to down, such that, entities with higher positions 
have more influence on the final similarity score, as specified in the following 
pseudo-code: 

double procedure DDTSimi(DDT Ia, DDT It) 
 If isempty(Ia) and isempty(It) return 1; 
 If isempty(Ia) or isempty(It) return CONST_EMPTY; 
 double branchsimi=0; 
 for each direction in DirectionSet do 
  branchsimi=branchsimi+DDTSimi(Ia.direction,It.direction); 
 end for 
 double relationsimi=0; 

for each edge in EdgeSet do 
 relationsimi=relationsimi+RelationSimi(Ia.edge, It.edge); 
end for 

 double nodesimi=NodeSimi(Ia.root, It.root);  
 return Wnode*nodesimi+Wrelation*relationsimi+Wbranch*branchsimi; 
end procedure 

For node similarity evaluation, a lot of method [7], [18], [19], [20], [21] are 
proposed and can be used here. For relation similarity evaluation, similarity score is 
given by a predefined 34×34 score matrix. As the space limited, we don’t discuss 
them in detail. 

5   Experiment  

We conduct an experiment to validate the correctness and effectiveness of the 
proposed representation. First we setup a database which contains 345 symbolic 
images. Semi-automatic segmentation is performed to every image in the database, 
and the results are recorded and corrected to generate the representations of all the 
database images. 

A noise generator is used to add noise to the segmentation results of database 
images. The noise is some short segments generated randomly. We choose 30 
symbolic images randomly from database, and add noise to them. The produced noisy 
images form the set of query images. 

Ground truth data is generated manually. For a query image Q, a result set R(Q) is 
produced. However, we find that there are some result images in R(Q) which can be 
regarded as either similar to query image, or dissimilar to query image, it depends on 
person. It is necessary to distinguish them from other result images. Therefore we 
further divide R(Q) into two sets: Rexact(Q), which contains the exactly similar images; 
and Rmarginal(Q), which contains the marginally similar images, whether they are 
similar to query image is different for different persons.  
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For the same query image Q, retrieval system also returns a result set As(Q). We 
define: 

arg arg
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Retrieval recall and precision are defined as:  
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In our experiment, average “recall” is 83.2%, and average “precision” is 77.1%. 
We measure the efficiency of our approach by the response time. Each symbolic 

image in database is selected to serve as the query image. Fig. 6 shows the 
distribution of the response time: 
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Fig. 6. Distribution of response time 

The average response time is 31.5 ms, which is within the range of real-time 
response time. Therefore, retrieval system based on our proposed representation is 
efficient enough to give real-time response for a several-hundred-sized database.  

6   Conclusion and Future Work 

In this paper, we present a novel representation of symbolic image. The key point of it 
is to discriminate the vision contribution of the entities, and according to their different 
contribution, place them different positions. Based on this representation, retrieval 
system shows satisfactory efficiency and performance, as validated in experiment. 

There are several aspects of this representation which can be improved. The model 
for critical entity selection used here is a little bit simple. In some cases, such as the 
symbol of “dumbbell”, there may be several entities which are nearly symmetrical to 
each other, thus choosing anyone of them as critical entity may be improper. Another 
point to improve could be the algorithm of deciding which region an entity belongs 
to; here we judge that by only its position of geometrical center, while in some cases, 
this method can’t work satisfactory. We will investigate these situations to give 
corresponding solutions to enhance our representation.  
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Abstract. A genetic matching algorithm is extended to take into ac-
count primitive arcs in a pattern recognition process. Usually approaches
based on segments are sensitive to over segmentation effects. Handling
with more accurate description allows to improve the recognition by
limiting the number of vertices to be matched and so to decrease pro-
cessing time. Experimental studies using real data attest the robustness
of the proposed method.

Keywords: Graphic recognition, vector representation, inexact graph
matching, technical drawings.

1 Introduction

Symbol recognition is especially well suited to structural pattern recognition
techniques, unlike usual statistical classification techniques. When dealing with
specific families of symbols, techniques similar to OCR could be used; this is the
case for symbols having all a loop [1] or for music recognition. However these
techniques have their own limitations, in terms of computational complexity and
of discrimination power. Currently, graph matching techniques are especially
adapted to the specificities of symbol recognition[2]. Generally, methods match
symbols to be recognized with model graphs using graph distance computations.
This kind of approach is sensitive to errors and noise; as we usually cannot
assume that segmentation is perfect nor reliable, this means that the graphs to be
processed can also have a number of extra or missing vertices. To deal with this
problem, error-tolerant subgraph isomorphism algorithms have been proposed
[3,4]. Another problem with graph matching is the computational complexity of
subgraph isomorphism methods. To deal with this, even if a lot of efforts have
therefore been devoted to optimizing the matching process through continuous
optimization [5] or constraint propagation techniques to perform discrete [6,7]
or probabilistic relaxation [8].

Arcs and circles are basic elements contained in technical drawings
(engineering, electrical networks, mechanical...) and often relate to parts of
symbols (for instance diode or logical nor representations) [9]. Considering raster
data, powerful operator dedicated to their recognition should be required for both
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analysis and understanding of documents [10,11,12]. In the early years, many
approaches have been developed (or extended) to extract such primitives [13,14]
as arc-fitting methods [15,16], using Hough transform [17,18] and stepwise arc
extension methods [19,20,13]. We can also denote that several methods were
embedded in comparative studies using GREC contest [21,22]. For instance the
last edition has shown than RANVEC method [23] supersedes most of them in
many cases. This approach has been used here to ensure an accurate description
from raster image.

The outline of the paper is as follows. In section2, some background on graph
description and invariant attributes are introduced. The matching step is de-
scribed in Section 3. At last a study of the behaviour of the method is proposed
in section 4.

2 Graph Description

2.1 Structure

Attributed relational graph vertices correspond to graphic primitives and
associated edges characterize topological relations. First, a basic description [24]
of filled shape is used (see Fig. 1).

Fig. 1. A shape and its associated graph

In Fig. 1 the planar graph is entirely connected, that is each vertex is linked
to two others. The variability of symbols encountered in graphic documents,
requires to extend such process to study strings of points corresponding to symbol
parts. In this case, constraints are weaker: a vertex can be connected at least to
another (see Fig. 2).

Nevertheless such representation does not allow to really take into account
symbols composed of several connected components (see Fig. 3). Remaining noise
may remove junctions and so associated edges. A minimal distance has been
calculated between each pair of connected components. A particular relation is
created to link such component from the nearest associated primitives. Then, all
the vertices of the ARG are connected at less with another.

This graph provides a more accurate description of symbols. Nevertheless
symbols may have arcs in their composition. Generally they are approximated
by a set of segments depending on the scale (see Fig. 4).
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Fig. 2. A Symbol composed of several strings and its associated graph

Fig. 3. A symbol composed of 3 connected components and its associated graph

The ability to handle with arcs has been studied to improve the accuracy
during the recognition step.

2.2 Sharing Attributes

According to the conclusion of the previous section, the first step to build the
ARG is to extract the skeleton of the shape using the algorithm of Sanniti
Gabriella di Baja [25]. Secondly, RANVEC algorithm [23] vectorize the skeleton
in order to find the circular arcs and segments. Finally, for each graphical prim-
itive, some attributes are computed and brought together into a vertex of ARG.
As the same way, some attributes are deduced of relation between two graphical
primitives and are brought together into a edge. In this section, the attributes
used are presented.

Fig. 4. Problem of vectorization : increase in the number of segments due to scale
factor
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Fig. 5. Vertex attributes: length, sum of internal angles, distance between a primitive
and its chord

A set of sharing attributes is required to be able to compare arcs and
segments. Unary attributes are usually calculated within the recognition step
to characterize graphic primitives, as the length, the sum of internal angles of
adjacent primitives and the distance between the middle of a primitive and the
middle of the associated chord which is equal to 0 using segments (see Fig. 5).

Binary relations between primitives are also defined such as the angle between
two primitives, the distance between the middle points of primitives and the
angles between the extremities of primitives (see Fig. 6).

Fig. 6. Edge attributes: the angle, the distance between middle points, the maximum
distance between end points

Calculating an angle between a segment and an arc has no sense. So we
consider the angle between the current segment and an adjoining segment of the
arc (see Fig. 7).

All these attributes are rotation and translation invariants. The acute angle
between two primitives is invariant to scale factor as well as the sum of inter-
nal angles. Li [26] proposes to integrate a logarithm function to ensure scale
factor invariance following both size and distance attributes. Normalized height
and normalized distance following maximal values computing on the shape under
consideration are also used to ensure invariance scale property. Nevertheless these
approaches are sensitive to vectorization errors. The fitness function, proposed
by Khoo and Suganthan [24], is adapted here to overcome such problem. This
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Fig. 7. Angle between a segment and an adjoining segment of an arc

method allows to efficiently differentiate the shapes while keeping an accurate
recognition despite unexpected vectorization errors remain (see example Fig. 8).

3 Genetic Algorithm

Considering real data, noise can disturb the vectorization process. Thus, some
graphical primitives can be merging or split and the ARG attribute values can
be changed. Therefore, the matching method must be error-tolerant and fast
to guarantee acceptable response time. That’s the reason why, exhaustive re-
search methods(ie: maximal clique based methods [27]) or the algorithms finding
isomorphism are excluded. Among heuristics [28], [29], [30], [31], genetic the
algorithm is really suitable, efficiently parallelizable and able to provide a good
solution in short time.

3.1 Fitness Function

For each attribute u, the matching cost is calculated as follows.

Ci,fi,u = |afi,u − ai,u| (1)

with fi the vertex matched with the vertex i. Let us consider a vertex i, the
global cost Ai,fi is calculated as follows.

Ai,fi =

⎧⎪⎨
⎪⎩

U∑
u=1

tanh(ku(tu − Ci,fi,u)), fi �= Null

0 Otherwise

(2)

with U the number of attributes. This sum relies on the global matching cost
obtained from vertex i. The use of function tanh allows to normalize values

Fig. 8. Two different shapes having same description based on line segmentation
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between -1 and 1 and to act on the importance of each attribute. The parameter
k relies on the slope of tanh and t is a threshold assuming that the matching cost
is too high to consider symbols are similar. We introduce a similar process to
handle with edges. Let us i and j be adjacent vertices and let b be an attribute
of an edge.

Ci,j,fi,fj ,b = |afi,fj ,b − ai,j,b| (3)

Di,j,fi,fj =
{∑B

b=1 tanh(kb(tb − Ci,j,fi,fj ,b)), fi �= Null, fj �= Null,
0 Otherwise

(4)

The fitness function is given by:

F =
S∑

i=1

Ai,fi + λ

S∑
i=1

S∑
j=i+1

Di,j,fi,fj (5)

with S the number of the vertices. A value of fitness greater than 0 implies
an interesting match. A value equal to zero relies on unknown information
(NULL) and a value lower than 0 implies a bad match. Parameter λ weights the
importance of vertex attributes with respect to edge attributes during the
initialization step.

3.2 Matching

A gene is associated here to the matching between a vertex of a scene and one of a
model. Strings of genes are randomly set in the initialization step. The size of the
strings relies on the complexity of the scene following the number of connected
components and the number of primitives. For each generation, crossovers are
performed on strings and new genes are randomly added. The crossover step
consists in randomly swapping genes between two matched strings. When the
number of generations is completed, only genes having the best score according
to the fitness function are kept. Optimal values of main algorithm parameters
are discussed in experimental section § 4. Two approaches of matching have been
studied. First, a scene is compared to each model using the genetic algorithm.
The algorithm returns the model having the greatest similarity value. In a second
way, a scene is compared to all the models of the database to extract the most
similar parts. Such a method is interesting to detect sub-symbols included in the
composition of other symbols (see Fig. 9) but this approach relies on the number
of model contained in the database. The proposed method integrates these two
kinds of matching.

4 Experimental Study

4.1 Parameters k and t

Let us consider a set of learning samples. The aim is to find optimal values for
parameters k and t in order to improve the recognition rate. In order to reach
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Fig. 9. a) Scene composed of two models b) first model (5 vertices) c) second model
(6 vertices).

this goal, different values of k are tested. For each value of k, n queries are pre-
formed. Using of stochastic optimization algorithm not guarantees repeatability
of results, that the reason why, each learning image is used n times and the
recognition rate for one image corresponds to the ratio between good answers
of GA and n, this means a representative result. The value of k maximizing the
percentage of right matchings is kept. Same process is carried out to determine
the optimal value of t.

For example the Fig. 10 shows the recognition rates obtained for k and t using
n = 1000 queries. Optimal values are set to 0.1 for k and 5 for t.

Fig. 10. Recognition rates following t and k values

4.2 Variability of the Results

The accuracy of the method relies on the number of generations. The influence
of this parameter has been studied to improve the robustness of the matching by
refining the stopping criterion of the genetic algorithm. Let us consider n = 1000
queries (see Fig. 11.a), the maximal recognition rates is used after 300 queries.

A threshold has been defined to determine the number of queries to be per-
formed in order to keep a stable recognition rate. Its expression is given by:

rate(n) =
((n − 1) ∗ rate(n − 1) + δ(n))

n

with: rate(n) the mean recognition rate after n queries and δ(n) is equal to 1 if
the query n is right and 0 otherwise. The Fig. 11.b shows that recognition rates
are relatively stable about 100 queries.
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Fig. 11. Recognition rates following the number of generations (left) and cumulated
recognition rates (right)

4.3 Experimental Study

First, GREC database (distortion 2) has been used to test the ability of the
method to handle with several strings of points. This database consists in 74
symbols split into 15 classes. The Fig. 12 presents few symbols and the recog-
nition rates achieved for associated class. A mean rate around 93.2% is reached
which underlines the interest of the decomposition scheme.

class
rate 87 91.5 100 93.3 99.7 88.7 91.9

Fig. 12. Symbols and associated recognition rates

A database composed of 9 classes of 11 symbols including arcs in their
composition has been defined to show the contribution of this primitive. A ran-
dom model of distortions has been applied to the extremities of the primitives
(see Fig. 13) in order to test the robustness of the method.

The basic genetic algorithm approach [24] gives rise to a mean recognition
rate of 52.1% considering a set of segments obtained from a vectorization step.

Fig. 13. Distorted symbols
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class
before 78.4 47.6 9.5 7.3 30.2
after 83.6 95.8 79.3 100 72.1

class
before 31.1 99.6 77.3 87.9
after 89.2 98.9 99.7 94.7

Fig. 14. Symbols and associated recognition rates

Integrating arcs in the method allows to reach a mean recognition rate of 90.4%
(see Fig. 14).

5 Conclusion

An attributed relational graph based on arcs and segments has been proposed
in this paper. Such ARG has been embedded in a genetic algorithm to improve
the recognition of symbols which can be composed of several strings of points
and several connected components. Furthermore invariant attributes which are
invariant to geometric transformations have been proposed to efficiently take
into account both primitives in the ARG. Handling with more complex graphic
primitives is under consideration.
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Abstract. Many methods of graphics recognition have been developed 
throughout the years for the recognition of pre-segmented graphics symbols but 
very few techniques achieved the objective of symbol spotting and recognition 
together in a generic case. To go one step forward through this objective, this 
paper presents an original solution for symbol spotting using a graph represen-
tation of graphical documents. The proposed strategy has two main step. In the 
first step, a graph based representation of a document image is generated that 
includes selection of description primitives (nodes of the graph) and organisation 
of these features (edges). In the second step the graph is used to spot interesting 
parts of the image that potentially correspond to symbols. The sub-graphs 
associated to selected zones are then submitted to a graph matching algorithm in 
order to take the final decision and to recognize the class of the symbol. The 
experimental results obtained on different types of documents demonstrates that 
the system can handle different types of images without any modification. 

Keywords: Document Image Analysis, Graphics Symbols Recognition, Symbol 
Spotting, Raster-to-Vector Techniques, Line drawings. 

1   Introduction 

The classical approaches of symbol recognition use knowledge about the document to 
drive the analysis of the image [1] [2]. The segmentation algorithms are often looking 
directly in the bitmap images for precise information specified in the model databases. 
So, the image analysis is achieved by using mostly a split strategy forced by a priori 
knowledge. Two classical processing ways can be mentioned: 

• Methods looking for some particular configurations of pixels or of low level 
primitives in the image (horizontal – vertical lines, specific textures, closed 
loops, connected components …) corresponding to potential symbols [3]. 

• Methods based on computation of signatures for identification and recognition 
of symbols. Recently presented in [4] [5], signatures are a collection of features 
extracted from pre-segmented shapes. Signatures of candidate symbols are 
computed and matched against the existing signatures of all the models stored in 
the library of a particular document. In most of the cases, the “localisation” is 
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realised using the connected components or buckets (small square part of the 
image). In this last case, the test images are divided into buckets and signature 
of each bucket is computed and is matched against the symbols signatures to 
determine what kind of symbols a bucket is likely to contain. With such 
methods, as pointed out by P. Dosch [4], a lot of false alarms are still present, 
especially with parts of the images not presented in the pre-definite library. 
Furthermore, the recognition rate may decrease on much larger databases and 
the strength of classification may suffer in case of noisy images.  

An interactive approach to recognition of graphic objects in engineering drawings 
has been recently proposed by L. Wenyin [6]. Interactively, the user provides 
examples of one type of graphic object by selecting them in an engineering drawing 
and then the system learns the graphical knowledge and uses this learnt knowledge to 
recognize or search for other similar graphic objects in the same image. However, it is 
desired that we could segment graphic symbols automatically in large dataset without 
human involvement and user feedback for each analysed image. A weak aspect which 
is common in all these algorithms is the lack of information about the handling of 
regions which do not belong to one of the expected categories.  

2   Graph Representation of Image Content 

The proposed approach relies on structural methods and is based on capturing the 
spatial and topological relationships between graphical primitives. The pre-processing 
includes vectorization of the raster image. The technique which we had proposed in 
[7] is used to constructs a quadrilaterals based representation of lines in a drawing 
(figure 1, figure 2b). Each quadrilateral has attributes like length (l) of the median 
axis, angles of the two vectors (v1, v2), width on each side (W1, W2) and a zone of 
influence (as shown by dotted rectangle in figure 2c). The dimensions of the zone of 
influence depends on the length (l) and the two widths (W1, W2) of the quadrilateral 
i.e., Ux = l / 4 and Uy = ((W1 + W2) / 2) × 4. In fact, in our structural representation, 
nodes represent quadrilaterals and edges represent the topological relationships 
between neighbouring quadrilaterals (figure 2d). The length of the quadrilateral is 
associated to the nodes as an attribute, and relative angle i.e., angle between two 
neighbouring quadrilaterals is associated to edges as an attribute. All edges are also 
associated with one label representing the type of the topological relationship (L-
junction, S-junction, T-junction, X-intersection or P-parallelism) that exists between 
the two neighbouring quadrilaterals (figure 2e, figure 2f). A detailed description of 
this graph representation can be found in [7] [8].   

 

Fig. 1. Initial image (on left), Vectorization results (on right) 
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(a) (b) 

(c) (d) 

(e) 

(f) 
 

Fig. 2. (a) Initial image, (b) Vectorization results, (c) Zone of influence of a quadrilateral  
(d) Influence zone of the quadrilaterals and their corresponding sub-graphs respectively, (e) and 
(f) Graph representation 
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3   Seeds Detection in the Graph  

The key idea of our method is to detect the parts of the graph that may correspond to 
symbol without a priori knowledge about the type of the document. Such nodes and 
edges will constitute symbol seeds. Then, the seeds will be analyzed and grouped 
together to generate sub-graphs that are potentially corresponding to symbols in the 
document image. We observed from structure analysis of drawings, circuits, maps and 
diagrams that symbols are composed of quadrilaterals with specific characteristics 
easily detectable in the graph representation. So, scores (probabilities of being part of 
a symbol) can sequentially be associated to all the edges and all the nodes of the 
graph to provide the symbol seeds. The hypothesis used to compute the scores of the 
nodes and the edges are: 

H1 - Symbols are composed of small segments compared to other elements of the   
    drawings 

H2 - The segments constituting a symbol have comparable lengths 
H3 - Two successive segments with a relative angle far from 90° have a higher  

     probability of being part of a symbol 
H4 - Symbols are often composed of parallel segments 
H5 - A symbol segment is rarely connected to more than 3 other segments 
H6 - Shortest loops are most often corresponding to symbols 

This is the basic set of hypothesis that our system uses for the purpose of symbols 
spotting in documents images. However, the documents containing symbols that do 
not respect these hypotheses can not be analyzed using the proposed system.  

3.1   Studies of the Nodes and the Edges 

A study of graph nodes and edges characteristics and attributes is made and a score 
between 0 and 1 is computed for each node and edge using the above hypothesis. The 
score of an edge is a function of the two relative lengths and angles of the connected 
nodes (quadrilaterals) and of the type of topological relationship between them (eq.1). 

The score of a node (eq. 2) is computed by using the accumulated scores of its 
connecting edges, the number of its connecting edges and the length of the 
corresponding quadrilateral. 

Score(Ei) = α.PE1(Ei Type)+β.PE2(Ei Angle) + γ.PE3(Ei N1 Length, Ei N2 Length)  (1) 

Score(Ni) = λ  (
Ω(Ni)

Score(Ej)
j
∑

)Ν(Ω

=

ι

1 ) + µ . PN2 (Ω(Ni)) + ω .PN3 (Ni  Length)              (2) 

In eq.1, Ei is an edge of the graph, α, β and γ are weights and PEi are functions 
returning scores between 0 and 1 according to the %age agreement with the above 
mentioned hypothesis. Here α, β and γ are set to 1/3 corresponding to the weights  
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Table 1. 

Functions Scores 

PE1(Ei Type) 0.50 (T), 0.25 (L), 0.50 (X), 1.0 (P), 0.50 (S) 

PE2(Ei Angle) |90-(Ei Angle)| / 90 

PE3(Ei N1 Length, Ei N2 Length) 
),max(N

),min(N

21

21

LengthNLength

LengthNLength

→→
→→  

PN2 (Ω(Ni))                
(Ω : degree of a node)                                     

 0.25 (Ω < 2) 
 1.00 (2 ≤ Ω ≤ 4) 
 0.25 (Ω > 4) 

PN3 (Ni  Length)  
(Length of the primitive in pixels)                  

 

0.25 (Length < 20) 
1.00 (20 ≤  Length ≤ 200) 
50/Length ( Length > 200) 

  b) After homogenization, 0.7 allocated to all the quadrilaterals connected in loop 

 a) Before homogenization 

Quadrilateral with score max, 0.7 

 
Fig. 3. Propagation of the maximum score to all the nodes in the path 

associated to each hypothesis. In eq.2, Ni is a node of the graph, Ω(Ni) is the degree of 
the node Ni, ω, µ and λ are weights and PNi are functions returning scores between 0 
and 1 according to H1 – H6, λ = 1/2 and  µ = ω = ¼ corresponding to the weights 
associated to each hypothesis.  

The values computed by functions P depends on the attributes associated with 
nodes and edges of the graph, as shown in Table.1. All these weights have been fixed 
in the light of statistics collected from different images of the databases (electrical 
diagrams, logic diagrams, architectural maps).  

3.2   Score Propagation in the Graph 

The different seeds are associated and extended by merging with other seeds 
depending on their relative scores and relation. This score propagation process seeks 
and analyses the different loops with shortest length between seeds (nodes in the 
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graph). This step only modifies the scores of the nodes modeling quadrilaterals that 
form closed loop. The scores of all the nodes belonging to a detected path are 
homogenized (propagation of the maximum score to all the nodes in the path) until 
convergence. This is the phase where edges with L and S attributes act as bridges 
between the different parts of a spotted symbol. 

This step only modifies the scores of the symbols composed of closed loops but 
has no influence on other parts of the graph.  

4   From Seeds to Symbol Spotting and Recognition   

4.1   Generation of the Bounding Boxes 

After the computation of the scores of the nodes, a sub-graph extraction has to be 
achieved in order to provide the symbol recognizer module with potential symbol 
present in the document. To obtain these sub-graphs corresponding to symbols and 
the associated bounding boxes (figure 5), our methods looks for all the sets of directly  
 

Algorithm-1 
Input : Graph representation of a graphic document 
Output : Number of bounding boxes(spotted symbols), Best value of seed threshold Ts 
                List of Bounding boxes(BB), List of sub-graphs(SG)

for Ts = 0  to 1 with step = 0.1 do 
begin 
   Max_BB← 0     // Maximum number of bounding boxes 
   Best_Ts← 0      // Best threshold value

    for j = 1 to | E | do
      compute: score(Ej) 

    for i = 1 to | N | do
      compute: score(Ni)

      Seeds ←  ∀ (Ni) | score(Ni) ≥ Ts
      Propagation of scores of quads in loops with L and/or S type 

connections 

     SG← Get Sub-graphs 
      BB ← Get Bounding Boxes 

     if (BB > Max_BB) 
        Max_BB← BB
        Best_Ts← Ts
     end if 

       end for  

Fig. 4. Selection of seed threshold (Ts) automatically 
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     a) Initial image                            b) Ts = 0.3   BB=5 

        

      
  c) Ts = 0.4   BB=8                          d) Ts = 0.5   BB=9

                           e) Ts = 0.6   BB=9 

   
f) Ts = 0.7   BB=7          g) Ts = 0.8   BB=6  

Fig. 5. Influence of seed threshold (Ts) on symbols spotted (Bounding Box)  
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Ts = 0.4                                      Ts = 0.6 

Ts = 0.6

█ = scores from 1 to 0.7  █ = scores from 0.7 to 0.6  █ = scores from 0.6 to 0.5  

█ = scores from 0.5 to 0.4 █ = scores from 0.4 to 0.3 - █ = scores from 0.3 to 0  

if threshold Ts = 0.6, only █ █ are considered as seeds 

(a) (b) 

(c) 

 

Fig. 6. Seeds and spotted sub-graphs 
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<Graph id="Symbole4"> 
  <node id="node0"> 
   <attr name="forme"><string>Quad</string></attr> 
   <attr name="x1i"><string>232</string></attr> 
   <attr name="y1i"><string>497</string></attr> 
   <attr name="x1f"><string>231</string></attr> 
   <attr name="y1f"><string>417</string></attr> 
   <attr name="x2i"><string>227</string></attr> 
   <attr name="y2i"><string>418</string></attr> 
   <attr name="x2f"><string>229</string></attr> 
   <attr name="y2f"><string>498</string></attr> 
   <attr name="angle1"><string>90</string></attr> 
   <attr name="angle2"><string>91</string></attr> 
   <attr name="thickness1"><string>8</string></attr> 
   <attr name="thickness2"><string>7</string></attr> 
   <attr name="length"><string>81</string></attr> 
   <attr name="score"><string>0.703</string></attr>
  </node> 
   … 
   … 
   … 
<edge id="edge1" from="node0" to="node1"> 
   <attr name="angle"><string>89</string></attr> 
   <attr name="type"><string>T</string></attr> 
   <attr name="score"><string>0.409</string></attr>
</edge> 
<edge id="edge2" from="node1" to="node2"> 
   <attr name="angle"><string>46</string></attr> 
   <attr name="type"><string>L</string></attr> 
   <attr name="score"><string>0.388</string></attr>
</edge> 
… 
… 
… 
</graph> 
</gxl>  

Fig. 7. Example of sub-graph encoded with GXL and extracted from Fig. 3a 

connected seeds (nodes) in the graph using a recursive process. Only, nodes having 
highest score (probability of being part of symbols) have to be considered as part of 
the symbols (figure 5).  

It is possible to vary the seed threshold (Ts) and to compare the number of symbols 
generated manually as well as automatically (figure 4). A simple rule for automatic 
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selection of seed threshold (Ts) is to consider the value which gives maximum 
number of bounding box (figure 5). The experiments demonstrated that the better 
results are obtained by keeping the threshold providing the maximum number of 
symbols in the image.  

However, we can test other complex rules by using statistics about these bounding 
boxes and ultimately the seeds inside, for example, the dimensions of the bounding 
boxes.  

4.2   Symbol Recognition or Rejection 

Hence, we used our graph matching routine [8] to match these sub-graphs with graph 
representation of models. The detected zones i.e., sub graphs are matched against 
model graphs using polynomial bound greedy algorithm for the symbol recognition 
task.  

This recognition algorithm outputs a score of similarity and the best mapping of 
nodes found. The graph matching is error-tolerant and works well in case of under or 
over segmentation of symbols. The score of similarity produced by the matching 
algorithm can easily be used (using a threshold) to automatically decide if the 
extracted sub-graph corresponds to a symbol or not (rejection of the zone). 

The approach is parallel, and is capable of spotting all the symbols present in a 
drawing in one pass. The different steps of proposed strategy are shown in figure 8, 
however in this paper we have detailed the steps related to symbol spotting only. 

                                  Symbol Spotting  

Fig. 8. Proposed system architecture 

5   Results and Conclusion  

Tests have been conducted on three types of graphic documents, electronic circuits, 
logic diagrams and architectural maps.  

To evaluate the performance of the proposed system we have followed the general 
framework based on the notion of precision and recall presented in [9]. For a given 
test, let T be the number of targets belonging to the ground-truth, and R the set of  
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                    a) Performance evaluation graph for electrical diagrams 

b) Performance evaluation graph for logic diagrams 

c) Performance evaluation graph for architectural maps 
 

Fig. 9. Precision / Recall graphs for few prototypes of electrical diagrams, logical diagrams and 
architectural maps 
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results supplied by an application. The number of exact results is called e. The 
precision is then defined as the number of exact results divided by the number of 
results: 

p = e / | R | 

The recall r is defined as the number of exact results divided by the number of 
targets:  

R = e / | T | 

The precision and recall then combined to determine the global score s, expressing 
the recognition rate: 

)/1()/1(

2

rp
s

+
=  

The localization rate (without considering the recognition step) depends on the 
threshold associated to seed scores (figure 9).  

Localization rates are better in electronic circuits and in logic diagrams where 
symbols are quite clear. However, the segmentation rate decreases in case of 
architectural maps where symbols are connected with lines representing walls. In this 
case, it is preferable to choose a low threshold for seed selection not to miss too many 
symbol seeds. The recognition step can be used to validate the spotted bounding 
boxes in connection with proposed rejection mechanism. 

We conclude with the remarks that, developing a flexible and general framework 
for symbol localization and recognition is really a challenge due to large variation in 
the basic elements of graphic documents. The proposed approach has shown good 
results on the three different types of graphic documents tested so far (without 
complex/difficult modification of the parameters used by the system). The method is 
parallel, and is capable of spotting the symbols present in a drawing in one pass. The 
graph matching is error-tolerant and works well in case of under or over segmentation 
of symbols.  
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Marçal Rusiñol and Josep Lladós
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Abstract. In this paper a geometric hash function able to cluster sim-
ilar shapes and its use for symbol spotting in technical documents is
presented. A very compact representation of features describing each
primitive composing a symbol are used as key indexes of a hash table.
When querying a symbol in this indexing table a voting scheme is used
to validate the hypothesis of where this symbol is likely to be found. This
hashing technique aims to perform a fast spotting process to find candi-
date locations needing neither a previous segmentation step nor a priori
knowledge or learning step involving multiple instances of the object to
recognize.

1 Introduction

Architects and engineers use to store their designs in large databases of docu-
ments. They use to re-use data from previous designs for new projects. Graphical
documents such as architectural, electronic or mechanical drawings use to have
a big size with hundreds of graphical parts. In this framework, fast methods for
locating document zones where a given symbol appears are very useful for brows-
ing, navigation or even categorization purposes. Nowadays, the format of these
documents does not allow an intelligent way to browse them. The manual inspec-
tion of technical documents becomes a tedious task, and when talking about large
collections, it becomes impossible to perform an exhaustive search. In this paper
we present a method to retrieve the locations of document images in which a
certain queried graphical symbol is likely to appear by a fast indexing technique.

Although well-known shape description and recognition approaches perform
quite good recognition rates in difficult conditions as in presence of distortions,
occlusions and geometric transformations, they can not be applied to locate
graphical symbols in large collections of documents. Most of these techniques are
time consuming and only work for recognizing isolated shapes. The interested
reader is referred to Zhang’s [11] review on shape description techniques.

This is the reason why in the last years, Symbol Spotting has become an
emerging topic of interest among the Graphics Recognition community. It aims
to detect graphical symbols in large and complex document images by a fast

W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 104–113, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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technique and needing neither a segmentation step nor a priori knowledge. Sym-
bol Spotting discriminates symbols by means of a very compact representation
of expressive features which are organized in a lookup table (usually a hash table
with its associated hash function) allowing graphic indexation of symbols appear-
ing in documents. Usually a validation of the hypothetic locations is performed
using a voting scheme as a post-processing step. Two different Symbol Spot-
ting approaches can be used depending on the chosen primitives. The methods
working at pixel level, as for instance [6,9,12], and the ones focusing in geometric
primitives as segments, polylines, arcs, etc. as in [2,5,8]. Pixel-based methods are
usually more robust to noise, but they are more complex and need a multi-level
structure (as the dendrogram used in [12]) to segment and recognize at the same
time. On the other hand, more compact, fast and elementary descriptions can
be formulated when working with vectorial primitives even if they usually lead
to more false alarms and are more sensible to noise.

Given a feature vector x defining a shape in a N-dimensional space, a hash
function H(x) = y is a deterministic function projecting the feature vectors x
to an even distribution of one-dimensional key indexes y. They are useful for
finding an entry in a database by a key value. In our case, the index keys are
computed from the different closed regions composing a symbol which are the
primitives describing a given symbol. The ideal behavior of our hash function is to
provoke collisions (associate the same indexing key to different entry values) for
similar shaped primitives, and to associate different key indexes to different shape
inputs. The resulting hash table clusters similar shapes under a single key index.

In the presented method, polygonally approximated regions composing a sym-
bol are used as primitives which describe it and a key index is associated to each
region. Geometric Hashing [3] is a well-known method to extract an index of a
given shape. However this technique only works well if the set of segments of the
model and the set of segments of the test shape have the same number of segments.
The actual raster-to-vector techniques are yet very sensitive to little distortions
and can result in a different number of segments for similar shapes, as stated by
Tombre et al. in [10]. Our presented method applies a hash function to each region
to extract an index identifying similar regions, being independent of the number
of segments forming the region since it copes with global shape information.

The remainder of this paper is organized as follows: we introduce in the next
section how the graphical symbols are represented in a two-center bipolar coor-
dinate system. In section 3, the hash function and the whole indexing scheme is
presented. We provide the preliminar experimental results in section 4. A brief
discussion on the presented approach is provided in section 5. Finally conclusions
and future work are presented in section 6.

2 Symbol Representation in a Two-Center Bipolar
Coordinate System

Graphical symbols found in technical documents are usually composed of a num-
ber of neighboring regions. Regions result from solid areas or closed contours in
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line drawing images. We describe a symbol in terms of the structural combination
of regions, described by sequences of adjacent segments that approximate their
boundary. Let us further detail how the symbols are represented and encoded in
a two-center bipolar coordinate system which is an appropriate representation
for the computation of the presented indexing keys.

2.1 Primitive Extraction

A graphical symbol appearing in a technical document (such as a furniture sym-
bol in an architectural drawing) is decomposed and described in terms of its n
composing closed contours. The presence, in a given zone of the drawing of sev-
eral similar regions that the ones forming the queried symbol, turns this location
into a candidate for containing the queried symbol.

To represent symbols, a connected component analysis of the technical docu-
ment images is computed to first extract the closed regions. Their contours are
subsequently polygonally approximated to take the chains of adjacent segments
–polylines– as representing primitives. We illustrate in Figure 1 an overview of
all the representation process.

Although the presented method do not need the polylines to be closed, we
find that working with closed contours as primitives is much more stable to
vectorization errors. We focus on an application dealing with architectural floor
plans which can be easily represented by regions. If the method has to be used
with another type of technical documents (for example electronic diagrams)
which contains symbols less represented by regions, another kind of primitives
much more representative should be considered.

a) b)

c) d)

Fig. 1. Symbol representation steps. (a) Original symbol. (b) Connected components.
(c) Contour of each closed region. (d) Polygonally approximated regions with the num-
ber of segments composing the polylines.
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2.2 Two-Center Bipolar Coordinates

A two-center bipolar coordinate system gives the distances (r1, r2) of a point
(x, y) to two reference centers. We choose the two reference centers among the
set of points of a given polyline p and we center them at (±a, 0). Afterwards,
each other point composing the polyline is represented in two-center bipolar
coordinates (r1, r2), defined in terms of Cartesian coordinates by

r1 =
√

(x + a)2 + y2

r2 =
√

(x − a)2 + y2
(1)

2.3 Cassinian Ovals

The Cassinian ovals were first studied by Giovanni D. Cassini as a model for
the orbit of the sun around the earth. We use the parameters of these curves as
features of the set of points forming the primitives. Let us detail how Cassinian
ovals are described.

In two-center bipolar coordinate system, each point (r1, r2) belongs to a char-
acteristic plane curve (known as Cassinian ovals [4]) described by all the points
such that the product of its distances from the two centers is a constant b2 = r1r2.
In Figure 2 we illustrate a series of Cassinian ovals with a = 1 and with values
of b ∈ [1.001, 2]. In our case, Cassinian ovals are the basis of the hashing keys
described in the next section.

Fig. 2. A series of Cassinian ovals with a = 1 and for values of b ∈ [1.001, 2]

3 Hash Function and Indexing Symbols with a Hash
Table

In this section we describe how the hash function is formulated to be able to
describe shapes in terms of the Cassinian ovals parameters, and how these pa-
rameters are used as indexing keys. The whole indexation process is presented
afterwards. Let us begin with the primitive description.



108 M. Rusiñol and J. Lladós

3.1 Hash Function

Given a polyline p, it is encoded in terms of a tuple (a, b) defined as follows. Let
us first denote as ni a point over the polyline, ni ∈ p, and n′

i ∈ p, as the furthest
point from ni in the direction of the line passing through the gravity center gc
of p. Let 2a be defined as the maximum distance among all the possible pairs
of points (ni, n

′
i). A transform matrix M is computed to rotate and scale the

whole polyline to transform the points ni to (−a, 0) and n′
i to (a, 0). Then using

(±a, 0) points as centers, The value b is defined as the minimum constant to
build a Cassinian oval surrounding all the i points of p. An example is shown in
Figure 3. We illustrate in Figure 4 the possible surrounding ovals depending on
the reference centers.

The hash function H(p) = (a, b) projects p to a tuple by means of minimizing
the value of b for the maximum value of a. The value a is normalized to the
total length of p then having a ∈ [0, 1] and b ∈ [0,

√
2]. Finally, applying the

equation 2 we discretize the values of a and b. Experimentally, we found that a

Fig. 3. A polygonally approximated shape p with its gravity center gc. Given a point
ni ∈ p, n′

i ∈ p is the furthest point from ni passing through gc. The value b determine
the smaller Cassinian oval surrounding the whole shape when ni and n′

i are transformed
to (−a, 0) and (a, 0).

Fig. 4. A shape and the minimum surrounding Cassinian ovals depending on the ref-
erence centers. The gray surrounded shape is the one with minimum value b and max-
imum distance a.
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value m = 30 provokes collisions when computing keys of similar shapes while
minimizing the collisions of dissimilar shapes.

x = round(x ∗ m) (2)

The tuple (a, b) gives information about the ellipticity and circularity of the
set of points composing the analyzed region. As a is chosen as the maximum
value of a, it gives information of the major axis of the primitive p. If b is equal
to

√
2×a that means that the primitive is a circular shape, the more b decreases

for the same a values, the more the primitive shape would be elongated. The use
of these parameters is an attempt to combine the information bringed by a very
simple well-known global shape descriptors: eccentricity and non-circularity.

3.2 Indexation Process

In an off-line step, the locations of the gravity centers of all the polygonally
approximated regions p appearing in the documents of the collection are stored
in a hash table in their corresponding entry with index H(p) = (a, b). Then, when
we query a symbol formed by a set of polylines S = {p1, ..., pn}, the querying
process only needs to compute the entries of the hash table to activate, applying
the hash function H(px) to all the regions px ∈ S. Ideally, in a given table
entry i with indexing key (ai, bi) we will find all and only the similar primitive
regions. A query symbol formed by several primitives will activate as many table
entries as dissimilar regions primitives compose it. All the locations pointed by
the activated table entries are likely to contain a similar primitive than one
of the query, the locations accumulating a high number of these primitives are
then hypothetic locations to contain the whole symbol. To deal with a database
containing several documents, the locations are expressed with three dimensions
including the identification number of the document where the gravity center
appears.

Following the idea of the Generalized Hough Transform [1], a voting process is
performed to reinforce the locations where diverse regions appear. At each zone
in which we find a given indexed primitive, a vote is casted. As the symbols are
formed by several primitives, high voting values in a given zone of the technical
document points out the presence of several regions composing the query, thus
a high probability to find the queried symbol in this zone. The accumulation
of queried primitives in a given zone always forms clusters of votes while the
indexed primitives belonging to other symbols will just scatter votes without
any coherence in the whole space loosing significance.

4 Experimental Results

We have tested our method using a large real architectural floor plan in PDF
format. The document image is 7150 × 6290 b/w pixels. After the connected
component analysis and the polygonal approximation using Rosin and West’s
method [7], the vectorial DXF file is composed of more than 3000 polylines repre-
senting regions. In this floor plan several furniture symbols appear, an instance
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a)

b)

c)

Fig. 5. Symbol spotting. (a) Models, a toilet sink and a bidet. (b) Original vectorial
image. (c) Results of the spotting process. Regions labeled as bidet are drawn in red
and regions labeled as toilet sink are drawn in green. Notice that most of false alarms
are circular or squared simple regions.
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Table 1. Number of regions and segments composing each model. Number of regions
not belonging to the queried symbol labeled as positives. computation time (in seconds).

Bath Bidet Toilet Kitchen sink Toilet sink Table

Num. of regions 7 8 6 10 12 26

Num. of segments 101 110 112 144 157 351

Num. of false alarms 27 59 40 82 93 589

Time 0.288 0.267 0.347 0.344 0.568 1.331

of each symbol (arising from a different floor plan, but designed by the same
architect so the symbol design is the same) has been taken as the model symbol
to perform the queries. The whole vectorial file has been labeled to be used as
ground truth. Although the results are preliminar, they are encouraging. We
can appreciate in Figure 5 the result of spotting the toilet sink and the bidet
symbols. Several false positive regions are also spotted since they are very simple
circular or squared regions, similar to some of the details of the query symbols.

In Table 1 the numeric details concerning the performance of the proposed
spotting method are reported. As we can appreciate, the more complex is the
symbol, the more false alarms appear. This result is due to the fact that more
entries in the hash table are concerned and consequently, more collisions are
considered to form part of the queried symbol. In addition, the more complex is
the symbol to search, the more computationally expensive is the method.

5 Conclusions, Discussion and Future Work

The presented method aims to index large documents contained in large databases
by the graphical symbols appearing in it by means of a hash table. When index-
ing shapes by a hash table, neither a segmentation of the shapes is needed nor
previous knowledge is required. Learning processes are not needed, in the sense
that there is no stage needing several instances of the object to locate to learn its
characteristics.

When using hash functions, obviously, if similar shapes have to fit the same
table entry, we will have some collisions with shapes which are not similar but are
projected to the same tuple. As we can appreciate in the results, these collision
make that spotting approaches based on hash functions, usually result in a set of
false alarms which are not a really significant problem since elevated recognition
rates are not needed in these kind of applications.

Symbol Recognition techniques are a quite mature research topic in the Graph-
ics Recognition field. The results of symbol recognition methods are usually close
to the 100% recognition rate. In addition of the symbol descriptor, which usually is
a long feature vector, symbol recognition methods combine these descriptors with
learning and classification algorithms to cluster these descriptor feature vectors in
symbol classes easy to classify.

These approaches involve having an a-priori knowledge about the symbols to
recognize since they need enough examples to learn the descriptors distribution.
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In addition, usually they are formulated only to recognize isolated symbols. In
most of applications it is obvious that this is a correct approach, for instance,
an OCR system has to recognize a finite set of shapes which can be “easily”
segmented and which can have a lot of variability inside a given class. To reach
acceptable results a learning step is necessary. However, if we think in an indexing
framework able to spot symbols appearing in a large collection of documents and
usually queried by example, we can see that the problem is not the same. Symbol
Spotting techniques do not require a-priori knowledge nor learning step. As they
have to lead with un-segmented data, they have to tackle with “recognition” and
“segmentation” at the same time.

This paper is focused on the use of a very simple primitive description hashed
to build an indexing table. The results show that when designing a spotting
framework there is no need to use complex shape descriptors, a feature vector
formed by few digits (we use only two integers to describe a given primitive), a
hash function to cluster the primitives, and an adequate voting scheme is enough
to locate the regions of interest of a document where a given symbol is likely to
be found.

It is obvious that the use of more complex feature vectors can lead to less
false alarms and better identification of correct symbols since they are usually
more representative and have more discriminant power. But the use of more
and more long feature vectors, also makes harder the definition of a proper hash
function able to cluster similar shapes in the same table entries. We strongly
believe that symbol spotting algorithms do not need complex shape descriptors
but can perform quite well using simple features combined with an appropriate
hash function and a posterior voting scheme.

This paper has presented a work in process, and some improvements are
planned. Let us enumerate and briefly explain the most important research di-
rections.

First, the performance of some other simple primitive description techniques
have to be tested. In this paper we shown that indexing symbols does not need
for complex or big feature vectors, but with only a couple of numbers promising
results can be reached. Well-known shape descriptors as Hu’s geometric moment
invariants, Zernike moments, generic fourier descriptors, etc. could be used as
well to generate simple key indexes to hash symbols.

Secondly, at this moment, the voting process to validate the hypothetic regions
of interest, just accumulates votes in the locations where there is presence of the
queried regions. At this moment we do not look if the structural organization of
these primitives is consistent with the queried symbol. It is common to have some
parts of technical drawings formed by a repetition of a simple region forming a
given pattern, as for instance dashed lines are usually used to represent walls in
floor plans. These cases are critical since if the queried symbol contains a single
instance of these primitives, the zones formed by the repetition of the primitive
will accumulate more votes than the zones containing the symbol itself. A voting
scheme looking at the structural organization of indexed primitives is planned.
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Finally, a performance evaluation framework for symbol spotting techniques
has to be developed. Metrics to evaluate the performance of the recognition on
the one hand and the localization on the other, are not easy to define. Many
different cases has to be taken into account: false alarms, over and under seg-
mentation of the regions of interest, missing symbols, etc.
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8. Rusiñol, M., Lladós, J.: Symbol Spotting in Technical Drawings Using Vectorial
Signatures. In: Wenyin, L., Lladós, J. (eds.) GREC 2005. LNCS, vol. 3926, pp.
35–46. Springer, Heidelberg (2006)

9. Tabbone, S., Wendling, L., Zuwala, D.: A Hybrid Approach to Detect Graphical
Symbols in Documents. In: Marinai, S., Dengel, A.R. (eds.) DAS 2004. LNCS,
vol. 3163, pp. 342–353. Springer, Heidelberg (2004)

10. Tombre, K., Ah-Soon, C., Dosch, P., Masini, G., Tabbone, S.: Stable and Robust
Vectorization: How to Make the Right Choices. In: Chhabra, A.K., Dori, D. (eds.)
GREC 1999. LNCS, vol. 1941, pp. 3–18. Springer, Heidelberg (2000)

11. Zhang, D., Lu, G.: Review of Shape Representation and Description Techniques.
Pattern recognition 37(1), 1–19 (2004)

12. Zuwala, D., Tabbone, S.: A Method for Symbol Spotting in Graphical Documents.
In: Bunke, H., Spitz, A.L. (eds.) DAS 2006. LNCS, vol. 3872, pp. 518–528. Springer,
Heidelberg (2006)



W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 114–125, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

A System for Historic Document Image Indexing and 
Retrieval Based on XML Database Conforming to  

MPEG7 Standard 

Wafa Maghrebi1, Anis Borchani1, Mohamed A. Khabou2, and Adel M. Alimi1 

1 REsearch Group on Intelligent Machines (REGIM), University of Sfax 
ENIS, DGE, BP. W-3038, Sfax, Tunisia 

{wafa.maghrebi@fsegs.rnu.tn,anisborchani@yahoo.fr, 
adel.alimi@ieee.org} 

2 Electrical and Computer Engineering Dept, University of West Florida 
11000 University Parkway, Pensacola, FL 32514, USA 

mkhabou@uwf.edu 

Abstract. We present a novel image indexing and retrieval system based on 
object contour description. Extended curvature scale space (CSS) descriptors 
composed of both local and global features are used to represent and index 
concave and convex object shapes. These features are size, rotation, and 
translation invariant. The index is saved into an XML database conforming to 
the MPEG7 standard. Our system contains a graphical user interface that allows 
a user to search a database using either sample or user-drawn shapes. The 
system was tested using two image databases: the Tunisian National Library 
(TNL) database containing 430 color and gray-scale images of historic 
documents, mosaics, and artifacts; and the Squid dataset containing 1100 
contour images of fish. Recall and precision rates of 94% and 87%, 
respectively, were achieved on the TNL database and 71% and 86% on the 
Squid database. Average response time to a query is about 2.55 sec on a 2.66 
GHz Pentium-based computer with 256 Mbyte of RAM. 

Keywords: Image indexing, image retrieval, eccentricity, circularity, curvature 
space descriptors, MPEG7 standard, XML database. 

1   Introduction 

Many image content retrieval systems were lately developed, tested, and some even 
made available online (e.g. Beretti [1, 2], QBIC [3], FourEyes [4], and Vindx [5, 6]). 
These systems use image content-based indexing methods to represent images. Image 
content can be represented using global features, local features, and/or by segmenting 
the images into “coherent” regions based on some similarity measure(s). For example, 
the QBIC system [3] uses global features such as texture and color to index images. 
Global features have some limitations in modeling perceptual aspects of shapes and 
usually perform poorly in the computation of similarity with partially occluded 
shapes. The FourEyes system [4] uses regional features to index an input image: An 
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image is first divided into small and equal square parts then, shape, texture and other 
local features are extracted from these squares. These local features are then used to 
index the whole image. The system developed by Berretti et al [1, 2] indexes objects 
in an input image based on their shape and offers the user the possibility of drawing a 
query to retrieve all images in the database that are similar to the drawn query. The 
Vindx system [5, 6] uses a database of 17th century paintings. The images are 
manually indexed based on the shapes they contain. This method is accurate but very 
time consuming especially when dealing with a huge data base of images. Similar to 
the system developed by Berretti et al, the Vindx system also offers the user the 
possibility of drawing a query to retrieve all images in the database that match the 
query to a certain degree.  

Among all image indexing methods described in literature, only two methods 
conform to the MPEG7 standards of image contour indexing: the Zernike moment 
(ZM) descriptors [7] and the curvature scale space (CSS) descriptors. A good 
descriptor should be invariant to scale, translation, rotation, and affine transformation 
and should also be robust and tolerant of noise. The ZM descriptors are scale, 
translation and rotation invariant. However, they have the disadvantage of losing the 
important perceptual meaning of an image. They are generally used with binary 
images because they are very computationally expensive when applied to gray-scale 
or color images. The CSS descriptors were introduced by Mokhtarian et al [8, 9]. 
They are invariant to scale, translation, and rotation and have been shown to be very 
robust and tolerant of noise. The main disadvantage of the CSS descriptors is that they 
only represent the concave sections of a contour. Kopf et al [10] proposed an 
enhanced version of the CSS descriptors that remedied this problem and allowed them 
to represent both concave and convex shapes. They successfully used these enhanced 
descriptors to index videos segments [10]. The indexing and retrieval system we are 
proposing in this paper accepts a drawing query from the user through a graphical 
user interface, computes a set of global and CSS-based local features of the query, 
and retrieves all images from the database that contain similar shapes to the query. 

This paper is organized as follows: Section 2 describes the CSS descriptors while 
section 3 describes the extended CSS descriptors used by our system. In section 4 we 
describe in details the architecture of our system. The performance evaluation of our 
system is presented in section 5 followed by the conclusion in section 6. 

2   Curvature Scale Space Descriptors 

Introduced by Mokhtarian et al [8, 9], the CSS descriptors register the concavities of a 
curve as it goes through successive filtering. The role of filtering is to smooth out the 
curve and gradually eliminate concavities of increasing size. More precisely, given a 
form described by its normalized planar contour curve 

[ ]{ }( ) ( ( ), ( )) 0,1u x u y u uΓ = ∈ , (1) 

the curvature at any point u is defined as the tangent angle to the curve and is 
computed as   
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To compute its CSS descriptors, a curve is repeatedly smoothed out using a Gaussian 
kernel g(u,σ). The contour of the filtered curve can be represented as  

[ ]{ }( ) ( ( , ), ( , )) 0,1u x u y u uσ σΓ = ∈  (3) 

where, x(u, σ) and y(u, σ) represent the result of convolving x(u) and y(u) with g(u, σ), 
respectively. The curvature k(u, σ) of the smoothed out curve is represented as  
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The main idea behind CSS descriptors is to extract inflection points of a curve at 
different values of σ. As σ increases, the evolving shape of the curve becomes 
smoother and we notice a progressive disappearance of the concave parts of the shape 
until we end up with a completely convex form (Fig. 1). Using a curve’s multi-scale 
representation, we can locate the points of inflection at each scale (i.e. points where 
k(u, σ) = 0). A graph, called CSS image, specifying the location u of these inflection 
points vs. the value of σ can be created (Fig. 1):  

I(u, σ)={(u,σ) | k(u,σ) = 0}. (5) 

Different peaks present in the CSS image correspond to the major concave segments 
of the shape. The maxima of the peaks are extracted and used to index the input 
shape.  

Even though the CSS descriptors have the advantage of being invariant to scale, 
translation, and rotation, and are shown to be robust and tolerant of noise, they are 
inadequate to represent the convex segments of a shape. In addition, the CSS 
descriptors can be considered as local features and hence do not capture the global  
 

(a) (b) (c)  

Fig. 1. Creation of CSS image (c) of a contour (a) as it goes through successive filtering (b) 
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shape of an image contour. The following section presents a remedy (the extended 
CSS descriptors) for these drawbacks. 

3   Extended CSS Descriptors 

Kopf et al [10] presented a solution to remedy the inability of the CSS descriptors to 
represent convex segments of a shape. The idea they proposed is to create a dual 
shape of the input shape where all convex segments are transformed to concave 
segments. The dual shape is created by mirroring the input shape with respect to the 
circle of minimum radius R that encloses the original shape (Fig. 2). More precisely, 
each point (x(u),y(u)) of the original shape is paired with a point (x’(u),y’(u)) of the 
dual shape such that the distance from (x(u),y(u)) to the circle is the same as that from 
(x’(u),y’(u)) to the circle. The coordinates of the circle’s centre O(Mx,My) are 
calculated as  

( )
1

1 N

x u
M x u

N =
= ∑  (6) 

( )
1

1 N

y u
M y u

N =
= ∑ . (7) 

The projected point (x’(u),y’(u)) is located at  
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where, Dx(u),y(u) is the distance between the circle’s centre and the original shape pixel. 
Since CSS descriptors as considered local features, we decided to use two extra 

global features to help in the indexing of shapes: circularity and eccentricity. 
Circularity is a measure of how close a shape is to a circle, which has the minimum 
circularity measure of 4π. Circularity is a simple (and hence fast) feature to compute. 
It is defined as  

2P
cir

A
= . (10) 

where, P is the perimeter of the shape and A is its area. Eccentricity is a global feature 
that measures how the contour points of a shape are scattered around its centroid. It is 
defined as  

max

min

ecc
λ
λ

=  (11) 

where, λmax and λmax are the eigenvalues of the matrix B  
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Fig. 2. Creating a dual shape with respect to an enclosing circle 
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µ2,0, µ 1,1, and µ0,2 are the central moments of the shape defined as  

, ( ) ( )p q
p q

x y

x x y yµ = − −∑∑  (13) 

with x  and y  representing the coordinates of the shape’s centroid. Both circularity 

and eccentricity features are size, rotation and translation invariant. 
The descriptors we used for image indexing in our system are thus a combination 

of four sets of features: 

• Circularity feature ( one global feature) 
• Eccentricity feature (one global feature) 
• CSS descriptors of original shape (n local features, where n depends on the 

object shape) 
• CSS descriptors of dual shape (m local features, where m depends on the object 

shape) 

4   System Description 

A block diagram of our system showing its major components is shown in Fig. 3. The 
system takes an input shape, extracts its global and local features as described in the 
previous section, uses these features/descriptors to index it, and provides the user with 
a graphical user interface to query the database of indexed shapes. The index of a 
shape is saved in an XML database conforming to the MPEG7 standard (Fig. 4). The 
database can be interrogated using a drawing query. The query is formalized in  
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XQUERY language. The XQUERY processor compiles and executes the query and 
returns all relevant XML documents and consequently all pertinent images that are 
similar to the query shape. 

Since an image can be composed of more than one simple shape, each image in the 
database is identified by its name and the list of shapes that it contains. Each shape is 
indexed using its extended CSS descriptors described in section 3. Fig. 4 below shows 
an example of an XML description of a sample image containing two objects. The 
matching of a query to entries in the database is done in two steps: 

Step 1: only shapes in the database that have global features “close” (difference in 
circularity and eccentricity measures less than 12.5% and 25%, respectively) to those 
of the query are considered potential matches; all other shapes in the database are 
ignored, thus quickly reducing the pool of potential matches and speeding up the 
retrieval process.  

Step 2: The similarity measures (Euclidian distance) between the CSS descriptors 
of the query and each of the potential matches from step 1 are computed and the 
closest entries are returned. 
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Fig. 3. System architecture 
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Object1

Object2

 

Fig. 4. Example of XML image description conforming to MPEG7 standard 
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5   System Evaluation 

We tested our indexing and retrieval system using two databases: the Squid database 
and the Tunisian National Library (TNL) database. The Squid database contains 1100 
contour images of fish (Fig. 5). It was used by many researchers [8, 9] to test their 
indexing and retrieval systems and hence allows us to objectively compare the 
performance of our system to others. The TNL database [11] consists of 430 color and 
gray-scale images of ancient documents, mosaics, and artifacts of important historic 
value (some date back to the second century CE). This database was used by  
many researchers to test various image processing, indexing, and retrieval techniques  
[12, 13, 14]. The images are very rich with complex content consisting of many 
objects of different shape, color, size, and texture (Fig. 6). This makes the automatic 
extraction of meaningful objects from these images very challenging, if not 
impossible. Meaningful objects from images in the TNL database are extracted by 
outlining their contours using an annotation module [15] consists on a dynamic web 
site which use the user perception (Fig. 7).  

The use of meta-data in our system made the size of the databases small (872 Kbyte 
for the Squid database and 378 Kbyte for the TNL database). The system was  
 

 

Fig. 5. Sample contour images from the SQUID database 

    

Fig. 6. Sample images from the TNL database 
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(b)

(a) (c)
 

Fig. 7. The TNL database object annotation graphical user interface showing (a) the welcome 
screen, (b) a sample object contour extraction, and (c) its semantic textual description (not used 
in our system). 

 

Fig. 8. Example of a drawing query from the Squid database and the top four pertinent images 
returned by the system 

implemented in Java language using client-server architecture and threads. The 
simplicity in communication between the java language and XML made the system 
very fast at finding pertinent XML documents and consequently relevant images in the 
database. The system’s query graphical user interface has a lot of flexibility built into 
it. For example, the user can specify a sample image from the database as a query or 
he/she can draw the shape of the query using a computer stylus and pad. Fig. 8 and 9  
 

show two examples of drawing queries and the top four pertinent images returned by 
the system from Squid database and the TNL database, respectively.  
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(a) 

 
(b) 

Fig. 9. Examples of drawing queries from the TNL database and the top four pertinent images 
returned by the system. (a) the first query resembles the shape of a star and (b) the second query 
resembles the shape of a person (rotated 90 deg counterclockwise). 

The evaluation of our system is based on its recall rate (R), precision rate (P) and 
average response time to a query. We conducted two sets of experiments: in the first 
set we used only the CSS descriptors to index the images in the databases and in the 
second set of experiments we used the extended CSS descriptors. The evaluation 
results are shown in Table 1. The response times reported in Table 1 are obtained 
using a 2.66 GHz Pentium-based computer with 256 Mbyte of RAM. As can be seen 
in Table 1, the extended CSS descriptors helped improve the performance of our 
system in terms of recall and precision rates and average response time. The use of 
the global features in the first step of the database interrogation helped eliminate 
many entries that could not be a match for the query and hence reduced the average 
response time by about 52%. They also helped increase the recall and precision rates  
 

as they added global information about the shapes that could not be captured by the 
standard CSS descriptors.  
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Table 1. System performance evaluation using classic CSS and extended CSS descriptors 

Average response time (s) 
Database Features P (%) R (%)

Index Retrieve Total 

Classic CSS descriptor 
(Sequential retrieval method) 

75 67 2.677 3.967 6.644 

Squid Our indexing method 
(Integration of XQUERY 
language) 

86 71 2.136 0.282 2.418 

Classic CSS descriptor 
(Sequential retrieval method) 

66 83 2.187 2.296 4.483 

TNL Our indexing method 
(Integration of XQUERY 
language) 

87 94 2.396 0.292 2.688 

6   Conclusion 

We presented an image indexing and retrieval system based on object contour 
description. Input images are indexed using global (circularity and eccentricity) and 
local features (CSS descriptors). The images are indexed in an XML database 
conforming to the MPEG7 standard. Our meta-data permits a standard representation 
of JPEG images and an indexation of images containing multiple shapes. Our 
approach was tested on two different databases: the NLT database and the Squid 
database with good precision and recall rates. The use of the extended CSS 
descriptors improved the recall and precision rates of the system and cut down the 
query response time by more than 50%. Future work includes the addition of global 
and local features (e.g. color and texture) to increase the recall and precision rates. 
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Abstract. Content based image retrieval using spatial image content
(i.e. using multiple regions and their spatial relationships) is still an
open problem which has received considerable attention in literature. In
this paper we introduce a new representation of image based on the most
general spatial image content representation that is Attributed Relation
Graphs (ARG) representation and also a new method of image indexa-
tion. Like all CBIR systems, the one proposed here has two components:
a segmentation component and a matching component using a novel in-
exact graph matching algorithm. We tested our work in lettrines image
but its also valid in general image.

Keywords: image database, similarity retrieval, attributed relation
graph, ancient documents indexing.

1 Introduction

This paper deals with a project, called MADONNE, aimed at managing various
resources of international inheritance especially books, images collections and
iconographic documents. These numerous documents contain huge amount of
data and decay gradually. One of the goals of MADONNE project is to develop
a set of tools allowing to extract all information as automatically as possible from
digitized ancient images and to index them in order to develop Content-Based
Image Retrieval. This rest of the paper is organized as follows: A short presen-
tation of lettrine is given in section 2. The proposed methodology is presented
in section3. In section 4 we discuss the experimental results and the conclusion
is found in section 5.

2 Lettrine Description

Lettrines are graphical objects which contain a lot of information. A quick see-
ing of several lettrines shows different common points between all those (Fig. 1).
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(a) (b)

Fig. 1. Example of lettrine

For instance, each of them has a framework, parallel groups of lines representing
texture, a letter, and the rest, i.e. the illustration itself, which is generally com-
posed of small curves. In our context of Content Based Information Retrieval,
the aim is to try to compute an ARG representation allowing to recognize a
lettrine, or a part of a lettrine. Many works concerning lettrines can be found
in the literature, from an historical point of view [1], [2]. However, from an im-
age analysis dimension, the works concerning the analysis and the indexing of
such ”graphic objects” are very rare. In our context, our aim is to develop some
Content Based Image Retrieval techniques. The history allow us to learn that
lettrines are printed on documents using wood plug, and that the same plug
may have been re-used on the document until the end of its printing, sometimes
the plug can be used for creating other documents. Wood is far from being a
matter stable during its use, so it is not rare, when we search about similar
lettrine in various documents or between the first and the last page of the same
document, to notice that the general shape of the plug changes by an increasing
or a decreasing of the thickness of the features.

3 Proposed Method

Nowadays, the literature is very rich in the domain of image retrieval systems.
However, most of the classical techniques used in CBIR are not usable in our
contest do to the specificity of the features of lettrines. Unfortunately, there
are few literatures relating to the retrieval of ancient graphic document [3],[4].
Actually we focus on the spatial organization of the different layers of information
extracted thanks to the segmentation stage. To compare lettrine, we use a specific
segmentation process developed specially for lettrine [5]. For each lettrine, the
segmentation stage provides three layers i.e. homogeneous, texture and contour
layers. In this paper, we extract a spatial signature from lettrine based on the
well known ARG representation. The overall process of CBIR of lettrines is
illustrated in Fig. 2.
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Fig. 2. Lettrine retrieval system

3.1 Lettrine Segmentation

In this paper, our object is to extract a signature from lettrine, in order to
permit to find a lettrine among wide set of lettrines. The first stage consists in
segmenting the lettrine [5] in different layers of information: different texture
layers, uniform areas, outlines. This segmentation stage is a top-down technique
based on a strategy inspired from visual perception principles that is summarized
in Fig. 3.

As a consequence, for instance, this stage can provide a layer corresponding
to textures, a layer corresponding to homogeneous areas, a layer corresponding
to outlines. Fig. 4 and Fig. 5 illustrate an example of the homogeneous and
textured areas computed from a lettrine image.

The detail concerning the segmentation process that has been implemented
was presented in a paper of workshop of GREC 2005 [5].

3.2 Attribute Relational Graphs Representation of Lettrines

Attributed Relational Graph , formally defined as a triple G=(V,E,µ,ν), where
V is the node set, E is the edge set, µ is the attribute set attached to each node,
and ν is the attribute set attached to each edge. In our work, each lettrine is
modulated by three ARGs. Every ARG represent one of the three layers ob-
tained after the segmentation process of the corresponding lettrine (See Fig. 6).
Nodes correspond to regions and arcs correspond to relationships between re-
gions. There is no overlapping between the regions, thus, the arcs of ARG are
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Fig. 3. General schema of lettrine segmentation process

Fig. 4. Original lettrine and its homogeneous areas

undirected. Both nodes and arcs are labeled by the attribute values of the region
properties and the relationships properties, respectively. In this work individual
regions are described by 2 attributes, namely size and shape. The size computed
as the size of the area of a region. The shape descriptor computed as the first
three moments of Hu [6]. The chosen shape descriptor present two advantages.
Firstly, the shape descriptor is global according to the uncertainty related to the
preliminary phase of segmentation. Secondly, the use of only three attributes
decrease considerably the algorithm complexity and in consequence the execu-
tion time. Spatial relationships between regions are described by 2 attributes,
namely distance, computed as the distance between the gravity centers of the
two regions. The other is the relative angle between the two regions. In the work
described here, all features are automatically computed. It is easy to add more
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Fig. 5. Textured background extraction of rather simple lettrine

features as region or relationship attributes. In any case, our proposed method
can handle any set of features.

3.3 ARG Matching Algorithm

When image image is described by ARGs, the problem of finding similar image is
transformed of a problem of graph matching [7,8,9,10,11,12]. Given two ARGs,
the object is to find not only a sequence of error transformations, but also finding
the one that leads to the smallest matching error. The smallest matching error
represent the distance between the two ARGs. Thus, the smaller the matching
error between two ARGs the most similar they are. The A* algorithm [7] guar-
anteed to find the optimal solution but require exponential time and space due
to the NP-completeness. Thus, the A* algorithm is not adapted to the image
retrieval and indexing problems due to the high time needed for the execution
of this algorithm to find the nearest lettrines that match with the requested
lettrine. To resolve this problem, inspired from the work [8],we propose a novel
graph matching algorithm that reduces the time execution and gives good results
at once. The idea is to match only between the most similar nodes among the two
ARGs. So, we introduce a precision K to reduce the complexity of the problem
by diminishing the space solution. The algorithm creates the state-space tree.
For each level of the tree, node represents a matching of a pair of nodes from
the input ARGs. A node is developed at the lower level only if the node of the
model ARG belongs to the set of the K-nearest node of the node of the request
ARG (see Fig. 7).



An Ancient Graphic Documents Indexing Method 131

Fig. 6. The ARG corresponding to the segmented lettrine (layer corresponding to
homogeneous areas)

We adapt this ARG matching algorithm for ARG of lettrines described in
the previous paragraph. The distance between two lettrines L1, L2 is defined
by: D(L1, L2) =

∑3
i=1 di .With di is the global error or the error-correcting

subgraph isomorphism between ARG representations of the i layer of L1 and
the i layer of L2.
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(a)

(b)

Fig. 7. (a) Input graph and model graph and (b) the space state tree created from the
input graph and the output graph of (a) with a precision 2

4 Experimental Result

The experiment was performed by taking into account the lettrines from Cen-
tre d’Etudes Supérieures de la Rennaissance de Tours [13]. In this experience,
each lettrine was segmented into 3 information layers. After that, each lettrine
was represented by 3 ARGs. The corresponding graphs have between 12 and 2
nodes. When a lettrine in the index is queried, it ranks first for the matching
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Query First nearest neighbor

Second nearest neighbor Third nearest neighbor

Fig. 8. Example of a query lettrine (top left) and of its 3 nearest neighbors

score. Also, the other obtained lettrines are close to the query. This strategy
is currently evaluated in terms of recall/precision criterion. However, our first
experimentation highlights the good quality of the retrieval process. Fig. 8 il-
lustrate the result of the search for a lettrines request. The first and the second
lettrines result are very similar to the lettrines request.

5 Conclusion

This paper proposes a novel spatial signature of lettrines with ARGs, in order to
build a content based image retrieval system, in the context of ancient document
valorization. To compute distance between spatial signatures of lettrines, we
propose a novel ARG matching algorithm that reduces the time execution and
gives good results at once. The results obtained thus far show that our method
can match ARG adequately.

This strategy of graphic image description is currently experimented on a wide
set of lettrines that has been provided by one of our partner in the Madonne’s
project, by using a research engine. Actually, we work to integrate an ARG clus-
tering algorithm; this algorithm will accelerate considerably the retrieval process.
We also study to integrate more attributes in ARG to improve the representation
of lettrine. These improvements will be the subject of future works.
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Abstract. This paper deals with the CBIR of old printed graphics (of XVI◦ and
XVII◦ centuries) like the headpieces, the pictures and the ornamental letters.
These graphical parts are previously segmented from digitized old books in order
to constitute image databases for the historians. Today, large databases exist and
involves to use automatic retrieval tools able to process large amounts of data. For
this purpose, we have developed a fast retrieval system based on a Run Length
Encoding (RLE) of images. We use the RLE in an image comparison algorithm
using two steps: one of image centering and then a distance computation. Our
centering step allows to solve the shifting problems usually met between the seg-
mented images. We present experiments and results about our system concerning
the processing time and the retrieval precision.

1 Introduction

This paper deals with the topic of CBIR1 applied to the document images. During the
last years many works have been done for the retrieval of journals, forms, maps, draw-
ings, musical scores, etc. In this paper we are interested on a new retrieval application:
the one of old printed graphics. Since the Digital Libraries development in the years
90’s numerous works of digitization of historical collections have been done. These
old books are composed of text but also of various graphical parts like the headpieces,
the pictures and the ornamental letters. From the whole digitized pages these graphical
parts are segmented (in a manual or automatic way [1]) in order to constitute image
databases for the historians. Some example of famous databases are the Ornamental
Letters DataBase2 and the International Bank of Printers’ Ornaments3.

These databases are composed today of thousands of images that involves to use
automatic retrieval tools able to process large amounts of data. Past works have been
already proposed on this topic [2] [3] [4] [5]. In [2] the authors propose a system to
retrieve similar illustrations composed of strokes using orientation radiograms. The ra-
diograms are computed at a π

4 interval and used as image signatures for the retrieval.

1 Content Based Image Retrieval.
2 http://www.bvh.univ-tours.fr/oldb.asp (10 000 images)
3 http://www2.unil.ch/BCUTodai/app (3000 images)

W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 135–144, 2008.
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[3] looks for common sub-parts in the old figures. The segmentation is done by a
local computation of the Hausdorff distance using a sliding window. A voting algo-
rithm manages the location process. In [4] a statistical scheme is proposed to retrieve
the ornamental letters according a style criterion. Patterns (ie. gray-level configuration
of a pixel neighborhood) are extracted from the image and next ranked to build a curve
descriptor. The retrieval is done by a curve matching algorithm. In [5] the layout of the
ornamental letters is used for the retrieval. A segmentation process extracts the textured
and uniform regions from images. Minimum Spanning Tree (MST) are next computed
from these regions and used as image signatures for the retrieval.

All the existing systems are dedicated to a specific kind of retrieval (style, lay-
out, etc.). In this paper we focuss on the application of wood plug tracking illustrated
in the Figure 1. Indeed, from the 16th to the 17th centuries the plugs, used to print
the graphics in the old books, were mainly in wood. These wood plugs could be re-
used to print several books, be exchanged between printing houses, or duplicated in
the case of damage. So to retrieve, in automatic way, printings produced by a same
wood plug could be very useful for the historian people. It could solve some dating
problems of books as soon as to highlight the existing relations between the printing
houses.

Fig. 1. Wood plug tracking

This retrieval application is an image comparison task [6]. Indeed, the images pro-
duced by a same wood plug present similarities at pixel level. However, it raises a
complexity problem. First in regard to the amount of data, building a comparison index
between thousands of image could require days of computation. Next in regard to the
copyright aspects. The images belong to specific Digital Libraries or private collections;
in order to allow crossed queries between these databases real-time retrieval processes
are required. In regard to these specificities we have developed a system to perform
a fast retrieval of images. This one uses two main steps as shown in the Figure 2: one
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Fig. 2. Our system

of Run Length Encoding of images and the other of image comparison (centering and
distance computation). We will present both of them in the next sections 2 and 3. Then,
in the section 4 we will present some experiments and results about our system. At last,
we will conclude and will give perspectives in the section 5.

2 Run-Length Encoding

Our purpose is to retrieve, in a fast way, the images similar to a query in a large database.
To do it it is necessary to decrease the processing time of the retrieval system. One
way is to exploit a special hardware architecture [7] like the pipe-line processor or
the mesh-connected computer. It is an expensive solution which makes difficult the
spreading of the developed systems. The other way is to use a compressed data structure
to represent the images in order to decrease their handling times. It exists few works
dealing with this topic, some examples are the ones of [8] and [9]. In [8] the authors
use a connected-component based representation to perform a fast retrieval of images
based on their layout. The system of [9] employs a contour based representation of
images in order to perform fast neighboring operations like the erosion, the dilatation
or the skeletonization.

For our problematic we have considered the run based representation [10]. The run is
well known data structure. As explained in the Definition 1, it encodes successive pixels
of same intensity into a single object. The conversion of a raster based representation to

Fig. 3. Example of Run-Length Encoding (RLE)
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Fig. 4. RLE types (a) raster (b) foreground RLE (c) background RLE (d) foreground/background
RLE

a run based representation is called Run-Length Encoding (RLE) in the literature. The
Figure 3 gives an example of RLE.

Definition 1. A run is maximal sequence of pixels defined by o the orientation (either
vertical or horizontal), (x,y) the starting point, l the length and c its color.

In the past the run based systems have been widely used for the document recogni-
tion. The first system has been proposed by [11]. Then, several ones have been devel-
oped during the years 90’s [10] and nowadays they are used for various applications:
handwriting recognition [12], symbol recognition [13], structured document segmen-
tation [14], etc. Concerning the use of run for the complexity only the following sys-
tems have been proposed up to day: [15] for the contour extraction, [16] for the image
comparison and [17] for the morphology operations. Using the RLE, the final sizes of
images are reduced. The compression rate defines itself as the ratio between the num-
ber of run and the one of pixel. Next, the algorithms have to work on the RLE space
to perform faster operations. However, different criteria can influence the compression
rate. First, the RLE have to be extracted from binary images and the previous step of
color quantization will have a great impact on the encoding results. Next, the RLE can
be applied to the foreground and/or to the background of images. In this way, three
encodings can be considered as presented in the Figure 4 and each of them will give a
different compression result. Finally the RLE can be also done in different ways: verti-
cal, horizontal, zig-zag or others. According to the content of an image this will change
the result of the RLE.

For our application we have chosen to use the foreground/background encoding. This
seems more adapted for the comparison of ornamental letter images where the objects
(letter, character, etc.) appear as soon as on the foreground and the background of the
images. Next, we perform this encoding from gray-level images by applying a binariza-
tion step with a fixed threshold. Indeed, the processed images by our system have been
previously cleaned (lighting correction, filtering, etc.) by the digitalization platforms
of old books. Finally, due to the property of visual symmetry of the ornamental letter
images (on on both sides of letters) we have chosen to apply a vertical RLE.

3 RLE Based Image Comparison

In this section we present our image comparison algorithm based on the RLE. As
presented in the introduction part, the images processed by our system have been
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Fig. 5. Vertical and horizontal projection histograms

previously segmented from old books. It introduces shifting problems between the im-
ages which makes more harder their comparison. In order to solve this problem our
comparison algorithm uses two steps: one of image centering and one other of distance
computation. We present each of them in what follows.

Our image centering step exploits horizontal and vertical projection histograms of
pixels. The Figure 5 gives examples of such projection histograms. These ones are
built during the indexing step (with the RLE) from the black pixels of images. We
use the black pixels because the segmentation process adds background areas around
the ornamental letter. The centering parameters deduce themselves by the foreground
analysis.

We center next two images together by computing the distances between their his-
tograms (vertical and then horizontal). To do it we have chosen the distance presented in
the Equation 1. It is a weighted distance between two histograms g and h. We have cho-
sen the weighting because it increases the robustness of the comparison when strong
amplitude variations appear in the histograms [18]. Our images could be of different
sizes, so we compute our weighted distances using an offset in pixel (from 0 to l − k).
k and l are the lengths of g and h with l the higher value (h is the largest histogram).
Considering two images to center, g and h are chosen when staring the centering step
by finding the minimum/maximum widths and heights. The delta to use, ether x or
ether y, corresponds to the found minimum weighted distance among the computed off-
sets (from 0 to l − k). The previous Figure 5 corresponds to the deltas dx = 1 and
dy = 4.

g1,2,..,k

h1,2,..,l

k ≤ l
delta = min

⎛
⎝l−k⋃

j=0

k∑
i=1

|(hi − gi+j)|
hi

⎞
⎠ (1)

In a second step we compute a distance between our images. This distance is obtained
by a “simple” comparison pixel to pixel [6]. However, to compute it our comparison
works obviously from the RLE representation of images. We present here the algorithm
that we use4.

4 Presentation based on the LATEX package Pseudocode [19].
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Pseudo-algorithm 3.1: DISTANCE(i1, i2, dx, dy)

s ← 0
x1 ← x2 ← 0
a1 ← a2 ← 0
for each line L1 at y of i1 and L2 at y + dy of i2

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p1 ← NEXT(L1)
x1+ = p1.length
p2 ← NEXT(L2)
x2+ = p2.length
while (p1 �= end) ∨ (p2 �= end)

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

while x1 ≥ (x2 + dx)

do

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

if p2.color = p1.color
then s+ = p2.lenght− a2

p2 ← NEXT(L2)
x2+ = p2.lenght
a1+ = p2.lenght− a2

a2 = 0
while (x2 + dx) ≥ x1

do

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

if p1.color = p2.color
then s+ = p1.lenght− a1

p1 ← NEXT(L1)
x1+ = p1.lenght
a2+ = p1.lenght− a1

a1 = 0
s ← s/(min(i1.width, i2.width) × i1.height)

Our algorithm uses the vertical runs to compare two given images i1 et i2. It browses
all the lines L1 and L2 of these images at the coordinates y and y + dy . For each
couple of line, it browses alternately the runs using two variables {p1, p2}. The Figure
6 explains this run browsing. Two markers {x1, x2} are used to indicate the current
positions of the browsing. The browsed line is already the one of lower position (tacking
into account the dx offset of the centering step). The latest read run of the upper position
is used as reference run. The runs of the browsed line are summed using a variable s if
they are of the same color than the reference run. During the alternately browsing two
stacks {a1, a2} are used. These last ones allow to deal the browsing switch (L1 � L2).
For this purpose, they sum the browsed distances on each line using the reference runs.

4 Experiments and Results

In this section we present experiments and results about our system. For this purpose
we have tested our system on the Ornamental Letter Database2. In this database we
have selected 2048 gray level images digitized from 250 to 350 dpi. The full size of
these images (in uncompressed mode) is of 268 Mo (a mean size of 131 Ko per image).
We present here experiments and results of our system concerning three criteria: the
compression rate, the comparison time and the retrieval precision.
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Fig. 6. Run browsing

Fig. 7. Compression rates of the ornamental letter images

In a first step we have computed the RLE of images in order to obtain their compres-
sion rates. The Figure 7 shows our results. We have obtained a mean rate rc = 0.88
on the whole database with minimum and maximum ones of 0.75 and 0.95. These re-
sults show that RLE has reduced of 88 % the sizes of images, so from 8 to 9 times. The
Figure 7 gives also examples of ornamental letter image corresponding to the character-
istic rates min, mean and max. The better rates are obtained for the images composed of
strongly homogeneous regions whereas the lower ones correspond to textured images
(which produce lot of heterogeneous regions).

We have next evaluated the retrieval times of our system. To do it we have per-
formed a query with each of the images of the database. We have compared each of
these queries with all the other images of the database. The comparison is done in two
steps, one of image centering and then the distance computation. From the time results
we have looked for the min, mean and max ones. In order to compare these values
we have also done the same experiments but using a classical image comparison al-
gorithm working from a raster based representation. The both algorithms have been
implemented in C++ and tested on a laptop computer using a 2GHz Pentium processor
working with a Windows XP operating System. Our results are presented in the Fig-
ure 8. We have obtained a mean time less to one minute with a our approach contrary
to the several ones needed with the raster based comparison. In any cases, our approach
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Fig. 8. Time retrieval results

Fig. 9. Example of query result

allows to execute the queries within two minutes whereas the raster based comparison
can take until a 1

4 hour.
At last we have performed, in a random way, some queries in order to evaluate the

retrieval precision of our system. The Figure 9 gives an example of query result. In
regard to this kind of result our system seems allowing an efficient retrieval of the
ornamental letter images. Indeed, as explained previously the image is done at a pixel
level. It gives a precise comparison of the images allowing to obtain good retrieval
results. The remained retrieval problems concern the very damaged ornamental letter
images which appear in the case of broken plugs, ripped parts, darkness papers, bad
curvatures, etc.

5 Conclusion and Perspectives

In this paper we have presented a system dealing with the CBIR of old printed graphics
(headpieces, pictures and ornamental letters of the XVI◦ and XVII◦ centuries). The aim
of our system is to process large image databases. For this purpose, we have developed
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a fast approach based on a Run Length Encoding (RLE) of images. This one allows
to reduce the image sizes and then their handling times for the comparison. The core
part of our system is an image comparison algorithm. This one uses two steps: one
of image centering following by a distance computation. Like this, the centering step
allows to solve the shifting problems usually met between segmented images. We have
presented different experiments and results about our system. We have shown how our
system allows to compress from 8 to 9 times the image sizes, and therefore to reduce
the needed retrieval time. We have also illustrated the retrieval precision of our system
through an example of query result.

The perspectives concerning this work are of two types. In a first step we work now
on a selection process of images based on global features. The key idea to this work is
to reduce previously the comparison space by rejecting the images too different from
the query one in order to speed-up the retrieval. In a second step we want to evaluate our
retrieval results. However, this needs to acquire the ground-truth from the ornamental
letter images. Editing the ground-truth in an hand user way could be a long and harder
work which could introduce lot of errors. Our key idea to solve this problem is use our
system as a ground-truthing one in the way of [20]. It will provide the retrieval results
to a user which will valid or will correct them in order to constitute the ground-truth.
Like this, the user will be able to edit a ground-truth in the semi-automatic way.
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Abstract. Computer understanding of visual languages in pen-based
environments requires a combination of lexical analysis in which the ba-
sic tokens are recognized from hand-drawn gestures and syntax analysis
in which the structure is recognized. Typically, lexical analysis relies on
statistical methods while syntax analysis utilizes grammars. The two
stages are not independent: contextual information provided by syntax
analysis is required for lexical disambiguation. Previous research into vi-
sual language recognition has focussed on syntax analysis while relatively
little research has been devoted to lexical analysis and its integration
with syntax analysis. This paper describes GestureLab, a tool designed
for building domain-specific gesture recognizers, and its integration with
Cider, a grammar engine that uses GestureLab recognizers and parses
visual languages. Recognizers created with GestureLab perform proba-
bilistic lexical recognition with disambiguation occurring during parsing
based on contextual syntactic information. Creating domain-specific ges-
ture recognizers is not a simple task. It requires significant amounts of
experimentation and training with large gesture corpora to determine
a suitable set of features and classifier algorithm. GestureLab supports
such experimentation and facilitates collaboration by allowing corpora
to be shared via remote databases.

1 Introduction

There has been considerable research into the automatic recognition of diagrams
as the basis for smart diagrammatic environments (SDEs). These SDEs use
structured diagrams as a means of visual human-computer interaction [10]. An
example SDE is a smart whiteboard that automatically interprets, refines and
annotates sketches jotted down in group discussion. Much of this research has
focused on generic diagram interpretation engines based on incremental multi-
dimensional parsers. Such parsers can automatically be generated from a gram-
matical specification of the diagrammatic language [5], greatly simplifying the
task of implementing SDEs. The inputs to such a parser are lexical tokens such
as lines, rectangles, or arrows. Typically the user composes a diagram from these
with an object-oriented drawing editor.

Extending the (semi-)automatic generation of diagram interpreters to support
sketching in pen-based environments is a challenging task and the focus of this
paper. A generic two-stage approach is taken in which syntax analysis (parsing) is
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preceded by lexical analysis (gesture recognition). While some previous projects
have used parsing techniques for lexical analysis, decades of research into pattern
analysis suggests that feature-based and statistical methods are better suited to
this problem [7]. The core challenges tackled in our paper are: (1) to automate
as far as possible the development of statistical recognizers for stylus-drawn
graphical tokens and (2) to integrate statistical lexical recognition with grammar-
based syntax analysis.

The main contribution of this paper is to describe GestureLab, a tool for gen-
erating probabilistic gesture recognizers. GestureLab is integrated with Cider [5],
a multi-dimensional parser generator for diagram analysis: gesture recognizers
generated with GestureLab can be interfaced automatically with an incremen-
tal parser generated by Cider. Together these two systems provide a suite of
generic tools for the construction of interactive sketch interpretation systems.
These tools automate the SDE construction process to a high degree. The via-
bility of the GestureLab-Cider approach is demonstrated in the development of
a computer algebra system that interprets stylus-drawn mathematical expres-
sions. The tool recognises algebraic and matrix notation from interactive input
and demonstrates context-driven disambiguation.

GestureLab uses Support Vector Machines (SVMs) as the default mecha-
nisms for learning new recognizers. SVMs are a popular approach to supervised
learning of wide-margin classifiers because they are well-understood, theoreti-
cally well-founded and have shown excellent performance across a broad variety
of applications [2,13]. However, standard SVMs perform non-probabalistic two-
way classification. A second contribution of this paper is to describe an extension
to SVMs that allows GestureLab to generate probabilistic k-way recognizers.

2 GestureLab

Given the huge variety of lexical tokens occurring in different types of diagrams,
it is clear that generating an interpreter for a new diagram type requires lexical
recognition to be tailored to the gestures of interest. GestureLab (see Fig. 1)
is a software tool designed to facilitate rapid development and testing of such
domain specific gesture recognizers. Recognizers can be developed entirely within
GestureLab without any need for a testbed application and can be coupled to
Cider without modification.

GestureLab recognizers follow the standard approach to statistical gesture
recognition: recognition is performed on digital ink which includes position, tim-
ing, pressure, and angle data. Statistical summary features such as the total
length of the gesture, initial stroke angle, and maximum curvature are extracted
from this data and used by a classifier algorithm to predict class labels (ges-
ture types). A recognizer thus consists of a bundle of feature extractors and a
classifier algorithm trained on a particular gesture corpus.

GestureLab supports all phases of the recognizer development process: (a)
collecting, manipulating and sharing gesture corpora, and (b) automatic training
and cross-validation of feature extraction and recognizer mechanisms. In the
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Fig. 1. Main window of GestureLab

event that the built-in feature extraction and recognizer mechanisms are insuf-
ficient, GestureLab also allows the developer to readily define (c) new feature
extraction mechanisms and (d) new recognizer algorithms.

A core challenge for any two-phase approach which splits lexical and syntactic
analysis is that lexical recognition may be ambiguous; contextual information
from syntax analysis may be needed to disambiguate the lexical classification.
This disambiguation must be delayed until the parsing stage when contextual
syntactic information is readily available. To support this, GestureLab generates
probabilistic recognizers that return membership probabilities for all possible
token classes instead of a single most likely class.

Corpus Management: GestureLab arranges gestures in terms of a library con-
taining named categories (or “classes”) of gestures and collections of gestures
selected from these categories. Class membership determines the intended inter-
pretation of a gesture, while collections are named sets for training and testing.
Each gesture may belong to any number of named collections and classes. In
this way, training and test collections can be created, modified, and deleted
without altering the corpora. The library can be accessed and manipulated us-
ing an intuitive drag-and-drop interface or via an SQL interface. SQL queries
are based on attributes such as collection names, feature data, and experimental
results (see below). Gestures can be reviewed visually either as static images or
as animations showing the original drawing process.
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GestureLab uses a single database to store corpora and experiment data.
Remote access to this database is possible using GestureLab clients connected
via the Internet. This makes it possible for geographically distributed research
groups and for whole research communities to contribute to shared corpora,
and to use this data for recognizer development. Corpora and experiment data
are also accessible for other software applications via a versatile text-based im-
port/export facility.

Defining New Classifier Algorithms: In the simplest case, a domain-specific
recognizer is built by simply training a generic classifier on a domain-specific
corpus. GestureLab uses a probabilistic k-way Support Vector Machine as the
default recognizer algorithm (see Section 3). When this is insufficient, specialized
classifier algorithms can easily be added by the developer. Classifier algorithms
are implemented by writing a new C++ class which inherits from a base recog-
nizer and which implements the recognizer interface defined by virtual functions.
This interface comprises functions for training and classifying feature vectors, in
addition to saving and loading the recognizer to/from file.

Different applications may need different ink pre-processing such as smoothing
or hook removal. The responsibility for any pre-processing rests with the indi-
vidual recognizers so that each recognizer can process stroke data in a manner
which is most suitable for the particular application.

Defining New Feature Extractors: The standard GestureLab distribution
includes a set of pre-defined feature extractors, following [12]. These include, for
example, the initial angle, maxmimum speed, and total duration of the gesture.
However, the features required for effective classification of new gesture sets
can vary greatly and so GestureLab provides a flexible mechanism for defining
new feature extractors. Feature extractors are defined using a plug-in interface
and are implemented by writing a C++ class which inherits from a pre-defined
feature class. The interface is straight forward: the extractor receives stroke
data and returns the feature as a single real-value. In this way, there are no
restrictions on the types of features that can be defined or on the algorithms
used to compute these. Several feature extractors can be bundled together as a
single feature plug-in module.

Automatic Training and Testing: GestureLab offers full support for auto-
matic recognizer training, testing, and experimentation via an intuitive graphical
interface. For an experiment, the designer couples specific feature recognizers and
classifier algorithms with chosen gesture collections and can then train and val-
idate the thus defined recognizer automatically. This is particularly useful since
training times for some classifiers of large alphabets can be extremely long.
GestureLab performs automatic cross validation and can automatically create
training and test data sets by randomly sampling from a collection of gestures.
All experiment data (including feature values, recognition probabilities, param-
eters settings, etc.) are stored in the central database and are fully accessible so
that experiments can be easily repeated and varied. A versatile experiment report
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facility allows the developer to obtain experiment summaries including the
overall recognizer accuracy, the number of gestures correctly/incorrectly classi-
fied, and the particular gestures which were misclassified. Results can be filtered
to display only correct or only incorrect predictions. Gestures contained in the
results table can be displayed graphically and replayed as a temporary collec-
tion. This is particularly useful for diagnosing causes of misclassification and
developing new feature extractors to address the problems found.

GestureLab also supports quicker, less comprehensive testing of recognizers.
A “test pad” allows recognizers to be evaluated on a gesture by gesture basis
using interactive input instead of a whole gesture collection. The test pad is
particularly useful for investigating unexpected recognizer traits.

3 SVM Gesture Recognition in GestureLab

The default classifier algorithm for GestureLab recognizers is the Support Vec-
tor Machine (SVM [2,13]). SVMs are chosen because they are well-understood,
theoretically well-founded and have proven performance in a wide range of ap-
plication areas.

Fig. 2. SVM classification example

Linear SVMs: Basic SVMs are
binary linear wide-margin classifiers
with a supervised learning algorithm.
Let X be a set of m training samples,
xi ∈ R

n, with associated class labels
ci ∈ {+1,−1}. Assuming linear sep-
arability, the goal of SVM learning is
to find an (n − 1)-dimensional hyper-
plane which separates the classes {xi ∈
X |ci = +1} and {xi ∈ X |ci = −1}.
Such a hyperplane fulfils ci(w·xi+b) ≥
0 and corresponds to the decision function cpred(x) = sign((w ·x+b)). In general,
there are an infinite number of such hyperplanes.

SVMs compute the hyperplane that provides the maximum class separation
by finding a maximal subset S ⊆ X of so-called support vectors for which w, b
can be re-scaled such that ci(w · si + b) = 1 for si ∈ S. The separation mar-
gin perpendicular to the separation hyperplane is 2/||w|| (see Fig. 2), so that
maximizing the margin can be done by solving the quadratic program (QP)

minw,b ||w||2 s.t. ∀i : ci(w · xi + b) ≥ 1 (1)

or its dual

maxαi

m∑
i=1

αi −
m∑

i=1

m∑
j=1

αiαjcicjxi
T xj s.t.

m∑
i=1

αici = 0 ∧ ∀i : αi ≥ 0 (2)

where w =
∑

i αixici.
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Such a hyperplane cannot be found if the two classes are not linearly separable:
some xi will always be on the wrong side of the plane and QP (1,2) is not feasible.
In this case, the aim is to minimize the classification error whilst simultaneously
maximizing the margin. This is achieved by introducing a penalty term ξi for
misclassified samples in the corresponding QP (3) or its dual.

min ||w||2 + C
∑

i

ξi s.t. ∀i : ci(w · xi + b) ≥ 1 − ξi (3)

Non-linear SVMs: The approach described thus far computes only linear clas-
sifiers.

In many cases an SVM can, however, separate classes that require non-linear
decision surfaces by first transforming the data into some higher-dimensional
space in which linear separation is possible. Such transformations can potentially
be expensive, but the so-called “Kernel Trick” allows us to side-step the explicit
transformation. For a transformation φ(·), a kernel function k(·, ·) computes the
dot product of transformed data without explicitly computing the transforma-
tion, i.e. k(x, x′) = φ(x) ·φ(x′). Of course, kernel functions can only be found for
a limited class of transformations φ(·). Kernel functions provide a general way to
apply a linear algorithm (in a limited way) to non-linear problems, provided the
crucial computations of the algorithm can be phrased in terms of dot products,
as is the case for SVMs.

-1

-1

-1

-1

-1

+1

+1

+1

+1

+1

Fig. 3. A non-linear classification
problem linearly separable in the
transformed feature space

A non-linear SVM attempts to perform
linear separation of the transformed sam-
ples φ(xi) using the kernel trick [13]. Com-
mon kernels include the polynomial kernel
k(x, x′) = (x·x′)d and the Radial Basis Func-
tion (RBF) kernel k(x, x′) = exp(−γ||x −
x′||2), γ > 0. Fig. 3 shows a non-linear clas-
sification problem.

GestureLab’s default classifier uses RBF
kernels and performs a two-dimensional grid-
search to optimize the kernel parameters.
This search is guided by cross-validation re-
sults using all training data relevant to the
decision node and 5-fold cross-validation.

Multiclass SVMs: Standard SVMs are bi-
nary classifiers and it is not at all straight-
forward to use these for multi-way classification. The standard techniques to
build k-way SVMs are one-against-all [4], one-against-one [4], and DAGSVM
schemes [11]. A one-against-all classifier requires k SVMs for a k-class problem,
where the ith SVM is trained using all samples from the ith class versus all other
samples. A sample is classified by evaluating all k trained SVMs and the label of
the class for which the decision function is maximum is chosen. The one-against-
one scheme trains k(k−1)

2 classifiers derived from pairwise comparison of target
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classes. A prediction is made by evaluating each SVM and recording “votes”
for the favored class; the class with the most votes is selected as the predicted
class. Both methods suffer from very long training times and this issue is fur-
ther compounded for large data sets such as our corpus of over 10000 gestures.
Furthermore, there is no bound on the generalization error of one-against-all
schemes, and one-against-one schemes can tend to overfit.

The DAGSVM scheme is more complex. The decision DAG is created by
viewing the problem as a series of operations on a list, with each node eliminat-
ing one element from the list. Given a list initialized with all class labels, the
root node is formed using the training data corresponding to the first and last
elements of the list. A decision can now be made which will eliminate one of
the two classes being compared. The eliminated class is removed from the list
and the DAG proceeds to form a child node again using the first and last list
elements. The formation of child nodes in this manner occurs for both decision
paths and continues until only one element remains in the list. The DAGSVM
will consequently comprise k(k−1)

2 nodes and achieve predictions by evaluating
k − 1 of these nodes. Note that each final node can be reached using more than
one pathway from the root node and thus, acyclic graph structure is exhibited.
The problem of lengthy training times also applies to the DAGSVM schema
since, like one-against-one, it requires training k(k−1)

2 decision nodes. The per-
formance of a DAGSVM also relies on the order in which classes are processed,
and no practical method is known to optimize this order.

We believe a better approach is to reduce the set of possible classes at each
decision node and take relative class similarity into account during the construc-
tion of the decision tree. We construct the decision tree as a Minimum Cost
Spanning Tree (MCST) based on feature distances. Each of the leaves corre-
sponds to a target class and the interior nodes group classes into progressively
more disjoint sets. For each internal node in the MCST an SVM is trained to
separate all samples belonging to classes in its left subtree from those in the
right subtree. Fig. 4 contrasts the DAGSVM and MCST-SVM approaches for a
four class example.

The MCST recognizer scales features to [−1, 1] and computes a representative
feature vector for each class. The representative feature for a given class is the
centroid of all samples belonging to that class. Euclidean distances between all

Fig. 4. DAGSVM (left) vs. MCST (right) structure
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unique unordered pairs of representative vectors are calculated, and from these
distances (or “edge weights”) an MCST is constructed (in polynomial time)
using Kruskal’s algorithm [6]. Average-linkage and complete-linkage versions of
the decision tree have also been implemented.

The MSCT recognizer requires k− 1 nodes for a k-class problem and a maxi-
mum of k−1 decisions for a prediction. MCST recognizers have a core advantage
over the other schemas since they discriminate between classes based on class
similarity. Furthermore, training time is reduced because only k− 1 SVMs must
be trained.

Probabilistic SVMs: A standard SVM provides only a non-probabilistic class
prediction (“best guess”). As explained earlier, probabilistic predictions are re-
quired to perform context-based syntactic disambiguation. The MCST approach
facilitates inference of probability distributions for prediction errors during the
training phase in a simple manner: after completing the training of all recognizer
nodes, a test prediction for each training sample is made and the frequencies of
predicting class ci for a data item of true (known) class cj are tabulated. From
these, maximum likelihood probability distributions are computed for each leaf
node of the SVM decision tree.

Coupled with a standard set of feature extractors, the probabilistic MCST-
SVM recognizers produce state-of-the-art recognition rates [3].

4 Cider

Syntactic recognition is provided by Cider. Only a quick overview can be given
here, for more details see [5]. Fig. 5 shows the components that comprise the
Cider toolkit and how these components are used in the creation of an applica-
tion. The white boxes indicate components of Cider; cross-hatched boxes indi-
cate optional components that can be tailored to extend the capabilities of the
toolkit; shading indicates components that must be created by the application
developer.

Cider automatically generates a parser for a visual language from a grammat-
ical specification of the visual language’s syntax. Parsers produced by Cider are
fully incremental which means that users can add, delete, or modify components
of a diagram at any time and that the interpretation engine automatically main-
tains a consistent interpretation of the diagram state. Furthermore, the ability
to specify syntactic transformations provides a powerful mechanism for encod-
ing diagram manipulations and user interactions. Cider compiles the grammar
and transformation specifications into libraries that can then be used as domain-
specific diagram interpretation engines by an application.

Both the syntax and transformation rules are specified using Constraint Mul-
tiset Grammars [9], a kind of attributed multi-set grammar. As a simple example,
consider the following production which defines a division term t as composed
of two numerals a and b with a horizontal division line:
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t:Term ::= l:Line

exist a:Numeral, b:Numeral

where immediately_above(a.bbox, l.bbox) and

immediately_below(b.bbox, l.bbox) and

horiziontally_centered(l.bbox, a.bbox) and

horizontally_centered(l.bbox, b.bbox)

{ t.value = a.value / b.value }

Importantly, Cider supports structure preserving diagram manipulation. This
means that specifications can be written so that once a syntactic diagram com-
ponent has been recognized, the syntactic structure is automatically maintained
when the user manipulates one of the component constituents. For example,
when a fraction has been recognized in a mathematical expression and the user
extends the denominator, the fraction line can automatically be extended; when
the fraction line is dragged, numerator and denominator terms can be dragged
with it, etc. This is achieved by using a constraint solver in the diagram proces-
sor to automatically update attribute values of tokens so that the specification
remains consistent with the visual state of the diagram.

Fig. 5. Cider Architecture

5 System Integration

Building an SDE with GestureLab and Cider: Cider and GestureLab
provide a powerful tool suite for building pen-based SDEs. An SDE created with
GestureLab and Cider has three main components: a graphical front-end where
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Fig. 6. System components

input is drawn, the Cider runtime environment, and the recognition engine. The
recognition engine consists of the lexical recognizer generated by GestureLab and
the syntax recognizer (i.e. parser) generated by Cider (see Fig. 6). The graphical
front-end is either provided by the application or a generic graphical editor.

The first step in building such an SDE is to bundle the gesture recognizers de-
veloped in GestureLab as a single static library. The second step is to develop a
Constraint Multiset Grammar that parses the targeted diagram language. Using
Cider, this grammar is compiled into another static library that encapsulates the
syntactic recognition engine. The application must then be set up to communi-
cate with Cider through the Cider controller API. Primarily, the controller han-
dles the addition, modification and deletion of gestures on the front-end side, as
well as the addition of non-terminals (recognition of syntactic components), and
their modification and deletion. Non-terminals are added, modified and deleted
by Cider as the consequence of a production application or in reaction to a struc-
ture preserving manipulation. Communication between the front-end and Cider
occurs in terms of requests made to Cider from the front-end. Asynchronous re-
sponses from Cider are handled by registering callback functions for events such
as the creation or removal of a non-terminal symbol, or attribute changes.

Handling Lexical Ambiguity: Interpretation by the recognition engine is a
two-phase process: first, the lexical recognizer provides a probabilistic classifi-
cation of the gesture; second, resolution of lexical ambiguity is delayed until
parsing so as to allow the use of contextual information. For instance, consider a
toy problem in which we want to recognize divisions written in TeX in-line style,
such as “4 / 5” where numbers always comprise a single digit (the extension to
multi-digit numbers is simple).
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The grammar contains a “Gesture” terminal symbol in addition to “Numeral”,
“Operator”, and “Term” non-terminal symbols. All symbols have bounding box
attributes. The “Numeral” and “Term” non-terminals require a further integer
attribute to store their numerical value.

The problem that we encounter is that there can be ambiguity on the lexical
level when classifying a vertical line: depending on the angle of the line, it may
represent the numeral “one” or a division operator. At some angles the interpre-
tation will be ambiguous and the classification must be delayed until sufficient
syntactic context is available to disambiguate in the parser. A vertical line must
be a division operator if there are numeric operands to its left and right, whereas
the line must be a numeral with value “one” if there is no numeral immediately
to the left or right of it. This syntactic disambiguation is taken into account in
the following CMG grammar fragment:

n:Numeral ::= g:Gesture where ( most_likely(g, zero) )

{ n.value := 0, n.bbox = Gesture.bbox }

n:Numeral ::= g:Gesture where ( most_likely(g, line) )

not exists ( n:numeral )

where ( immediately_left_of(n.bbox, g.bbox) or

immediately_right_of(n.bbox, g.bbox) )

{ n.value := 1, n.bbox = Gesture.bbox }

...

n:Numeral ::= g:Gesture where ( most_likely(g, nine) )

{ n.value := 9, n.bbox = Gesture.bbox }

d:Operator ::= g:Gesture where (most_likely(g, line) )

exists ( n:numeral )

where ( immediately_left_of(n.bbox, g.bbox) or

immediately_right_of(n.bbox, g.bbox) )

{ d.bbox = g.bbox }

t:Term ::= o:Operator

exist a:Numeral, b:Numeral

where immediately_left_of(a.bbox, o.bbox) and

immediately_right_of(b.bbox, o.bbox) and

vertically_centered(o.bbox, a.bbox) and

vertically_centered(o.bbox, b.bbox)

{ t.value = a.value / b.value }

The attribute constraints will be automatically processed with default toler-
ances, however tolerances can be set explicitly and arbitrary attribute tests can
be implemented as user-defined functions.

Case study: The GestureLab-Cider pair has been used to create a pen-based
front-end for a computer algebra system. This system interprets stylus-drawn
mathematical expressions and handles fractions, exponentials, basic arithmetic,
and matrices. The case study demonstrates the viability of the GestureLab-Cider
approach for generating domain-specific SDEs. Note that due to the incremental
nature of Cider parsers, expressions can be written in any order of symbols and
can arbitrarily be modified; a consistent interpretation will automatically be
maintained at all times.
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6 Conclusions

This paper has described GestureLab, a tool designed for building domain-
specific gesture recognizers, and its integration with Cider, a grammar engine for
parsing visual languages that use GestureLab recognizers. Together these two
systems form a suite of generic tools for the construction of interactive sketch
interpretation systems. These tools automate the SDE construction process to
a high degree.

GestureLab has been specifically designed to facilitate collaboration between
researchers, allowing gesture corpora to be stored and shared via remote databases
either locally or via the Internet. The software has been released into the public do-
main at http://www.csse.monash.edu.au/~adrianb/GL/Home.html. Gesture-
Lab aims to provide synergy between different research efforts by facilitating the
sharing of corpora and recognizer reference implementations. Cider is also avail-
able upon request.
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Abstract. Sketching is an activity that produces informal documents
containing hand-drawn shapes highly variable and ambiguous. In this
paper we present a diagrammatic sketch recognizer that is able to cope
with the recognition of in-accurate hand-drawn symbols by exploiting
error recovery techniques as developed for programming language com-
pilers. The error recovery algorithms are able to interact with recognizers
automatically generated from grammar specifications in order to obtain
the information on missing or misrecognized strokes.

Keywords: Sketch Recognition, LR parsing, Error Recovery.

1 Introduction

Sketches represent an effective medium for facilitating conceptual design activ-
ities by enabling designers to focus on critical issues rather than on intricate
details such as precise size, shape, location, and color. In the last decade, many
efforts have been put into developing software capable of understanding sketches
with objects that can be represented using structural descriptions [1,2]. These
recognizers enable users to create sketches using pen-based devices and to trans-
form the edited sketches into input for more powerful design systems. However,
existing sketch recognition techniques are error-prone or severely limit the user’s
drawing style.

In this paper we present a sketch recognition technique able to identify hand-
drawn messy symbols of diagrammatic languages. In particular, it extends the
approach introduced in [3] with two important features: recognizing hand-drawn
symbols with missing strokes and automatically correcting errors of stroke mis-
recognition. The approach is based on Sketch Grammars [4] for modeling dia-
grammatic sketch notations and for the automatic generation of efficient rec-
ognizers whose parsing technique is based on LR parsing techniques [5]. The
recognition of inaccurate hand-drawn symbols is faced by using error recovery
techniques as developed for programming language compilers [6].

The sketch recognition system performs an on-line interpretation of the user
strokes using the eager modality [7]. This means that the recognizers interpret
the strokes immediately after they have been drawn, and provide a user with
feedback of the recognized symbols as soon as possible. This approach is more
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robust and efficient, and consequently more usable, than the lazy one, where the
recognition occurs only when explicitly requested by the user and it involves all
strokes previously drawn. During the recognition process, the user validates or
rejects the symbol interpretations progressively.

The paper is organized as follows. The related work is discussed in Section 2.
In Section 3 we describe the proposed approach for the recognition of hand
drawn diagrammatic symbols, whereas in Section 4 the results of a preliminary
study are presented. Finally, the conclusion and further research are discussed
in Section 5.

2 Related Work

A large body of work has been proposed for the recognition of freehand drawings
using structural, syntactic, and temporal methods.

In [8] Kara and Stahovich present a multi-level parsing scheme that uses
contextual knowledge to both improve accuracy and reduce recognition times.
However, the recognition process is guided from “marker symbols”, which are
symbols easy to recognize, that they assume to exist always in the sketch. More-
over, the approach assumes that the hand-drawn diagram consists of shapes
linked by arrows.

In [9] Hammond and Davis present LADDER, a language that allows designers
to specify how shapes are drawn, displayed and edited in a certain domain. The
language consists of a set of predefined shapes, constraints, editing behaviors
and a syntax for combining them. New domain objects are created by specifying
the shape descriptions. They do not consider the problem of stroke segmentation
in case of multi-symbol strokes.

A strategy quite similar to that proposed in this paper has been developed
by Alvarado and Davis [10]. They describe a blackboard-based architecture with
a top-down recognition component based on dynamically constructed Bayesian
networks that allows recovery from bottom-up recognition errors. In particular,
the approach allows to model low-level errors explicitly and to use top-down
and bottom-up information together to fix errors that can be avoided using
context. However, the high computational cost of the whole method makes the
system unsuitable for real-time recognition of realistic sketches. To keep the
search tractable, the spatial recognition method for text and graphics proposed
in [11] makes some assumptions about the objects in the domain, such as, the
objects have no more than eight strokes. However, these assumptions limit the
applicability of the method to domains where objects vary in size and shape or
where assumptions on the object size and scale might not hold.

Another approach to reduce the computational cost of sketch recognition is
to exploit the preferred stroke orders. By the observation that when asked to
draw a symbol more than once, people tended to draw it in the same order and
that certain regularities exist between individuals, Sezgin and Davis construct a
Hidden Markov Model based on these orders for recognizing each symbol [12].
The HMM-based approach exploits the regularities to perform very efficient
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segmentation and recognition. However, the recognition algorithm requires each
object to be completed before the next one is drawn.

3 The Proposed Approach

As shown in Fig. 1, the proposed sketch recognition system interacts with the
sketch interface to obtain the edited strokes, to provide the results of its inter-
pretation process, and to receive user’s feedback on the recognized symbols.

The sketch recognition module works in the eager mode and is composed by
three sub-modules. The domain independent recognizer interprets the strokes
as primitive shapes, such as lines, arcs, ellipses, etc. Moreover, to support the
recognition of multi-stroke symbols the strokes to be classified are suitably split
into single-stroke segments by exploiting stroke information such as curvature,
speed and direction.

The symbol recognizers cluster the primitive shapes in order to identify pos-
sible domain symbols. In particular, when a symbol recognizer is able to parse
a new stroke, it gives as output the new status of the symbol, which can be
partially or completely recognized. The strokes not parsed by a symbol recog-
nizer are temporarily stored in its unmatched strokes repository. This repository
contains both graphical and classification information of each unparsed stroke.

Sketch Recognition Module

Language  
Recognizer 

Domain-independent 
Primitive Shape Recognizer 

(Classification, Stroke) 

(Stroke) 

[Symbol,Status] 

(Symbol) 

Sketch Interface 

(Feedback) 

Unmatched 
Strokes 

Symbol 
Recognizer 1 

Symbol 
Recognizer 2 

Symbol 
Recognizer n

(Reset) 

Fig. 1. The recognition process
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The interpretations produced by the symbol recognizers are analyzed by the
language recognizer, which applies its recognition context for selecting the inter-
pretations to be forwarded to the sketch interface.

The sketch interface visualizes as feedback the information obtained by the
language recognizer. In particular, the interface requires users to accept or reject
the recognized symbols. When a symbol is accepted, the language recognizer
updates its parsing status and discards the interpretations of symbol recognizers
that are in conflict with the accepted symbol.

In the following, we first describe a grammar-based implementation of a sym-
bol and language recognizer and then show how to integrate error recovery tech-
niques to improve the robustness of the recognition.

3.1 Describing and Recognizing Sketched Symbols

The formalism used to specify the sketched symbols of a domain language is the
Sketch Grammar [4]. A Sketch Grammar represents an extension of string gram-
mars, where also geometric and topologic relations are allowed. The grammar
productions alternate symbols and relations, and cluster the input strokes into
shapes of a domain language. As an example, the following symbol grammar
productions specify a transistor symbol of electric circuit diagrams, represented
in Fig. 2:

(1) npnTransistor → ELLIPSE 〈joint1 1(t1), joint1 2(t1), contains(t3)〉r1 LINE1

〈joint11 1(t1), rotate(90, t4), contains1(t3), near2(t5)〉r2 LINE2

〈joint21 1(t1), rotate1(45, t4), contains2(t3), near12(t5)〉r3 wireUp

(2) npnTransistor → ELLIPSE 〈r1〉 LINE1 〈r2〉 LINE2

〈joint21 1(t1), rotate1(−45, t4), contains2(t3), near12(t5)〉r4 wireDown

(3) wireUp → LINE3 〈joint31 1(t1), rotate2(−45, t4), contains3(t3), near22(t5)〉r5 LINE4

〈contains4(t3), length(0.33, t6), rotate(−45, t4)〉r6 Arrow

(4) wireDown → LINE4 〈r6, r8, joint31 1(t1), rotate2(45, t4), contains3(t3), near22(t5)〉r7 LINE3

〈joint12 1(t1), length(0.33, t6), contains4(t3), rotate1(−45, t4)〉r8 Arrow

(5) wireDown → LINE4 〈r6〉 Arrow 〈joint41 1(t1), rotate3(45, t4), contains5(t3), near32(t5)〉r9

LINE3

(6) Arrow → LINE5 〈joint1 1(t1), length(1, t6), rotate(90, t4)〉r10 LINE6

Notice that in order to simply the description of the productions we associate
a label ri to each sequence of relations in the productions. Moreover, the notation
ri indicates that the relations specified by ri do not hold.

The transistor symbol is composed by an ellipse and several lines as shown in
Fig. 2(a-b). Each primitive shape has associated a set of attributes, which are
used to relate a shape to the others, and their values depend on the “position”
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           (a)                                           (b)

Fig. 2. The npn Transistor symbol (a) and a hand-drawn sketched version (b)

1 3 6 

2 4 6 

2 4 

2 5 2 5 
2 5 

2 4 6 
1

2

1

2

1 3 

2 5 
2 4 

1 3 6 

1 3 

Fig. 3. The three main drawing sequences of the npn Transistor

and “size” of the shape in the sketch. The relations specified in the productions
are such that the strokes in the sketch in Fig. 2(b) satisfy them. The values
t1, . . . , t6 are specified by the grammar designer and indicate the error margin in
the satisfaction of the relations. The rotation direction is meant to be counter-
clock.

As an example, the first relation in production 1 (labeled with r1) relates
through two joint relations attribute 1 of ELLIPSE, which represents its bor-
derline, to attribute 1 and 2 of a LINE, which represent its end points, high-
lighted by bullets in Fig. 2(a). Moreover, relation contains specifies that LINE
is contained into the borderline of the ELLIPSE.

Apex 1 in joint11 1 of the first production (labeled with r2) indicates that the
simple relation joint must hold between ELLIPSE (1 position behind LINE1)
and LINE2. Note that the apex may also refer to symbols in previously applied
productions.

Given a sketch grammar for a symbol of a diagrammatic language it is possible
to automatically generate the corresponding symbol recognizer. This recognizer
parses a symbol scanning the strokes in the order defined by the productions. As
an example, the previous productions describe an npn Transistor symbol with
the sequence: capsule, gate, base, collector, and emitter. In order to perform
a robust symbol recognition process, the recognizers should be able to parse
symbols using more than one sequence. Since when drawing symbols the users
employ only a subset of all possible sequences [12], the sketch grammar for a
symbol should only include the stroke temporal patterns mainly used. As an
example, the npn Transistor is characterized by the three main sequences shown
in Fig. 3. Here the number lists indicate the active productions for each sequence.

The parser built from the grammar is based on an extension of LR-parsing.
The parsing algorithm analyzes the input exploiting the information contained in
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Table 1. The parsing table for the npn Transistor grammar

State
Action Goto

Next
LINE ELLIPSE $ npnTransistor wireUp wireDown Arrow 

0  :sh 1  :17    (start,ELLIPSE) 

1 :sh 2       (r1, LINE) 

2 :sh 3       (r2, LINE) 

3
1 :sh 4    :6 :6  (r3, LINE) 

2 :sh 5    :7 :7  (r4, LINE) 

4 :sh 8       (r5, LINE) 

5

1 r6, r8:sh 9      :12 (r7, LINE) 

2 :sh 10      :12 (r6, LINE) 

3 :sh 11      :12 (r8, LINE) 

6 Production 1     - 

7 Production 2     - 

8
1 :sh 10      :13 (r6, LINE) 

2 :sh 11      :13 (r8, LINE) 

9
1 :sh 10      :14 (r6, LINE) 

2 :sh 11      :14 (r8, LINE) 

10 :sh 15       (r10, LINE) 

11 :sh 15       (r10, LINE) 

12 :sh 16       (r9, LINE) 

13 Production 3     - 

14 Production 4     - 

15 Production 6     - 

16 Production 5     - 

17 accept     - 

a parsing table. The parsing table for the previous grammar of the npn Transistor
symbol is shown in Table 1.

The parsing table is composed by a set of rows and is divided into three main
sections: Action, Goto, and Next. Each row is composed of a set of one or more
sub-rows each corresponding to a parser state. The Action and Goto sections are
similar to the ones used in the LR parsing tables for string languages [5], while
the Next section is used by the parser to select the next stroke to be processed.
In particular, an entry Next [k] for a state k contains the couple (relations, x),
which drives the parser in selecting a symbol x satisfying relations.

The entries sh x are used to perform both a shift operation, i.e., the current
symbol is recognized and pushed onto the stack, and a goto operation on x, i.e.,
the current state of the parser is changed to state x. The entries ri refer to the
relation labels introduced in the grammar productions.

Sketch grammars are used also to specify the language grammars, which define
the sentences of the language as composition of the shapes defined by symbol
grammars through spatial relations [3]. As an example, the following productions
represent some of the language grammar productions for the circuit diagrams.

(1) Circuit → SubCircuit

(2) SubCircuit → SubCircuit 〈any〉 SubCircuit

(3) SubCircuit → SubCircuit 〈joint1 1(t1)〉 Wire 〈joint2 1(t1)〉 Component
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(4) SubCircuit → SubCircuit 〈joint1 1(t1), joint1 2(t1)〉 Wire

(5) SubCircuit → Component

(6) Component → npnTransistor

(7) Component → pnpTransistor

(8) Component → Diode

(9) Component → Lamp

(10) Component → Battery

(11) Component → Capacitor

(12) Component → Resistor

(13) Component → Ground

(14) Component → Switch

Production 2 states that a circuit can be composed of unconnected SubCir-
cuits. Production 3 recursively defines a SubCircuit as the composition of three
language symbols: SubCircuit, Wire, and Component. Production 4 specifies that
a SubCircuit can be connected through a Wire to itself. Finally, Productions 6–
14 list the possible components compounding a circuit.

Fig. 4 shows how to recognize a sketched switch circuit through the previous
productions. In particular, the recognized circuit uses the npn Transistor in place
of the switch to control the flow of electrons from battery through the lamp.

Fig. 4(a) shows the initial switch circuit and two dotted ovals indicating the
handles to be reduced. By applying production 14 and then production 5, the
initial node Switch is reduced to the SubCircuit symbol (represented with a
dashed oval in Fig. 4(b)). Similarly, the application of production 6 substitutes
the npnTransistor with the Component symbol. Fig. 4(b) shows the handle for
application of production 3. In Fig. 4(c), SubCircuit and a Wire are reduced ap-
plying production 4, whereas production 9 substitutes the Lamp with a Compo-
nent symbol. Similarly, productions 3 and 10 are applied in Fig. 4(d). In Fig. 4(e)
production 3 reduces a SubCircuit and a Component connected through a Wire
into a SubCircuit symbol. Finally, the subsequent application of productions
4 and 1 reduces the original switch circuit to the starting Circuit symbol in
Fig. 4(f).

Switch

npn Transistor

Lamp

Battery
Production 14 and 5 

Production 6 

SubCircuit

Component

Lamp

Battery

Production 3 SubCircuit Lamp

Battery
Production 4 

Production 9 

Wire

        (a)                                               (b)                                               (c)
SubCircuit

Component

Battery

Production 3 

Production 10 

SubCircuit

Component
Production 3 

SubCircuit

Production 4 and 1 

        (d)                                               (e)                                               (f)

Fig. 4. The reduction process of a switch circuit
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Similarly to symbol recognizers, the language recognizer is automatically gen-
erated from the language grammar.

3.2 Sketch Symbol Recognition with Error Recovery

The parsing approach described in previous works [3] and based on the shown
grammars correctly works if the users completely drawn all the strokes composing
a symbol. However, inaccuracy is intrinsic in hand-drawn sketches, thus the user
could miss to drawn some symbol strokes, or could draw strokes that result to be
difficult to identify, yielding the recognition approach ineffective. In order to cope
with these difficulties we will show how to introduce error recovery techniques
in the previous parsing algorithm.

The goal of the error recovery algorithm is to overcome the problem of stroke
linearization performed by the parsing algorithm, which prevents the recognition
of incomplete symbols. To this aim, when a stroke of a symbol is missing (or
misrecognized) the parsing algorithm activates an error recovery procedure that
allows the parser to proceed in the recognition of the symbol. Nevertheless, the
error recovery process should not be applied if it does not lead to the recognition
of a symbol, i.e., many strokes of the symbol are still missing. In order to face
with this requirement the grammar developer associates to the terminals of the
symbol grammars a discriminant value indicating the importance of the stroke
in the described symbol. As an example, for the terminals of the previous npn
Transistor symbol we can associate the following discriminant values, specified
within parenthesis.

(1) npnTransistor → ELLIPSE(20) 〈r1〉 LINE1(15) 〈r2〉 LINE2(15) 〈r3〉 wireUp

. . .
(3) wireUp → LINE3(10) 〈r5〉 LINE4(5) 〈r6〉 Arrow

(4) wireDown → LINE4(5) 〈r7〉 LINE3(10) 〈r8〉 Arrow

. . .
(6) Arrow → LINE5(25) 〈r10〉 LINE6(10)

The discriminant values indicate that the left head segment of the Collector
wire has a weight (25) greater than the other segments. This allows the parser to
discriminate npn Transistors against pnp Transistors, since the latter represents
the Collector symbol in a inverse direction with respect to the first, as shown
in Fig. 5. Thus, when the strokes that allow the parser to distinguish a symbol
from the others are drawn, the partially recognized symbols will have associated
a high discriminant value.

The discriminant values are stored in the Next section of the generated parsing
table, associated to each next symbol to be processed. As an example, the Next
entry of state 1 of the npn Transistor parsing table contains the triple (r1, LINE,
15). Thus, the discriminant values associated to the complex symbols allow the
generated recognizers to associate to the partially recognized symbols a value
that can be used both to disambiguate the recognition of quite similar symbols
and to pose a limit in the number of missing strokes admissible in a symbol. In
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Fig. 5. The pnp Transistor symbol

particular, let t be a value such that if the sum of discriminant values associated
to the recognized strokes of a symbol S is greater than t then S is (partially
or completely) recognized. The error recovery process should terminate when
the discriminant values associated to the missing strokes exceed the value 1− t.
Indeed, in this case the recognized symbol will never exceed threshold t even if
all the remaining symbol strokes have been drawn.

In the following we provide the algorithms implementing the error recovery
technique.

Recovery() {
PT = parsingtable[parser];
state = stack[parser].currentState;
while (state != null) {

(r, s, d_value) = PT.Next[state]; // for multiple instances the triple with
// lowest discriminant value is selected

if (d_value > 100-threshold[parser]) exit;
threshold[parser]= threshold[parser]+ d_value;
newStroke = Fit(r, s);
state = ContinueParsing(newStroke);

}
}

Fit(r, s) {
rep = repository[parser];
foreach(x in rep) {

if (r is a valid relation for x) { // using complete classification
delete x from rep;
return x;

}
}
simulatedStroke = use the constraint solver to calculate a shape of type s

and compatible with the stack and relation r;
return simulatedStroke;

}

ContinueParsing(s) {
action[parser].shift(s);
rep = repository[parser];
input[parser]=rep;
action[parser].continue; // reactivate the parser on rep
input[parser]=PrimitiveShapeRecognizer; // restore the input
if (state[parser] != accept and rep.empty == true) return null;
if (state[parser] == accept) return null;
return stack[parser].currentState;

}

The Recovery function is automatically invoked by a symbol recognizer when
a syntax error occurs. In particular, if the parser can still recognize a symbol (i.e.,
the sum of discriminant values of the recognized strokes is lower than the value
1 − t) then the Fit and ContinueParsing functions are invoked, respectively, to
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look for a stroke able to reactivate the parser, and to continue the parsing of the
symbol from the stroke in the symbol stroke sequence that follows the missing
stroke.

The Fit function first analyzes the repository of unmatched strokes to find
a stroke, with low accuracy, able to solve the syntax error. If it is found, it is
used as the next input for the parser. Otherwise, the function computes the
information to simulate the missing stroke. The stroke given in output by Fit
function is then used by ContinueParsing function for updating the parsing state
and then reactivating the parser on the unmatched strokes repository to recover
from unparsed strokes.

After the recovery process, the symbol recognizer checks the acceptance state
of the parser to verify if the symbol is completely or partially recognized.

3.3 An Example

Let us suppose that the user has drawn a pnp Transistor without following any
of the stroke sequences of Fig. 3 as shown in Fig. 6(a-e). Moreover, let us consider
a threshold value of 70 for the recognition of this kind of symbol.

After the recognition of the Ellipse stroke in Fig. 6(a), the npn Transistor
parser reaches state 1, but fails because the next symbol in the input is an
Arc against an expected Line. The parser stores the unparsed stroke in the
repository associated to the npn Transistor recognizer and then invokes the error
recovery procedure. The Recovery algorithm invoked by the parser uses the triple
(r1, LINE, 15) to check if the discriminant value 15 exceeds 30 (i.e., 100 less
the threshold), and then finds in the repository a valid stroke compatible with
relation r1 and primitive shape LINE. Thus, thanks to the recovery algorithm the
stroke is correctly interpreted as Line solving a misrecognition error, as shown
in Fig. 6(b). The parser reaches state 2 and waits for the next stroke.

Fig. 6(c) shows the sketch after the drawing of a horizontal line. The new
stroke is not compatible with the triple (r2, LINE, 15) associated to state 2.
Thus, the error recovery algorithm simulates the Base wire of the transistor, but
cannot continue since will never reach the maximum admissible discriminant
value (i.e., 30). In this case, a backtracking process restores the parser state
to the one preceding the error recovery invocation. After the drawing of the
Base wire stroke (see Fig. 6(d)), the parser moves from state 2 to state 3, and
simulates the Collector Wire with the triple (r4, LINE, 5), considering all the
strokes provided as input and including the horizontal line previously sketched.

Ellipse

Arc Line

Line

 (a)                       (b)  (c)                       (d)                     (e) 

Fig. 6. The pnp Transistor symbol
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However, the threshold value of 70 for the recognition of the npn Transistor
symbol is not reached.

When the user draws the symbol in Fig. 6(e), the parser simulates the Collec-
tor Wire and reaches the acceptance state, and the symbol with missing strokes
is completely recognized.

4 Preliminary Evaluation

We have conducted a preliminary user study of the proposed approach by im-
plementing a recognizer for electric circuit diagrams. The study included ten
subjects who were asked to sketch in an unconstrained fashion the circuit dia-
gram in Fig. 4(a).

Statistical results about the experiment are summarized in Table 2. The re-
sults show that the error recovery procedure is particularly useful for improving
the recognition performances of complex symbols. In fact, npn Transistor and
Lamp symbols can be drawn by using several stroke sequences out of the ones de-
fined by the grammar productions. Thus, the error recovery process is applied six
times for npn Transistors and three times for Lamps, obtaining an improvement
of the overall precision of 17,56%. On the contrary, the Wire symbol is formed
by a simple sequence of connected line strokes which are difficult to be misun-
derstood. Moreover, Battery and Switch symbols are composed of few strokes
and the corresponding symbol recognizers cover all possible stroke orders.

Table 2. Recognition performances

#Instances
Correctly

 Recognized
Recognized by using 

Error Recovery 
%Precision

Switch 10 10 0 100
npn Transition 10 7 6 70
Lamp 10 9 3 90
Battery 10 10 0 100
Wire 50 50 0 100
Total 90 86 9 95,56

Sy
m

bo
ls

5 Conclusions and Future Work

The paper introduces a recognition technique for diagrammatic sketches, which
is able to recognize hand-drawn symbols with missing strokes and to correct
stroke misrecognition errors automatically. The recognition system is composed
of hierarchically arranged recognizers automatically generated from grammar
specifications, which integrates error recovery techniques to improve the robust-
ness of the recognition.

In order to reduce the number of active error recovery processes, and conse-
quently the number of user feedback requests, in the future we intend to exploit
the feed-backs provided by the users to adapt the behaviour of the recognizers.
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In particular, we plan to modify the discriminant values associated to the
terminals of the symbol grammar based on the acceptance/reject decisions of
incomplete symbols.

Finally, in order to reduce the effort to construct the sketch grammar for a
given domain language we plan to investigate how to infer the grammar from a
set of sketch samples automatically, similarly to the work proposed in [13].
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Abstract. While much work has been done in Structural and Syntactical Pattern
Recognition applied to drawings, most approaches are non-interactive. However,
the recent emergence of viable pen-computers makes it desirable to handle pen-
input such as sketches and drawings interactively. This paper presents a syntax-
directed approach to parse sketches based on Relational Adjacency Grammars,
which describe spatial and topological relations among parts of a sketch. Our
approach uses a 2D grid to avoid re-scanning all the previous input whenever
new strokes entered into the system, thus speeding up parsing considerably. To
evaluate the performance of our approach we have tested the system using non-
trivial inputs analyzed with two different grammars, one to design user interfaces
and the other to describe floor-plans. The results clearly show the effectiveness
of our approach and demonstrate good scalability to larger drawings.

1 Introduction

Sketching interfaces are a useful and natural way for people to communicate with com-
puters. By using a digital pen, users can input information such as cursive script an-
notations or, in a graphical domain, freehand diagrams or graphical gestures. Sketch
recognition is therefore a powerful tool in disciplines such as architecture or engineer-
ing. In the graphical domain, sketches have an important value. Indeed, sketches pro-
vide the ability of expressing complex ideas with simple visual notations, and are a
fluent way of human-computer interaction. From a technical point of view, according to
Liu’s [4] interesting survey, on-line graphics recognition processes may be divided into
three main parts: Primitive Shape Detection, Composite Object Recognition and Sketch
Understanding. In this work we focus on symbol recognition in sketching diagrams.

Sketches are collections of strokes, i.e. line drawings where basic primitives are the
sequences of points captured between a stylus’ pen-up and pen-down events. Roughly
speaking, sketched symbols are sets of line primitives organized spatially and some-
times in a temporal sequence. These characteristics make desirable to use structural
approaches to recognize drawings. In this paper we focus on a syntactic approach to de-
scribe and recognize graphical symbols in an on-line framework. A syntactic approach
addresses two relevant issues: the description of the graphical entity and the recogni-
tion process. The former is based on the theory of formal languages, where a grammar

W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 169–180, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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describes the recognized shapes and its productions represent the relations among com-
position elements. The latter requires a parsing approach. A parser is a process that,
given an input and a grammar G, says if the input belongs to the language generated by
the grammar, L(G).

A number of grammatical formalisms exist in the literature to describe bi-dimensional
graphical objects. Early attempts augmented linear languages with 2D operators to ex-
press the spatial relations among the primitives. Picture Description Languages
or Plex grammars [7] are two examples of this approach. Over the last two decades
new paradigms of languages have been studied. These languages are inherently
bi-dimensional, and thus more apt to describe 2D symbols. They are referred as Visual
Languages (VLs). Among the different approaches to VLs we find Relational Gram-
mars [6], where productions describe relations among the different primitive symbols
in terms of a set of attributes defined as join points. Adjacency Grammars [2] define a
set of constraints denoting spatial, temporal or logic relations. Graph Grammars [19]
define productions in terms of graph-based rewriting rules but require complex rules.

Together with grammatical formalisms parsing paradigms were devised to validate
whether visual languages belonged to the language generated by those grammars. Most
of these parsing methodologies are tailored to a specific grammatical formalism, such
as the parsers presented in [16], [18]. Despite these specific methodologies other works
extend traditional parsing techniques to try and develop more general methods such as
the work of Costagliola et al. [21] which extends conventional LR-parsing techniques
to the realm of visual languages.

As described above, a syntactic approach to sketched symbol recognition requires
first a grammatical model and second a parsing engine to perform the proper recogni-
tion. To this end, we adopt an Adjacency Grammar to describe 2D shapes using a lin-
ear language by defining constraints to describe the different relations among the parts
composing a sketch. Then we use an incremental parser, to analyze visual sketched
sentences. This is done by constructing a parsing-tree each time a new token is drawn.
Differently from traditional parsers, our parsing algorithm is able to cope with the main
issue of VLs, that is, parsing the input in an order free manner. In this way, the relations
the parse tree is built according to spatial or logical relations among the different sym-
bols composing a sketch rather than relying on their temporal sequence as happens with
conventional textual languages. This is because, our parser uses a spatial data structure
to allocate the different tokens as they are analyzed and, to search the set of neighbour-
ing symbols to match grammatical rules when a new token is drawn and recognized.

This paper is organized as follows: section 2 presents related work on sketch recog-
nition systems and syntactic approaches to describe 2D patterns. In section 3 we present
the syntactic approach used to describe and interpret sketches. Section 4 presents ex-
perimental evaluation of our work. Finally, section 5 discusses these results and points
to future directions in our research.

2 Related Work

This section discusses related work developed in the field of sketch recognition and
compares syntactic approaches to describing 2D symbols.
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2.1 Sketch Recognition

Sketch recognition is a field of increasing interest due to the progress of digital pen
devices allowing interaction between Humans and Computers. This requires designing
new applications to analyze sketched inputs, either statically, as in document analysis
and recognition or more recently in interactive settings, including calligraphic and pen-
based interfaces. In the literature, we find different work that describes sketch recogni-
tion as applied to different fields. Landay and Myers presented SILK [13] a system to
describe User Interfaces. SILK system attempts to recognize basic primitives forming
the sketch using Rubine’s algorithm [14] to recognize gestures. Once a primitive is
detected the system tries to detect the spatial relations between the primitive and other
components or widgets. The system then returns the recognized widget to the user, who
is able to correct this output if an error occurs. However, using Rubine’s recognizer
limited the system to single-stroke basic primitives.

Hammond and Davis [15] developed a system to recognize UML Class Diagrams in
four steps: pre-processing, selection, recognition and identification. The pre-processing
step classifies the most recent stroke in one of four categories an ellipse, a line, a poly-
line or a complex shape. Next, the system attempts to match this to a set of (previously
drawn) unrecognized strokes. The authors limit the match candidates to at most nine
trying to avoid an exponential time search on the number of strokes required to iden-
tify a symbol. This task is ascribed to specific symbol recognizers which identify each
different symbol allowed in UML diagrams. The identification process combines the
probability of each recognizer with other criteria, such as the number of strokes that
compose the symbol recognized.

Kara and Stahovic [11] developed a sketch recognition system to describe engineer-
ing circuits that can be used as input to Simulink, using a hierarchical recognition ap-
proach. First, the system tries to identify specific symbols as markers. These symbols
should be easy to recognize and serve as anchors to help recognizing the remainder of
the sketch. In this case, the markers describe arrows which are recognized according
to features based on drawing speed. Then the system generates a set of symbol candi-
dates, by taking into account the number of input and output arrows for a given cluster.
To recognize a symbol among the different candidates the authors use the combination
of four different recognizers by choosing the answer with the best score.

Alvarado and Davis in [10] present a multi-domain sketch recognition system, based
on a dynamically constructed bayesian network. The network is constructed using
LADDER [8] a language that is able to describe and draw shapes for a specific domain.
For each new stroke is drawn the system classifies it in one of the basic categories. Then
a hypothesis is generated in three steps: a bottom-up step generates the hypothesis from
the new stroke, followed by a top-down step that attempts to find subshapes missing on
the partial hypothesis created by the previous step and finally, a pruning step that keeps
the number of hypothesis manageable to be analyzed in real time.

2.2 Grammatical Symbol Recognition

Different grammatical formalisms have been proposed to describe visual constructs
(symbols). These formalisms describe symbols as a collection of basic primitives and a
set of relations connecting those shapes.
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Linear grammatical formalisms are presented in [16], [17] and [18]. These three
grammars describe productions as a set of symbols and a set of constraints among
those symbols. While Relation Grammars [17] define their productions over a set of
un-attributed tokens, Constraint Multiset Grammars [16] and Picture Layout Gram-
mars [18] describe their productions using sets of attributed tokens. Constraint Multiset
Grammars are context-sensitive grammars that define a set of tokens that may exist
to produce a valid rule. In this latter formalism, contextual tokens may be specified in
spatial or logical constraints, while not being considered part of the production proper.

Coüasnon developed a language named EPF (Enhanced Position Formalism) [20]
using an operator based grammatical formalism. In EPF the productions are concate-
nations of symbols and operators between the symbols. The operators may describe
positional relations, factorization of symbols, etc.

While the grammatical formalisms presented before are linear grammars, other
researchers focus on visual languages defined via high-dimensional grammars. Wit-
tenburg and Weitzmann [6] present Relational Grammars. These grammars are high-
dimensional context-free grammars. Grammar productions are defined over ordered sets
of symbols and a set of constraints among the symbols. Other high-dimensional for-
malisms include Layered Graph Grammars [19]. These grammars are context-sensitive,
restricting the size on the left-hand of the production to be smaller than the right-hand.

More recent work that combines sketch recognition with a syntactic approach. Sketch
Grammars [21] extend context-free string grammars, by defining relations other than
concatenation relations. These relations include temporal or spatial constraints among
symbols. Productions in these grammars also define a set of actions that may include
drawing constraints and semantic context. LADDER [8] is a closely related technique
that describes relations among complex symbols defined in terms of basic elements and
specifies drawing, editing and semantic actions as part of a production.

3 A Syntactic Approach to Recognize Hand-Drawn Sketches

The syntactic formalism presented in this paper is a one-dimensional grammar based
on Adjacency Grammars [2]. The symbols in the right-hand-side of a production are
described as an unordered set of tokens that should obey a set of constraints, which
allows these grammars to describe drawings in an order-free manner.

Adjacency Grammars are formally defined as a 5-tuple G = {Vt , Vn, S, P, C} where:

– Vt represents the terminal vocabulary.
– Vn represents the non-terminal vocabulary.

With Vt

⋂
Vn = ∅ and Vt

⋃
Vn = Σ being Σ the alphabet of the language gener-

ated by the grammar L(G).
– S is the start symbol.
– P is the set of productions of the grammar defined as:

α → {β1, . . . , βj} if Γ1(Φ1, c1), . . . , Γn(Φn, cn)

Where α ∈ Vn and ∀i ∈ [1, . . . , j]βi ∈ {Vt ∪ Vn}, constitute the possible empty
multiset of terminal and non-terminal symbols. ∀k ∈ [1, . . . , n] Γk are the
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adjacency constraints defined on the attributes of the subsets Φk ⊂ {β1, . . . , βj}
and ck are the cost functions associated to each constraint.

– C represents a set of constraints. This set represents the different spatial relations
that we may find between two different grammatical symbols.

fα: Rd
1×. . .×Rd

j → Rd
α is a function that calculates the attributes of the new token from

the attributes of the tokens of the right hand of the grammatical productions. Being d the
cardinality of the attributes of the token α and j the number of tokens on the right-hand-
side. This function is used when a symbol is reduced from a grammatical production
during the parsing process.

Concerning the parser required in this approach, it is an incremental on-line parser
to recognize sketches, which analyzes each new input token drawn until all inputs are
processed. Then the parser either recognizes the whole sketch, or signals an error due
to a invalid input.

While conventional parsers analyze input tokens with these grammars according to
a predefined input order, in a sketching framework we can not expect such an ordered
list of tokens when a user is drawing a symbol. On the contrary, each user may draw the
constituents of a symbol in a different order. There are two solutions to this problem.
The first establishes a predefined input order, and the user has no freedom to draw a
sketch which allows a conventional linear parsing to be applied. The second works with
no predefined order but entails a high computational cost because, for each new token,
the parser has to look among all the previously drawn symbols for those that may be
combined to yield a valid rule.

The parser presented in this paper requires no predefined order in the input but uses
a uniform grid to avoid re-scanning all the input as each new token is drawn. When
a new token is read by the parser, it is placed into an array of rectangular cells. Then
the parser searches the neighbouring cells for symbols that may produce a valid rule,
instead of searching all symbols seen so far. For well-behaved languages this allows
polynomial-time search while making possible to provide an analysis in real time for
reasonable input sentences.

Constructing the grid entails some decisions: whether it should be a static or dynamic
structure, the size of the cells, whether cells should be of fixed size or use adaptive di-
mensions, and how to place the symbols into the grid. Using a dynamic grid requires
recalculating the regions each time that a new item is inserted. Regarding the size of
cells, if we choose too small a size, each inserted symbol will be stored in many small
cells, thus taking up more space, and the parser will need to analyze more cells to find
candidate tokens, taking up more time. Using larger cells means that a major number of
symbols could be stored inside any given cell. This may mean a large number of ”false
candidates” showing up in neighbor queries, thus wasting computational resources. Fi-
nally, we need to take into account the method used to calculate the cells each symbol
belongs to. Using a bounding-box is not always an adequate heuristic to find the cells
spanned by a given symbol. I.e. if we have a token that describes a diagonal line its
bounding box will intersect many cells that do not really belong the symbol. This will
then waste computational resources, by attempting to match the symbol against non-
neighbor terms.
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(a) (b)

Fig. 1. Different placements algorithms used on the grid based parser:(a) Bounding-Box and (b)
Bresenham’s Algorithm

Being:
Gr = {Cx1, . . . , Cxn×m} the Grid over the space, with each of its Cxi cells.

BB(Cxi) : The boundind box of the cell Cxi (x1, y1), (x2, y2)
N(Cxi) : The set of Neighbouring cells of Cxi
E(Cxi) : The elements (tokens, completed or unfinished rules) inside a cell Cxi
E(Cxi1 , . . . , Cxim

) : The elements (tokens, completed or unfinished rules) inside a set of im cells

t is a token
Cells(t) is the set of cells that belongs to the token t following fig. 1.

r′ = V alidate(r, e1, e2) where r′ is the modification of the rule r if e1ande2 satisfy the constraints defined in r.

r′ = F inalize(r, e1) add the element e1 if it satisfies the constraints defined in r.
V alid(e) returns true if the element e has all of its composing elements and they have produced a valid reduction. Given a token t
P arser(t)

C = Cells(t)
N = {Cxi, ∀Cxj ∈ C&&Cxi ∈ N(Cxj)}

For each t′ ∈ E(N)
If V alid(t′) then

Find productions P r with t and t′
For each p′ ∈ Pr

t′′ = V alidate(p′, t, t′)
insert t′′ into Cells(t′′)
If V alid(t′′) then

P arser(t′′)
End If

End For
Else t′′ = F inalize(t′, t)
If V alid(t′′) then

P arser(t′′)
End If

End For

Fig. 2. Incremental Grid-Based On-line Algorithm

In our method after some experiments we have defined a static grid with a fixed cell
size of 1/2 × 1/2 inch. Using larger cells involves covering a more extensive area and
therefore taking more primitives into account. On the contrary, smaller cells entail a
larger number of memory accesses. To place the symbols into the cells we decide to use
two different methods depending on whether the token is a line or not. If the token is
a line we use Bresenham’s algorithm [9] to compute the cells that contain the line. On
the contrary, the bounding box determines the set of cells belonging to it, see fig. 1.

Our parser works as described in fig. 2: When a new primitive p, is input, the parser
finds out which grid cells it overlaps. Then the parser searches among the neighbouring
cells which contains graphical elements that, together with the new primitive, can match
a production in the grammar. If no such elements are found and p does not match the
right-hand-side of a production by itself, the parser looks for the next primitive input.
If a matching production is found, the parser will check to see if the constraints on the
right-hand-side are met. If all the constraints match, the symbol s1 on the left-hand-side
of this rule, generates a parse item, which is placed into the grid. Otherwise, if part of
the production rule is valid but there are still missing components s1 is marked as an



Representing and Parsing Sketched Symbols 175

unfinished parse item and it is placed also into the grid. Note that incomplete parse
items can match incoming primitives as a production would do. If a complete parse
item has been produced, we check to see if additional productions can match s1 (the
non-terminal labelling the new item). We recurse on new (completed) items until no
more production rules can fire.

4 Experimental Evaluation and Discussion

To evaluate our syntactic approach, we have defined two example grammars, as shown
in fig. 3. The first grammar, in fig. 3.a, describes architectural floor-plans. Here, a room
is defined as a rectangle which has a door and a window that intersects with it. The
second grammar describes a graphical user interface GUI as shown in fig. 3.b. For ex-
ample, we define a MenuBar as a rectangle that contains two or more Menu tokens. The
basic primitives of these grammars are described by Adjacency constraints. To simplify
writing these grammars, the definition of these basic primitives is automatically done
using a grammatical inference method (see [5]).

The experiments show how our grammatical formalism is able to describe hand-
drawn sketches using two grammars described above. The first experiment highlights
the resource savings due to the adoption of a grid and which is the correct size of its
cells. The second one shows how our method is able to cope with distortion, errors
and uneven spatial distribution of tokens. Finally, we have tested the syntactic approach
with sketches drawn by different users.

Bath Room:= {Room, Shower} isInside(Room,Shower)
Bed-Room := {Room, Bed} isInside(Room, Bed)
Room := {Rectangle, Window, Door} isIntersecting(Rectangle,Window) &&
isIntersecting(Rectangle,Door).
Flat := {Bed-Room, Bath Room, Rectangle, Door}

IsInside(Rectangle,Bed-Room) &&
IsInside(Rectangle,Bath Room) &&
IsIntersecting(Rectangle, Door)

ce := {Circle} | {Ellipse}
Text := {WavyLine} | {Line} isHorizontal(Line)
TextField := {Rectangle, Text} isInside(Rectangle, Text)
TextArea := {TextField, Text} isInside(TextField, Text)
Button := {Rectangle, Rectangle} isInside(Rectangle, Rectangle) &&
haveSimilarAreas(Rectangle, Rectangle)
ComboBox := {Triangle, Rectangle} isInside(Triangle, Rectangle)
Image := {ce, Triangle} isIntersecting(ce, Triangle)
MultiMediaArea := {ce, ce} isIntersecting(ce, ce)
ListBox := {TextArea, Text} isInside(TextArea, Text)
Menu := {ListBox, Text} isInside(ListBox, Text)
Menu Bar := {Rectangle, Menu, Menu) IsInside(Rectangle, Menu) &&
IsInside(Rectangle, Menu)

a) b)

Fig. 3. Example of a grammar specification

4.1 Experiment 1: Grid Tuning

This experiment evaluates the computational resource savings afforded by the grid and
allows us to estimate a good cell size. Table 1.a shows number of memory accesses by
our parsing algorithm. As we can see a small cell size increases the number of memory
accesses. Such grids involves small size on the cells that may introduce errors at the time
to search symbols in the neighbouring cells of the new token, as two real neighbouring
tokens may be placed in not neighbouring cells. This requires expanding the search area
to encompass more cells, which in turn increases again the number of memory accesses.
On the other hand, large cells yield more ”false positive” tests, as more elements which
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a) b) c) d)

Fig. 4. Examples used on grid tuning: a) Example1, b) Example2, c) Example3, and d) Example4

are placed too far apart to match adjacency relations show up in neighbor queries. As
can bee seen from Table 1, the smallest number of memory accesses seem to occur
around 1/2 in x 1/2 in cells. This, of course is dependent on input data average size and
primitive types. Different input tokens would probably require cells of a different size.
Further more comprehensive testing would be required to establish better heuristics for
cell size which would take into account grammar tokens and input characteristics.

Table 1.b shows a comparison in terms of finished and unfinished parse items be-
tween our method and a non-constrained (i.e. griddles) parser. This parser is somewhat
similar to the parser defined by Golin in [18]. We consider as unfinished parse items
those productions for which the parser has not been able to match all symbols on the
right-hand-side. As we can see, the difference between the two methods lies in the num-
ber of unfinished productions. When the user draws a new stroke, unconstrained parsers
have to re-analyze all the primitives previously seen, even if they bear no relation to the
symbol being drawn. Our method takes into account less primitives, thus it reduces
the number of feasible productions tested while generating less temporary (unfinished)
parse items. Finally, table 1.c shows the recognition times for each of the samples. As
we can see, the time values are reasonable to analyze an input in real time.

Table 1. Parser performance a) Number of memory accesses as a function of cell size, b) Number
of Finished and Unfinished parse items created and c) Recognition Time

�������Sample
Cell Size

1 inch 1/2 inch 1 cm 1/2 cm

Example1 360 504 774 2529

Example2 189 333 504 1944

Example3 108 108 180 450

Example4 126 144 378 945

Sample With Grid Without Grid
Finish./Unfinish. Finish./Unfinish.

Example1 15/1 17/125

Example2 1/2 1/65

Example3 8/4 8/86

Example4 2/1 2/67

a) b)
Sample #tokens #symbols Time(ms) Average(ms)

Example1 19 15 404 26.93
Example2 12 1 155 155
Example3 8 8 220 27.5
Example4 11 3 203 67.3

c)



Representing and Parsing Sketched Symbols 177

Flat 1

Door

Rectangle Bed Room Bath Room

Room Bed Room Shower

Rectangle

Door

DoorRectangle

Window

Window

a) b)

Flat 1

Door

Rectangle Bed Room Bath Room

Room Bed Room Shower

Rectangle

Door

DoorRectangle

Window

Window

Window

c) d)

Fig. 5. Architectural floor-plan a) and corresponding parse tree b) c)Another Instance and its parse
tree d)

4.2 Experiment 2: Distortion Tolerance

Contrary to document recognition, error tolerance and the ability to cope with sizeable
variations in input tokens are very desirable features to have in a parsing algorithm tai-
lored to interactive use. This experiment shows how tolerant our method is to distortion
and input errors such as added (extraneous) elements and changes in spatial relation-
ships among the strokes on a given sketch.

Figure 5 shows two samples representing sketched floor-plans and their correspond-
ing parse trees. As we can see, at the time that each new token of the input of the
left-hand is drawn by the user, the parsing algorithm constructs the parse tree on the
right side where the leaves corresponds to the terminal symbols of the alphabet and
each non-leaf node represents a non-terminal symbol labelling the corresponding pro-
duction in the grammar. Figure 5.c shows the same visual sentence where an additional
element circled in red has been added. This element has been recognized as a window
(as described by the grammar in Fig. 3.a), it does not satisfy the relational constraint
to the other elements of the production. Although this additional symbol appears to be
spurious input, we can see that the parser is able to describe the whole sketch, and with
some extra work, it would be possible to identify which strokes do not participate on
a complete parse tree (i.e. one labelled by the start symbol at the root). This is accom-
plished through cover sets as described in [1] .

4.3 Experiment 3: User Testing

This experiment evaluates the ability of our methodology to accommodate the vari-
ability in drawing styles produced by different users. To perform the experiment we
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Table 2. Experimental test based on a set of users

Sample # Recognized tokens # Unrecognized tokens Error Description
1 13 1 Constraints Failure on the token window.
2 15 0 No problems into the sketch.
3 15 0 No problems into the sketch.
4 15 0 No problems into the sketch.
5 12 3 Window recognized as a Rectangle.
6 15 0 The sketch does not present problems
7 15 0 The sketch does not present problems
8 15 0 The sketch does not present problems
9 15 0 The Sketch does not present problems

10 19 0 The sketch presents some extra tokens forming
a bed-room that has not been recognized.

a) b) c)

Fig. 6. Three different samples from Sketched User Interfaces a) Complete Recognition, b) token
mis-recognized and c) missing token

showed a sketched floor-plan, see fig. 5.a, to ten users who were then asked to draw a
similar sketch. Each floor plan requires drawing roughly 40 strokes to depict 15 visual
elements. We ran our parsing algorithm on these sketches. Out of the ten sketches, two
were not correctly interpreted. Seven sketches contain the forty recognized strokes with
a correct interpretation. On one case the user repeated a token, due to a mis-recognized
production (constraint failure). Table 2 summarizes the experimental outcome. From
the results obtained by the parsing methodology we can see that our approach is able
to interpret floor plans interactively. Indeed, some of the failures can be corrected by
adding interactive correction capabilities to our method. This will be done in future
versions of the system.

We also tested the syntactic approach presented in this paper with a grammar that
describes User Interfaces. Figure 6 shows three samples of the same sketch drawn by
three different users. Figure 6.a shows a sketch where all the tokens are well recognized
comparing it with the sketches in fig. 6.b and fig. 6.c we can see that in the first only
one token is not recognized. In this case the unrecognized token is due to a stroke
preprocessing error. The system has recognized an arc instead of two segments. The
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sketch in fig. 6.c has one token missing on its top part and there is a token that has not
been well recognized. This is due to the fact the token was highly distorted.

5 Conclusions

In this paper we have presented a syntactic approach for sketch recognition including
two components: First, we have described a grammatical formalism based on an Adja-
cency grammar that allows describing spatial relations among the different symbols that
compose a hand-drawn sketch. Second, a parsing method based on a regular grid has
been introduced. This parsing method allows partially re-scanning the input when new
strokes are entered by users, which makes it suitable for interactive use. Preliminary
experimental evaluation of the system shows that using a uniform grid with cells of ad-
equate size reduces the spatial and temporal complexity of the parsing algorithm, thus
making it suitable to be used in an interactive sketch recognition framework. Moreover,
the syntactic approach presented is flexible enough to describe and interpret sketches
from different problem domains, in this case architectural floor-plans and User Inter-
faces. Finally, the results obtained from the evaluation suggest a good scalability to
larger drawings. As future work we plan to expand the system to make it more flexible
and support interactive user correction and modification of input drawings.
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Abstract. In sketch-based interfaces, the separation of text and graphic
elements can be essential when a system has to react to different kinds
of input. Even if the interaction with the interface consists in drawing
graphic elements, text input may be considered for some purposes, such
as annotation, labelling, or input of recognizable text. This work deals
with the detection of textual patterns in a set of digital ink elements. The
main idea is that text needs a special hand behaviour to be produced,
different from the behaviour employed to draw symbols or other graphic
elements. Inspired by the models that describe handwriting as a system
of coupled oscillations, we believe that the frequencies of these oscilla-
tions contain some information about the symbol nature. Therefore, we
employ a descriptor that works in the Fourier space. Results show that
this representation leads to distinguished patterns for text and graphic
elements. The performance of our system is close to the performance one
would obtain by using a handwriting recognition engine tuned for this
task, while being much faster. Some benefits are also present when both
approaches - the proposed and the engine - are combined.

1 Introduction

Digital ink applications can be classified into three levels according to the na-
ture of the interaction [1]. In Level 0, the exclusive objective of a pen is to
substitute the mouse, and the interaction takes place through usual elements of
user interfaces - buttons, menus, etc. Level 1 applications introduce interaction
capabilities using the pen, such as recognition of certain gestures or text recogni-
tion inside widgets, but still rely on buttons and other conventional components
for a subset of the input actions. Eventually, in Level 2 applications, the full
functionality can be reached using pen movements.

Most commercial applications working on TabletPCs are exactly the same
versions that run on non-tablet computers, and therefore can be placed in the
Level 0. Only a small portion of TabletPC applications integrate special func-
tionalities that promote them to Level 1. Finally, the development of Level 2
applications is mainly reserved to research.

One distinctive feature of Level 2 applications is that the input can present
different modes or (from now on) categories. For instance, consider a system with
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textual and non-textual (e.g. graphic) elements. It is important to distinguish
them since they may need to be processed differently. Therefore, one fundamental
problem to be addressed in Level 2 recognition systems is to distinguish between
different kinds of inputs.

In this article, the focus of attention is set on text detection, a task that can
be useful in applications such as interpretation of architectural sketches [2][3],
recognition of mathematical formulae/graphics [4], free-form ink input [5] [6] or
automated proofreading [7][8]. Although these applications are mainly concerned
with graphics recognition, they involve some step in which text can be present.
For example, in architectural design a word can be employed to label a room. In
such situations, it is important to face the problem of text/graphics separation,
since these two types of information need to be processed by different modules
of the system.

Indeed, in [7] [8] we presented applications for interpretation of proofediting
sketches containing text and graphics. An example is given in Fig. 1. The system
displays a document on screen (it can also be printed on a digital paper) and
the user is supposed to proofread it using a pen. The user can draw correction
marks and input words using specific rules to indicate what should be changed.
A graphics recognition module interprets the graphical symbols and a text recog-
nition module translates the text to ASCII format. This example illustrates the
relevance of the text/graphics separation problem. But actually, in the men-
tioned application the interpretation is done without an explicit text/graphics
separation module, being this task performed indirectly. Therefore, we believe a
previous stage in which each input element is detected as text or graphics (or at
least associated to a confidence measure) would bring valuable information that
the system could exploit to increase performance and usability.

Until now, text detection in digital ink or its categorization is a not very
popular subject, and it is solved using a variety of approaches. For instance [2],
presents a multi-agent system for interpretation of architectural sketches, where
the text detection module is one of the multiple agents. Its behaviour depends on

Fig. 1. Example of input in the proofreading recognition application
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the confidence value obtained by a character recognizer and the feedback from
other agents. Besides that, direct categorization of ink annotations is faced in [9],
based on different detectors and heuristics for each different type of annotation.
Probably, a more interesting work is [10], where a system for distinguishing
text and graphics in digital ink is presented. It works using a hidden Markov
model and common features. However, we are not aware of any other work using
spectral features for ink categorization purposes.

The approach that is used in this work is inspired by the so-called motor
models of handwriting [11]. It should be remarked that only the general idea is
imported but a motor model itself is not applied in the current work. Briefly,
motor models are one approach for on-line handwriting recognition that assume
that the glyph, the image of what is written, is produced as a result of an
oscillatory process of hand movement(s). The main idea in this work is that
different categories of inputs, such as text and graphics, require very differ-
ent types of hand movements to be produced. Therefore, a concrete analysis of
these oscillations could reveal whether the input is a text, a graphic element,
or one of the other categories of a system. The particular analysis consists in
extracting a sequence of temporal features from the input and compute discrete
Fourier transform (DFT) coefficients. It is known that the Fourier transform rep-
resents the signal in the frequency domain. It is not unreasonable to believe that
by clustering these frequency coefficients, the different input categories will be
recovered.

The rest of the article is structured as follows. In Section 2 the motivation for
employing spectral features is introduced. Particular details of the methodology
follow in Section 3. Experiments are reported in Section 4 and conclusions are
drawn in Section 5.

2 Categorization Based on Frequential Patterns

The main idea in this work is that the different input elements (text, graphics,
etc.) are produced in different ways by users moving their hand. For instance,
writing a cursive word involves many loops, many angular changes, a global
left-to right motion, etc. In contrast, most graphic elements such as symbols
usually consist of regular patterns with long straight segments and few dominant
directions.

There have been some works in the handwriting recognition domain (see [11])
that use what are called motor models. This kind of models take into account
how the writing is physically produced. Usually, this is considered to be output
of a process of coupled oscillations. In the present work we do not use such a
model, but we are inspired by the fact that the different kinds of “behaviour”
needed to draw text or symbols must be reflected in the form of these oscillations,
and therefore in their frequencies. Thus the analysis of digital ink signals in the
frequency domain can provide some useful information e.g. for distinguishing
textual from non-textual elements.
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3 Methodology

As mentioned in the introductory section of this work, the employed method-
ology obeys the following steps. First, a sequence of temporal features (in this
case the direction feature) is determined from the input signal. Then, a number
of DFT coefficients are computed from the previously obtained signal to build a
fixed-length representation of the signal. Finally, this feature vector is classified
into one of the possible categories.

3.1 Direction Feature

It is common to represent a digital ink element X as a sequence of features
X = X1X2 . . . Xt . . . XT , where each Xt denotes the features observed at time
t. These features are typically the horizontal and vertical coordinates (xt and
yt) but this choice is not restrictive and other features can be included, such as
pen pressure, height or even features computed from other features, as velocity,
angles or angle differences. In any case, each of the features can be seen as a
time signal.

In our work, after a preliminary study, the use of the direction feature alone
showed best performance for our particular problem. We follow the proposal by
Yu [12] to compute this feature. First, we determine the stroke segments between
all pairs of consecutive points. Under these conditions, the direction feature is
computed as:

dt =

∑t+l
t−l θ(i, i + 1)

2l + 1
, (1)

where θ(i, i + 1) denotes the angle between segment i and segment i + 1. The
parameter l determines how many points are selected for computing each local
direction and will produce a smoothing effect if its value is high enough. A value
of l = 1 was employed in the present study.

3.2 DFT Coefficients

Instead of representing the difference feature using the raw values, discrete
Fourier transform coefficients (DFT) [13] are computed. This has a number of
advantages. On the one hand, an equivalent fixed-length feature vector is ob-
tained. On the other hand, the analysis of the frequencies of the direction signal
can provide some information on the way elements are sketched, following the
ideas presented in the introduction.

Given the direction features d = d0d1 . . . dn−1, its DFT coefficient of order k
is computed using the common expression:

Dk =
n−1∑
m=0

dme−2πimk/n, (2)

where i =
√−1. For illustration purposes, in Fig. 2 we represent the distribution

of text and non-text elements extracted from the database of [7] using 100 com-
ponents. A PCA [14] is performed in order to reduce the dimensionality to 2D
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Fig. 2. Text (o) and non-text (+) categories in the space spanned by the two first
principal components

and being able to visualize these results. Note that, even in the reduced space of
2 dimensions, text and non-text elements have distinct distributions using the
proposed approach.

3.3 Category Detection

In the experimental section two experiments will be presented. The first one
performs a clustering without using label information to find out the natural
categories in which elements group themselves, which will be assessed visually
and numerically. This part will be carried out using a fuzzy K-means [14] clus-
tering. The second experiment will assume there are two categories (text and
symbols) and we will formulate the problem as a binary classification using a
Fisher linear discriminant.

As suggested in the previous subsection, a PCA can be used to reduce the
dimensionality of the feature vectors, which might have a positive impact on
performance.

4 Experiments

This section provides a description of the performed experiments as well as their
results and some discussion. It should be mentioned that although the results
presented here are promising, this is a work in progress.

The following experiments are carried out on a database of more than 900
symbols extracted from the application presented in [7]. The kind of elements
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one can encounter are similar to the ones that were shown in Fig. 1 and the ones
that will be presented later in Fig. 3. These elements have been manually labelled
as text and non-text. Indeed, it was considered that an element can be called
text if it is visually identified as a text string of at least two characters. This
choice is motivated by the fact that some symbols can unavoidably be confused
with characters, such as crosses and “X”, circles and “O”, etc.

4.1 Unsupervised Clustering of Input Categories

The first experiment is designed as follows: given a set of input elements, they are
clustered to determine which natural groups appear. As an unsupervised case,
these labels will not be used other than for evaluation of the resulting clusters.
As mentioned above, the clustering method is fuzzy K-means.

Several parameter combinations were tried. In the following, 100 DFT com-
ponents are computed, and the two most informative dimensions are kept after a
PCA. This unusually high number of harmonics and the posterior dimensionality
reduction suggest to employ a descriptor presenting better energy compaction
as future work, such as one based on discrete cosine transform (DCT).

The result using K=2 centroids leads to a cluster with majority of words
(62.5% purity) and another with majority of non-words (97.2% purity). As usual,
the purity of a cluster is defined as the fraction of most popular elements. For
reference, the proportion of words / non-words in the dataset is about 20/80%.

It is interesting to see what the clusters will look like when more centroids
are considered, for instance K=3. A priori, one could think that we can see a
new category emerge. But in this dataset, we have not observed that the third
cluster contains elements that can be considered distinct. Instead, it contains a
mixture of text and symbols that have low degree of membership in the other
two classes. This is positive, since it leads to an increase in purity for the other
two clusters: 86.4% for the text cluster and 98.5% for the symbol cluster. Thus,
the “intermediate” cluster could be considered a rejection cluster for holding the
most unconfident elements. In particular, its purity is 78.1% (of symbols), thus
not very significant with respect to the actual rates of text and symbols in the
whole dataset.

Although the clusters, especially the word cluster, contain many samples of the
“wrong” category, it is worth sorting the samples by the value of the membership
function. In Fig. 3, the first 24 ranked samples in the text and symbol clusters are
displayed, for the case of K=3. One can appreciate how by selecting the samples
with highest degree of membership one is confident about the categorization
decision.

Further increasing the number of clusters does not lead to any additional
information about categories.

Although the clustering seems to work well in practice, the results show that
there are only two relevant categories in this dataset. Under these circumstances,
it is more reasonable to apply directly a discriminative classifier, which is done
in the next section.
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(a)

(b)

Fig. 3. First ranked 24 elements in class 1 (a) and class 2 (b)

4.2 Text Detection

The second experiment emulates a more practical framework in which a new ink
element is presented to the input and the system must flag it with a text/non-
text label. Due to the moderate number of samples, we use 2-fold cross validation
for training and testing a Fisher linear discriminant. The distance of an element
to the linear boundary (negative for elements at the other side of it) is used as
confidence score.

The performance of the confidence scores can be assessed via tradeoff curves
such as precision-recall or false rejection (FR) versus false acceptance (FA). At
each point of such a curve, the system assumes a decision threshold that leads to
a point of e.g. FR and FA. By varying the threshold, the curves can be obtained.
One possible way of displaying such a curve is in the so-called Detection Error-
Tradeoff (DET) plot [15]. In Fig. 4, the DET plot obtained using the DFT
coefficients of the direction feature is shown as a solid line.

In our attempt to compare the proposed approach to an alternative system,
we have built a wrapper around a commercial handwriting recognition (HWR)
engine also to be able to distinguish between text and not text. The idea is very
simple but it works in practice. First, we pass any input element to the HWR
engine. If it is recognized as a word, the confidence given by the engine (a value
between 0 and 1) is taken as the confidence score of being a word. In case that
the output is not a word, or that is a word with just one character (for keeping
the above criterion), the confidence is set to 0 since the chances of confusion
are high and we would prefer to reject it. It is to be expected that most text is
recognized as text with a high confidence score and that symbols are either not
recognized as text or recognized as text with very low confidence.
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Fig. 4. DET plot comparing the curve obtained using the DFT coefficients of the
direction feature (solid line), the confidence score given by a commercial recognition
engine (dashed line), and a normalized combination of both scores (dotted line)

Under these conditions we have plotted the DET curve of this system in
Fig. 4 as a dashed line. Its performance is a couple of points better than the
DFT coefficients in terms of FA percentages for a fixed FR. However, in favour
of the DFT coefficients, it should be mentioned that the cost of computing these
features is less than twice the cost of running the HWR engine. Therefore, even
if the HWR engine based system works better in practice, when one is concerned
about the speed, the DFT features can be used if a loss of a couple of points
is acceptable. It is often the case in many digital ink applications that they
have to fulfill a real time requirement, so that the proposed assumption is not
unreasonable.

But if one is really concerned about obtaining the best performance regardless
of the speed, there is one more interesting experiment that can be run, namely
the combination of both scores. If they provide different information, their com-
bination can be beneficial. For each sample, the average of both scores is taken,
where the scores have been previously standardized (i.e. set to mean 0 and stan-
dard deviation 1). The obtained DET plot is shown as a dotted line in Fig. 4.
It can be appreciated how the combination of the HWR engine baseline system
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with the proposed approach produces a reduction of FA and FR which is better
than any of the two individual systems.

5 Conclusions and Perspectives

This work is concerned with the detection of textual patterns in a digital ink
application where the input can be either text or a symbol. Although this work
is still in progress, we report interesting results using DFT coefficients of the
direction feature, that we summarize below.

First, an unsupervised clustering of elements leads to separated clusters for
text and graphics with high purities. These purities can be increased by in-
troducing an “auxiliary” cluster that captures the doubtful samples and can be
employed as rejection class. The purity is especially high if one considers samples
with a degree of membership above a sufficiently high threshold.

Second, in a text/non-text classification experiment, the proposed features
perform a couple of points worse (in terms of FA percentages) compared to a
baseline system based on a HWR engine. If this loss can be tolerated, it will be
a reasonable alternative when one is more concerned about the speed. But more
interestingly, combining the HWR engine based system with the proposed one
even leads to better performance.

As future work, three main objectives can be identified. Some of them are
related to the current limitations of the system. The first one is continue the
research on features for improving the performance of the proposed system at
least to reach the performance of the HWR engine based system. Such a sys-
tem would present the significant advantage of the reduced computational cost.
Second, the generalization of this approach to the more general case of free-
form annotations. In this work, the dataset has only allowed categorization of
two types of elements, but in general the method could be applied to a richer
input. At this point it could be also interesting to compare to a HMM-based
approach such as the one proposed in [10]. Also, this method will be integrated
in the proofreading system [7] with the objective of improving its interpretation
performance.
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Abstract. Patent document images maintained by the U.S. patent
database have a specific format, in which figures and descriptions are
separated into different pages. This makes it difficult for users to refer
to a figure while reading the description or vice versa. The system intro-
duced in this paper is to prepare these patent documents for a friendly
browsing interface. The system is able to segment an imaged page with
several figures into individual figures and extract caption and label infor-
mation from the figure. After obtaining captions and labels, figures and
the relevant description are linked together, and thus users could easily
refer from a description to the figure or vice versa.

Keywords: Graphics Recognition, Graphics Segmentation, User Inter-
face.

1 Introduction

The U.S. patent database, run by the United States Patent and Trademark Of-
fice, maintains both patent text and images. The Web Patent Full-Text Database
(PatFT) contains the full-text of over 3,000,000 patents, while the Web Patent
Full-Page Images Database (PatImg) contains over 70,000,000 images, including
every page of over 7,000,000 patents from 1790 to the most recent issue week.
Most patents are presented in both full-text and image format. The retrieval
requirement is huge in this database. The Web Patent Databases now serve
over 25,000,000 pages of text (over 150,000,000 hits) per month to over 350,000
customers each month [1].

Unfortunately, although serving such a huge amount of customers, the layout
of patent documents is not optimal for reading purpose. Firstly, a patent docu-
ment is divided into five sections, including abstract, figure, description (text),
claim and reference sections, each of which occupies a few consecutive pages.
All figures of a patent document appear together in the figure section before the
description section. Therefore, when a user is reading a description paragraph
and wants to refer to some figures, he/she has to scroll back to the figure section.
Secondly, as shown in figure 1, a typical figure, which illustrates an invention,
generally has many labels, each of which represents a particular part of the in-
vention. In order to locate the exact sentences about a label, a user may have
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c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. A figure image of a patent document with several figures. A typical figure has
a caption, drawings and several labels.
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to go through the whole description section, which definitely will slow down the
reading speed.

We have designed and implemented a system to link captions and labels in the
description section and those in the figure section together, in order to provide
users with a friendlier interface. In particular, two problems mentioned in the
last paragraph are addressed: individual figures are cut out form a whole figure
page and captions and labels were extracted. Hence, users are able to efficiently
jump to the relevant description by clicking the captions or labels in a figure, or
vice versa.

This paper is organized as follows. In sections 2, processing steps and tech-
niques employed in the system are introduced in detail. In section 3, the testing
results based on a self-prepared dataset are presented and discussed. Section 4
shows the interface in which descriptions and figures are paralleled. Section 5
and section 6 are the conclusion and acknowledgement section respectively.

2 System Description

The workflow of the system is illustrated in figure 2. Firstly, a page is checked
whether it is a figure page or text page, by a black pixel density threshold. If it is
a figure page, it is sent for further processing, otherwise thrown away. Secondly,
the image is segmented into individual figures. Thirdly, bounding boxes of the
caption and labels are located for each figure, regardless of whether the page
is a rotated page or not. A rotated page is a page whose caption and label
text is parallel to the vertical edge, an example of which is shown in figure 3.
Because OCR will not accept rotated characters, the next step is to identify and
rectify rotated pages. Then, content of the target bounding boxes are recognized
by OCR software. After that, a post processing step is employed to filter out
recognition errors and words out of our interest. Finally, captions and labels in
figures are linked to those in the description by html functions. Users are able
to swiftly search a caption or label in the description by clicking the one in the
figure. A preliminary browsing interface of the system is shown in section 4.

2.1 Image Segmentation

As shown in figure 1, a page may have several figures. Several algorithms, in-
cluding XYcut [2], Docstrum [3], and Voronoi Diagram [4], are presented in
previous studies to segment a document image into zones. All these algorithms
assume that distances among components within a zone are always smaller than
distances between components from different zones. However, this is not true
in these figure images. In figure 1, for example, the distance between drawings
of FIG 4 and FIG 5 is much smaller than the distance between the drawing
and the caption of either figure. In order to tackle this problem, a bottom-up
segmentation method is proposed.
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Fig. 2. The workflow of processing patent images

The assumption of a figure is that, there is only one main drawing in each
figure (such as the drawing shown in figure 1, although a few figures do have
several drawings, these drawings are quite near to each other and can be con-
nected by smearing) and other small components scatter near around the main
drawing. The segmentation method is as follows:

(1) A smearing algorithm [5] is used to merge separated parts of a figure.
Although we assume there is only one drawing for each figure. The drawing may
fall into several parts due to dashed lines, bad image quality or some other rea-
sons. Also, a few patent pages have more than one drawing. Therefore, smearing
is necessary for connecting parts of the drawing.

(2) A connected component analysis [6] is employed to detect all connected
components in the image.



A Figure Image Processing System 195

Fig. 3. Text in some pages is vertically posed

(3) Components are classified as either ”seed” or ”fragment” using heuristic
rules based on width and height constraints. A seed is the drawing in a figure,
while a fragment is a small component like a label.

(4) Each fragment Fi is merged into a seed Sj , which has the minimum dis-
tance to the fragment among all seeds. It is easy to understand that, if Fi and
Sj are near to each other, they are very likely to be in the same figure. The
distance between a fragment and a seed is defined as:

dis(Fi, Sj) = abs(Cx(Fi) − Cx(Sj)) + abs(Cy(Fi) − Cy(Sj)) (1)

where abs(.) is the absolute value function, and (Cx(A), Cy(A)) is the centroid
of component A, which is defined as:

Cx(A) =
∑n

i=1 pix

n
(2)
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Cx(A) =
∑n

i=1 piy

n
(3)

pi ∈ A is the black pixel index of A, and pix and piy are the xy coordinates
of pi.

(5) After merging, each seed is considered as a figure.

2.2 Caption/Label Detection

In this step, the caption and label detection method will be introduced. The
suggested method is able to locate text in a figure regardless of the orientation
of the text. Namely, the text can be detected whether it is vertically posed (as
shown in figure 3), horizontally posed, or even upside-down. In addition, text
can be successfully detected when skew is present in the page.

After all connected components are extracted, each component is classified as
either a text component (character) or a graphics component according to five
criteria: the width, height, width/height ratio, number of black pixels, and black
pixel density (the number of black pixels over the area of the bounding box).
The decision heuristic rule is shown in table 1. If a parameter of a component
is within the suggested range, it is classified as a text component, otherwise a
graphics component. The thresholds are based on observation of hundreds of
patent images.

Table 1. Component classification criteria

Width Height Width/Height # of Black Black Pixel
(pixels) (pixels) Ratio Pixels Density

Upper 100 100 10 1500 0.9

Lower 5 5 1 900 0.2

Text components are grouped into words or phrases by the grouping function
below [7]:

f(s1, s2) =
√

ks1s2

s1 + s2
(4)

where s1 and s2 are the areas of two components; the coefficient k is a constant
value, which can be adjusted according to the batch of samples in use ( k = 20
in the experiment). If the Euclidian Distance between s1 and s2 are smaller than
f(s1, s2), they are considered as in the same group (a word).

2.3 Rotated Page Rectification

The rotated page detection is based on the text components (characters) ob-
tained by the Caption/Label Detection method. The method employed in our
system is similar to Docstrum algorithm [3]. The nearest neighbor character,
denoted by N , of a character C is found, and the central-line defined by the
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centroids of both N and C is computed. Angles of all central-lines are collected,
and the dominant angle decides whether the page is rotated or not.

2.4 Post Processing

This step is to pick up valid captions and labels from OCR output. Many unde-
sirable contents other than captions and labels appear in the OCR output: the
bounding box detection step may generate false boxes without text information,
which lead to non-sense strings; a figure may contain text other than labels or
captions; OCR process introduces recognition errors, too. Hence, the patterns
of captions and labels are strictly defined, and only strings of these patterns
are kept, otherwise thrown away. A valid label comprises of n consecutive digits
(n < 3), such as ‘231’. A valid figure caption may be of either of two different
patterns: “Fig *” and “Figure *”. For example, both “Fig.1” and “Figure.1 (a)”
are valid captions.

3 Experimental Results and Discussion

The system was tested on 50 patent images. To prepare the ground truth, these
images were manually segmented. Captions and labels were manually located.
The segmentation, detection and recognition output were compared with the
prepared ground truth respectively. The results are shown in table 2. Our system
segmented 84 out of 95 figures, 95% of which were correct. The system detected
and recognized 80 out of 95 captions, all of which are correct. The system also
detected and recognized 523 out of 571 labels, 95% of which were correct. The
experiment result showed an encouraging performance.

Table 2. Figure segmentation, label and caption extraction results

Ground truth System output Precision% Recall%

Figures 95 84 95 84.00

Captions 95 80 100 84.21

Labels 571 532 95 88.51

It was found that, in the figure segmentation step, errors occurred when two
figures are very near each other, such as FIG. 5 and FIG. 6 shown in figure 4.
In this case, two figures were merged together by the smearing algorithm, thus
were considered as a whole figure.

In the caption detection step, 100% precision is archived, namely, all captions
outputted by the system were correct. However, some captions were missing due
to extremely large character size. Characters of these captions were classified as
graphics components in the component classification.
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Fig. 4. Figures in a page are quite near to each other, which lead to errors in the figure
segmentation
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Fig. 5. Label 69 is connected to the drawing, thus it is classified as a graphics compo-
nent together with the drawing

There were tens of labels in a figure usually. The main reason which caused
errors in the label detection step was that, a few labels were connected to the
drawing, such as label 69 shown in figure 5. Those labels could not be de-
tected and then were missing in the final output. Further more, small graph-
ics components might be classified as text-components, which also degraded the
precision.

After checking with the results, we find that the bottle-neck of the per-
formance is the text/graphics components classification step. In our current
method, the classification depends on a few measures of the component, and
many thresholds are set manually based on an observation of a small amount of
patents. In the future, a more sophisticated classification will be included, which
is able to automatically learn the thresholds from a large amount of training
data.

4 User Interface Demo

Currently, the system provides Boolean retrieval of captions and labels in the
description section, if a user clicks the corresponding areas of the figure. A snap-
shot of the preliminary user interface of our system is shown in figure 6. The
left part of the interface is a text display window, and the right part is a figure
display window. Individual figures are cut out and shown in order. When a label
is clicked, the corresponding label occurrences in the text window are located
and highlight. Figure 6 shows an example when label 23 was clicked.
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Fig. 6. A snapshot of the system interface, when label 23 had been clicked, and occur-
rences in the text were highlighted
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5 Conclusion and Future Work

This paper introduces a figure image processing system, which is able to segment
individual figures out of an image and extract their captions and labels, regard-
less of the orientation of the figure. This information is useful when preparing a
better browsing interface of patent documents for users. The experiment results
show an encouraging performance. After analyzing the performance, we find
that the bottle-neck of the performance is text/graphics component classifica-
tion. Our future work will focus on developing a more sophisticated classification
method.
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Abstract. In this paper, a colour segmentation process is proposed. The novelty 
relies on an efficient way to introduce a priori knowledge to isolate pertinent 
regions. Basically, from a pixel classification stage a suitable colour model is 
set up. A hybrid colour space is built by choosing meaningful components from 
several standard colour representations. Thereafter, a segmentation algorithm is 
performed. The region extraction is executed by a vectorial gradient dealing 
with hybrid colour space. From this point, a merging mechanism is carried out. 
It is based on a multi-graphs data structure where each graph represents a 
different point of view of the region layout. Hence, merging decisions can be 
taken considering graph information and according to a set of applicative rules. 
The whole system is assessed on ancient cadastral maps and experiments tend 
to reveal a reliable behaviour in term of information retrieval. 

Keywords: Colour Segmentation, Colour Space, Graphics Recognition, Document 
Understanding. 

1   Introduction 

Technical documents have a strategic role in numerous organisations, composing 
somehow a graphic representation of their heritage. In the context of a project called 
“ALPAGE”, a closer look is given to ancient French cadastral maps related to the 
Parisian urban space during the 19th century. Hence, the data collection is made up of 
1100 images issued from the digitalization of Atlas books and where each image 
contains a vast number of domain-objects, ie. Parcels, water collection points, stairs, 
windows/doors… From a computer science point of view, the challenge consists in 
the extraction of information from colour documents in the objective of providing a 
vector layer to be inserted in a GIS (Geographical Information System). Despite the 
large number of proposed document interpretation methods [1], only a handful of 
them focus in colour document analysis. In particularly, we state the case of Falco 
X.A [2] who proposed an object-line extraction method building a regular-mesh graph 
from a bitmap image where every pixel is treated as a node and putting an edge 
between every pair of adjacent nodes. Then the extraction problem can be considered 
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as finding an optimal path between a start node and an end node. The limitation lies in 
the local aspect of this approach since the mesh graph construction is not achievable 
on the whole image; the start node is then user -defined to reduce the graph 
complexity. Among this reduced set of paradigms working with colour documents, 
the intention of Poh Kok Loo et al [3] is not much to deal with object extraction but 
more likely to distinguish text and graphic information. From this statement, a real 
place does exist for our system which aims to extract high level objects (parcel, water 
well …) in a noisy environment because of the presence strong time due degradations: 
colour degradation, yellowing of the paper, pigment fading… Our paradigm is 
structured around three main ideas. The first, one investigates the colour image 
restoration in the objective to power up ancient colours. Secondly, a comparative 
study explores the several colour spaces in order to choose the best model for the 
segmentation process. Finally, a knowledge-based segmentation method is proposed 
where a priori information is introduced through the use of a multi-graphs data 
structure. 

2   Pre-processing Steps: Colour Restoration and Colour Spaces 

2.1   Colour Restoration 

In introduction, we expressed the difficulties to analyse ancient documents which 
were deprecated due to the time, usage condition or storage environment. So clearly, a 
real need for image restoration has come up. A pre-process, a faded colour correction 
has been executed to bring colours back to original or at least to unleash colour 
significance. It works automatically by increasing non-uniformly the colour saturation 
of washed-out pigments without affected the dominant colour.  

Let X be the colour vector for a given pixel: X = 
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Let Y be the data in an independent system axis:  
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Where:  

T are the singular vectors of the covariance matrix. 
µ  is the mean vector. 

Let Y’ be the data extended according the direction the main factorial axis: 

KYY ='  

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

300

020

001

k

k

k

K  Coefficients are chosen experimentally. 
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Fig. 1. Original image 

 

Fig. 2. Restored image 

The restoration matrix is given as follow: 

KTTM 1−=  

Let X’ be the vector containing the restored values: µµ +−= − )(' 1 XKTTX  

2.2   Colour Space Selection 

The choice of a relevant colour space is a crucial step when dealing with image 
processing tasks (segmentation, graphic recognition…). In this paper, a colour space 
selection system is proposed [Fig 3]. This step aims to maximize the distinction 
between colours while being robust to variations inside a given colour cluster. Each 
pixel is projected into nine standard colour spaces in order to build a vector composed 

of 25 colour components. Let C be a set of colour components. { }N
iCiC 1==  = 

{R,G,B, I1,I2,I3, L*, u*,v*,…} with Card(C) = 25. From this point, pixels represent a 
raw database, an Expectation Maximization (EM) clutering algorithm is performed on 
those raw data in order to label them. Each feature vector is tagged with a label 
representing the colour cluster it belongs to. Feature vectors are then reduced to a 
Hybrid Colour Space made up of the three most significant colour components. 
Hence, the framework can be split up in two parts: on one hand, the selection feature 
methods to decrease the dimension space and on the other, the evaluation of the 
suitability of a representation model. The quality of a colour space is evaluated 
according to its ability to make colour cluster homogenous and consequently to 
improve the data separability. This criterion is directly linked to the colour 
classification rate. The colour representation choice is done on-line after a pixel 
classification stage. Eleven colour spaces are evaluated according to their recognition 
rates [Table 2]. Hybrid spaces are built thanks to feature selection methods [4], [5], 
[6], [Table 1]. On all colour spaces, a 1-NN classifier using a Euclidian metric is 
performed in order to obtain the corresponding colour recognition rates. 

Table 1. Selection feature methods in use 

Name Type Evaluation Searching algorithm 

CFS [4] Filter CFS Greedy stepwise 

DHCS [6] Filter Principal Component Analysis(PCA) Ranker 

GACS [5] Wrapper Classification Genetic Algorithm 

OneRS [4] Wrapper Classification Ranker 
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Fig. 3. A framework for colour space selection 

Table 2. Pixel data bases description and Colour classification rate 

Image  Type  # of clusters  
trainingX pixels testX pixels 

Image of document Ancient Cadastral Map  14  110424 110424 

 
Cadastral Map 

Colour 
Spaces Rate Colour 

Spaces Rate 

RGB 0.4556 HIS 0.6334 

I1I2I3 0.7778 La*b* 0.7334 

XYZ 0.4223 L*u*v* 0.6667 

YIQ 0.6889 DHCS 0.64 

YUV 0.6223 CFS 0.9667 

AC1C2 0.7 GACS 0.8112 

PCA 0.7556 OnRS 0.5889 
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3   Indice Extractions 

3.1   Black Layer and Colour Layer Separation 

Basically, the black layer is extracted by using an Otsu binarization [9] on the 
luminance channel (Y channel of the YIQ colour space). Figure 4, 5 show the two 
extracted layers. 

 

Fig. 4. Black layer 

 

Fig. 5. Colour layer 

3.2   Colour Segmentation from Hybrid Colour Space 

Once the source image is transferred into a suitable hybrid colour space, an edge 
detection algorithm is processed. This contour image is generated thanks to a vectorial 
gradient according to the following formalism. The gradient or multi-component 
gradient takes into account the vectorial nature of a given image considering its 
representation space (RGB for example or in our case hybrid colour space). The 
vectorial gradient is calculated from all components seeking direction for which 
variations are the highest. This is done through maximization of a distance criterion 
according to the L2 metric, characterizing the vectorial difference in a given colour 
space. The approaches proposed by DiZenzo[7] first, and then by Lee and Cok under 
a different formalism are methods that determine multi-components contours by 
calculating a colour gradient from the marginal gradients. 

Given 2 neighbour pixels P and Q characterizing by their colour attribute A, the 
colour variation is given by the following equation: 

)()(),( PAQAQPA −=∆  

The pixels P and Q are neighbours, the variation A∆  can be calculated for the 
infinitesimal gap: dp = (dx, dy) 

dy
y

A
dx

x

A
dA

∂
∂+

∂
∂=  

This differential is a distance between pixels P and Q. The square of the distance is 
given by the expression below:  
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Where, E can be seen as a set of colour components representing the three primaries 

of the hybrid colour model. And where m
nG  can be expressed as the marginal 

gradient in the direction n for the mth colour components of the set E. 
The calculation of gradient vector requires the computation at each site (x, y): the 

slope direction of A and the norm of the vectorial gradient. This is done by searching 
the extrema of the quadratic form above that coincide with the eigen values of the 
matrix M. 

⎟⎟
⎠

⎞
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⎝

⎛
=

cb

ba
M  

The eigen values of M are: 

⎟
⎠
⎞⎜

⎝
⎛ +−±+=±

22 4)(5.0 bcabaλ  

Finally the contour force for each pixel (x,y) is given by the following relation:  

−+ −= λλ),( yxEdge  

 

Fig. 6. Top Left: the source image; Top right: the gradient values; Bottom left: the binary image 
from edge values, Bottom right: the white connected components analysis 
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These edge values are filtered using a two class classifier based on an entropy 
principle in order to get rid off low gradient values. At the end of this clustering stage 
a binary image is generated. This image will be called as contour image through the 
rest of this paper. Finally, regions are extracted by finding the white areas outlined by 
black edges [Fig 6]. 

4   Syntaxic Level: A Multi Graph Data Structure 

Each graph represents a point of view of the region layout. The three graphs in use 
rely on the same basement where one node corresponds to one region [Fig 7]. 
However, edges and edge attributes change from one graph to another. The graph 
definitions are explains to the next paragraph. 

                      

Combination rules 
Merging decision concerning ‘r’ 

(a)Adjacency graph   (b)Neighbour graph  (c)Colour Graph

Region r Region r 

A multi-graphs representation 

Input Image 

Pixels 

Segmentation 

Multi-Graph
 Extraction 

Regions 

A multi-graph
data structure 

Region r 

 

Fig. 7. Knowledge-Based Segmentation. A Study case. 
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4.1   Graph Definitions 

4.1.1   Adjacency Graph Definition 
Each region represents a vertex in this graph. Then, edges are built using the 
following rule: two vertices are linked with an undirected and an unlabelled edge if 
one of the nodes is connected to the other node in the corresponding image. 

4.1.2   Neighbour Graph Definition 
Each region represents a vertex in this graph. Then, edges are built using the 
following rule: two vertices are linked with an undirected edge if one of the nodes is 
one of the h nearest neighbours of the other node in the corresponding image. The h 
value, concerning the number of significant neighbours, is issued from a comparative 
study. This graph is a representation of the spatial layout of the regions. Edges are 
labelled with the spatial distance between the two region centres. 

4.1.3   Colour Graph Definition 
Each region represents a vertex in this graph. Then, edges are built using the 
following rule: two vertices are linked with an undirected edge if one of the nodes is 
one of the k closest neighbours of the other node in a colorimetric point of view. The 
colour graph expresses information concerning the colour distance between regions. 
This graph is an interpretation from the colour point of view of the region 
organisation. Edges are labelled with the colour distance between the two regions. 

5   Semantic Level: Merging Rules 

The segmentation process [7] is not enough to reconstruct high level information just 
because the black layer or an important colour difference can obstruct the spatial 
progression of the edge detection. From this fact, graphs are used to guide the region 
merging system. Each graph provides a context for a given node n. and this later is 
merged if it fulfils four rules [Fig 7], these conditions are a priori knowledge 
representation. The merging mechanism is described through the following algorithm:  

 

Algorithm: Merging scheme for multi-graphs data structure 

Require: the colour similarity threshold: Tcolor 

Require: the spatial distance threshold: Tspatial 

Ensure: A list of M Regions. 

1: Start 

2: MergingFlag=true 

3: While MergingFlag == true do 

4:  MergingFlag=false 

5:  for i=1 to Number of Nodes do 

6:  CurNode = GetCurrentNode(i) 



210 R. Raveaux, J.-C. Burie, and J.-M. Ogier 

7:  MNode=CombinationRules(CurNode, Tcolor, Tspatial) 

8:   if MNode exist then 

9:    MergeNodesInMultiGraphs(CurNode,MNode) 

10:    MergingFlag=true 

11:    break 

12:   end if 

13: end for 

14: end while 

15: return the remaining nodes.  

16: End 

 
When a node n1 is merged with another one n2, the whole structure has to be updated, 
the three graphs have to be coherent, hence, the merged node n1 is deleted in the three 
graphs and its edges are linked to n2. 

Elements:  
 Regions 
 Black layer 

Syntax:  
[element1] operator [element2] 

Operators:  
⊂ : A region is inside another one 
⊗ : Close Spatially: Threshold (Tspatial) 

⊕ : Close Colour: Threshold (Tcolour)  
• : Connectedness  
x : Not. 

Function:  
Merge (R1,R2) ≡  R1∪ R2 

Merging rules: 
[Rule 1] (R1 ⊂  R2) ∧  (R2 ≠  BlackLayer) →  R1∪ R2 

[Rule 2] (R1 •  R2) ∧  (R1 ⊕  R2) →  R1∪ R2 

[Rule 3] (R1 ⊗  R2) ∧  (R1 ⊕  R2)→  R1∪ R2 
[Rule 4] (R1 •  R2) ∧  (R1 •  BlackLayer) →  R1∪ R2 

 

Fig. 8. Merging rules 
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6   Experimental Results 

In order to compare the segmentation defined by an expert and the results generated 
by our segmentation algorithm, the Vinet [8] criterion is chosen.  

The Vinet’s measure is calculated by counting common pixels between the user 
defined image and the result computed by an image processing task. This can be 
expressed by the given formula:  

( )
i

jii

R

VRR
Vinet

∩−
−=1  between [0, 1] 

Where iR , jV  are respectively a region from the ground truth image and a region 

from the image segmented by the computer. The higher is the measure the better is 
the segmentation. Figure 8 illustrates the segmentation results while in Table 3 Vinet 
measures are reported. Experiments highlight the profit to include different point of 
view of a single segmentation to guide a merging method.  

  

  

Fig. 9. Top left: Source Image; Top right: Ground truth composed of 17 regions; Bottom left: 
Segmentation without merging; Bottom right: Segmentation after the application of merging 
rules 
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Table 3. Segmentation results 

Segmentation processes # of regions Vinet measure 

Region growing[5] 1301 0.253 

Our approach without 
merging 

516 0.51794 

Our approach with merging 74 0.64423 

7   Conclusion 

In this paper, we have been interested in an original problem, the colour graphic 
document analysis and an application to ancient cadastral maps. The aim was to 
identify graphic elements, which are defined by their colour homogeneity. Our 
contribution relies on a document oriented segmentation scheme. Firstly, a vectorial 
gradient working in a hybrid colour space is applied in order to achieve the partition 
in regions. Thereafter, a higher point view is given by a multi-graph representation, 
these multiple sources of information guide the merging mechanism. Finally, 
applicative rules condition the fusion of information to construct higher level objects. 
In addition, research perspectives are being explored to combine more efficiently 
black and colour layers. Ongoing works are dealing with the extraction of a visibility 
graph from the black layer to enrich the multi graph data structure.  
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Abstract. A new method of smoothing polygonal lines obtained as the result of 
vectorization and creating the network is suggested. This method performs not 
only smoothing but also filtering of vectorization errors taking into account that 
these errors appear not only as the errors of vertices but as errors of node 
coordinates as well. An important part of this algorithm is a technique of 
building piecewise polynomial base functions for local approximation of the 
polylines of the network. The suggested algorithm has a linear computational 
complexity for exponential weight functions. The necessity of using finite 
weight functions is shown. Algorithms of calculating tangents and curvatures 
are derived. Shrinking errors and errors of parameters are analyzed. A method 
of compensation of the shrinking errors is suggested and how to do smoothing 
with variable intensity is shown. 

Keywords: smoothing, error filtering, local approximation, polygonal lines, 
network of polylines, weight functions, vectorization, line drawings. 

1   Introduction 

The result of vectorization of line drawings (maps, engineering drawings, electrical 
schematics, etc.) is usually an ordered set of points located close to the centerlines of 
linear objects or borders of solids. The set of points is used to build source polygonal 
lines that approximate the planar curves of the line drawing. 

Curves depicted on the line drawings are called ground-truth curves. The 
differences between the source polygonal line and the appropriate ground-truth curve 
are vectorization errors. The sources of these errors are discretization of line drawings 
and scanning noise, errors of raw vectorization and post-processing, etc. 

Vectorization errors cause not only approximation errors but also corrupt properties 
of ground-truth curves, for example, smoothness. 

A smoothing problem is resolved if there is an algorithm for the calculation of the 
coordinates of any point of the smooth curve that approximates a ground-truth curve 
with some required accuracy. Smoothing source polygonal lines can be required not 
only for smoothing, when it is known a priori that ground-truth curves are smooth, 
but also for resolving such problems as building of a tangent at a given point on the 
curve or calculation of the local curvature of the curve. 
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The input of these algorithms is the vertices of the source polygonal lines, some 
control parameters, and thresholds. 

There are many different types of smoothing algorithms. We use a smoothing 
algorithm based on the convolution with exponential kernel [8] that possesses many 
good properties. These algorithms can be used to smooth isolated curves. Note that 
these methods can shift extremities of smoothing curves relative to the extremities of 
source polygonal lines. If curves create a network, the extremities of the curves after 
such smoothing can disperse and fail to coincide with appropriate nodes. This means 
that the topology of the network will be changed (see Fig. 1a). 

Usually, curves of the network are smoothed as stand-alone curves. In this case, a 
priori information that extremities of the appropriate curves belong to the same nodes 
of the ground-truth lines is not taken into account. Pay attention to the fact that while 
solving problems of smoothing and vectorization error filtering of polygonal lines, it 
is necessary to try to use all a priori information about properties of ground-truth 
curves (shape, continuousness, smoothness, etc.). Disregarding of this information 
degrades accuracy. 

Usually, to save the network topology, the positions of the ends of the curves 
should be fixed (Fig. 1b). To do this, approximating curves approach the source 
polygonal lines as they get nearer to their extremities. This solution to the problem 
has essential shortcomings. In proximity to the extremities of the curves, errors of 
approximation are not reduced but remain identical to the errors of the source 
polygonal lines. Another shortcoming is the necessity of the special algorithm usage, 
so this method of smoothing a network of curves will require not one but two 
algorithms. 

In the article, we suggest a smoothing method that saves the topology of the 
network and performs smoothing and vectorization error filtering of all lines in the 
network (Fig. 1c). This method permits moving network nodes together with the 
extremities of the smoothed lines. In this case, smoothed approximating curves 
depend not only on the single appropriate polygonal line but on the other polygonal 
lines of the network as well. A similar task is resolved in [4], [5] but nevertheless 
there is an essential difference between this task and our problem. 

In this article, a new method of building piecewise polynomial base functions is 
suggested. Usage of these functions gives us a possibility to upgrade our algorithm of  
 

   

a b c 

Fig. 1. Smoothing a network of curves. a) Each curve is smoothed as a stand-alone curve. 
b) The positions of the curves' ends are fixed before smoothing. c) The network of curves is 
smoothed with the suggested method. 
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smoothing isolated lines to the algorithm of smoothing a network of polygonal lines. 
It is shown that in this case weight functions have to be finite, functions may differ 
from zero only at the finite interval. Usage of the exponential weight functions gives a 
possibility to suggest an algorithm with a linear computational complexity, even for 
smoothing a network of polygonal lines. 

The article describes the derivation of the algorithms for the calculation of tangents 
at given points on the curve and the calculation of the local curvatures of the curve. It 
analyzes shrinking errors inherent to smoothing algorithms that use convolution and 
suggests a new method for reduction of these errors. It also suggests the technique for 
changing smoothing intensity and shows that this technique can be used for 
compensation of errors generated when using a parametric description of curves. 

It is important that the suggested method can be used for the smoothing of any 
polygonal lines, not only those obtained by vectorization. 

In Appendix A, the technique of building a piecewise polynomial basis for a 
network of polygonal lines can be found. Appendix B contains an algorithm of 
calculation of integrals used to smooth polygonal lines with an exponential weight 
function and piecewise polynomial basis. This algorithm reduces the computational 
complexity of the suggested method of smoothing to )(nO . 

2   Statement of the Problem 

Given the network of source polygonal lines 0),( =yxLi  obtained by vectorization 

of line drawings. These lines form a graph zG  without loops. Lines are edges of the 

graph; nodes and pseudo-nodes (corners) are vertices. 
Given prototypes of the source polygonal lines (ground-truth curves) are smooth. 

It is necessary to build smooth curves 0),(ˆ =yxLi  that approximate the source 

polygonal lines with minimizing of accumulated weighted least-squares residual. 

These curves have to create graph aG  with the same topological properties as graph 

zG . The weighted function depends on statistical information about ground-truth 

curves and vectorization errors. 
Fig. 2 shows an example of the network of the source polygonal lines, which 

consists of N  lines. ip  is the number of the line that precedes the i -th line on the  
 

 

Fig. 2. The network of the polygonal lines 
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trajectory from point O  (an origin) to the i -th line. If the origin O  belongs to the 

i -th line, 1−=ip . 

Curves are described with parametric equations. The parameter l  is the distance 

from the origin (point O ) of the curve to the current point P  measured along the 

curve. Because the distance grows monotonically it is possible to substitute l  for t , 
which is the time required to move along the curve from the origin to P  with a given 
velocity V . So the parametric equations of curves are )(txx =  and )(tyy = . For 

definiteness assume that 1=V  unless stipulated otherwise. 

Each of these functions is defined on the segment ],[ ES . Each function can be 

smoothed separately. For simplicity, a designation )(tuu =  is used, where u  is in 

turn x  and y . Note that the speed of growing u  (the derivative of u  with respect 

to t ) is restricted and cannot be more than V . 
When a network of polygonal lines is analyzed, the location of any point is defined 

not only with parameter t  but with the number of the line i  as well, and the 

parametric equations of the line become ),( tiuu z= . 

In the simplest case (an approximation of 0-th order), coordinates ),( PPa tiu  of 

the smooth curve corresponding to Pi -th polygonal line of the network can be 

estimated with a convolution 
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Here ],[ ii ES  is the domain of definition of ),( tiu  of i -th polygonal line, )(tw  is a 

weight function, and the Pi  is the number of the line to which an origin (point O ) 

belongs. Fig. 3 shows behavior of the weight function in the vicinity of a node. 

 

Fig. 3. Behavior of the weight function in the vicinity of the node 
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Fig. 4. Piecewise polynomial basis functions ( 1* =i , 3=N , 1=K ) 

There is another way for construction of the weight function such as applying 
diffusion process over the network of polygonal lines [13], [14]. While this approach 
constructs kernels with physical properties it is computationally expensive.  

The better result can be obtained using a local polynomial approximation. The 
behavior of a smooth curve in the vicinity of any point P  belonging to the same 
curve as the origin O  can be described with a linear combination of piecewise 

polynomial basis functions ),,( tij τϕ : 
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Here the parameter τ  defines the location of the point P ; t  defines the location of 

the arbitrary point of the line iL ; j  is the number of the basis function, Mj ,1= ; 

M  is the number of the basis functions, 1+⋅= KNM , and K  is the order of the 
polynomial approximation. 

The technique of building basis piecewise polynomial functions for a network 
without loops is described in Appendix A. Fig. 4 shows an example of such basis 
polynomial functions. 

It is necessary to find the coordinates of the point ),( * τiP  of the smooth 

approximation of the network of polygonal lines that minimize the functional 
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Because generally free curves cannot be described by a polynomial with constant 
coefficients (due to some reasons it is not recommended to use approximating 
polynomials with an order more than 3), the absolute value of residuals 

|),(),,(| tiutiu za −τ  becomes greater when || τ−t  grows. So usually the weight 

function with the maximum value in τ=t  and damping with increasing || τ−t  is 
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used. The weight function gives possibility to perform a local approximation. The 
more ),( tiu  (coordinates of ground-truth curves) differs from a polynomial with 

constant coefficients, the more the speed of damping of the weight function has to 
change. 

To calculate coordinates of the point P  of the smooth approximating curve, it is 

necessary to find the values of the coefficients )(τα u
j  that guarantee the minimum of 

uF . Designate these coefficients )(ˆ τα u
j . The best approximation of the source 

polygonal line with a smooth curve in point P  is 

∑
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⋅==
M

j
j

u
ja iiuiu

1

*** ),,()(ˆ),,(ˆ),(ˆ ττϕτατττ  .                          (4) 

So our task was reduced to solution of the regression equations for each point of 
polygonal lines. The solution has to be a network of continuous smooth curves 
minimizing the accumulated weighted squares of residuals for each point. 

3   The Optimal Solution 

Equations defining optimal values of coefficients )(ˆ τα u
j  can be derived from 

0=
∂
∂

u
j

uF

α
 ,                                                               (5) 

where Mj ,...,1=  and M  is the number of basis functions. In the matrix form, 

derived equations can be written as 

)()()( ττατ uu bA =⋅  ,                                                 (6) 

where )(τA  is a square matrix )( MM ×  with elements equal 
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and )(τub  is a matrix )1( ×M  with elements equal 
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therefore, 

)()()( 1 τττα uu bA ⋅= −  .                                              (9) 
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Here )(1 τ−A  is an inverse matrix. Some difficulties can appear when the system (6) 

is ill conditioned. It happens when the weight function is defined on a finite interval 
(about finite weight functions see below) and the end of this interval is very close to 
some node. This could be the cause of changing the dimension of the matrix )(τA . 

To eliminate these difficulties, pseudo-inverse matrix )(τ+A  can be used instead of 

the corresponding inverse matrix [6]. 

)()()( τττα uu bA ⋅= +  .                                            (10) 

 

Fig. 5. Comparison of approximating curves obtained with 0 and 1st order smoothing: a) the 
source polygonal lines, b) 0 order smoothing, c) 1st order smoothing, d) extremity, e) corner, 
f) intersection 
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There are papers dedicated to smoothing isolated curves and polygonal lines. 
A convolution with a Gaussian kernel is used in [1]-[3]. This is a special case of our 
task for 1=N  (an isolated curve) and 0=K  (a polynomial basis function is a 
constant). The method of approximation of isolated polygonal lines with smooth 
curves with the minimum of the accumulated squares residuals was described in [7]. 
It uses the polynomial basis functions of arbitrary order, but the functional does not 
use a weight function, and it is a global (not local) approximation method. It is more 
appropriate for approximating regular (not arbitrary) functions. 

The task, resolved in [8], is also a special case of the task resolved in this paper but 
in a more common case than the task analyzed in [1]-[3], [7]. The suggested method 
is intended for smoothing of isolated polygonal line where 1=N , but, in contrast to 
[7], a weight function is used (i.e., it is a local smoothing), and, in contrast to [1]-[3], 
there are used polynomial basis functions of an arbitrary order. Fig. 5 shows examples 
of influence of the approximation order on the result. Close to nodes and extremities, 
the first order approximation ( 1=K ) gives a better result than the zero order 
approximation ( 0=K ). Besides, the smoothing with 0=K  corrupts corners 
(pseudo nodes), because the basis consists only of the constant function. The 
smoothing with 1=K  significantly improves the result in corners. Fig. 5d, 5e, and 5f 
show improved result of smoothing in extremities, corners, and intersections. 

In [4], [5] the task of the approximation of functions defined at the network of the 
curves is analyzed. However, a method was not developed for building basis 
functions for the network of the curves. Other differences between this task and our 
problems are parameter t  is known without errors, the values of the functions may 
not be equal in nodes, the network is described with an oriented graph, and weight 
functions are one-sided functions. 

4   Weight Functions 

Computational complexity of the smoothing algorithms from [1]-[3] based on 

convolution with the Gaussian kernel (weight function) 
2
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radius of smoothing. For simplification of equations, suppose that 1=σ . To save the 
intensity of smoothing, change the scale of parameter t . To do this it is enough to 

change the speed V  of moving along the line, assigning σ=V  because 
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In case of an exponential weight function and polynomial basis functions, 

coefficients )(, τjia  and )(τu
ib  defined with (7) and (8) can be presented with the 

sum of the integrals ∫ ⋅−⋅−−
E

S

kt dtte )( ττ
 and ∫ ⋅⋅−⋅−−

E

S

kt dttfte )()( ττ
. 

Computational complexity of the smoothing algorithm in this case is defined with 
calculation of these integrals or the integral 

∫ ⋅⋅−⋅= −−
E

S

kt dttfteI )()( ττ
 ,                                      (11) 

because another integral is a special case of the integral (11). 
In [8] an iterative algorithm of calculation of integrals I  was suggested. The 

computational complexity of this algorithm is )(nO . This algorithm is described in 

Appendix B. 
For any network of polygonal lines the weight function should not produce 

singular matrix )(τA  from (6); otherwise, the solution of (6) becomes unstable. For 

example, the Butterworth filter does not possess this property and, therefore, cannot 
be used as a weight function for the smoothing of a network of polygonal lines. 
Another example, the weight function constructed by diffusion process [14] can be 
used only for zero order smoothing. 

Both weight functions, exponential and Gaussian, are infinite functions. They are 
defined and differed from 0 on the infinite line. In smoothing, calculation of 
derivatives and curvature, and solving other applied problems, these infinite functions 
are used on a finite interval and they are usually simply truncated to fit the interval. In 
[10] it was shown that this is a source of major errors in finding second and higher 
order derivatives because truncation introduces discontinuities that cannot be 
differentiated, and a very simple method to avoid this error was described. The 
method consists of using weight functions that are defined on the finite intervals. If 
the weight functions are piecewise smooth, finite, and equal to 0 on the ends of the 
intervals where these functions are defined, approximating smooth lines have 
derivatives of the first and second order. 

One of the weight functions that satisfy these conditions on the interval ]1,1[ −  is 

the function 
tettw ⋅−⋅−= 3)1()( , [ ]1;1−∈t  (see Fig. 6a). Function 

tettttw −⋅⋅+⋅−+= )351()(
32 , [ ]1;1−∈t  shown in Fig. 6b has the same 

properties and, in addition, derivatives of the function in 0=t  and on the ends of the 

interval equal 0. The same properties have function ×
+⋅−

=
16

1
)( 24 ee
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]))(())13(51[( 242422 tt eteeeeetee −⋅⋅++−+⋅⋅−⋅+⋅−×  as shown in Fig. 6c. 
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Fig. 6. Examples of finite weighting functions 

All these weight functions can be described as 
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Smoothing with such weight functions can be calculated with complexity )(nO  

because an iterative technique of calculation of integrals (11) suggested in 
Appendix B can be used not only for infinite but for finite exponential functions as 
well. Note that because it is possible to approximate Gaussian function with functions 
(12) it is possible to do convolution with the Gaussian kernel with linear 
computational complexity. 

Using finite weight functions allow you to smooth fragments of a network of 
polygonal lines without an edge effect and to smooth a network of polygonal lines 
with loops. 

Smoothing fragments without edge effects could be required, for example, for 
joining adjacent fragments. For protection from an edge effect it is necessary to 
process the fragment that is more than the source one and to clip the result. The 
problem is how to evaluate the size of the processing fragment. If the weight function 
is finite and its radius is r , the increment of the source fragment dimension has to be 
not less than r  plus maximum shift approximating line from the source polygonal 
line. For a finite weight function the maximum shift for zero order approximation is 
not more than r , and for the first order approximation is not more than r2 . It is 
impossible to evaluate the shift of approximated curve if the order of approximation is 
more than 1. So for smoothing a fragment of polygonal lines using the first order 
approximation is recommended. The results of zero and first order approximations 
differ when the interval, where the weight function is defined, overlaps extremities of 
polylines, corners, or intersections. 

Using finite weight functions with piecewise polynomial basis functions permit 
smoothing a network of polygonal lines with loops. It is impossible to do this if 
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weight functions are infinite because, in this case, the number of the piecewise 
polynomial basis functions can be infinite. 

Sometimes, it is necessary to smooth a network of lines at the same time insuring 
that some points of the lines remain fixed. If the weight function is symmetric it is 
enough to do a skew-symmetric prolongation of functions )(tx  and )(ty  with 

respect to τ=t , where τ  is parameter values corresponding to fixed points of the 
lines [11]. Such prolongation and smoothing with infinite weight functions can 
produce the new network with an infinite number of lines. Usage of finite weight 
functions guarantees that the number of lines of the new network will be finite and, 
therefore, the basis will consist of the finite number of functions. 

5   Estimation of Derivatives 

There are two very important applied problems: building of a tangent q
r

 to the curve 

and calculating a local curvature C . If a line is defined with functions )(tx  and 

)(ty , then 

),( yxq ′′=r  ,                                                        (13) 
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Here x′ , y′ , x ′′  and y ′′  are first and second derivatives at t  (see, for 

example, [12]). 
Using the suggested method of smoothing, first and second derivatives at t  can be 

calculated directly without previous smoothing of source polygonal lines. 
It follows from (4) that 
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Because of using the technique of building basis functions described in Appendix A, 

)(),(ˆ 1
* τατ uiu =  .                                                (16) 

So (15) may be simplified as following 
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It means that it is necessary to find )(τα
τ

u

d

d
. Using (6) obtain 
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It follows from (7) and (8) that )(τA  and )(τub  can be written as linear 

combinations of 
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It is possible to use such technique of building basis functions that ),,( tij τϕ  

doesn't depend on τ . Then it is possible to simplify differentiation of )(τψ  at τ , 

because in this case dttftw
E
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To calculate ),(ˆ * τ
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d
, it is necessary to find derivatives of )(τψ  at τ , 

calculate the right part of (18), and resolve this equation (calculate )(1 τα
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d
). 

To find second derivatives, differentiate (15) 
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Taking into account (17), obtain 
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The second derivative of )(τα u
j  can be obtained by differentiation of (18): 
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To find second derivatives x ′′  and y ′′  it is necessary to find the second 

derivatives of )(τψ  (19), calculate the right part of (22), find )(
2

2

τα
τ

u

d

d
 resolving 

this equation, and to use (20). 
Higher order derivatives can be found similarly. 
Fig. 7 illustrates polygonal lines, approximating smooth curves, and tangent lines 

calculated with the described algorithm. 

  
  
  
  
  

 The source polygonal line 
  

 Smoothed polygonal line 
  

  Points with tangents 

Fig. 7. Tangents to smooth curves 

6   Correction of Shrinking Error 

The shrinking error is inherent for any smoothing method based on averaging.1 This 
problem of smoothing methods was analyzed in [3]. “Convolution with any averaging 
filter will cause each point to migrate toward the center as a monotonic function of 
curvature and degree of smoothing . . . For any application in which it is important to 
know the location of a curve in the image . . . this variable migration would be a 
critical defect.” Fig. 8 illustrates a shrinking error and its correction. 

The author of [3] suggested a method using the assumption that a smooth curve in 
the vicinity of any point can be approximated with good precision with circular arcs. 
The next assumption is the radius of the curvature of the ground-truth curve is close to 
the radius of the curvature R  of the resulting smooth line. In [3] smoothing is 
performed with a Gaussian convolution. The equation has been derived of the relation 
between the shrinking error (shift of the current point), the curvature radius R , and  
 

                                                           
1 Low-pass filters address the shrinkage problem for stand-alone polygonal lines. These filters 

are not nonnegative functions and cannot be applied directly to smoothing of the network of 
polygonal lines (see Section 4). The solution offered in [14] is computationally expensive and, 
therefore, is not considered in this paper. 
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 The source polygonal line 

 The result of smoothing 

 

 

The result of smoothing 
with shrinking correction 

Fig. 8. Examples of shrinking errors and compensation of these errors 

the parameter of the weight function σ . The solution of this equation is used for 
correction of the shrinking error. The shortcoming of this method is that an estimation 
of the curvature radius can be unstable because equation used for evaluation of the 
curvature radius has two solutions and estimation depends on the σ . Besides, the 
first assumption (good local approximation of a smooth curve with circular arcs) is 
not always valid. 

In this paper, a new method for correction shrinking errors is suggested. The 
location of the given point on the polygonal line relative to the appropriate point on 
the smoothed curve is defined by the vector of a residual )(tνr . Let ),( ηξ  be a 

rotating right-hand orthogonal coordinate frame with an origin coincident with a 
current point on the smoothed curve. An angle of rotation of the axis ξ  relative to the 

tangent of the current point is constant. In Fig. 9a this angle equals 0 (i.e., the axis ξ  

coincides with the local tangent). Designate projections of )(tνr  at the axes of the 

rotating coordinate frame ξξ ν itts
rr
⋅= )()( , ηη ν itts

rr
⋅= )()( , where ξi

r
 and ηi

r
 are 

appropriate unit vectors. 
The idea behind this suggested method for compensation of shrinking errors is very 

simple. The difference between the source polygonal line and the smooth 

approximating curve )(tνr  can be measured. Projections )(tsξ  and )(tsη  consist of 

high- and low-frequency components. Shrinking error is a low-frequency component. 
The period of other components is less than the radius of the weight function σ . 

Smoothing )(tsξ  and )(tsη  with the method suggested in this article, obtain a 

shrinking error )(ˆ tsξ  and )(ˆ tsη  and use it for compensation. 

ηηξξ itsitstutu
rrrr ⋅+⋅+= )(ˆ)(ˆ)(ˆ)(

ˆ̂
 .                                      (23) 

Fig. 8 illustrates the effect of the compensation of shrinking errors. 
This method can be used for a network of curves as well. If a network of curves 

does not have loops, and the first curve is chosen, the curves of the network can be 

ordered; therefore, for each i -th curve the previous curve ( ip -th curve) is known. 
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b 

  
a c 

Fig. 9. The difference between the source polygonal line and the smooth approximating curve. 

a) Vectors of residuals )(tνr , b) and c) projections )(tsξ  and )(tsη  of )(tνr  at the axes of 

the rotating coordinate frame. 

Let the number of the first curve be *i . Let the rotating coordinate frame of i -th 

curve 
ii ,*),( ηξ  at the common node for curves i -th and ip -th coincides with the 

rotating coordinate frame of ip -th curve 
ipi ,*),( ηξ . Calculate projections ),( tisξ  

and ),( tisη  of the residual vectors ),( tiνr . Using the method of smoothing 

suggested in this paper with ),( tisξ  and ),( tisη  instead of ),( tix  and ),( tiy , 

obtain estimations of shrinking errors ),(ˆ tisξ  and ),(ˆ tisη . Selection of another first 

curve *** ii ≠  causes rotating frames 
ii ,*),( ηξ  and 

ii ,**),( ηξ  at a constant angle for 

any i . Therefore, this technique of building rotating coordinate frames guarantees 
that the result will not be depended on the choice of the first curve, and topology of 
the network will be saved. 

In section 2 was noted that signals ),( tix  and ),( tiy  have limited derivatives. In 

contrast to these signals, derivatives of projections ),( tisξ  and ),( tisη  can be 

infinite. Because of that, estimations ),(ˆ tisξ  and ),(ˆ tisη , obtained with smoothing 

of first order and higher, could be unlimited near nodes. So it is impossible to 
guarantee the absence of edge effects using a first order smoothing algorithm for 
processing fragments of curves. For a zero order smoothing, a maximum value of 
shrinking error estimation is not more than the radius of the weight function. 
Therefore, for correction of shrinking errors, using a zero order smoothing is 
recommended. 

7   Smoothing with Variable Intensity 

In some cases, the frequency of the vectorization error can change as a function of t , 
thickness of line, etc. It can require modifying an intensity of smoothing that can be 
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done with changing a smoothing radius )(tσ  of the weight function. But changing 

σ  can break some properties of the resulting approximating curve (smoothness, 
existing of second derivatives, etc.). Because of variability of σ , it is impossible to 

represent coefficients )(, τjia  and )(τu
ib  as linear combinations of integrals I  

defined with expression (11). So calculation of new integrals can be required for 
evaluation of coordinates of each point of the smoothed curve, and computational 

complexity of the algorithm can be increased and become )( 2nO . Algorithms for 

calculation of derivatives and curvatures of the resulting curves become more 
complicated as well because, in this case, it is necessary to take into account an 
influence of σ  changing. 

This paper suggests another method based on changing the scale of parameter t . 
As was shown in section 4, a scale of parameter t  depends on the velocity V. So it is 
possible to change the velocity V inversely proportional to changing noise frequency. 
In this case, the intensity of smoothing will be changed in spite of the constant radius 
of the weight function: the intensity will increase with increasing V and decrease with 
decreasing V. After appropriately changing the scale of the parameter, it is possible to 
use the algorithm of smoothing and calculation of derivatives described in this paper 
without any modifications. The properties of the resulting smoothed curve and the 
computational complexity will not be changed. 

8   Errors of a Parametric Representation of Curves 

For smoothing plain curves they have to be described with two parametric equations 
)(txx =  and )(tyy = . Each of these functions is processed separately. Until now, 

it was supposed that the true value of the parameter t  is known. In reality it is not 
true and this is the main difference between processing curves and time signals. The 
parameter t  is a scaled length of the segment of the processing curve (a source 
polygonal line) between the initial and current points. Therefore, the parameter t  
depends on vectorization errors. Fig. 10 shows a ground-truth line, source polygonal 
line, and function )(tyy = . 

The ground-truth line is a horizontal line; the source polygonal line has a saw-tooth 
noise. If parameter t  is measured as a distance along the ground-truth line, the 

function )(ty  and the source polygonal line are coincided, but if parameter t  is 

measured along the source polygonal line, )(ty  will be again a saw-tooth function, 

but frequency of this function will be decreased. The error of parameter t  changes a 
scale of t , and, consequently, this error can be compensated with intensity of 
smoothing (see a previous section), but it can be done only if there is enough 
information about the vectorization error. The error of parameter t  can also be 
compensated by performing several iterations if to use the resulting smoothing curve 
for measuring values of parameter t  after each iteration. 
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a b 

Fig. 10. An error of calculation of parameter t  ( t  was calculated along the ground-truth line; 
τ  was calculated along the source polygonal line) 

9   Conclusion 

The problem of smoothing and approximating of the network of source polygonal 
lines was considered. The result has to be the curves that are the best approximation 
of the source polygonal lines creating the network with the same topology as the 
network of appropriate ground-truth curves and possessing some of their properties 
(for example, continuity, smoothness, and existence of second derivatives). Under 
“the best approximation”, we understand the minimum of accumulated weighted 
squares of the residual. Usually, to receive such results, locations of line ends and 
nodes are fixed and each line is smoothed independently of others. One of the results 
of smoothing is filtering vectorization errors. Therefore, it is possible to reckon that 
the smooth line approximates the ground-truth curve better than the source polygonal 
line. Fixing line ends worsens precision of approximation of ground-truth lines in the 
vicinity of line ends and nodes. The suggested method can be used for smoothing a 
network of lines with free line ends and nodes saving a topology of the source 
network of lines. 

The suggested method is based on smoothing separate lines with a convolution 
with an exponential weight function and local approximation of functions )(txx =  

and )(tyy =  – parametric descriptions of the curve – with a linear combination of 

polynomial basis functions [8]. The weighting function takes into account the 
impossibility of good approximation of a source polygonal line with the polynomial 
of limited order with constant coefficients and restricted order. A smoothing 
algorithm using a Gaussian weight function has a computational complexity 

)log( nnO . Using exponential weighting functions, it is possible to receive an 

iteration algorithm of smoothing with a linear computational complexity. If necessary, 
a Gaussian weight function can be approximated with exponential functions.  

The construction of the optimum weight functions require further research and will 
be addressed in the future works. 

For smoothing a network of lines, the basis functions have to be piecewise smooth. 
Using such basis, it could be possible to smooth curves without corruption of corners. 
A technique of building piecewise polynomial basis functions is described in 
Appendix A. The number of basis functions depends on the order of the polynomial 
and the number of lines of the network. When a smoothing algorithm is used, cycles 
of a network of lines are treated as infinite periodical lines. Due to this, the number of 
basis functions becomes infinite. So the suggested method of smoothing with an 



230 A. Gribov and E. Bodansky 

infinite weight function can be used only for the network of lines without loops (a tree 
graph). If the weight function is not equal to zero only at finite segment of t , the 
cycles are opened and basis functions could be built for arbitrary networks of lines. 

Using finite weight functions simplifies resolving some important tasks. One of 
them is smoothing a fragment of the network of lines without an edge effect. It is easy 
to understand how important this problem is taking into account that usually universal 
vectorization systems have to have not only automatic vectorization but also (very 
popular among users) interactive modes of vectorization. Such modes as tracing and 
raster snapping are very useful for vectorization of complicated line drawings (with 
several thematic layers and complex line types) and raster images of poor quality. 
Using these modes, it is possible to obtain the result in real time independently on the 
size of the source document. It can be produced by vectorizing and post-processing 
not the full image but only such fragment that is of interest. However, it is necessary 
to do it without an edge effect. Then it could be saved and matched later with adjacent 
fragments. Using finite weight functions and approximation of 1st order simplifies 
solution of these tasks. 

The suggested method of smoothing can be used for evaluation of derivatives of 
)(tx  and )(ty , which are necessary to build tangents and calculate a local curvature 

of the smoothed curve. 
If smoothing has to have variable intensity, it is possible to change not the radius of 

smoothing but the scale of t . After an appropriate change to the scale of t , the 
suggested smoothing method can be used without any modification. 

The result of smoothing depends on the error of evaluation of parameter t . This 
property is inherent to all methods that use parametric description of curves – 
calculating t  as a length of segments of source lines – and smooth functions 

)(txx =  and )(tyy =  independently. This error can be decreased with recurrent 

smoothing and recalculation of t  for each iteration. 
Smoothing methods based on averaging, like the method suggested in this paper, 

have shrinking errors. The suggested method for correction of these errors gives a 
good result if vectorization errors and ground-truth curves have different frequency 
characteristics. The method can be used for compensation of shrinking errors obtained 
after smoothing a network of lines. An algorithm of shrinking correction has to be 
based on the finite weight function and zero order approximation. 

The suggested smoothing method is invariant to rotation of a network of lines and 
can be used to the dimensions that are more than 2. 

All examples illustrating the suggested method and algorithms were obtained with 
universal vectorization system ArcScan for ArcGIS. 
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Appendix  

A   A Technique of Building Piecewise Polynomial Basis Functions 

Given a network of lines iL , Ni ,1= , creating a graph without loops. There is an 

origin point O  that belongs to *i -th line. Any point P  of the graph is defined by the 

number of the line i  and by the length t  of the trajectory between O  and P . 

Coordinates of the current point P  are ),( tix  and ),( tiy . Sign of the parameter t  

that defines a location of the point P  is defined by the mutual location of O  and P  

(from what side of O  the point P  is located). ip  is an index of the line that 

precedes i -th line at the trajectory from point O  to i -th line. 1* −=
i

p . Fig. 2 

shows an example of a network of lines and values of characteristics of each line. 
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The number of piecewise polynomial basis functions for the network of smooth 
lines is 1+⋅= KNM , where K  is an order of polynomial basis (an order of 
approximation). 

A suggested technique of building basis functions takes into account a location of 

the point in which smoothing will be done. Coordinates of this point are ),( * τixz  

and ),( * τiyz . 

Define basis functions as 
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Fig. 4 shows an example of the basis functions for 3=N , 1=K . 

B   Iterative Algorithm for Calculating Integrals  

     ∫ ⋅⋅−⋅= −−
E

S

kt dttfteI )()( ττ  

Computational complexity of the algorithm of smoothing with an exponential weight 
function and polynomial basis functions is defined by the complexity of calculation of 
integrals I . In [8] an iterative method of calculation of integrals was suggested that 
has a linear complexity. There is a short description of this method. 

Analyze three cases. 

1. ES ≤≤τ  
 

Let iτ  be parameters appropriated to vertices of the source polygonal line. 
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where i
kC  are binomial coefficients. 

Now obtain an iterative formula 
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It is possible similarly to obtain the formula 
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If it is necessary to calculate values of integrals for some τ , where 1+<< jj τττ , 

it is enough to substitute τ  instead of 1+jτ  and τ  instead of 1−jτ  in formulas (B.1) 

and (B.2) respectively, and the complexity of such calculations is )1(O . So it is 

possible to calculate integrals I  with a computational complexity )(nO . 

2. S<τ  
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It means that the complexity of calculation of ∫ ⋅⋅−⋅−−
E

S

kt dttfte )()( ττ
, when 

integrals ∫ ⋅⋅−⋅−
E

S

ktS dttfSte )()( , Kk ,...,1=  are known, is )1(O . So 

calculation of integrals ∫ ⋅⋅−⋅−−
E

S

kt dttfte )()( ττ
 has complexity )(nO . 

3. Similar results can be obtained for the case E>τ . 
 

So calculation of elements )(, τjia  and )(τu
ib  with iterative formulas (B.1) and 

(B.2) has complexity )(nO . 



W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 235–244, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Verification of the Document Components from Dual 
Extraction of MRTD Information 

Young-Bin Kwon and Jeong-Hoon Kim 

Departmen Computer Science and Engineering, Chung-Ang University, 
221 Heuksukdong, Dongjakku, Seoul, Korea 

ybkwon@cau.ac.kr, jhkim@cvlab.cau.ac.kr 

Abstract. This paper proposes a method for character region extraction and 
picture separation in a passport by adopting a preprocessing phase for the 
passport recognition system. Character regions required for the recognition 
make black pixel and remainder of the passport regions makes white pixel in 
the detected character spaces. This method uses the MRZ sub-region in order to 
automatically calculate the threshold value of the binary image which is  also 
applied to the other character regions. This method also applies horizontal/ 
vertical histogram projection in order to remove the picture region from the 
binary image. After region detection of picture area, the image part of the 
passport is stored in the database of face images. The remainder of the passport 
is composed of character part. Recognition on the extracted character is 
performed on the various different passports. From the obtained information, 
auto-correlation of extracted characters within a given passport are 
accomplished after character recognition. A cross-check process of MRZ 
information and field information of passport on similarity is implemented. For 
this purpose, this paper uses the auto-correlation between the binarization 
method based on the color information and an extracted image from a passport 
to propose a characteristic extraction method to prevent passport forgery. 

Keywords: passport, verification, MRTD(Machine Readable Travel Document), 
cross-check, auto-correlation. 

1   Introduction 

Keys used for the personal identification method, which is generally used in the 
airport, is the passport number and personal records including picture and character 
information. The number of passport issued by each country is increasing. With the 
increase in the number of people travelling, the number of passports processed by the 
immigration is also increased. Immigration control is done to control immigration, 
find forged passports, emigration and immigration forbidder, wanted criminal, and 
emigration and immigration ineligibility persons such as alien. An efficient and 
accurate passport recognition system is required for the immigration control 
judgment. Most passport recognition system only processes the MRZ (Machine 
Readable Zone) code and the picture on the passport. MRZ code refers to the 
recognition code used to express the information on the passport using 44 OCR-B 
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font characters per line for passport recognition. By comparing the data on the 
passport with the information on the MRZ code, we can improve the forged passport 
detection rate through the recognition and verification method.  

The existing methods only extracted the MRZ code and picture from the passport 
for the recognition [1, 2]. These methods are not able to utilize the other information 
on the passport and are vulnerable to passport forgery if the MRZ code is altered with. 
In this paper, we propose a method that extracts the printed personal information as 
well as the MRZ code to cross-check the information for a more thorough 
recognition. The use of the MRZ proves effective in passport processing at the 
immigration. However, the simple structure of the MRZ is vulnerable to forgery and 
the auto-recognition process makes it even easier to pass-by with forged passports. 
Checking for the validity of a passport is limited with the MRZ auto-recognition 
method. In this paper, the redundant information appearing on both the MRZ area and 
the printed personal information area are extracted for comparison to check for the 
validity of the passport. 

Extent recognition system does not require any special binarization method [5] 
because it is only used for the MRZ code recognition. However, a binarization 
method that separates the characters in the passport from the background is required 
to for the recognition of the data on the passport. This paper proposes a binarization 
method which uses the character’s RGB property and histogram of the MRZ region. 
Extraction of picture region is proposed by a method which executes 
horizontal/vertical histogram projection and analyzes the result value. After extraction 
of each character, a recognition method based on template matching and feature 
comparison is implemented. A self-checking of the traced characters samples is 
performed in order to compare the similarity of extracted characters. This method is 
simple and easy to compare all recognized characters within a same passport. If the 
same characters are not found in the same passport, we utilize the standard OCR-B 
font to compare the similarity. A cross-check for the same field information from 
MRZ and upper personal information area is also performed. 

2   Passport Data Extraction  

2.1   Passport Data Extraction Process  

In order to extract the data part from passport, it is necessary to divide the regions into 
the picture area, the MRZ area, and the upper printed personal information area. The 
MRZ area is easily detected through the horizontal projection method because they 
are composed of two lines at the bottom of the passport and each line contains 44 
characters. During the projection, threshold value of 180 on each RGB component is 
used to detect the gray scale value of printed characters. The separation of the picture 
area and the upper printed personal information area is accomplished by detecting the 
boundary line between two regions. As shown in Fig. 2, a vertical projection of the 
passport except the MRZ area can detect the separation line. There is no passport 
which uses more than half of its area for the picture area. Thus, only the left half part 
of the passport is used for vertical projection. To decide the line boundary, the right  
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Fig. 1. Detection of MRZ area 

 

Fig. 2. Detection of Picture & Personal Information areas 

most point of the zero values is selected. If no zero value is found after projection, we 
may adjust the threshold value to create the zero values for the boundary.  

After detection of each area, the picture area is saved as an image. Binarization is 
only  performed on the MRZ area and the upper personal information area. Passports 
with hologram backgrounds are more difficult to process. However, the knowledge of 
the printed characters gray value information which has same value when they are 
issued helps us to detect the printed value correctly. Character recognition based on 
template matching using OCR-B font and feature comparison is performed after 
binarization. The location information on each character filed is already standardized 
by ICAO helps us to improve the recognition ratio for the numbers and alphabets  
[6, 7]. After recognition of printed characters, cross-check verification on each region 
is also performed in order to detect the possible fraud passport. But some countries 
use different fonts between two areas. Thus, a development of a self-correlation 
method which calculates a correlation between extracted characters is needed. We call 
it extracted auto-correlation character analysis. 
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2.2   Colour Image Binarization 

The photo area is stored separately for the face recognition and the information from 
the MRZ and personal information area is each extracted. The image is binarized to 
distinguish the character part from the background. Most documents are black and 
white or have a simple background color which makes it easier to perform the 
binarization using a fixed threshold value and a method such as the Trier, Text [4] or 
iterative binarization method [5]. However, passports usually use various colors for 
the background with various features. Some passports even use holograms for the 
background which makes the binarization even more important in the process of 
accurately extracting the passport information. 

The MRZ area of the passport has to be checked by binarization in order to extract 
the passport information. In previous studies [1], the average value of the background 
and character pixels was calculated from the initial threshold value for the 
binarization. In other words, the initial threshold value is set by dividing the sum of 
all the RGB values by the number of pixels, before comparing it against the current 
threshold value. If this number is bigger than the threshold value, the RGB value is 
added to the object. If the value is smaller, the process of adding the object and black 
and dividing it by 2 is repeatedly applied to get the value of R, G and B before the 
binarization. The threshold value for the Red, Green and Blue were acquired for 
binarization. The value is put through the median filter to get the final result. The 
background of the personal information area is more complex than the MRZ area 
which makes it difficult to get good results by simply applying binarization. The RGB 
elements of most printed letters on the MRZ and personal information area are similar 
in most cases. In the personal information area, an improved binarization method of 
laying over is used which consists of two stages. In the first stage, the RGB value of 
the original image acquired using the above method is extracted and stored as the 
threshold value. In the second stage, the RGB element, which is the RGB value, is 
acquired. The RGB element of the pixels in the personal information area is compared 
against the RGB value of the threshold value. After acquiring the R:G:B ration of the 
personal information area, this value is compared with the R:G:B ratio of the MRZ 
area to add or subtract the range value. After this process, the same binarization 
method applied to the MRZ area is applied repeatedly. This method has an advantage 
of more clearly expressing the contrast for a more thorough binarization result. 

2.3   Extracted Character Analysis by Automata 

The MRZ information stores the information based on the information of the location 
of each field. MRZ has a certain pattern with the '<' as the identifier. The result of 
template matching using the '<' identifier is used to design the automata for the 
segmentation in each field. The starting point of each field is decided by the analysis 
of each MRZ line and the information is extracted using the automata at each 
location. The extracted information is stored along with its number of characters for 
cross-checking with the personal information, as shown in Fig. 3. 
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Fig. 3. Automata for the Segmentation of MRZ 

2.4   Character Extraction and Auto-Correlation Analysis by Alphabet  

The field can easily be divided in the MRZ area based on the regular order and the 
identifier, ‘<’, but there is a few more steps to process it in the personal information 
area. Each extracted character has to be expressed as a set of characters for the 
information extraction, as shown in Fig. 4 and characters either too small or too big 
are filtered. 

 

Fig. 4. Character set 

The personal information area is regrouped into a few sets after this process. Each 
set is recognized using the method shown in Figure 4 and this result is string-matched 
against the field extracted form the MRZ to recognize the set most similar to the 
MRZ. A different algorithm has to be applied for the field matching of the date of 
birth and date of expiry because of the different format used to express dates by 
personal information area and the MRZ area. The date on the MRZ area is expressed 
using 6 digits whereas the expression used in the personal information area is 
different in various formats. Fig. 5 shows a few examples. 

Although there are many different formats used to express the date in the personal 
information area, the order of appearance, from day to month to year, is the same as in 
the MRZ area. The matching algorithm can be produced using this pattern. The year 
is first located before locating the day field after which the month field can easily be  
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Fig. 5. Examples of Data Expression 

 

Fig. 6. ‘/’ Identifier Example 

found by finding the number in-between. This algorithm is applied differently by the 
expression of the year. The year data is first extracted from the MRZ area, and if the 
first digit is a 0 or 1, the digit 20 is added on to express the years after the year 2000, 
and 19 is added otherwise. To express the years after 1900, the same set of digits is 
looked up for in the personal information area, and the same digits used to express the 
day in the MRZ area is looked up for to find the day. Finally, if the height of the day 
and year area is the same, the set between the two is set as the month. The same 
algorithm is applied to the personal information area where the year is expressed with 
only two digits. Finally, a few exceptions handling process is required to divide the 
field within the personal information area. Chinese passports divide the English and 
Chinese name using the ‘/’ identifier as shown in Fig. 6. The ‘/’ identifier is used to 
divide the Chinese and English area into two different sets. 

A different algorithm is required to divide the information in the personal 
information area. If the value of each set is smaller than the height of each character 
multiplied by 1.5, the two characters are recognized to be a single set of characters. 
The extracted MRZ and personal information can be used for cross-checking since 
they contain the same information. 

A single character from 0~9 and 'A' to 'Z', extracted from the passport is used for 
the comparison. For example, if you chose 'A', both 'A' from the MRZ and upper 
personal information area, is printed on the screen. The result of match comparing the 
'A' in the MRZ and the upper personal information area is then printed. The average 
shape of the 'A' in the MRZ and the upper personal information area are compared for 
the difference in their font shape. The shape that is most irrelevant from the others can 
be displayed. The matching score for each character is acquired through dividing the 
compared score by n. The comparison with the extracted characters becomes possible 
using the auto-correlation. The type and number of characters extracted from the 
information on each passport is different due to the different names and nationalities. 
The information on the MRZ and the personal information area share at least two 
same alphabets since they contain the same information. Therefore, it is possible to 
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look for the cross-characteristic based on this fact. The relation between the two areas 
is very high since the information on a passport is printed at the same time. Various 
auto-correlation can be found from the result for result analysis. 

3   Results 

Character extraction experiment is performed using 50 different passport images. The 
passports used for the experiment are from 13 Asian/Oceania countries, 5 European 
countries, 2 American countries and 2 African countries. Fig. 7 shows the improved 
result of the binarization method applied in this paper. 

The image on the left shows the result of applying the iterative binarization method 
on the image and the image on the right shows the result of applying the improved 
binarization method explained in section 2.2.. The E and K on the name field and the 
E on the date of expiry are expressed beyond recognition on the left side image 
whereas they are expressed properly on the right side image. Field extraction result 
demonstrates perfect extraction results. The recognition of characters using template 
matching and feature comparison is implemented. The recognition rate of character is 
99.9% and personal information extraction is 99.8% with an average speed of 2.3 
second required for the recognition of the whole page. Fig. 8 shows the result of the 
cross-checking. 

Fig. 9 and Fig. 10 show the result of single character analysis. Each figure 
illustrates the extracted data from each region and the rate of auto-correlation between 
extracted characters. 

 

Fig. 7. Iterative Binarization (left) and Proposed Colour Binarization 
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Fig. 8. Result of Cross Check 

 

Fig. 9. Analysis Result of ‘E’ 

 

Fig. 10. Analysis Result of ‘M’ 
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In the result of Fig. 9, we can see that the similarity is higher when comparing the 
same area type than comparing the MRZ from the Personal Information area. The 
second 'E' on the Personal Information area, DATA-2, shows 84.19% similarity level 
which means that it is the most heterogeneous one. 

Fig. 10 shows the result of analyzing the character 'M' on a European passport. The 
similarity level is at a low level of 76% between the MRZ and Personal Information 
area. This means that the British passport uses a different font for the MRZ and 
Personal Information area. We can construct a knowledge database of the passports 
for the date of issue and the country based on the detected information. Forgery 
detection may be performed using this knowledge base. 

4   Conclusion 

In this paper, we have proposed a method for extracting and utilizing the information 
on the MRZ area and personal information area through the structure analysis which 
showed a high recognition rate through experiments. This method also applies an 
automata for the sorting of the MRZ information into different fields for a more 
effective classification. The concept of cross-checking can be used to check for fraud 
information using redundant information on the passport for more accuracy. This will 
contribute to the identification of forged passports by comparing the information on 
the passport image itself by using the characteristic of each image. Experiments have 
been performed by using 50 different passports from 22 different countries. The 
characters on the MRZ area of these passports consist of the same font type and have 
a simple background image for easier recognition. However, the background image is 
complex in the personal information area which made the recognition of only 22 
passports possible through this method. Therefore, a method for removing the 
hologram from the passport and a method for extracting the characters from a 
background with the same color is required for a more precise recognition.  

In this paper, we have implemented and experimented with the concept of passport 
structure analysis and character recognition module. A method for removing the 
hologram and a module for extracting the characters from the background has to be 
developed for a more precise passport recognition system.  
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Abstract. Automatic separation of text and symbols from graphics in
document image is one of the fundamental aims in graphics recognition.
In maps, separation of text and symbols from graphics involves many
challenges because the text and symbols frequently touch/overlap with
graphical components. Sometimes the colors in a single character are
gradually distributed which adds extra difficulty in text and symbol sep-
aration from color maps. In this paper we proposed a system to retrieve
text and symbol from color map. Here, at first, we separate the map
into different foreground layers according to color features and then in
each layer, connected component features and skeleton information are
used to identify text and symbol from graphics on the basis of their ge-
ometrical features. Lastly, segmentation results of the individual layers
are combined to get final segmentation results. From the experiment we
obtained encouraging results.

1 Introduction

Automatic discrimination of text/graphics in document image is one of the fun-
damental aims in graphics recognition [2],[3],[6]. Here, the aim is to segment the
document into two layers: a layer assumed to contain text and symbols and the
other one containing the rest of graphical objects such as street, river, border of
the regions etc. The problem has received a great deal of attention in the liter-
ature because of the different processing approach of text and graphics. At the
component level the problem is not too intensed. The spatial distribution of the
components and their sizes, can be measured in a number of ways, and fairly re-
liable classification can be obtained. Difficulties arise however, when either there
is text and symbol embedded in the graphics components, or text and symbol
touched with graphics. It includes, frequent intersection of text and symbols with
graphical lines and curves and segmentation of such documents is very difficult.
The separation problem of text and graphics intersections has not yet been dealt
with successfully although there exist many pieces of published paper.

Fletcher and Kasturi [6] proposed an algorithm to separate text-string from
mixed graphics. They used simple heuristics based on the characteristics of text
characters. The method is insensitive in text font style, size and orientation. One
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of the assumptions was that the text character should not touch with graphics
or other characters and each text character forms an isolated component. An-
other assumption of the method is that, the character components of a string
are aligned straight. Luo et al. [1]uses the directional mathematical morphology
approach for separation of character strings from maps. The idea is to separate
all long linear segments by directional morphology and histogram analysis of
these segments. Long segments are considered as part of graphics; effectively
leaving small text character segments. Tan et al. [7] illustrates a system to ex-
tract text strings from a mixed text/graphics image using Pyramid structure.
Multi-resolution representations of such a pyramid structure help to select dif-
ferent regions for segmentation. Cao and Tan [3] proposed a method of detecting
and extracting text characters that are touched to graphics. It is based on the ob-
servation that the constituent strokes of characters are usually short segments in
comparison with those of graphics. They looked for the lines in the overlapped
region on the vectorized image to interpret intersection of text and graphics.
More consolidated method is proposed by Tombre et al. [2]. This method is
based on the analysis of the connected components. The algorithm has covered
a number of improvements to make it more stable for graphics-rich documents.

In color maps the color carries a lot of information which is useful for sepa-
ration. Using color features, complexity of text/graphics separation can be re-
duced drastically. Because, in color maps, different colors are used to represent
text and symbol from graphics. By color properties, one can separate touch-
ing/overlapped text symbols from graphics without exploring much graphics
recognition methodologies. There exist color segmentation methods for separat-
ing colors used in a document. Recent work includes a variety of techniques: for
example, morphological watershed based region growing [12], JSEG segmenta-
tion [13], Mean Shift algorithm [15] etc. If an image contains only homogeneous
color regions, clustering methods in color space [14,16] are sufficient to handle the
problem. However, in color text documents sometimes even, it appears at first
appearance, that the character seems to be printed in a single color, but actual
measurements reveals that the colors in a single character are gradually dis-
tributed. This degradation effect of color in text layer sometimes makes it more
difficult to segment. It causes over/under -segmentation and such over/under
-segmentation creates problem in separating foreground layer (text graphics lay-
ers of different colors) efficiently. Here it is quite challenging to remove the noise
and to extract the intended characters. Among color segmentation methods, clus-
tering is one of the simplest, and has been widely used. The method proposed
by Coleman and Andrews [16] is a clustering algorithm based on k-means which
operates in an “unsupervised” mode and does not require training prototypes.
Since, k-means algorithm requires the number of cluster to initiate, in order to
have this information, the knowledge about the image data is necessary. This
method iterates on a number of clusters, and evaluate the quality of the clusters
by within-cluster and between-cluster scatter matrices. Moreover, the influence
of resolution of the input image is an important factor in color document analysis.
When a color document is scanned at high resolution, mesh noise occurs in the
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Fig. 1. (a)Block diagram of our approach

digital color image resulting over-segmentation, when a segmentation algorithm
is applied. Hase et al. [17] studied offset printing color documents such as book
covers, posters. They discussed a method to absorb the variation of color distri-
bution of color segmentation. Their algorithm tries to prevent over-segmentation
and fusion with the background while maintaining real-time usability. They have
described a selected local color averaging technique to remove the problem of
mesh noise. Dhar and Chanda [10] presented a method for extraction and recog-
nition of text and symbol from topographic maps. Here, color segmentation is
done by a supervised clustering algorithm and in each color layer, symbols are
recognized on the basis of symbol-specific geometrical features.

There are various types of color maps, and they contain thousands of text
and symbol in different shapes. So, we need a sophisticated process, which can
be used in general without many heuristic measures. The problems are mainly
due to presence of graphical components with texts and symbols in different
color layers. To handle such situations, the objective of this paper is to combine
different features like color information, connected component analysis, skeleton
information etc. to get better segmentation results. Our proposed technique is
language and font independent. Also, our method does not depend on number
of colors present in the document.

In our proposed method, the color map is first analyzed using color informa-
tion and separated into different layers. Text/graphics components are extracted
from these layers. A new algorithm, combining connected component and skele-
ton analysis, has been proposed to identify the isolated character, joined char-
acter, dash and long line components from each layer. The components in which
both character and long line present due to overlapping are considered as mixed
components. Using Hough transform and skeleton analysis, these mixed com-
ponents are analyzed for their segmentation into character and line. Extracted
character components are grouped into string according to their color and prox-
imity features. Block diagram of our approach has been shown in Fig.1.

2 Color Segmentation and Foreground Layer Selection

The problem of foreground detection in color maps could be defined as that
of detecting layers containing text, symbols and graphical objects. If the text
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layer is assumed to be of dark color in a light background, then the problem can
be solved by converting the RGB color-space to YIQ color-space, and applying a
threshold in Intensity (Y channel) image. In color degraded image, this method
is not efficient to separate foreground layer. For our map handling, due to image
degradation, we performed the color segmentation to get different color layers
and this is done by a combination of color feature and spatial information. This is
followed by selection of foreground layer considering the features of text/graphics
information. It is done by applying a heuristic measures on color volume and edge
information of each color layers. The detail of color segmentation is discussed as
follows.

First, we apply the method of Vazquez et al. [4] to find dominant colors
in a d-dimensional histogram Ωd. The method proposed is a two-steps opera-
tor. The creaseness operator, MLSEC-ST[5] is introduced in order to spurn non-
representative data as well as to enhance meaningful information. This process
assigns a high creaseness value at the center of elongated objects by means of
divergence calculation of the Structural Tensor Field.

Formally, given a symmetric neighborhood of size σi centered at point x, say,
N(x, σi) the Structure Tensor is defined as:

S(x, σi) = N(x, σi) ∗ (w(x) · wt(x)) (1)

where a gaussian of standard deviation σd is used to make the calculation of
ω. Afterward, if ω′(x, σi) is the eigenvector corresponding to the largest eigen-
value of S(x, σi) then, the dominant gradient vector in the neighborhood of size
proportional to σi centered at x is:

w(x, σi) = sign(ω′t(x, σi) · ω(x))ω′(x, σi) (2)

Next, the creaseness value is associated to a point xk, ∀k ∈ Ω as follows:

k(p) = −Div(wp) = −d

r

r∑
k=1

wt
k(σi) · nk (3)

As a result, we have Ω′
d, a representation of Ωd where each point is represented

by its creaseness value. Next, we find the dominant structures of the histogram
by applying a ridges extraction algorithm [11]. The ridges extraction procedure
will join several points with a high creaseness under one unique ridge. Therefore,
we will have as many ridges as dominant structures. This is done as follows:

If a given point x ∈ Ωd is a local maxima, then we visit the neighbor of x
which becomes a local maxima when we remove x from Ωd. The process stops
when it reaches a flat region.

Formally, let τ(Ω′
d) be the set containing all local maxima in Ω′

d, and neigh(x)
be the r-connected neighborhood of a point x with a zero-crossing in its gradient
for a given direction, i.e. we calculate the gradient values not for all points but
for ridge points and its closer neighbors. We also define η(x, nj) as the common
neighbors between x and nj , where x ∈ Ω′

d and nj ∈ neigh(x):

η(x, nj) = {neigh(x)
⋂

neigh(nj)} (4)
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Fig. 2. (a)Ω3, original 3-dimensional distribution. (b)Ω′
3 Creaseness representation of

a) and ridges found are represented with dots. (c)Ridges found in d)fitted on original
distribution. 2-Dimensional view. (e)Clustering of the original distribution.

It is worth to note that neither x nor nj are included in η(x, nj). Then, we define
the ridge points in a creaseness representation image Ω′

d, as:

τz(Ω′
d) = τz−1(Ω′

d)
⋃

{n ∈ neigh(l) | l ∈ τz−1(Ω′
d), µ(l, n) = 0} (5)

µ(x, nj) = � {y ∈ τ(x, nj) | Ω′
d(y) ≥ Ω′

d(nj)} (6)

Next, we perform a clustering to this distribution. For this, the points in τz(Ω′
d)

are used as marks in a watershed procedure. To avoid the drawbacks of the
watershed algorithm [11], the method is combined with a Voronoi spatial parti-
tioning. This will perform a clustering of the original histogram Ωd in as many
regions as dominant colors are found. Fig. 2 shows an example of the whole pro-
cess. Concretely, Fig. 2(a) shows a synthetic 3-dimensional distribution, i.e., Ω3.
Creaseness representation of it, Ω′

3, is depicted in Fig. 2(b) where dots are the
ridges found. The same ridges obtained in Ω′

3 are fitted in the original distribu-
tion in 2(c). Finally, the clustering of Ω3 is showed in Fig. 2(d) and there are 5
different cluster in this figure. Based on the number of cluster, color volume of
each cluster and edge information of each color layer, the number of foreground
layers is decided.

3 Text and Symbol Separation

After selecting different foreground layers we separate text and symbol from
graphics in each of the layers. Different steps used in each foreground layers are
discussed as follows.

3.1 Connected Component Analysis with Skeleton Information

Text, symbol and graphical lines are present in foreground layer. We consid-
ered the connected component analysis developed by Tombre et al. [2] for initial
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(a) (b) (c)

(d) (e) (f)

Fig. 3. (a)Example of a foreground Layer (b)Isolated text and symbol (c)Joined char-
acters (d)Small elongated components (e)Long line (f)Mixed components

segmentation. A few criteria based on geometrical features of the connected
component are good enough to group a component into one between text or
graphics layer. But, there are some constraints. For example, some characters
cannot be split due to touching. We will call them as “joined characters”. If
joined characters touch with long lines, they will not be separated by simple
rules, because their features will be different from isolated character. We inte-
grate skeleton information along with geometrical features to detect the long
segments and to analyze them accordingly. We separate the components into 5
groups namely, Isolated characters, Joined characters, Dash components, Long
components and Mixed components. In skeleton image of each component, if
there exists no long segment, then the component is included into one of the
isolated character/symbol or joined character or dash component group. Oth-
erwise, it is considered as mixed or long component. The description of each
of them is given below. The Fig. 3 shows different components of a foreground
layer.

In Isolated Character group, normal text alphabets and small symbols are
included. These are selected by the connected component size histogram analy-
sis [2]. Joined Characters consists of the components where more than one iso-
lated character touch each other. These connected components have larger aspect
ratio than isolated characters and do not contain long skeleton segments. Dash
Characters are mainly small elongated components. These include the dash seg-
ments from the dash line along with some isolated characters, such as “1”,“l”
etc. These characters are combined into dash character group, because, at the
pixel level analysis, they hold the same property as dash segments. The Long
Line is the graphics layer of our algorithm. The segments obtained from the
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skeleton of this component are all larger compared to the size of text characters.
Straight and curve both types of line can be possible. Mixed Component con-
sists of the components where both long line and isolated/joined characters are
present. This happens due to overlapping with each other and we can not sep-
arate such mixed component during component labelling. Segmentation of the
mixed components is done in two stages. In the first stage long straight lines are
removed from the mixed components. Next,long curve parts are detected and
removed from the remaining part of the image. These two stages are discussed
as follows.

3.2 Long Straight Line Removal

We perform Hough Transform to detect the straight lines present in the binarized
image. In Hough space, all the collinear pixels of a straight line will be found
intersecting at the same point (ρ, θ), where ρ and θ identify the line equation.
Depending on accumulation of pixels, the straight lines are sorted out. Some
characters may touch with this straight line portion( see Fig. 4(a)). Hence our
objective is to remove the non-character part from the straight line. We used
stroke-width information in our approach to get the line width (Lw). Stroke
width of a straight line segment is computed using the statistical mode of the
black run-lengths, obtained by scanning the segment in horizontal, vertical and
two diagonal directions. The portions of the line where the width is more than
Lw, are separated from straight line. Fig. 4(b) shows the remaining part of the
image after straight line removal in Fig. 4(a) by Hough Transform analysis.

(a) (b)

Fig. 4. (a)Characters are joined with a long line in a Mixed component (b)Isolated
characters after removal of straight long line

3.3 Long Curve Line Removal

According to text and graphics feature, it is assumed that the length of segments
of the characters are smaller compared to that of graphics. The mixed-component
segmentation method proposed by Cao and Tan [3] which is based on the con-
tinuation of the strokes in the skeleton works well for documents, where the text
and lines are of more or less thin in nature. But, there are some limitations.
When a line touches a symbol or text of blob like shape (dense pixels), the
thinned image is always not perfect for the arrangement of segments. It needs
post-processing, which is a difficult job. To overcome the drawback we compute
the skeleton and all the segments are decomposed at the intersection point of
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(a) (b) (c)

Fig. 5. (a)A Mixed component (b)Long straight part is removed (c)Extracted part
after removing the long curve lines

the skeleton. Based on the bounding box (BB) information of a segment, the
major axis (Ls) is calculated as:

Ls = Max(HeightBB, WidthBB) (7)

The segments having Ls larger than average character height (here, average
height is obtained by averaging the heights of isolated characters) are chosen
for elimination. The remaining portion after removal of long straight and curve
line are considered as either isolated characters or joined characters according to
their feature. For example, Fig. 5(a) demonstrates an initial mixed component
with touching characters. The component after removing long straight line is
shown in Fig. 5(b). After doing curve line removal, the remaining portions are
shown in Fig. 5(c).

3.4 Character String Extraction

After passing through different separation methods, the mixed components will
get separated. The long lines of mixed component will be in the graphics layer.
Text and symbol will be in isolated or joined character layer. These isolated and
joined characters are combined to get all the text and symbol components. Now
we cluster the isolated characters into individual words. In general, the gap Tw

between two words is larger than the gap Tc between two characters in a word
and the grouping is formed by the characters of similar colors. Using this posi-
tional information and color information of different isolated character/symbol
we cluster different words. For example see Fig. 6(b), where text and symbols
are marked by rectangular box.

(a) (b)

Fig. 6. (a)Original Image (b)Segmented text and symbol layer. Here, segmented text
and symbol parts are marked by rectangular box.
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4 Experimental Results and Discussion

We have taken maps from different scripts to test our method. 26 maps are
selected from “Spanish”,“English”,“Russian”, and “Bengali” and the average
size of the test maps are 350x450 pixels. We considered a large varieties of data
for our experiment and some examples of such data are discussed as follows.
The background can be of single color (Russian) or multi-color. Foreground
contains numerous colors to represent text and symbol or graphical lines. The
text characters are connected in Bengali maps. In other maps these are generally
isolated, but sometimes joined text strings are also found due to printing or
noise issue. In graphics part, lines can be dashed or continuous. There exist
both straight and curve lines. The long continuous lines are touched/overlapped
with text in many places. The overlapped text and lines sometimes are in similar
color or in different color. In text string, the arrangement of characters are of
both linear and curvilinear. The maps are not noise free always. In Bengali maps
the noise/dithering effect is prominent.

Our proposed methodology combines color information, connected compo-
nent analysis and skeleton information for segmentation. The thinning was done
by the algorithm proposed by Ahmed and Ward [9] which works in rotation
invariant nature. The length of a segment is used to classify it either as long
lines or as small segments. String construction and joining missing characters
are done using morphological operation. Scale invariance is also incorporated by
computing histogram analysis of the components’ size, considering aspect ratio
of components.

From the experiment of color separation, we noted that our system shows
very good results when different colors are distinct. For example, we obtained
100% color segmentation result in Russian map, because Russian maps contain
distinct color layers. But from Bengali and Spanish map, we obtained 75% (on an
average) results because of the color degradation. We computed this percentage
on pixel label. In our dataset, after color separation, we found total 55 mixed
components where long lines exist. Among them 22 were straight and rest were
curve. The component label accuracy of removal of long straight lines are 100%
and for long curve line it is 85%.

In Fig. 7c(2), it is interesting to see that we have recovered the number “79”
from a curve line. This extracted number is shown by dotted box in Fig. 7c(2)
and this number was touched with the curve line. There are 1400 isolated char-
acter and 60 joined characters in our dataset. From the experiment, we noted
that more than 98% cases our method segment text and symbol of a map into
isolated and joined character group. We also noted that, if a long line is not fully
straight and it contains a sufficient straight part, this part will be detected by
Hough Transform and will be removed leaving the other small parts. These small
segments will fall into isolated and joined character group. This is same for long
curve line. In skeleton analysis, a curve line may not be fully removed, if it visits
many junctions in the travel path. This will result false alarms. For example, see
near right-bottom part of Fig. 6(b), where we can see some false alarms, which
have been generated because of this problem. In our present work, grouping



254 P.P. Roy et al.

(a)
(1) (2)

(b)
(1) (2)

(c)
(1) (2)

Fig. 7. Images in different scripts (a)Bengali (b)Spanish (c)Russian. In each script, (2)
shows the extracted text and symbols of the corresponding color images (1).

of selected dash-like components into text/symbol layer is not considered. Due
to this, missing of dash components like text characters may be obtained (see
Fig. 6(b)). In future, we plan to use context information to solve these problem
as follows. The isolated dash components are likely to be of dash lines, if they are
arranged in a linear fashion. The other dash-shaped characters may be included
for text part. For the false alarms generated by skeleton analysis, we should
combine the neighborhood text region information to include them in text layer.

Almost all the previous approaches in text/graphics separation either used bi-
narized image or converted the color image to binarized image for this purpose.
The separation of text/graphics layer in degraded color image using color analysis
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is not an easy task. There exists no methodology to evaluate the correctness of
color segmentation result. The validity of the results vary according to human
perception and thus focus for measuring in terms of qualitative rather than quan-
titative. Color separation analysis using creaseness operator reduces the amount
of variability of color information effectively. In our test maps, where the color
degradation is less, it outperforms. But in maps of “Spanish” and “Bengali” the
noise is very prominent and we got some over segmentation. Here, we selected
the foreground layers manually and used these layers for our text/graphics sep-
aration purpose. To get the idea of segmentation results of different scripts, see
Fig. 7, where text and symbols are extracted from the color images.

5 Conclusion

In this paper we proposed a language and font insensitive system to retrieve text
and symbol from color maps. Here, at first, we separated the maps into different
layers according to color features and then in each layer, connected component
features, skeleton information, geometrical features are used to identify text and
symbol from graphics. We tested our method on documents of different languages
like English, Spanish, Russian, Indian etc. and from the experiment we obtained
encouraging results. In future we plan to test our system on more documents of
different languages. Also, we plan to use the contextual information to remove
small non-text part that are included into isolated and joined character group,
mistaken by our approach.
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Abstract. In this article, we focus on the dating of images (impressions,
ornamental letters) printed starting from the same stamp. This difficult
task needs a good observation of the differences between the compared
images. We present a method, based on a local adaptation of the Haus-
dorff distance, that evaluates locally the image differences. It allows the
user to visualize these differences. A description of the pertinent differ-
ences for the dating allows us to evaluate our method visualization ability.
Then our method is successfully compared to the existing method. Fi-
nally, a framework for a future automatic dating method is presented.

Keywords: Image comparison, binary images, Hausdorff distance, lo-
cal dissimilarity measure, visualization, ancient images, dating.

1 Introduction

As ancient documents are being digitized, systems for retrieving documents or
images can now be found in Digital Libraries [1]. With regard to illustrations, the
content-based image retrieval is difficult and the user often needs to check visu-
ally the similarity of the retrieved images. In this article, we focus on the dating of
images (impressions, ornamental letters) printed starting from the same stamp.
This issue is difficult even for the expert eyes. In a perfect case where printings
are perfectly conserved, digitized and registered, the sign of the map of pixel-
to-pixel gray level difference (PPDMap) would be sufficient to conclude: if the
difference is positive, it means that the second printing has been printed with the
stamp in a degraded state, and so the second printing is less old. Nevertheless, in
a real case, printings starting from the same stamp can differ for various reasons:

1. The printing degradation state,
2. The digitalization which can cause variations in the gray level, the resolution,

etc,
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3. If there is a binarization step, the method used can cause differences in the
binarized images,

4. The registration can cause a slight shift or/and rotation resulting in differ-
ences in the visualization,

5. The differences due to the wood stamp ageing.

The only interesting differences for the user are the ones due to the stamp degra-
dation. We call the other ones perturbations.

In this frame, we present a method that can help the expert’s dating. This
method, based on a local adaptation of the Hausdorff distance, evaluates locally
the differences. It minimizes the perturbation impact and allows a better visual-
ization of the interesting differences. No other visualization method exists than
the PPDMap. Our method performance has been successfully compared to the
PPDMap in [2]. Finally, the frame of an automatic dating method is detailed.

2 Dissimilarity Measure Based on the Hausdorff Distance

Among dissimilarity measures over binary images, the Hausdorff distance (HD)
has often been used in the content-based retrieval domain and is known to have
successful applications in object matching [3] or in face recognition [4]. For finite
sets of points, the HD can be defined as [3]:

Definition 1 (Hausdorff distance). Given two non-empty finite sets of points
F = (f1, . . . , fn) and G = (g1, . . . , gm) of R

2, and an underlying distance d, the
HD is given by

HD(F, G) = max (h(F, G), h(G, F )) (1)

where

h(F, G) = max
f∈F

(
min
g∈G

d(f, g)
)

. (2)

h(F, G) is the so-called directed Hausdorff distance.
The classical HD presents interesting properties but measures the most mis-

matched points between F and G, and presents as main drawback its sensitivity
to noise [5]. Indeed, considering two images containing the same pattern and one
point added to the first image, far from the pattern, then the HD will measure
the distance between the pattern and the point.

Several modifications of the HD have been proposed to improve it such as:
the partial HD [3], the modified HD (MHD) [6], the censored HD [5], the “dou-
bly” modified Hausdorff distance [4], the least trimmed squared HD [7] and the
weighted Hausdorff distance [8]. Those improved HD are detailed in [9]. These
measures stay global and do not take into account local dissimilarities. Indeed,
if DH(F, G) = α, it means that there are f ∈ F, g ∈ G that realize the maximum
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and the minimum in Eq. (1): d(f, g) = α. But the measure DH(F, G) = α does
not allow one to say if the couple (f, g) is unique or if there are several couples
of points realizing the distance α and, in this case, if the couples are gathered in
a part of the images or distributed everywhere in the image, which corresponds
to different degrees of dissimilarity. These observations motivated us to define a
local and parameter-free HD which in the next paragraph.

2.1 Definition of the Windowed Hausdorff Distance

The main reasons of the modification is that the DH is not defined for empty
sets and this case is possible in a window. Moreover, the obtained measures when
the window is sliding or growing must be consistent. A solution is to introduce
the distance to the window side as it follows:

Definition 2 (Windowed Hausdorff distance). Let F , G be two bounded
sets of R

2.
HDW (F, G) = max (hW (F, G), hW (G, F ))

where there are three cases

1. If F ∩ W �= ∅ and G ∩ W �= ∅,

hW (F, G) = max
f∈F∩W

[
min

(
min

g∈G∩W
d(f, g), min

w∈Fr(W )
d(f, w)

)]
,

2. if F ∩ W �= ∅ and G ∩ W = ∅,

hW (F, G) = max
f∈F∩W

[
min

w∈Fr(W )
d(f, w)

]
,

3. if F ∩ W = ∅,
hW (F, G) = 0.

Remark 1

– In case both of the sets are non-empty, the only difference with the classical
definition is the term minw∈Fr(W ) d(f, w) which is the distance from the point
f to the edge.

– In case there is exactly one set without point in W, one of the two directed
distances is equal to 0 and the expression of the other one takes into account
the distance to the edge.

– In case there is no point of F or of G in W, both of the directed distances
are equal to 0 and therefore the global distance too. This is consistent with
the fact that the two extracted parts are equal.

The definition of the windowed HD enables to make a local distance but it
introduces a parameter which is the window size. It can be chosen by the user,
or automatically and globally, or locally according to the local surrounding. The
following properties of the windowed HD allow to fix locally the window size and
then to evaluate the local dissimilarity.
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Property 1 (Identity). Let F , G be two bounded sets of points of R
2, and W

a convex closed subset of R
2.

HDW (F, G) = 0 ⇐⇒ F ∩ W = B ∩ W (3)

The following properties need the window W to be a ball. Prop. 2 ensures that
the new pieces of information that are taken into account when the window is
enlarged do not reduce the former dissimilarity-measure value. Prop. 3 gives a
maximum to the windowed HD.

Property 2 (growth). Let V = B(xv, rv) and W = B(xw , rw) be two close
discs such as V ⊂ W then HDV (F, G) ≤ HDW (F, G).

Property 3 (Boundary). Let x ∈ R
2 and r > 0, and let define W = B(x, r)

then HDW (F, G) ≤ HD(F, G).

An algorithm for the computation of the local HD map is proposed below (alg.
1). It consists of a sliding window whose radius is locally adapted to find the
local optimal radius.

Algorithm 1. Computation of LDMap
compute DH(F, G)
for all pixel x do

n := 1 {initialization of the window-size}
while HDB(x,n)(F, G) = n and n ≤ HD(F, G) do

n := n + 1
end while
LDMap(x) = HDB(x,n−1)(F, G) = n − 1

end for

It shows the way to adapt the window to the local dissimilarity. This step is
done in the while loop.

Nevertheless, this algorithm is time consuming. Indeed, the computation com-
plexity is in O(m4) for two m × m pixel images. The next section presents a
formula for the measure that saves most of the time computation and gives the
same result (detail can be found in [10]). The computation is faster but the
interpretation –in terms of local dissimilarity measure– comes from Alg. 1.

2.2 Local Dissimilarity Map

Theorem 1 (LDMap mathematical formula)

∀x ∈ R
2, LDMap(x) = |G(x) − F (x)|max(d(x, F ), d(x, G))

The formula gives for each pixel x a value that depends on the distance transfor-
mation from the sets F and G. Fast algorithms have been developed for distance
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Fig. 1. Asymmetry illustration : Two images and the sign of their SILDMap

transformation. Their computation complexity are O(m2) for m×m images. So
the LDMap complexity with the formula is a O(m2), which is linear in the pixel
number.

The LDMap provides symmetric differences measures:

LDMap(F, G)(x) = LDMap(G, F )(x).

In order to date a printing against another, an asymmetry is introduced in the
LDMap, in the following way: if a pixel group is present (resp absent) in the
former printing and not in the latter, it is negatively (resp positively) measured
(see Fig. 1 where the sign in SiLDMap is represented).

The Signed Local Dissimilarity Map (SiLDMap) gathers all the signed mea-
sures in a map:

Theorem 2 (SiLDMap)

For x, a pixel of the images,

SiLDMap(x) = (G(x) − F (x))max(d(x, F ), d(x, G)).

3 Experiment and Perspectives

3.1 Experiment

To assess the efficiency of LDMap, let’s evaluate first its ability to minimize the
impact of perturbations and its ability to render the relevant ones. We have used
a database coming from the digital library BVH [11] which includes 168 images
of ornamental letters. The database contains four versions of each ornamental
letter stamp, coming from four distinct books (so the database contains impres-
sions of 168/4=42 distinct stamps). The four versions of the same stamp that
are available provide some perturbations in the visualization: perturbations of
ageing, digitization and registration (see Fig. 2). The tested methods are used to
produce maps (see Fig. 3) that are classified by a support vector machine (SVM).
The experiment protocol is as follows: the comparison of the 168 images gives
14028 visualization maps that are separated in two classes, one gathering the 252
maps comparing images from the same stamp Csim and one including the 13776
maps comparing images from distinct stamps Cdissim. A SVM learning stage is
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(a) (b)

(c) (d)

Fig. 2. A group of four distinct printings coming from the same stamp

(a) Gray level LDMap (b) Binary LDMap

(c) Gray level PPDMap (d) Binary PPDMap

Fig. 3. Visualization Maps between the the ornamental letters 2(a) and 2(c). PPDMaps
contain more high values than the LDMap: they are more sensitive to perturbations.
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Table 1. Results of the classification for the gray level and binary LDMap and
PPDMap

Successful retrieval found in Csim found in Cdissim

Gray level LDMap 95% 97%

Binary LDMap 93% 95%

Gray level PPDMap 70% 75%

Binary PPDMap 70% 69%

done on a part of the two classes and a test is realized on the other part. The
classification results are compared with those obtained manually. The results,
reflecting the average found on 100 tests, are gathered in Tab. 1. Precision and
recall measures do not bring more information because they are up to 96% since
the first item retrieval rate. Results show that the LDMap allows the SVM to
make a better classification than the PPDMap. So the perturbations are less
represented in the LDMap than in the PPDMap. The LDMap visualization is
therefore better than the PPDMap one. One reason is that a PPDMap does not
enable the user to distinguish between a simple translation and a real difference.
The result is a successful retrieval rate of 96%, which proves the LDMap robust-
ness against perturbations. A study of the LDMap robustness to ink-stain and
erasing can be found in [10]. The robustness is really better for a stain than for
an erasing. One reason is that treated information is the one of black pixels. As
a consequence, the stain does not change so much the LDmap values whereas
the erasing produces a great increase of the LDMap values. Nevertheless, for
stains and erasing with a surface smaller than 20% of the total image surface,
the robustness is really good.

3.2 Visualisation and Discussion

Thus, the SiLDMap, the signed version of the LDMap, can help in the printing
dating by quantifying and localizing relevant differences. The easiest way is to use
the SILDMap to visualize the printing differences. Fig. 4 gives an example from
two printings of an ornamental letter, and their SILDMap. It contains positive
and negative values so the dating is not trivial. Four significant differences have
been surrounded in blue. The one at the top of the letter “L” is the only negative
and is due to a inking difference. The one at the bottom of the “L” can be
interpreted as a missing piece of wood in the first printing, which leads to think
that the wood stamp was older when it has been used for the first printing than
for the second printing.

The SILDMap measures the differences locally so it is sensible to registration.
Fig. 5 shows an example of registration issue: the values in the centre of the
SILDMap are low which proves that the affine registration is good, nevertheless
high values increase toward the bottom right corner and the top left corner. As
both of the printing come from the same stamp, it means that one of their digi-
tized images is deformed (which is an interesting piece of information). The de-
formation brings high values in the SILDMap that hide the pertinent differences.
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Fig. 4. Two impressions and their SiLDMap

Fig. 5. Two impressions and their SiLDMap illustrating the perturbation impact

So a non-linear registration is necessary (and the SILDMap may contain infor-
mation for the registration) to exploit the SILDMap efficiently.

3.3 Perspectives

The next step is to date automatically the printings thanks to their SILDMap.
As Fig. 4 shows it, the dating is not only based on the difference values, but also
on elements like local connectedness, inking pressure... An automatic diagnosis
should then associate high level information with the SiLDMap to be efficient.
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Abstract. Ground truthing tools mainly fall into two categories:
automatic and semi-automatic. In this paper, we first discuss the pros
and cons of the two approaches. We then report our own work on de-
signing and implementing systems for generating a chart image dataset
and multi-level ground truth data. Both semi-automatic and automatic
approaches were adopted, resulting in two independent systems. The
dataset as well as the ground truth data are publicly available so that
other researchers can access them for evaluating and comparing
performances of different systems.

Keywords: Ground truth generation, Maps and Charts Interpretation.

1 Introduction

Ground truthing and performance evaluation has been recognized as an
important factor in advancing research in various fields. In the document analysis
field, George Nagy addressed the importance of ”application-oriented bench-
marking” in each research area in document image recognition [1]. Ground
truthed datasets that are both well established and publicly accessible are needed
to evaluate and compare the performance of different image recognition and
analysis systems.

As research on scientific chart recognition and understanding is a relatively
young topic, there is no well established public dataset with ground truth that is
specifically established for evaluating chart recognition systems. We believe that
by making such a public ground truthed dataset, more attention can be drawn
from other researchers that might be interested in this relatively new area. The
desired dataset should have the following features:

1. The dataset should contain a sufficient number of chart images, to test the
efficiency of a system working on a large scale of images.

2. The dataset should include both synthetic images and real-life images.
Synthetic images are easier to generate to a large scale, while real-life images
are used to present real-life effects.

3. The chart images in the dataset should cover most commonly used chart
types to maintain good variety in the test images.
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4. The ground truth data should contain details in multiple aspects, so that
the dataset can be used to evaluate recognition systems in various ways or
at various levels.

Traditional ground truthing tools mainly fall into two categories: automatic and
semi-automatic. Our work here adopts both approaches, using the automatic ap-
proach to generate synthetic images with ground truth, and the semi-automatic
approach for getting ground truth from real-life images. In this paper, we are
going to summarize the two systems developed by us for creating chart image
datasets with ground truth. In a previous paper [2], the ground truthing system
based on the semi-automatic approach was already reported. So in this paper,
more emphasis will be put on the second system built based on the automatic
approach.

The remaining sections of the paper cover our work in details. Section 2
surveys ground truthing works in both approaches and discusses their pros and
cons. Section 3 revisits the semi-automatic system reported previously. Section
4 presents the automatic approach. Section 5 describes the final ground truthed
dataset. Section 6 gives a conclusion to this paper.

2 Ground Truthing: Automatic vs. Semi-automatic

Most ground truthing systems reported in the literature are semi-automatic. A
semi-automatic ground truthing system may involve human correction
following automatic processing steps [3,4,5], or it can consist of a mixture of
auto-processing steps and human inputs [8,9]. The semi-automatic approach has
certain advantages. First of all, a semi-automatic system can extract ground
truth data from a wide range of images with complex layout and varying types,
as long as the basic processing functions are available to handle them. Secondly,
a semi-automatic system is good to extract ground truth from real-life images,
as human inputs or corrections can minimize the error raised from noise and dis-
tortions. Thus the resulting ground truthed dataset can reflect real-life noise and
distortions. On the other hand, there are also drawbacks of the semi-automatic
approach. Firstly, the process is not very efficient as it involves human effort
during the process. As a result, it will be either very time consuming or very
labour intensive to form a large data collection. Secondly, human verification and
correction at low-level still leave certain chance to introduce inaccurate ground
truth data. For example, the start point and end point of the vectorized lines
may be a few pixels from the true end-points. Although the error is insignificant
for most of the time, it is undesired as what we are looking for is ground ”truth”.

On the other hand, there are also fully automatic ground truthing systems,
such as [6,7]. An automatic ground truthing system usually makes use of ex-
isting document/graphics generation packages to create datasets and captures
intermediate results as the ground truth. Through literature review, we found
out that automatic ground truthing is used when the targeted ground truth
data only require high level details, such as the number of cells in a table or
the font type of the text string. If low-level details are to be included, such as
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the boundary lines of a cell in a table or the bounding box of a character, then
semi-automatic approach seems to be a better choice unless such details are
directly available. A typical automatic ground truthing system is computation-
ally efficient and thus is good for the generation of a dataset with a large scale.
Furthermore, the ground truth data obtained through automatic process are
highly accurate. But the automatic approach also has some drawbacks. Firstly,
the amount of ground truth data that can be automatically obtained is restricted,
and the low-level details may not be accessible. Secondly, if the system relies on
a certain graphics generation package, then the dataset created only reflects the
characteristics of that package, resulting in lack of variety in the dataset created.
Last but not least, the system produces synthetic images, which do not contain
real-life noise and effects. To alleviate this drawback, a degradation module such
as [10] is needed to introduce deformations, distortions and noise to the final
images produced.

Fig. 1. Semi-automatic ground truthing

3 The Semi-automatic System Revisited

As shown in Figure 1, the system developed based on semi-automatic approach
[2] accepts real-life images that were downloaded from the web or scanned
in. Basic image processing techniques are performed to automatically extract
image attributes of the graphical symbols in the input chart image. As the image
processing techniques applied are imperfect dealing with noisy real-life images,
the result obtained may be erroneous. Thus in the following step, the user needs
to verify the result and make corrections when necessary. Since the structural and
semantic information of the input image is not available, the user takes another
responsibility which is to input these types of information. Through investiga-
tion, we found out that getting direct input from the user is more efficient than
an automatic recognition of the structural and semantic information followed by
corrections, as keying in high-level information is convenient for the user. The re-
sulting ground truth information is defined to be multi-level, including the pixel
level, the text level, the vector level and the chart level. By having multi-level
ground truth, the dataset can be used not only by chart recognition systems
but also by other systems focusing on different levels, such as text recognition
systems or graphical symbol extraction systems. More details of the multi-level
ground truth can be referred to in [2], which also suggested the metrics for
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Table 1. Statistics of the dataset generated using semi-automatic approach

Image Information

Chart type Number of images

Bar chart 80

Pie chart 60

Line chart 60

Ground Truth Information

Entity Quantity

Text level

Text block 4212

Word 5692

Graphics level

Straight line 10165

Arc 129

Chart level

Chart title 151

X-axis label 1820

Y-axis label 1308

Bar 1719

Wedge 401

Polyline vertex 681

performance evaluation at individual level as well as the overall performance
measure. The dataset reported in [2] initially contained 120 chart images with
ground truth. The chart images are of 4 different types: 2D bar chart, 2D pie
chart, 3D pie chart and Line Chart. The ground truth data are of two differ-
ent formats: plain text and XML format. The dataset has since been expanded
to 200 chart images, with the same types and ground truth formats. Table 1
summarizes some statistics about the dataset and ground truth generated.

4 The Automatic System

As mentioned in section 2, both the semi-automatic approach and the automatic
approach have pros and cons. One obvious problem with the semi-automatic
system introduced is its low efficiency. It cost several minutes to process one
chart image. Thus the dataset created is fairly small in terms of number of im-
ages. To expand the dataset to a reasonably large scale, we also implemented an
automatic system. One possible way to achieve automatic ground truthing is to
decode the graphics generation software and capture the intermediate data as
the ground truth data. However, through investigation of some existing graphics
packages, such as Microsoft Excel and PSTricks, we found that this task was
not easy to achieve as most graphics generation software reveals only high-level
details. Low-level details such as vector information and text bounding boxes
cannot be obtained unless reverse engineering is applied. Thus we decided to
implement an automatic system on our own. The system should generate chart
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Fig. 2. Automatic ground truthing

images and store detailed ground truth data at all levels that were mentioned
in the previous section. The major steps in the automatic system are shown
in Figure 2. By comparing this figure with Figure 2, we can see that the auto-
matic ground truthing process focuses on ”generation” while the semi-automatic
ground truthing process focuses on ”extraction”.

4.1 The Chart Generator

Randomly generated tabula data (label plus value) is used as the basis for chart
generation. The data is passed into the chart generator to create a chart of a
certain type chosen by the user. The current version of the system generates
four common types of chart: 2D bar chart, 3D bar chart, 2D pie chart and 3D
pie chart. Each chart type consists of a set of essential components, which can
be further decomposed into text entities and regular graphical entities. Each
graphical entity is represented as a combination of graphical primitives follow-
ing geometric constraints. To draw a generated chart as an image, the drawing
functions in the Windows GDI+ library are called to draw the graphical prim-
itives such as line segments and arcs. The thickness of a line or an arc can be
specified by user. GDI+ library also provides functions to render text strings
in an image and estimate the bounding box of each text string. Figure 3 illus-
trates how a chart is decomposed and converted into an image. Note that the
existence of axis is type-dependent. If a chart type does not require axis, such
as a pie chart, then the system does not include it. Drawing 3D charts is more
complicated than drawing 2D charts, in our approach the following steps are
carried out:

Step 1: Draw a 2D version of the chart.
Step 2: Construct 3D chart based on the 2D version, using geometric transfor-
mations. To draw a 3D bar chart from its 2D version, translation is used. To
draw a 3D pie chart from the 2D version, perspective distortion and translation
are both applied.

4.2 The Degradation Module

For each chart generated, a clean synthetic image is created through rasteriza-
tion. The degradation module is applied on the clean image to add less-than-
ideal effects to simulate real-life image quality. Our degradation module is based
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Fig. 3. Drawing chart image using GDI+ functions

on the degradation model proposed by Baird [10]. The original model listed 10
parameters. Considering the problem domain we are dealing with, we only adopt
a subset of them. As listed in Table 2, the parameters included in our degra-
dation module are used to perform the following tasks: rotation (skew angle),
shearing, edge distortion, Gaussian noise and motion blur.

Table 2. Overview of the parameters in the degradation module

Parameter Data Type Range Meaning

β Real (-π, π) Skew angle, measured in degrees

λ Real [-1, 1] Horizontal shearing factor

L Integer [0, 10] Degree of edge distortion

v Integer [0, 5] Radius of motion blur

θb Real (-π, π) Angle of motion blur, measured in degrees

σ Real [0, 50] Degree of Gaussian noise
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– Rotation. Rotation is a deformation operation. The whole chart is rotated
to add a skew angle to the image. For each pixel (x, y) in the image plane,
if the skew angle is β, then the new pixel location (x’, y’) in vector form is:[

x′

y′

]
=

[
cosβ − sin β
sinβ cosβ

] [
x
y

]
(1)

– Shearing. Shearing is a common deformation type that changes the shape of a
geometric object. The shearing process requires one parameter, the shearing
factor λ = cotα, and a pixel (x, y) will be mapped to the new location:[

x′

y′

]
=

[
1 cotα
0 1

] [
x
y

]
(2)

– Edge distortion. In real-life, distortions are very likely to occur along the
edges of lines or regions, mainly due to the reproduction process such as
scanning or faxing etc. To simulate edge distortion, we adopt a convolution
method based on [11], with the modification that besides pixel-adding in
the original method, pixel-reduction is also performed. Here pixel-adding
means a pixel change from fore-ground color to background color and pixel-
reduction means vice versa. A parameter L here is used to controls the degree
of edge distortion.

– Motion blur. Motion blur most often occurs during a camera-based capturing
process. The modeling of motion blur is based on [12]. Let f(x, y) be the input
image, and H(x, y) be the blurring function. With two parameters v = the
level of motion blur and θ = the angle of the motion blur, the blurred image
g(x, y) is generated as:

g(x, y) =
width∑
n=1

height∑
m=1

f(x − n, y − m)H(n, m) (3)

where

H(x, y) =

⎧⎨
⎩

1
2v+1 , if 0 ≤ |x| ≤ (2v + 1) * cos θ

and 0 ≤ |y| ≤ (2v + 1) * sin θ
0 , otherwise

(4)

– Gaussian noise. Gaussian noise models the thermal noise in electronic imag-
ing systems. To generate Gaussian noise, the crucial step is to obtain a
Gaussian (normal) distribution, a random variant with its probability den-
sity function as:

p(X) =
1

σ
√

2π
e

−x2

2σ2 (5)

Here we use an algorithm called ran0 [13] to realize the polar method [14]
for obtaining a standard normal variable X0. To add Gaussian noise, each
pixel Gij in the original image is added with a value σX0. σ is a parameter
that controls the level of noise.
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4.3 The Ground Truth Generation

The initial tabular data become the semantic level ground truth. The vector
information of the lines recorded during drawing process becomes the vector
level ground truth. The text strings and their bounding boxes form the text
level ground truth. The chart entities created during chart generation are also
recorded to form another part of the chart level ground truth. An extra part of
the ground truth contains the parameters used by the degradation module. This
part of information was not obtainable using the semi-automatic approach.

Fig. 4. Sample synthetic image and degradation effects

5 The Final Ground Truthed Dataset

5.1 Dataset Description

The final dataset contains two subsets from the two works we have done: a
collection of real-life images and a collection of synthetic images. For the real-life
collection, 200 images were collected and the corresponding ground truth data
were also extracted using the system presented in [2]. In the synthetic collection
produced using this automatic system, 400 clean images were created for each of
the four chart types. For a clean image, one of the eight different combinations of
degradation effects was added to create a noisy version. Example of a synthetic
image and its corresponding degraded versions are shown in Figure 4. Thus the
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Table 3. The final data set

Real Synthetic

Chart type Scanned Downloaded Total Clean Noisy Total

Bar chart 61 19 80 800 800 1600

Pie chart - 60 60 800 800 1600

Line chart 14 46 60 - - -

Total 75 125 200 1600 1600 3200

final dataset contains 3200 chart images, with ground truth data in XML format.
We put them together with the first dataset produced using the semi-automatic
system, resulting in the final dataset with a total of 3400 chart images and their
corresponding ground truth data. Some statistics about the complete dataset
are shown in Table 3.

5.2 Discussions

In automatic ground truth generation, there is a trade off between the complexity
of the implementation and the level of details to be kept in the ground truth
data. If only tabula data are required, then the generation process is very simple:
use a graphical package to create electronic charts and then convert it into image
format. However, the ground truth will only be useful when evaluating a chart
interpretation system that returns tabula data. Besides the tabula data itself,
other metrics are also relevant and important to the performance evaluation of a
system that deals with chart images, including the accuracy of graphical symbol
construction, the accuracy of text segmentation and recognition etc. Thus to
provide measurement for these metrics, the ground truth should be more enriched
to include low-level information about graphical symbols, text bounding boxes
and text strings etc. As mentioned at the beginning of section 4, the low-level
information is not directly obtainable from commercial graphical packages. Thus
to obtain such information, we need to implement our own functions for drawing
and recording.

The accuracy of the automatically generated ground truth data is relatively
higher than those generated using the semi-automatic system. However, some
ground truth data may still be slightly erroneous. More specifically, the bounding
box returned by the GDI+ function Graphics.MeasureString() does not reflect
the true bounding box of a text string, due to the limitation of the way GDI+
computes the width of the text using hinting and anti-aliasing. The bound-
ing box returned by the current implementation is a bit wider than the truth
bounding box. The problem may be solved in the new version of the system,
using alternative ways of measuring the width of text strings.

The current version of the system only takes the major chart components into
consideration, including: chart axes, data components, titles and labels etc. Al-
though these are the essential components for interpreting a chart, there are other
important components to be included. For example, legends are very important
in a chart with multiple data series. Grid lines may also be included because
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they are very often used in real-life charts. Besides, the random text generation
unit in the current system only generates very simple text strings such as nu-
meric strings etc. Random alphabetic labels, or even sentence based descriptions
should be generated. The points mentioned above will be covered as our future
work.

6 Issues on Performance Measure

An important issue raised with the ground truthed dataset is how the data can
be used to measure the performance of a system. The system to be evaluated
does not need to perform all the tasks and generate all the data to match with
the ground truth. It can be a line detection system, a text recognition system
or an image understanding system. Thus performance score needs to be defined
from multiple aspects.

Performance evaluation issue on pixel level and vector level were well described
by Liu et al [6]. We also proposed ways to perform evaluation on higher levels
in [2]. Below are some of them re-visited:

At a higher level which is the chart level, the detection rate of graphical data
components can be obtained by calculating the data component recovery index:

DRI = µDd + (1 − µ) (1 − Fd) (6)

where µ is the relative importance of detection and 1-µ is the relative importance
of the false alarm. And here:

Dd =
Σk∈CgDd (k)S (k)

Σk∈CgS (k)
(7)

where Dd is the overall detection rate, Dd(k) is the detection rate for ground
truth component k and S(k) is the size of ground truth component k, Cg is the
set of graphical data components in the ground truth.

Fd =
Σk∈Cd

Fd (k)S (k)
Σk∈Cd

S (k)
(8)

where Fd is the overall false alarm rate, Fd(k) is the false alarm rate of the
detected component k, Cd is the set of graphical data components detected.
Dd(k) and Fd(k) are defined as:

Dd (k) =
S (Cd (k) ∩ Cg (k))

S (Cg (k))
(9)

Fd (k) = 1 − S (Cd (k) ∩ Cg (k))
S (Cd (k))

(10)

where Cd(k) is the detected component and Cg(k) is the ground truth
component.
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For evaluation of text recognition results, well known IR metrics precision P
and recall R are used instead of detection rate and false alarm. Calculation of
the precision and recall for character recognition is straightforward:

P =
|Chg ∩ Chd|

|Chd| (11)

R =
|Chg ∩ Chd|

|Chg| (12)

where Chg is the set of characters in the ground truth text and Chd is the set of
characters recognized. To evaluate the accuracy of text blocks detected, a slight
change needs to be made to equation (11) and (12). Instead of the intersection
between two sets, the overlap between two corresponding bounding boxes should
be calculated.

The overall performance score S may be defined as:

S = Σn
i=1wiSi (13)

where Si is the individual score at a single level i, and wi is the weight assigned
to each Si(Σwi = 1). The weights are used to address the aspects that a system
emphasizes on. For example, equation (13) is applicable for a system focusing on
only one task, by turn off other performance measures (setting all other weights
to zero).

7 Conclusion and Future Work

This paper covered our work on constructing a public dataset of chart images
and generating multi-level ground truth data for the images. Two approaches
were adopted to implement two independent ground truthing systems: the semi-
automatic approach and the automatic approach. As the semi-automatic system
was reported before, this paper emphasized more on the automatic system which
was developed more recently. This paper also discussed the pros and cons of both
approaches, and suggested that the ideal way of constructing a large dataset
with ground truth is to combine the results of the two approaches. The resulting
dataset with ground truth data is publicly accessible, through URL:

http://www.comp.nus.edu.sg/∼huangwh/GroundTruth/dataset.html
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Abstract. In this paper we propose a general framework for the char-
acterization of shape descriptors and show its application to graphic
symbols. The framework is based on the combination of several perfor-
mance measures independent of the application. We have applied this
framework using a standard set of descriptors and databases. We show
how it can be used to characterize the properties of each descriptor for
a given database.

1 Introduction

There has been an increasing interest in research in performance evaluation
in Graphics Recognition during the last years. Several contests have been orga-
nized in past editions of GREC Workshop concerning raster-to-vector conversion
[1,2,3], arc segmentation[4] and symbol recognition[5,6]. In the particular domain
of symbol recognition, a general framework of evaluation has been proposed[7]
with the goal of getting a deeper understanding of the characteristics, pros
and cons of various approaches to symbol recognition. The contests aim to
analyze the performance of symbol recognition methods with several types of
test data, including different number of symbols and several kinds of transfor-
mations and degradations. The results have been very positive as they permit
to determine the robustness of participant methods under the different kinds of
noise included in the test set. However, we cannot get a global understanding of
different approaches to symbol recognition as only few methods (those used by
the participants in the competition) were evaluated. In addition, as remarked
in the conclusions of the last contest (cf. [6]), not always a detailed information
about the techniques employed by each participant method is available and,
therefore, we cannot have a good understanding of recognition rates according
to the different types of methods.

In this paper we propose a different and more general approach for
performance evaluation of methods for symbol recognition. If we take a look
at them, we can observe that most of them are based on some kind of shape
descriptor, as shape is the most characteristic visual feature of symbols. Indeed,
the selection of a suitable shape description and representation that permits
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to capture the most relevant features of symbols is a key issue in order to ob-
tain good recognition rates. Actually, a large number of shape descriptors have
been proposed in the literature [8,9] and most of them have been applied to the
problem of symbol recognition.

Then, our main goal is to propose a framework to evaluate the general
performance of several shape descriptors and apply this framework to the
particular case of symbol representation. This is the first difference with pre-
vious approaches to performance evaluation of symbol recognition. Instead of
evaluating specific methods for symbol recognition we will evaluate general shape
descriptors that can also be used for other problems in pattern recognition. The
second difference is in the final goal of the evaluation framework. We do not
want to focus on recognition, but we aim at characterizing the behavior of shape
descriptors under several circumstances. Then, our evaluation is not only based
on the recognition rate, but on the combination of several measures: recognition
rate, homogeneity, separability, precision and recall.

In the experiments we have used two databases the symbol database
defined for previous contests on symbol recognition, and the standard MPEG
shape database. We have taken several standard and well-known shape
descriptors grouped in three categories: pixel-based descriptors (Fourier-Mellin,
Generic Fourier Descriptor and Zernike moments), contour-based descriptors
(shape context, pixel-level constraint and string matching) and structural
descriptors (graph-based).

The paper is organized as follows: first, in section 2 we explain the frame-
work for performance characterization, mainly the evaluation measures. Then,
in section 3 we describe the experiments using the selected set of descriptors and
shapes. Finally, in section 4 we draw the main conclusions of this work.

2 Performance Characterization

As we have said before, our main goal is the characterization of shape descriptors,
i.e, to define a kind of genetic map of a number of descriptors, i.e, a list of relevant
and intrinsic properties for each family of descriptors. Such list of properties
can help to choose the most appropriate family of descriptors given a practical
pattern recognition problem.

For such a protocol to be of general use, it must be independent of datasets
and must evaluate several properties of each descriptor such as the complexity,
the robustness to different kinds of transformations and degradations, the power
of discrimination as the number of classes and the variability of shapes grows,
the genericity with very different datasets or the influence of the setting of the
intrinsic parameters of the descriptor.

In this context, we cannot rely only on recognition rate as evaluation
measure. Recognition rates can be very dependant on the type of classifier used.
In addition, they are largely linked to one kind of practical problem, the classifi-
cation of unknown shapes and cannot be the best choice to evaluate other kind
of applications, such as shape retrieval.
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Therefore, we need more general evaluation criteria in order to get a deep
understanding of the properties of descriptors. Thus, we have decided to use 5
different measures for that: two of them (separability and homogeneity) try to be
independent of the application as they intend to evaluate how well distributed
are the shapes in the space of representation provided by the shape descriptor.
The other three measures evaluate the performance of the descriptors in two of
the most common real problems: recognition rate for the problem of classifying
unknown shapes and precision/recall for shape retrieval.

All these measures rely on the computation of the matrix of distances among
the representation of all the images in the shape database obtained using a
given descriptor. The definition of the distance will assure that all the distances
are normalized between 0 and 1 (for instance, using the Pearson correlation
coefficient or the normalized euclidean distance).

– Homogeneity: A good description of a class of shapes should yield an
homogeneous representation in the sense that the representation of all the
shapes should be concentrated in a small area of the feature space. In this
sense, we have defined a measure so that values close to zero mean that
all the feature vectors are close (the descriptor is more homogeneous). This
measure, H is based on the distance between elements belonging to the same
class and is defined in the following way:

H =
N∑

c=1

H(c)
N

(1)

H(c) =
2h(c)

Mc(Mc − 1)
(2)

h(c) =
Mc∑
i=1

Mc∑
j=1,j>i

δ(vi, vj) (3)

where N is the number of classes, Mc is the number of elements in class c, vi

is the representation of element i using a particular descriptor and δ(vi, vj) is
the distance between two elements in the feature space normalized between
0 and 1.

– Separability: Another property of a good shape description is that elements
belonging to different classes have a dis-similar representation. Thus, we
have defined a measure of separability that permits to assess this property.
The farther feature vectors of elements belonging to different classes are the
more separability of the descriptor. This measure, S, is based on the distance
between elements belonging to different classes and defined as:

S =
N∑

c=1

S(c)
N

(4)
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S(c) =
s(c)

Mc

∑N
k=1,k 	=c(Mk − 1)

(5)

s(c) =
Mc∑
i=1

N∑
k=1,k 	=c

Mk∑
j=1

δ(vi, vj) (6)

– Recognition rate: Using the well-known 1-NN classifier, we evaluate the
performance of each descriptor for recognition. This is a standard measure
that can be used as a benchmark for the performance of the descriptor in
recognition tasks.

– Precision/Recall: These measures are commonly used in the context of
image retrieval and are useful to evaluate the ability of the descriptor to
retrieve shapes similar to a given query shape. They can be used to evaluate
the performance of the descriptor in retrieval tasks. Precision, P , measures
how many retrieved shapes really correspond to the class of the query shape,
while recall, R, measures the percentage of the total number of shapes be-
longing to the query shape actually retrieved by the descriptor. They are
defined in the usual way:

P =
Nc

N
(7)

R =
Nc

Mc
(8)

where c is the class of the query shape, N is the total number of retrieved
shapes, Nc is the number of retrieved shapes belonging to class c and Mc is
the total number of shapes belonging to class c.

3 Experiments

3.1 Shape Descriptors

All these measures have been applied to evaluate a set of standard and well-
known shape descriptors. As it is usually done in the literature we have
distinguished between pixel-based, contour-based and structural descriptors.

Pixel-based descriptors are computed directly from the pixels of the whole
image. We have used the following descriptors in this category:

– Fourier-Mellin[10]: based on the application of the Mellin and the Fourier
transforms to the polar representation of the image. It is invariant to rotation
and scaling.

– General Fourier Descriptor (GFD)[11]: based on the Modified Polar Fourier
Transform, that applies a 2-D Fourier Transform to the polar representation
of the image. The coefficients are conveniently normalized in order to achieve
invariance to rotation and scaling.
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– Zernike moments[12]: based on computing the projection of the image onto
the Zernike polynomials and have been widely used in pattern recognition.
They are also invariant to rotation and scaling.

Contour-based descriptors are obtained after extracting the outer contour of
the shape. In this category we have used:

– Shape Context[13]: this descriptor is based on taking a sample of points from
the contour of the shape and computing the histogram of spatial relations
between a reference point and all other sample points in the contour. It is
invariant to translation and scaling.

– Pixel-level constraint (PLC)[14]: it is based on the points of the skeleton of
the shape. Then, taking any of these points as reference the ratio of angle
and length between any other pair of points can be computed and then, the
histogram of these ratios is obtained. The histograms obtained taking every
point in the skeleton as reference point can be grouped in two matrices,
one for angular information and the other one for the length information,
that are processed to obtain the final descriptor, that is rotation and scale
invariant.

– String matching[15]: based on the representation of the contour as a chain
code and applying and edit distance to compute the similarity between chain
code of two different shapes.

Structural descriptors are based on representing relationships between com-
ponents of the shape, normally using graphs or grammars. In our case, we have
used a graph representation where nodes correspond to junction points or end
points and edges correspond to the lines joining these points. From this graph
representation a signature is computed assigning to each node a value based on
the number of incident edges and the angle and relative length between them.

3.2 Shape Databases

All these descriptors have been applied to two shape databases: the database of
graphic symbols defined for the first contest on symbol recognition at GREC’
2003 [5] and the MPEG-7 contour database.

The GREC database is composed of 50 graphic symbols composed of straight
lines and arcs of circumference. The original database generated for the contest
contained images with 3 kinds of transformations: geometric transformations
(rotation and scaling), binary degradations and vectorial distortions. In our ex-
periments we have used two subsets of images from the original database:

– GREC-50: in this set we have images of the 50 original symbols with rotation,
scaling and slight binary degradations (see figure 1(a))

– GREC-Vec: in this set we have included images with vectorial distortion
generated by randomly moving junction and end points, but keeping line
connectivity as required by the graph-based descriptor. In this case we have
only used the 26 symbols composed only of straight lines. In figure 1(b) we
can see some examples of the kind of distortions that have been generated.
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(a) (b)

Fig. 1. Example of symbols of GREC database. (a) symbols in the set GREC-50. (b)
Vectorial distortion applied to symbols included in the set GREC-Vec.

However, in this kind of images, contour-based descriptors do not perform well.
In addition, one of the goals of the proposed protocol for the characterization
of descriptors was to test the genericity with different datasets. Then, in order
to obtain more general results and to be able to better compare pixel-based
and contour-based descriptors we have also used images of the MPEG-7 shape
database (some examples can be seen in figure 3.2). For this database we have
defined 4 subsets:

– MPEG-99: composed of 99 images belonging to 9 different classes.
– MPEG-216: contains images of 18 classes, 12 images per each class.
– MPEG-1045: 1045 images belonging to 42 classes. There are between 3 and

60 images per class.
– MPEG-Occ: this set is the same as MPEG-99, but we have applied a method

to generate random partial occlusions of the contour as can be seen in figure
3.2

Fig. 2. Examples of the shapes included in the MPEG-7 shape database
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Fig. 3. Examples of the shapes with partial occlusions of the contour

3.3 Analysis of Results

Not all the set of descriptors described in section 3.1 could be applied to all the
sets of images explained in section 3.2 due to the properties of each descriptor.
Then, in the summary table 1 we can see which descriptors have been applied to
each database. Mainly, pixel-based descriptors were applied to both databases,
contour-based descriptors only to the MPEG-7 database and structural descrip-
tors only to the GREC database.

Then, once obtained the representation of all the shapes with every descriptor,
we computed the distance matrix among all elements and all the evaluation
measures: homogeneity, separability, recognition rate and precision/recall. Due
to space availability we cannot show the detailed results for all descriptors and
databases, but the analysis of these results permit to state some conclusions
about the performance of the descriptors, both from a global point of view and
from the particular point of view of every descriptor.

If we analyze the results globally, considering all descriptors and databases
we can say:

– GFD and Zernike moments have always obtained the best recognition rates.
In addition, recognition rates are better for the GREC database than for the
MPEG database. This seems logical as shapes in the GREC database have
less shape variability.

– In general GFD also gives the best value for homogeneity. For contour-based
descriptors, PLC is the descriptor with the best homogeneity. The graph-
based descriptor has also a very good homogeneity in the only case where it
is used.

Table 1. Summary of the performance of descriptors

GREC-50 GREC-Vec MPEG-99 MPEG-216 MPEG-1045 MPEG-Occ

Fourier-Mellin - - - + + + - - - -

GFD ++ ++ +++ ++ ++ +

Zernike ++ ++ ++ ++ + ++

Shape Context - - - - - - +

PLC + ++ ++ +

String matching - - - -

Graph +
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– Zernike moments have always the best separability measure, although they
present one of the worst homogeneity values.

– There are some descriptors (GFD, Zernike) with better precision than recall.
That means that they prioritize retrieving exact shapes than all meaning-
ful shapes relevant to a given query. On the contrary, other descriptors
(Fourier-Mellin, PLC and Shape context) with better recall than precision
are better in order to retrieve all relevant shapes although some of them do
not correspond to the query. On the other hand, graph-based descriptors
and string matching reach a good compromise between precision and recall
in the sense that they are able to retrieve a good number of relevant shapes
while keeping low the number of non-relevant answers.

Beside these global conclusions we can also state some interesting conclusions
about every particular descriptor:

– GFD has a good separability in long and thick shapes and in shapes with
curves.

– Fourier-Melllin gives better separability in closed shapes and better homo-
geneity in long and thick shapes.

– Shape context has better separability in occluded shapes. The recognition
rates are, in general, low.

– Pixel-level constraint obtains good recognition rates and good separability
in long and thick shapes.

– String matching gives better separability when there are significant changes
of direction in the contour of the shape.

– Graph-based descriptors do not really have a good recognition rate. They
have difficulty in separating objects with the same structure, but they have
good separability for shapes with large number of lines.

We have summarized these conclusions in Table 1 where for every set of images
we show how positive (+,++,+++) or negative (-,- -,- - -) are the results obtained
for each descriptor. The evaluation of each descriptor is based on the analysis
of the results of the recognition rate, the homogeneity and the separability. The
precision and recall have not been taken into account. This analysis does not
intend to be a rigorous, formal and exact evaluation of the descriptors. However
it permits to establish a kind of tendency for each descriptor and can help to
choose a descriptor for a given application. For instance, it can be observed that
GFD, Zernike and PLC always obtain a positive evaluation, although the ”best”
descriptor varies depending on the dataset.

4 Conclusions

In this paper we have proposed to use several performance measures for the
characterization of shape descriptors. The combination of these measures permits
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to have a better understanding of the behavior of each descriptor than using
single classical indices such as the recognition rate, precision or recall, that are
more oriented to specific tasks. We illustrate the usefulness of this approach by
analyzing a set of standard shape descriptors using a database of graphic symbols
and a database of contour shapes. From the analysis of the results obtained with
the proposed evaluation measures we are able to state several conclusions that
characterize the performance of the descriptors for each database permitting to
summarize it in a table.
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Abstract. In this paper we present a system that allows to build synthetic
graphical documents for the performance evaluation of symbol recognition sys-
tems. The key contribution of this work is the building of whole documents
like drawings or maps. We exploit the layer property of graphical documents by
positioning symbol sets in different ways from a same background using position-
ing constraints. Experiments are presented to build two kinds of test document
databases : bags of symbol and architectural drawings.

1 Introduction

Performance evaluation of graphics recognition systems goes back to the middle of
90’s [1]. At this period the graphics recognition community focussed its researches on
the evaluation of vectorization processes for document re-engineering. In recent years
there has been a noticeable shift of attention towards the evaluation of symbol recog-
nition [2], especially through the four International Contests on Symbol Recognition
at ICPR 20001, and GREC 2003, 2005 and 20072. Performance evaluation is divided
into two main topics: ground-truthing and performance characterization. The first one
is concerned with the production of test document databases and their corresponding
ground-truth [3], while the second deals with the matching of system results to that
ground-truth [4]. In this paper we are more interested in ground-truthing, focussed on
the symbol recognition. Three main approaches exist in the literature: based on paper,
CAD3 and synthetic documents.

The approach based on paper documents is the most common [3]. Representative
documents are obtained from paper archives and digital libraries, and ground-truth is
created and edited manually using suitable GUI4. This kind of ground-truthing results
in realistic and unbiased data but raises different problems: how to define the ground-
truth, how to deal with the errors introduced by the users, the delay and the cost of

1 http://www.ee.washington.edu/research/isl/IAPR/ICPR00/
2 http://epeires.loria.fr/
3 Computer Aided Design
4 Graphic User Interface

W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 288–298, 2008.
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the groundtruth acquisition, etc. In many cases these problems render the approach
impractical.

A complementary approach that overcomes these problems is to work directly from
CAD documents. As these documents are already in a vector graphics form (SVG,
CGM, DWG, etc.), it is possible to take advantage of a groundtruth already existing. The
CAD documents are next converted into images for the evaluation. Such approach has
been used in the past to evaluate the raster to vector conversion processes [5]. It avoids
the groundtruthing step required with the scanned images but it still involves collecting
the initial documents. This collecting process takes into account several issues [6]: the
copyrights, the format registration (to valid, to convert, etc.), the database organization,
finding the duplicates, editing the metadata, etc.

A final approach, which avoids all the difficulties, is to create and use synthetic doc-
uments. Here, the test documents are built by an automatic system which combines
pre-defined models of document components in a pseudo-random way. Test documents
and ground-truth can therefore be produced simultaneously. In addition, a large num-
ber of document can be generated easily and with limited user involvement. In the past
some systems have been proposed to generate synthetic documents to evaluate the vec-
torization systems [7]. Concerning the symbol recognition this topic is emerging and
only the systems described in [8] [9] [2] exist in the literature. Figure 1 gives some
examples of document obtained with these systems.

Fig. 1. Examples of synthetic document (a) segmented symbol (b) random symbol set

The systems proposed by [9] and [2] support the generation of degraded images of
segmented symbols as shown in the Figure 1 (a). The symbol models are described
in a vector graphics format, the vector graphics files are then converted into images.
Two kinds of noise are added: binary [9] [2] and vectorial [2]. The system described
in [8] employs a complementary approach to build documents composed of multiple
unconnected symbols. The Figure 1 (b) gives an example of document generated by
this system. Each symbol is composed of a set of primitive (circles, lines, squares, etc.)
randomly selected and mildly overlapped. They are next positioned on the image at a
random location and without overlapping with the bounding boxes of the other symbols.
Finally, noise is added to the generated images using a binary distortion method.

All these systems are interesting, but in order to do a complete evaluation of
graphics recognition systems we need whole documents. Indeed, real-life documents
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(engineering and architectural drawings, electrical diagrams, etc.) are composed of mul-
tiple objects constrained by spatial relations (connectivity, adjacency, neighbourhood,
etc.). The design of a suitable process to build such documents is a challenging task.
Indeed, realistic documents cannot be produced without human know-how into the pro-
cess. In our work we have considered a shortcut way to solve this problem. Our key idea
observes that the graphical documents are composed of two layers : a linear layer (the
background) and a symbolic one. We use this property to build several document in-
stances: ie symbol sets positioned in different ways using a same background as shown
in the Figure 2. In this way, the building process of whole document is made easier and
can be considered as a problem of symbol positioning on a document background.

Fig. 2. Two document instances

The main architecture of our system is presented in the Figure 3. It uses as entry
data a background image, a database of symbol model and a file containing the posi-
tioning constraints. These positioning constraints are edited by a user overlaying the
background image and using the models of the symbols to include in the document.
Based on these entries two main processes are used to produce the document instances:
a symbol factory and a symbol positioning. In what follows we present each of them
in the sections 2 and 3. In section 4 we present the building manager supervising these
two processes. Section 5 describes some initial experiments and results we are able to
produce. Finally, in section 6 we conclude and give our perspectives.

2 Symbol Factory

Following the systems proposed by [9] and [2] we use geometrical primitives (straight
lines, arcs and circles) and their associated thickness attributes to describe the symbol
models. Each model is stored in an individual file kept inside a database. The user
accesses the contents of the database by defining in the file of positioning constraints
the models he wants to use. Obviously, in order to produce different document instances,
these models are selected at random. The user controls the selection probabilities in the
file of positioning constraints. Once selected we load the symbols from their model files,
scale them to adapt them to the background size, and compute their bounding boxes.
Indeed, the bounding boxes are a common way to handle graphical objects inside a
document analysis system. In ours we use them during the positioning process presented
in the next section.
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Fig. 3. Our system

3 Symbol Positioning

The goal of our system is to place randomly symbols on a given background. In order to
do that, we use positioning constraints that will determine where and how the symbols
could be placed. A natural way to define these constraints is to use some of the graphics
primitives composing a symbol: these primitives can be exploited next to position the
symbol on the background. Some examples could be the two connection points of a
resistor, the top line of a bed, the two borders of a frame, etc. This definition makes
complex the addition of new models in the system: the user has to define the constraints
proper to a model before using. Also in order to position a symbol on the background,
primitives corresponding to the constraints must be edited on the background. This
process could take lot of time to the user in regard to the number of model and associated
constraint. In our work we have considered another approach. We have defined generic
constraints fully independent of models. The parameters of the constraints are computed
in an automatic way function of models. It is then not necessary to worry about the
models to handle during the edition of constraints.

Our constraints are taken at random from the symbols produced by the factory. The
links between the constraints and the symbols are defined in the file of positioning
constraints edited by the user. Next, the key mechanism of positioning the symbols
on the background according to the constraints is detailed in the Figure 4. It raises on
the matching between two points: a control point on the symbol and a positioning one
defined on the background. The symbol is then positioned in order to fit the control point
with the positioning one. To make more flexible our approach we have defined three
possibilities to select the positioning points: using a fixed position on the background,
or taking a random point in a geometrical shape. In the the first case the constraint
defines a fixed value (x; y) where the symbol must be positioned. In the second case,
the constraint defines a geometrical shape were points could be selected at random and
used for the positioning. We have used two types of shape, either a straight line (the
point is selected at random along the line) or either a polygon (the point is selected at
random inside the polygon). We will talk next about fixed, sliding and zone constraint
to refer these three different positioning processes.

Also, in order to extend the positioning possibilities we also permit on a symbol to
define a particular control point and to apply a rotation transformation. The symbol is
then positioned in four steps: it is rotated (using a parameter that can be null, a fixed
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Fig. 4. Constraint mechanism

value or a range), its control point is computed, a slope parameter (between 0 and 2×π)
is used to incline both the symbol and the control point, and finally it is fixed on the
positioning point using the control one. The key step of this process is the computation
of the control point. This point is defined for every each constraint using unit polar
coordinates (ρ, θ) from the center of the bounding box. These unit polar coordinates
are used to compute the values of length and direction (l, α) used to project the center
of the bounding box to obtain a control point as explained in the Figure 5 (a). The α
value is equal to θ × 2π, l is computed in different ways (1,2,3 and 4) according to the
size of the bounding box sides and weighted at last by ρ. The Figure 5 (b) gives some
examples of positioning around a point using ρ = 1 and θ = {0, 3

20 , 6
20 , 9

20 , 3
20 , 15

20 , 18
20}.

The Figures 5 (c) and (d) gives examples using previous rotations of the symbol and
with control points defined by (ρ = 1.0, θ = 0.25) and (ρ = 1.0, θ = 0.75).

Fig. 5. Control point (a) computation (b) (c) (d) examples of result

4 Building Manager

In the proposed system the factory and the positioning processes are managed by an
explicit document building process. It starts with empty documents and fills them with
symbols in a pseudo-random way. However, a positioning might fail. These failures ap-
pear for example when a symbol is positioned to overlap an existing one, when parts
of a symbol overflow a constraint area, etc. The system must be able to identify these
failures in order to cancel the positioning. Moreover, users might define constraints that
could be hard to satisfy. The system must then detect these cases in order to avoid an
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infinite building process. To solve these problems our building manager uses five tests,
four to check the positioning of symbols and one to stop the building process.

Our first positioning checking concerns the management of the free space of
document. Indeed, during the building process several symbols can share the same
place. In order to prevent such a case we test the overlapping between the bounding
boxes of symbols. This test is computed in three steps as explained in Figure 6: first
between a line and a point (a), then between two lines (b) and at last between the two
bounding boxes (c). We test then the overlapping between the new symbol we want to
position with all the symbols already positioned on the document. Any positive case
produces a building failure.

Fig. 6. Overlapping test (a) line-point (b) line-line (c) box-box

Our second positioning checking deals with the sliding constraint as shown in the
Figure 7. The positioning process of this constraint could produce overflows of symbols
around the line borders (a). In order to limit the positioning to the line areas we have
defined an overflow test. This test is based on the covering between two lines (b). It
is just a logical adaptation of the overlapping test presented in the Figure 6. A symbol
can be considered as overflowing if any of the borders {right, up, left, bottom} of its
bounding box is not covered by the constraint line L (c). A positive case produces then
a building failure.

Our next positioning checking is related to the zone constraint. Indeed, in the same
way as in the sliding one, overflows of symbols can appear. The next Figure 8 (a) gives
an example of this case. It corresponds to a random fixed point generated too near
of the borders of a polygon. In order to detect such a case we exploit the bounding
box’s corners of the symbol as explained in the Figure 8 (b). We test then if these

Fig. 7. Sliding checking (a) symbol overflow (b) covering test (c) overflow test
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Fig. 8. Zone checking (a) symbol overflow (b) overflow test (c) trigonometric inclusion test

corners are included in the polygon. Any false case will produce a building failure. This
inclusion test is based on the method presented in the Figure 8 (c). This method sums
the trigonometric angles of successive vectors joining the random point and the polygon
ones. A 2 × π value corresponds to an inclusion case.

We also check the number of positioned symbol per constraint. Indeed, for every each
constraint a maximum number of symbol to position is defined. This number is one for a
fixed constraint and can be larger for a sliding and a zone constraint. In this last case, it is
defined by the user in the file of positioning constraints. During the building process, the
system computes for each constraint the number of symbol already positioned. When
this number becomes greater than the maximum a building failure is produced.

In the last test we control the progress of the building process in order to stop it
if necessary. Indeed, the system must detect the number of building failure in order to
avoid an infinite building process. To do this we use the number of symbol per document
as stop criterion. This number corresponds to the sum of the maximum numbers of
allowed symbol per constraint. If the number of building failures becomes greater than
this number,we stop the process.

5 Experiments and Results

In this section we present some initial experiments and results of our system. The main
objective of these experiments is to create databases of test document, with their corre-
sponding ground-truth, for the series of the Symbol Recognition Contests2. To do it we
have used the symbol model library defined for the previous editions of the Contests2.
It is composed of 150 models of architectural and electrical symbols. Based on this li-
brary we have edited several constraint sets in order to build test document databases
of different types. Obviously, the documents produced by our system are in a vector
graphics form. For the Contest these documents should therefore be converted into
binary images; noise can then be added by the distortion methods used in the past
editions of the Contests [2].

We have edited a first set of constraint in order to build “bag of symbol” documents.
The Figure 9 presents examples of these bags. In them the symbols are positioned at



Building Synthetic Graphical Documents for Performance Evaluation 295

Fig. 9. Examples of bag of symbol (a) none transformation (b) rotated (c) scaled (d) rotated &
scaled

random on an empty background, without any connection, and using different rotation
or scaling parameters. So these documents look similar to the ones generated by [8]
(see Figure 1 (b)). However, they are composed of real-life symbols and not only of ge-
ometrical shapes. The key idea of this data set is to create an intermediate level of eval-
uation between the documents composed of a single segmented symbol (as proposed
in the past editions of the Contest2) and whole documents (drawings, maps, diagrams,
etc.).

To generate these bags we have defined in our setting a single squared zone con-
straint surrounding an empty background. In order to produce bags of a reasonable size
we have resized the original symbol models of the past editions2 from 512 × 512 to
256 × 256 pixels. Based on this initial size we have generated bags of 1024 × 1024
pixels composed of 10 symbols each. This corresponds to a mean symbol density of
0.625 (1282×10

5122 ) which respects a good partitioning between the background and the
foreground parts as shown in the Figure 9.

Using these size parameters we have generated 16 databases of 100 bags each. This
corresponds to an overall number of 1600 bags composed of around 16000 symbols.
These 16 databases have been generated by respecting the protocol used during the pre-
vious editions of the Contest2. First we have used different model numbers (25,50,100
and 150) in order to test the scalability of the methods. Next we have applied and com-
bined different geometrical operations as illustrated in the Figures 9 (a), (b), (c) and (d).
These transformation has been set as follow: from 0 to 2× π for the rotation with a gap
of 2×π

1000 , and from 75 % to 125% for the scaling with a gap of 0.05 % ( 50%
1000 ).

Our second set of constraints deals with the building of whole graphical documents
using filled backgrounds. For that we have limited our experiments to the building of
architectural drawings. The next Figure 10 presents some examples of the drawings we
produce. We argue here that the positioning constraints presented in this paper are not
domain dependant and could be re-used to build other kinds of document (electrical
drawings, geographical maps, etc.). However, the future edition of the Contest5 will be
a kickoff concerning the evaluation of whole documents. It will constitute an important
gap for the systems and to limit it to a single domain seems to be fair. We have chosen

5 In 2009 at La Rochelle city (France).
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Fig. 10. Examples of built architectural drawing

the architectural drawings in recognition to their interesting properties concerning the
connectivity and the orientation of symbols.

To generate these drawings we have retained the size parameter defined for the bags:
256 × 256 pixels per symbol. Obviously, the use of filled backgrounds makes the im-
ages bigger in regard to the one of bags. In order to produce drawings of reasonable
dimensions we have fixed a limit of about 40962 pixels per image by considering only
the backgrounds composed of a small number of rooms (from 4 to 8). We have then
selected 10 real-life drawings and created the backgrounds by cleaning their text and
symbol parts with an image editor. Using these backgrounds we have defined sets of
constraint in order to generate databases of 100 images per background and with 14 to
28 symbols per image. This corresponds to an overall number of 1000 drawings com-
posed of around 18 000 symbols. Obviously, to generate these drawings we have se-
lected only the architectural models of the Contest library2. It corresponds to an overall
number of 16 models. The Figure 11 gives snapshots of these models with their corre-
sponding labels. For all these models we have also defined resizing parameters, from

Fig. 11. Architectural symbols(labels & resizing parameters)
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1.0 to 2.4, in order to respect the proportions between the symbols on the drawings. The
resizing parameter of 1.0 corresponds then to symbols of 256 × 256 pixels.

We have then used these models and the resizing parameters in the constraints. The
number of constraints per background is about 20. These constraints can be of fixed,
sliding or zone type. We have used the fixed constraint to position the door and the
window symbols on the drawings. The sliding constraint has allowed us to connect the
symbols like the skins, the tubs or the beds along the walls. In each sliding constraint
the symbols are positioned in the direction of the line and rotated using a gap of π

2 in
order to respect the wall/symbol alignment. Finally, we have used the zone constraints
to define the boundaries of rooms in order to position the other furniture elements like
the armchairs, the tables or the sofas. Inside, the symbols have been rotated from 0 to
2 × π with a gap of 2×π

1000 .

6 Conclusion and Perspectives

In this paper we have presented a system for the building of synthetic graphical
documents for the performance evaluation of symbol recognition systems. Our main
contribution is to extend the past works in this field to the building of whole docu-
ments (drawings, maps, diagrams, etc.). To do it we have exploited the layer property
of graphical documents in order to position symbol sets in different ways using the
same background. Our approach raises on the use of constraint in order to coerce the
positioning of symbols. The system that we propose is composed of three components:
a symbol factory to select and to load the symbols, a symbol positioning to solve the
constraints, and a building manager to supervise the whole process. Experiments show
how our system allows to produce large databases of document that look real.

Concerning future perspectives different works are planned. In the short term we plan
to develop a GUI to edit the positioning constraints. It will speed up the editing process
and help users to build their own databases. Also, based on this GUI we want to use
our system to generate other kinds of document like electrical drawings or geograph-
ical maps. A more long-term perspective concerns the development of a performance
characterization method. Such methods are now required in order to compare the sys-
tem results with the ground-truth. However, when we work with whole documents the
characterization becomes harder because it has to be done between symbol sets. These
symbol sets can be of different size, and large gaps can also appear concerning the loca-
tions of symbols. Different matching cases can appear and the characterization method
should be able to detect and handle them properly.
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A Study on the Effects of Noise Level, Cleaning Method, 
and Vectorization Software on the Quality of Vector Data 

Hasan S.M. Al-Khaffaf, Abdullah Zawawi Talib, and Rosalina Abdul Salam 

School of Computer Sciences, Universiti Sains Malaysia, 11800 USM Penang, Malaysia 
{hasan,azht,rosalina}@cs.usm.my  

Abstract. Correct detection of line attributes by line detection algorithms is 
important and leads to good quality vectors. Line attributes includes: end points, 
width, line style, line shape, and center (for arcs). In this paper we study 
different factors that affect detected vector attributes. Noise level, cleaning 
method, and vectorization software are three factors that may influence the 
resulting vector data attributes. Real scanned images from GREC’03 and 
GREC’07 contests are used in the experiment. Three different levels of salt-
and-pepper noise (5%, 10%, and 15%) are used. Noisy images are cleaned by 
six cleaning algorithms and then three different commercial raster to vector 
software are used to vectorize the cleaned images. Vector Recovery Index 
(VRI) is the performance evaluation criteria used in this study to judge the 
quality of the resulting vectors compared to their ground truth data. Statistical 
analysis on the VRI values shows that vectorization software has the biggest 
influence on the quality of the resulting vectors. 

Keywords: salt-and-pepper, raster-to-vector, performance evaluation, engineering 
drawings. 

1   Introduction 

Raster to vector conversion is a hot topic in the field of graphics recognition [1]. 
Good line detection method could be judged by its ability to recognize line features 
correctly and thoroughly. Line features include: end points, width, line style, line 
shape, and center (for arcs). Since line detection usually follows other image analysis 
stages, its action upon the image would be affected by prior stages that change image 
content. Among the many factors affecting the quality of detected vector are: all kind 
of noise, cleaning method used, and vectorization algorithm used. The previous two 
contests on graphics recognition [2, 3] accompanying GREC’03 and GREC’05 give 
some insight to the effect of noise on the resulting vector data, but they did not 
include extensive test on different noise levels or study the effect of different cleaning 
methods on the quality of the vectors. It also did not reveal the major factor that 
affects vector quality. Their findings could answer only limited questions regarding 
the interaction between different factors and treatments. 

In the noise factor three treatments (levels) are studied which is 5%, 10%, and 15% 
noise levels. Uniform salt-and-pepper noise is used in all three treatments. A study on  
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Fig. 1. Flowchart showing the steps of our experiment 

the effect of different noise levels on the quality of vector data is carried out. We also 
studied vectorization performance within different noise levels. Six algorithms are 
studied for the cleaning factor. The performance of these algorithms within 
vectorization software is also described. Finally, three commercial vectorization 
software are used to study vectorization factor. This factor proved to be major player 
on the quality of vector data. The Vector Recovery Index (VRI) is the performance 
evaluation criteria used to judge the quality of vector data. Statistical analysis is used 
to further analyze the data. Analysis of Variance (ANOVA) as well as Estimated 
Marginal Means (EMM) of the VRI are used. Fig. 1 shows the steps of our 
experiment. 

The rest of the paper is organized as follows: The image data for the experiment is 
discussed in Section 2. This includes the method used to add the noise. Cleaning 
methods and vectorization software used in the study are explained in Sections 3 and 
4, respectively. Performance evaluation method is described in Section 5. Statistical 
analysis is explained in Section 6. Finaly, conclusion and future work are presented in 
Section 7. 

2   Image Data 

The images from GREC’03 and GREC’07 contests are used since ground truth files 
are readily available for the performance evaluation task [4]. Another reason is that 
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the graphical elements in GREC’03 images are relatively thin. Noise will affect these 
thin elements more than other thick elements which make it more challenging for the 
cleaning method to retain it and the vectorization software to recognize it correctly. 

A random noise (Salt-and-Pepper) is added to each image. The algorithm is as 
follows: 

PR = 1 – NL / 100 
For each pixel in the image do the following 

Create a uniform random number (R) in the range of -1 to +1 
If R > PR then add Salt noise to the current pixel 
Else if R < -PR then add Pepper noise to the current pixel  

NL is the percentage of the noise level to be added to the image and it is between 0 
and 100. Mersen Twister random number generator is used to obtain a sequence of 
uniform random numbers with good randomness and long repetition cycle. Uniform 
distribution is selected to give all pixels the same chance to be distorted by noise. 

Using the above algorithm we create three distorted images with 5%, 10%, and 
15% noise levels for each original image. 

3   Cleaning Methods 

Each distorted image is then cleaned by three Salt-and-Pepper cleaning methods 
namely: kFill [5, 6], Enhanced kFill [7], Activity Detector [8]; and their enhanced 
counterparts named as Algorithm A (Alg A), Algorithm B (Alg B), and Algorithm C 
(Alg C), respectively [9] totaling to six cleaning methods. kFill is a multi-pass two 
iteration filter capable of removing salt-and-pepper noise. Enhanced kFill (Enh. kFill) 
cleans the image in a single pass. Activity Detector (Act. Detec.) studies the activity 
around each connected component (CC) and classifies CC’s into three categories. The 
cleaning is performed by removing selected CC’s based on specified criteria. A 
procedure named TAMD is developed to enhance noise cleaning by protecting weak 
features such as one-pixel-wide graphical element (GE) while removing small 
spurious limbs attached to the GE’s. Alg A and Alg B are created by integrating 
TAMD into kFill and Enhanced kFill logic. TAMD is performed as a post processing 
step in Alg C. The parameters for the methods are set as in our previous study [9]. 

4   Vectorization 

Three commercial software (Vectory [10], VPstudio [11], and Scan2CAD [12]) are 
used to vectorize cleaned images and detected vectors are saved as DXF files. These 
files are then converted to VEC files which have a simple format and are easier to 
deal with using the performance evaluation tool. Software selections are based on 
available features. Having the feature of detecting arcs and circles is the most 
important. So is the ability to output in DXF format. It would also be advantageous to 
use software that have been used by other researchers for performance evaluation 
since they may provide us with some information and clue about its performance. The 
above three software were used in [13, 14]. 
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Note that vectorization software include many features that could be utilized to 
enhance the detection of graphical elements thus enhancing the vector quality. Our 
interest is in the automatic conversion process, thus most of these features are not 
used. 

5   Performance Evaluation 

Vector Recovery Index [15] of the detected vectors is the criteria used to judge the 
quality of the resulting vectors. Performance evaluation tool (ArcEval2005.exe) 
compares the detected vector file with the ground truth file and output the VRI score. 
The version of the tool used carries out performance evaluation based on arcs only. 
All straight lines in the detected vectors file are skipped. For real scanned images the 
ground truth data may be prepared manually. 

VRI is an objective performance evaluation of line detection algorithms 
(vectorization software in our case) that works at vector level. The VRI index is a 
combination of two matrices which are vector detection rate ( vD ) and vector false 

alarm rate ( vF ). The VRI is calculated as follows: 

)1)(1( vFvDVRI −−+= ββ . (1)

where β  is taken as 0.5 in this work to give similar weight to vector detection rate 

and vector false alarm rate. 
Vector detection rate is defined by two terms which is line basic quality and 

fragmentation quality. Line basic quality represents the accuracy of the detection of 
line attributes which include end points, width, line style, line shape, and center (for 
arcs) compared with the attributes of ground truth data. Fragmentation quality 
measures the fragmentation of the detected line compared to the ground truth line. 
The False alarm rate measures the degree of a detected line being a false alarm. VRI 
value is in the range of 0 to 1, the higher the better in detection. 

6   Statistical Analysis 

SPSS software is used to analyze the resulting VRI values. We have three factors: 
noise level, cleaning method, and vectorization. Hence three independent variables 
(IV) are created in SPSS: noise [three levels: 5%, 10%, 15%], clean [six levels: kFill, 
Enh. kFill, Act. Detec., Alg A, Alg B, Alg C], and vectorization [three levels: 
VPstudio, Vectory, Scan2CAD]. One dependent variable (DV) is created (VRI).  

Since we have three different factors to study, Three-Way ANOVA is used in our 
analysis. The analysis are used to show the main effects and interaction (combination) 
effects of the IV’s on the DV. The interaction effects show combination effects of two 
or more IV’s on the DV. The description of the Three-Way ANOVA is complicated 
because of the three factors involved. So, an explanation of One-Way ANOVA which 
has only one IV (vectorization) and one DV (VRI) is illustrated below. 
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We start our analysis by formulating a hypothesis on our data. Our hypothesis 
(called null hypothesis) assume that the means of the VRI for the different levels of 
vectorization are equal as shown below: 

CADScanVectoryVPstudioH 20 : µµµ ==  (2) 

Our alternative hypothesis is mutually exclusive compared to the null hypothesis and 
it should be exhaustive. The alternative hypothesis is shown below: 

equal are means  theallNot :1H  (3) 

It is the significance of the F-test that shows if the group means differ. The F-test 
insures that any difference in group means does not happen by chance. If the change 
in the group means is not significant then we will assume that the IV (vectorization in 
this example) has no effect on DV (VRI in our case). If the significance of F-test is 
equal or less than 0.05, then the change in mean is considered as significant and we 
will reject the null hypothesis formulated above and accept the alternative hypothesis. 
The value 0.05 is called α  and it represents the probability of rejecting the null 
hypothesis when it is true. 

6.1   Setting-Up the Experiment 

Some parameters for the three vectorization software need to be preset prior to 
applying vectorization. That is to ensure consistency between different software such 
as: same measuring units are used and Mechanical Engineering Drawing is used as 
drawing type. Other parameters and thresholds are left unchanged. 

For each vectorization software used, we: 

0. Preset software parameters. 
1. Load and convert the cleaned image into vector form and save the result as a 

DXF file. 
2. Convert DXF file into VEC file. 
3. Use the performance evaluation tool to get the VRI of the detected vectors. 

These are the typical steps for the experiment, but in VPstudio one parameter needs 
to be preset after loading the image. 

6.2    Experimental Results and Discussions 

Eleven raster images are distorted with the three different levels of noise and then 
cleaned by the six cleaning methods. The cleaned images are then vectorized by the 
three commercial raster to vector software. One VRI value is computed from each 
detected vector and the ground truth vector files. A total of 594 separate VRI values 
are to be generated, but some values could not be generated and thus reducing the 
number of VRI values to 588. The VRI values are then analyzed by SPSS. The values 
that could not be generated are related to Act. Detec. and Alg C when the noise level  
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Fig. 2. Frequency table for VRI 

is set to 15%. This is due to the number of CC’s generated become larger than the 
space allocated to it in the implementation. Fig. 2 shows the frequency histogram for 
the VRI. 

The minimum value of VRI is 0 which indicates no vector is detected. The mean 
value of VRI is 0.491 which is below the satisfactory value of 0.8 as suggested by [2]. 
The low value of VRI is due to the setting of the detected vectors width to 1 as we are 
not able to obtain the actual width of the detected vectors. The low value of VRI is 
also due to the weak features of some of the original images as well as the amount of 
noise added to the image. Another reason for the low value of VRI is that 
vectorization parameters for the three software are not modified to give better quality 
since we are focusing on the automatic conversion capabilities of the vectorization 
software. The mean value (.491) is close to the median (.508), suggesting normal 
distribution of the data. Small negative value of skewness (-.516) indicates that the 
distribution has tiny tail to the left. Negative value of the kurtosis (-.273) suggests that 
small proportions of the data are located in the tails of the distribution.  

First we need to know factors that have major impact on the quality of vector data. 
Three-Way ANOVA is used to analyze the effects of different independent variables 
(noise, clean, and vectorization) on the dependent variable (VRI). Table 1 shows the 
significance of each separate factor and the combinational effect of different factors 
on VRI. 

As shown in Table 1, the significant value (Sig.) of vectorization factor (.000) and 
the interaction between the two factors vectorization*noise (.012) is less than the 
threshold value 0.05 leading to the conclusion that vectorization and the combination 
of vectorization and noise do affect VRI values. 

Other factors (clean and noise) and combination of factors (vectorization * clean, 
clean * noise, and vectorization * clean * noise) have significant values of more than 
0.05 which lead to the conclusion that it does not effect VRI.  
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Table 1. Tests of Between-Subjects Effects 

Effect Source F Sig. 
vectorization 33.413 .000 
clean 1.433 .211 Main effect 

noise 1.981 .139 

vectorization * clean 1.341 .205 
vectorization * noise 3.227 .012 

Two-way 
interaction 

clean * noise .215 .995 
Three-way 
interaction 

vectorization * clean * noise .296 .999 

6.2.1   Vectorization 
As shown in Fig. 3, VPstudio produces better quality of vector data compared to the 
other software. It also performs better with increased amount of noise when the noise 
level is moderate and the performance drops with increase amount of noise when the 
noise level is high. In fact, we have also carried out further investigation regarding 
performance of VPstudio by running an experiment with 20% noise for images of 
GREC’03 only. The result as shown in Fig. 4 confirms further that performance will 
drop as for other software when the noise increases. The other two software show a 
drop in performance with an increase amount of noise regardless of noise levels. 
Contrast test also shows that VPstudio has significant difference over the other two 
vectorization software. 

VPstudio which has the best performance in VRI has the least sensitivity with any 
cleaning method as shown in Fig. 5. However, its best performance is when it works 
with Enh. kFill (Estimated Marginal Means of VRI = 0.589) and lowest result when it 
works with Alg B (0.546).  
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Fig. 3. Software efficiency with different noise levels 
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Fig. 4. VPstudio efficiency with different noise levels 
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Fig. 5. Efficiency of vectorization software with many cleaning methods 

Fig. 5 also shows that Vectory exhibit moderate sensitivity to cleaning methods 
and has better quality with images cleaned by Enh. kFill (0.515) and lowest VRI with 
images cleaned by Act. Detec. (0.444). 

Based on Fig. 5, Scan2CAD shows highest sensitivity to cleaning methods. It has 
best performance when working with Alg C (0.460) and global lowest value of 0.317 
with Act. Detec.  

6.2.2   Noise Levels 
The EMM of VRI show a slight drop in performance with increase amount of noise as 
shown in Table 2. The three levels of noise used in this study show little impact on  
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Table 2. Estimated Marginal Means of VRI with different noise levels 

Noise Level EMM of VRI 
5% 0.505 
10% 0.496 
15% 0.471 

 
the result of VRI. More levels of noise are required in order to show the real impact of 
noise levels on VRI. 

6.2.3   Cleaning Methods 
All cleaning methods (except Act. Detec.) show close performance (see Table 3). Act. 
Detec. has the lowest performance compared to others because it could not remove 
noise that touches GE and may lead to difficulties during the recognition process. Alg 
C which is an enhanced version of Act. Detec. performs better than Act. Detec. since 
it did not suffer the aforementioned drawback, but its performance is close to the 
other four algorithms. 

Table 3. Estimated Marginal Means of VRI for cleaning methods 

Cleaning method EMM of VRI 
kFill .499 
Alg A .498 
Enh. kFill .500 
Alg B .502 
Act. Detec. .448 
Alg C .496 

 
We have observed that even if some noise still exist in most image area (especially 

in 15% noise level) such as in Enh. kFill and Alg B due to its single pass nature these 
methods perform close to multi pass filters, with respect to EMM of VRI. 

For cleaning algorithms, EMM of VRI shows that Alg A and Alg B have similar 
performance compared to their original counterparts.  

7   Conclusions and Future Work 

Many factors that may affect the quality of the vector data are studied in this paper 
including noise, cleaning methods and vectorization software. An experiment on a 
scanned drawings shows that vectorization software has the biggest impact on the 
quality of the vector data. Investigation on the interactions between vectorization and 
cleaning methods is also carried out. 

We believe that the experiment in this paper should be extended into different 
directions in order to make it more general. Ongoing investigations include using 
Gaussian noise (more common in document images), and for the cleaning methods 
some state of the art filters are being used such as median filter and its variants. 
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Morphological operators should also be investigated. The set of test images is to be 
expanded to include more images. There are many other raster to vector software 
available hence the need to study their performance.  

We also suggest adding more factors to the experiment. For example, if the images 
are classified into (simple, moderate and complex) using some criteria then we could 
add image complexity as a factor. The analysis may reveal new information about the 
interaction of image complexity with other factors. Other factors could further be 
classified into more specific types such as using Gaussian vs. uniform noise, and 
single-pass vs. multi-pass filters. 
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Abstract. Automatic conversion of line drawings from paper to
electronic form requires the recognition of geometric primitives like lines,
arcs, circles etc. in scanned documents. Many algorithms have been pro-
posed over the years to extract lines and arcs from document images. To
compare different state-of-the-art systems, an arc segmentation contest
was held in the seventh IAPR International Workshop on Graphics Recog-
nition - GREC 2007. Four methods participated in the contest, three of
which were commercial systems and one was a research algorithm. This pa-
per presents the results of the contest by giving an overview of the dataset
used in the contest, evaluation methodology, participating methods and
the segmentation accuracy achieved by the participating methods.

Keywords: Graphics Recognition, Line Drawings, Technical Drawings,
Arc Segmentation Contest.

1 Introduction

Reliable detection of geometric primitives like lines, arcs, circles etc. in document
images is one of the key problems in graphics recognition. Due to the importance
of this task, the International Association for Pattern Recognition’s Technical
Committee on Graphics Recognition (IAPR TC10) has been organizing biennial
arc segmentation contests since 2001 [1,2,3]. The purpose of these contests was
to provide a platform for comparative evaluation of state-of-the-art research and
commercial graphics recognition algorithms. The benchmarking of algorithms in
this way helps in objectively evaluating the performance of participating sys-
tems and highlights the strengths and weaknesses of these systems. Therefore
the contest-based approach for comparing algorithms is also used in other do-
mains of document analysis research, like page segmentation [4], handwriting
recognition [5], and document image dewarping [6].

This contest is fourth in the series of arc segmentation contests and was held
at the seventh IAPR International Workshop on Graphics Recognition (GREC

W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 310–320, 2008.
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2007), in Curitiba, Brazil, September 20-21, 2007. A dataset of five training and
five test images was used in the contest. This contest was different from the
previous three contests from the view point of ground-truth representation and
performance evaluation protocol. Previous arc segmentation contests used the
VEC format for representing arcs, and used the VRI score [7] as a measure of
performance of arc segmentation. In this contest, we have used a color-based
representation and evaluation scheme [8] discussed in Section 2 and Section 3.
Four methods participated in the contest. A brief description of the methods is
given in Section 4. The dataset used in the contest and the results of the contest
are given in Section 5 followed by a conclusion in Section 6.

2 Representation of Geometric Primitives

The traditional way of representing geometric primitives like lines, arcs, or circles
in a drawing is to use their parametric representation. The VEC format uses this
representation in plain text form, using one line of parameters for each arc. Other
drawing tools can then read this format and reproduce an image containing
exactly the arcs given in the VEC-format text file. However, if some of the arcs
are incorrect, it is hard to find the source of error, since the correspondence of the
arcs in VEC-format to pixels in the original image can not be easily established.
In addition, the performance of the algorithm can not be judged by looking
only at the VEC-format text file, and specialized software is needed to view the
detected arcs and analyze the segmentation errors.

To overcome these problems, we propose a new representation of arc seg-
mentation. This representation is based on pixel-accurate color-coding of page
segmentation as proposed in [8]. Arc segments in an image are represented within
the image such that each pixel belonging to an arc is assigned as its value the
index of the arc. A particular color can be assigned to the page background (e.g.
0xffffff) and to all pixels not belonging to any arc (e.g. 0x000000). This rep-
resentation of arc segmentation is particularly convenient because it can be used

Fig. 1. An example image to demonstrate color encoding of arc segments. Each arc
found in the image is labeled with a unique color.
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to accurately represent different arcs in the same image as shown in Figure 1.
Secondly, it can be saved and exchanged using any lossless color image format,
thereby avoiding the need for specialized software for viewing the arcs. The
assignment of colors to arcs is arbitrary, so any colors can be chosen for repre-
senting different arcs. Pixels belonging to more than one arc can be assigned a
unique color if needed.

3 Vectorial Score for Performance Evaluation

To evaluate the performance of an arc segmentation algorithm, we use the vecto-
rial score proposed in [8]. According to this vectorial score, different errors that
are measured are:

Oversegmented arcs: The number of arcs that are either split into more than
one arc, or are partially detected.
Undersegmented arcs: The number of arcs merged with some other arc.
Total Oversegmentations: The total number of segmentations that ground-
truth arcs were split into.
Total Undersegmentations: The total number of segmentations that would
be needed to split all merged arcs.
Missed arcs: The number of arcs that were not found by the algorithm.
False alarms: The number of detecting arcs originating from noise or non-
graphics elements.

4 Participating Methods

Results of four methods were presented for participation in the contest:

1. Liu Wenyin’s method [9]
2. Vectory software ver. 5.0 (http://www.graphikon.de)
3. Scan2CAD software ver. 7.5d (http://www.softcover.com)
4. VPstudio software ver. 8.02 (http://www.softelec.com)

Liu Wenyin from City University of Hong Kong provided the results of his
method, whereas Hasan Al-Khaffaf from Universiti Sains Malaysia presented the
results of the other three commercial systems.

5 Results

The results of all participating methods on each test image are shown in Figures 2
to 6. The test images were obtained by scanning selected engineering drawings
from different books. The ground-truth was then generated manually by coloring
all the pixels belonging to an arc with a unique color using an off-the-shelf image
manipulation program.

Table 1 shows the vectorial score obtained by all participating methods on
the test images. The results were obtained by using a relative threshold of 0.1

http://www.graphikon.de
http://www.softcover.com
http://www.softelec.com


GREC 2007 Arc Segmentation Contest 313

Table 1. Different types of errors made by each algorithm on the test images. The
column labels are: total oversegmentations (To), total undersegmentations (Tu), over-
segmented components (Co), undersegmented components (Cu), missed components
(Cm), false alarms (Cf ).

Algorithm To Tu Co Cu Cm Cf

Wenyin’s method 21 8 13 6 1 93

Scan2CAD 72 9 48 7 9 64

Vectory 54 9 43 9 14 0

VPstudio 55 4 49 3 8 64

Table 2. Different types of errors made by each algorithm on the test images when
arc width was set to a constant value of 10 pixels in the output of all algorithms

Algorithm To Tu Co Cu Cm Cf

Wenyin’s method 17 9 9 6 1 94

Scan2CAD 36 10 20 6 9 66

Vectory 35 13 26 9 13 1

VPstudio 7 5 7 4 8 62

and an absolute threshold of 100 pixels. This implies that a segmentation error
was considered significant only if the number of in-correctly segmented pixels
was either larger than 10% of the pixels belonging to an arc or was larger than
100 pixels in total. The results show that all the algorithms over-segmented the
arcs. This happened when all pixels belonging to an arc were not assigned to the
arc by the algorithm. One major reason for this was that the VEC-files for the
commercial systems were supplied with a constant line width of one pixel for all
the arcs. An example showing the segmentation results of the VPstudio software
on a test image is shown in Figure 7(a). Evaluation result for this image reported
that all 13 arcs were over-segmented. To see the influence of this problem, we
re-ran the evaluation using a constant line width of 10 pixels for all systems.
Since we use only the foreground pixels while ignoring the background pixels,
setting the arc width to 10 pixels has the effect of actually ignoring the arc
width. The effect of setting the arc width of all arcs to 10 pixels for the example
image of Figure 7(a) is shown in Figure 7(b). It can be seen that all the pixels
belonging to an arc are now correctly assigned to that arc. Table 2 shows the
evaluation results by ignoring the arc width. This table shows that most of the
over-segmentations were due to the small line thickness supplied by the systems.

The results show that Wenyin’s method and VPstudio software worked very
well in segmenting arcs from the images and did uniformly better than the other
two systems on most of the performance measures. The number of false alarms
were high for these systems because they did not remove text parts in the images
prior to arc recognition. From that aspect Vectory software performed the best
by removing all textual components from the image, thereby resulting in no
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(a) Original Image (b) Ground-Truth Image

(c) Wenyin’s Result (d) Scan2CAD’s Result

(e) Vectory’s Result (f) VPstudio’s Result

Fig. 2. Results of the four participating methods on the first test image. For clarity in
the ground-truth image, only those foreground pixels that belong to an arc are shown.
Due to the presence of the background grid, none of the participating methods could
correctly segment all arcs from the image.
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(a) Original Image

(b) Ground-Truth Image

(c) Wenyin’s Result

(d) Scan2CAD’s Result

(e) Vectory’s Result

(f) VPstudio’s Result

Fig. 3. Results of the four participating methods on the second test image. All methods
correctly found the circles, but also produced many false alarms originating from the
text in the annotations, except the Vectory software which seems to have removed the
text parts prior to arc segmentation.
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(a) Original Image (b) Ground-Truth Image

(c) Wenyin’s Result (d) Scan2CAD’s Result

(e) Vectory’s Result (f) VPstudio’s Result

Fig. 4. Results of the four participating methods on the third test image. VPstudio
software had the best results in this case, since it was the only method that correctly
segmented the two concave curves.

false alarms. Interestingly, for the test image shown in Figure 3, evaluation of
the output of Vectory software reported all 13 arcs as over-segmented. A closer
look revealed that the Vectory software also did a skew correction of the image,
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(a) Original Image (b) Ground-Truth Image

(c) Wenyin’s Result (d) Scan2CAD’s Result

(e) Vectory’s Result (f) VPstudio’s Result

Fig. 5. Results of the four participating methods on the fourth test image. Liu Wenyin’s
method had the best results for this image since it was the only method that correctly
found the curved corners in the image.

thereby slightly moving all circles from their original position. This resulted in all
circles reported as over-segmented. Liu Wenyin’s method had the least number
of missed errors. Inspection of the results revealed that most of the missed error
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(a) Original Image (b) Ground-Truth Image

(c) Wenyin’s Result (d) Scan2CAD’s Result

(e) Vectory’s Result (f) VPstudio’s Result

Fig. 6. Results of the four participating methods on the fifth test image. Both VPstudio
and Liu Wenyin’s method had comparable results in this case that were better than
those of Vectory and Scan2CAD.
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(a) Original segmented image

(b) Segmented image after setting arc width to 10 pixels

Fig. 7. (a) The segmentation result of VPstudio on a test image. Despite the algorithm
working very well in segmenting the arcs, the evaluation result reported that all 13 arcs
were oversegmented in this image, since the results were supplied with a constant line
width of one pixel. (b) The segmentation result after setting arc width to 10 pixels.
The evaluation result for this image reported no segmentation errors.

in commercial systems originated from ground-truth arcs consisting of round
corners as in Figure 5.

6 Conclusion

This paper presented a summary of the GREC 2007 arc segmentation contest.
We described the pixel-accurate color-based representation of arc segmentation
that was used in the competition along with a vectorial score for measuring
arc segmentation accuracy. The vectorial score enables us to evaluate different
aspects of an arc segmentation algorithm. One research algorithm by Liu Wenyin
and three commercial systems namely Scan2CAD, Vectory, and VPstudio were
presented for participation in the contest. Results showed that Wenyin’s method
and VPstudio out-performed the other two systems, whereas the performance of
Wenyin’s method and that of VPstudio software was not significantly different
from each other.
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Abstract. In this paper we make a brief report of the third edition of
the International Symbol Recognition Contest, organized in the context
of GREC’07. This contest follows the series started at the GREC’03
workshop. In this report we describe the main changes introduced in the
test data according to the conclusions of the past edition of the contest.
We also summarize the results obtained by the only participant method.
Finally, we point out some conclusions and open issues to be addressed
in the next editions of the contest.

1 Introduction

The performance evaluation of symbol recognition has been a focus of research
interest in the last years. Several surveys on symbol recognition[1,2,3,4] pointed
out the need of standard evaluation tools in order to compare the large number of
symbol recognition methods. As a result, a generic framework for the evaluation
of symbol recognition has been proposed [5]. In this framework, the main issues
to be addressed by any performance evaluation system are identified (mainly,
the generation of datasets and groundtruth, the definition of metrics, and the
protocol of evaluation) and several alternatives are proposed and discussed in
the special case of symbol recognition.

Following this generic framework, and from a practical point of view, several
contests have been organized. Actually, the first effort on the evaluation of sym-
bol recognition was undertaken at ICPR’00 [6] where a contest was proposed
using a dataset consisting of 25 electrical symbols, which were scaled and
degraded with a small amount of binary noise. Afterwards, the series of con-
tests on symbol recognition in the context of the GREC workshop started in
2003. In the first edition [7], the dataset was composed of 50 architectural and
electrical symbols. These symbols were rotated, scaled, degraded with binary
noise and deformed through vectorial distortion in order to generate up to 72
different tests with increasing levels of difficulty and number of symbols. There
were five methods participating in the contest. Then, in the second edition [8]
some modifications were introduced according to the conclusions of the first con-
test. The set of symbols was increased up to 150 different symbols, allowing the
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definition of more pertinent tests for the evaluation of the scalability. In addition,
four new degradation models were added to the framework for the generation of
more noisy data. These new degradation models constituted a kind of ”torture
models”. In this way, the robustness of the methods could be tested under very
extreme conditions. Four methods participated in the contest.

Among the main conclusions stated in the report of the last contest [8] we can
remark some issues that have been taken into account, not only in the design
of the third edition of the contest, but also in the work undertaken in the last
two years. Firstly, it was stated that evaluation should be a continuous task,
not concentrated every two years at specific contests. Therefore, tools for the
analysis of the results of recognition methods should be provided. In this sense,
the work on the French project Épeires1 has set up a web-based framework for
the evaluation of symbol recognition where new tests can be easily created and
the results obtained by a given method can be uploaded and automatically an-
alyzed. Secondly, it was stressed the need of extending the evaluation to symbol
localization and segmentation. Some work on this topic has been undertaken un-
der the framework of the Épeires project too. As a result, a first approach to the
generation of synthetic complete architectural drawings has been developed[9].
This is the first step in order to be able to generate large amounts of data for
the evaluation of segmentation. Work has still to be done concerning the metrics
to compare the results with the ground-truth. So, in the third edition of the
contest we have not considered localization and segmentation and we have con-
strained the contest only to pre-segmented symbols as in past editions. Thirdly,
it was claimed that more heterogeneous data should be included in the frame-
work. In order to give an answer to this demand, we have included in this edition
of the contest a dataset composed of logos. Logos are also graphic symbols, but
with very different properties (regarding shape, primitives, appearance, etc) with
respect to the technical symbols used in the previous contests. In this way, the
range and variability of symbols is extended. Finally, it was remarked the need of
defining blind tests in order to ensure that participant methods are not adapted
to the particular data of the contest. In this edition this remark has been taken
into account by including different types of randomly selected degradations in
the same test. The goal is to be sure that participants design generic symbol
recognition methods, able to work with all kind of (noisy) symbols.

In the next sections, we describe more in details the data provided in this
edition of the contest as well as the results obtained by the only participant
method. But before, we would like to recall the original purpose of this series
of contests as stated in the call for participation: the main goal is not to give
a single performance measure for each method, but to provide a tool to com-
pare various symbol recognition methods under several different criteria. The
question consists of determining the performance of symbol recognition methods
when working on various kinds of symbols, extracted from diverse application
domains, under several constraints, with different levels of noise and degrada-
tion. Whatever the performance measures are, we strongly believe that the main

1 http://www.epeires.org/

http://www.epeires.org/
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Fig. 1. Some examples of technical symbols

objective of this evaluation framework must be the scientific analysis of the
results. This analysis must be intended to determine the different qualities ex-
pected for recognition methods: robustness, genericity, precision, computational
efficiency.

The paper is organized as follows. In section 2 we describe the datasets that
were generated for this edition of the contest. Then, in section 3 we briefly
describe the main features of the only participant method and analyze the
results of its application to the dataset. Finally, in section 4 we state the main
conclusions of the evaluation and some actions to be undertaken in the future.

2 Dataset

As explained in the previous section, we have considered two different kinds of
symbols in this edition of the contest: technical symbols and logos. For technical
symbols, we used the same dataset as in the last edition, that is, a set of 150
symbols, mainly originally from the domains of architecture and electronics. We
can see in figure 1 some examples of this dataset where symbols are composed
of linear primitives (straight lines and arcs). Logos are the main novelty in the
dataset. We have included them in order to extend the spectrum of symbols.
Logos are different of technical symbols in the sense that they are not composed
only of linear primitives. They can include solid regions, texture, characters,
more than one graphic component, etc. Thus, it is a completely different kind
of symbol representation and can be useful to test whether recognition methods
are generic enough. This dataset is composed of 105 different logos and some
examples can be seen in figure 2.

We have used the same kind of transformations and degradations as in the
last contest to generate the final tests for evaluation. Thus, rotation, scaling

Fig. 2. Some examples of logos
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Fig. 3. Some examples of degraded images

and binary degradation using the Kanungo’s method [10] have been applied
to the ideal models of the symbols. In figure 3, we can see some examples of
the degraded images. We have considered the same six models of degradation
defined in the last contest as it was concluded that no new models were needed.
As explained in the previous section, some of these models introduce heavy
distortions in the images and thus, the level of difficulty is high.

The final tests for the evaluation have been generated combining all these
elements. In table 1, there is a summary of all the tests with their main features.
We can see that we have designed tests for two different sizes of the database
for technical symbols. A first set of tests with 50 symbols and a second set with
150 symbols. In this way, we can evaluate the robustness to the scalability in the
number of symbols. For both sets, all the possible combinations of rotation and
scaling have been considered. Moreover, all the tests include binary degradation.
Degradation is always randomly selected among the six possible models. Thus,
we achieve the goal of generating blind tests, as explained in the introduction.

For logos, all the tests include the whole database of 105 symbols. In this case,
several combinations of rotation, scaling and degradation have been considered.
Two tests including specific models of degradation have been defined but, for

Table 1. Description of all the tests

Test Dataset No. of No. of Rotation Scaling Degradation
Models Images

1 Technical 150 500 Random None Random among 6 GREC’05 models

2 Technical 150 500 None Random Random among 6 GREC’05 models

3 Technical 150 500 Random Random Random among 6 GREC’05 models

4 Technical 50 200 Random None Random among 6 GREC’05 models

5 Technical 50 200 None Random Random among 6 GREC’05 models

6 Technical 50 200 Random Random Random among 6 GREC’05 models

7 Logos 105 300 Random None None

8 Logos 105 300 None Random None

9 Logos 105 300 Random Random None

10 Logos 105 300 None None Second GREC’05 model

11 Logos 105 200 None None Fourth GREC’05 model

12 Logos 105 300 None None Random among 6 GREC’05 models

13 Logos 105 300 Random None Random among 6 GREC’05 models

15 Logos 105 200 Random Random Random among 6 GREC’05 models
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the rest of the tests, degradation is randomly selected in order to generate blind
tests.

All the information and data related to the tests can be found on the webpage
of the Épeires project at http://www.epeires.org/.

3 Results

In this edition, only one method participated in the evaluation of the proposed
tests. The method has been developed by Alicia Fornes and Sergio Escalera, from
the Computer Vision Center, in Spain. A paper describing this method appears
in the current LNCS volume. Nevertheless, we give an overview of the method
in the next section in order to facilitate the understanding of the results.

3.1 Description of the Method

The method works on the skeleton or the contour of the original image. The
choice use of skeletons or contours is decided depending on the shape database.
Skeletons are preferred for line-based symbols while contours are dedicated for
silhouette-based shapes. Images are aligned using the Hotelling transform that
is based on principal components to find the main axis of the object. Then,
the shape is represented using the Blurred shape model descriptor (BSM) that
makes the technique robust against elastic deformations. Afterwards, Adaboost
is applied to each pair of classes to train a set of binary classifiers. Finally, the set
of binary classifiers is embedded in the framework of Error Correcting Output
Codes (ECOC) to improve the final classification.

The main core of this method is the BSM descriptor. With this descriptor, the
symbol is described by a probability density function that encodes the probability
of pixel densities of image regions: The image is divided in a grid of n x n
equal-sized subregions. Every bin receives votes from the pixels in its region
but also from the pixels in the neighboring bins. The weight of the vote is set
according to the distance to the center of the bin. The output descriptor is a
vector histogram where every position corresponds to the weight of the pixels in
the context of every sub-region. This vector is normalized in the range [0..1] to
obtain the probability density function (pdf) of the n x n bins. In this way, the
output descriptor represents a distribution of probabilities of the object shape
considering spatial distortions. For further details, see [11].

3.2 Analysis of Results

Unfortunately we cannot present results for all the tests. The participant method
was only evaluated using 5 of the proposed tests. In table 2, we show the recog-
nition rates of the method for these 5 tests.

If we try to analyze these results we can draw several conclusions. Only one
test with technical symbols was evaluated. This test contains images of 50 sym-
bols with scaling and binary degradation. The recognition rate, 91%, can be

http://www.epeires.org/
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Table 2. Results of the method

Test Dataset Rotation Scaling Degradation Recognition rate

5 Technical None Random Random 91%

8 Logos None Random None 95%

10 Logos None None Second model 82%

11 Logos None None Fourth model 46%

12 Logos None None Random 55%

considered as a good result if we compare it with the recognition rates obtained
for similar tests in the past contest. In it, the average of the recognition rates
for all the methods, all degradation models and scaling was only 74.25%.

Concerning logos, the recognition rate for images without degradations re-
mains at a high level, 95%. However, it decreases rapidly when degradations are
applied. Although we have no other methods to compare these results, we can try
to establish some relations with the results obtained in the most similar kind of
tests in the last contest. In that case, for tests with 100 symbols (approximately
the same number of logos), no scaling and binary degradation, the average of all
the methods over all models of degradation was 90%, clearly greater than the
recognition rate obtained in this case for the test 12 with logos. It is difficult to
draw exact conclusions from these results as we have no other results with the
logo database. We cannot state whether the low results for the logos are due
to the fact that logos are intrinsically more difficult to recognize than technical
symbol or whether they are a consequence that this method is better adapted
to linear shapes than to solid shapes.

4 Conclusions and Future Work

In this edition, we have extended the contest with two of the considerations
arising from the conclusions of the last contest: we have included a new kind of
symbols, logos, and we have generated blind tests combining all the models of
degradations. However, no relevant conclusions can be drawn from the experi-
mentation with the logo dataset as we only have results from one method, and
not for all the tests.

Nevertheless, after three editions of the contest, the framework for the eval-
uation of the recognition of pre-segmented symbols recognition seems mature
enough. In this sense, this framework can be converted in a tool for continuous
evaluation through the web platform of the Épeires project. This way, any re-
searcher can contribute with new results to the database of the platform and
we can have a good overview of the performance of a large number of methods.
In this context, many tests have been generated along the three editions of the
contest. Maybe it would be interesting to define a set of standard validation tests
taking into account all the kinds of transformations and degradations. This set
would constitute a kind of standard evaluation that every method should pass.
Thus, we would have a generic global evaluation of all the methods. In addition,
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it would be also interesting to add new symbols to the framework in order to
create a really large database of symbols, representative enough of all kinds of
graphic symbols.

The big challenge that is still to be addressed is the evaluation of localiza-
tion/segmentation in complete drawings with non-segmented symbols. In this
sense, some advances have been described in the field of ground-truthing with
the generation of synthetic documents. The next step should be the definition
of metrics to compare the results with the ground-truth, and the definition of
the evaluation protocol. We plan to advance in this direction and we hope to be
able to propose early a contest on symbol localization.

Finally, we want to make a note on the low participation in this edition of the
contest. For next editions, we should increase the efforts in order to promote the
participation in the contest. However, this could be another point for providing
a continuous framework for the evaluation of the recognition of pre-segmented
symbols. We hope that new researchers will be interested by the contest when
it will include symbol localization.
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Abstract. This paper summarizes the presentation and discussions at
the panel session held at the conclusion of the GREC’07 workshop. After
making a short review of where the graphics recognition stands, we raise
some questions (hopefully) of interest for the future of this community.

1 Introduction: A Short History of Graphics Recognition
as an Identified Community

As the name of a scientific community and of a workshop, “Graphics Recog-
nition” has not been used for such a long time. In 1988, the “Structural and
Syntactical Pattern Recognition” workshop was organized in Pont-à-Mousson,
France, by Prof. Roger Mohr. At that event, such a large number of papers were
presented on document image analysis applications that it was decided that the
next workshop, held in New Jersey in 1990 and organized by Dr. Henry Baird,
would be completely focused on this field. Revised versions of the papers pre-
sented at the SSPR’90 workshop were published in what was probably one of the
first scientific volumes focused on document image analysis [1]. At this workshop,
it was discussed and decided to create a new series of international conferences,
the ICDAR series whose first instance was held in 1991 in Saint-Malo, France;
this opened the way to the visibility of the document analysis and recognition
community as such—although work on these topics had of course existed for a
long time before that, within the general pattern recognition community.

Within this general positioning of the community as such, Prof. Rangachar
Kasturi moved in 1992 to give a new start to a Technical Committee of the Inter-
national Association for Pattern Recognition, namely TC10 on “Line Drawing
Interpretation”, by focusing it on the subfield of document analysis and recog-
nition devoted to graphics-rich documents and the specific problems raised by
these documents (raster-to-graphics conversion, text-graphics separation, symbol
recognition...) To emphasize the new focus, TC10 was renamed as the technical
committee for Graphics Recognition. This gave birth in 1995 to the GREC series
of workshops, which themselves have led to the publication of reference LNCS
volumes for the community [2,3,4,5,6,7]. So one may say that it is only in the
last 15 years that there has been a set of researchers identifying themselves as
the “Graphics Recognition Community”.

W. Liu, J. Lladós, and J.-M. Ogier (Eds.): GREC 2007, LNCS 5046, pp. 329–334, 2008.
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This paper, stemming from a panel discussion held at the end of the GREC’07
workshop in Curitiba, Brazil, tries to take a step back and look at the field, its
achievements, its remaining challenges, and the homogeneity of its composition.

2 Looking Back: What Did We Conclude Two Years
Ago?

GREC’05 marked the 10th anniversary of the workshop and was an opportunity
for reviewing achievements, topics which we had drifted away from, others which
were still relevant, and emerging new themes.

Our main conclusions at that time were the following [8]:

– There are still open problems in building complete systems, so scientists
should not drift away too quickly from this question, despite the successes
which have been achieved;

– Symbol recognition matures but there are remaining open problems, includ-
ing the recognition of non-segmentable symbols, the issue of scalability, and
the recognition of complex symbols made of the assembly of smaller symbols;

– Cultural heritage documents emerge as a new theme;
– The issue of symbol spotting, i.e. localizing a symbol without necessarily

recognizing it explicitely, is getting more focus, including the need to take
into account relevance feedback from the user;

– The community has failed to gather around a common base of software,
largely due to the “not-invented-here” syndrome.

Some hot topics were identified:

– To achieve progress in close-to-optimal, automatic, and non-contextual vec-
torization on black-and-white images, progress will have to include the pro-
cessing of gray-level images, sub-pixel precision in the segmentation tools,
better curve segmentation algorithms, and a seamless integration of user
input and of contextual knowledge;

– The problems to be solved for complete document analysis include low-level
questions such as the digitizing resolution, and the analysis of digital docu-
ments with little or no structure;

– Performance analysis campaigns have been a success, but the contests’ use
of degradation models can be controversial, there are ususally too few par-
ticipants, and we need to perpetuate the access to data and evaluation tools,
also outside the contests.

It is interesting to look at the community’s most recent achievement with
these questions in mind, to see how fast and in which direction we are moving.

3 Some Topics Discussed during the GREC’07 Workshop

Let us now try to review a few topics addressed by our community these last
years, and discuss to which extent they characterize graphics recognition as a
field.
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3.1 Features

A lot of work has dealt with defining and using appropriate features for recogni-
tion tasks, especially in graphics recognition. At GREC’07, work was presented
on blurred shape models, ridgelets, graph representations, region-based signa-
tures, to name a few. We also got a presentation of an interesting attempt at
characterizing the performance and usability of various shape descriptors. In
recognition as well as in information spotting applications, it is indeed neces-
sary to work on the most appropriate features, and also on the right feature
combination methods for optimal recognition.

But it becomes increasingly difficult to answer the question: which features
distinguish graphics recognition from general pattern recognition problems.
Comparing our contributions with those in content-based image retrieval, for
instance, show a real convergence, where the fact that we are dealing with black-
and-white, graphical information tends to become a detail.

One contribution our community can make, as it deals with a subset of all
possible imaging applications, is to work on the characterization of various fea-
tures for shape representation and recognition, thus contributing to building up
a professionnal repository of features with their properties, and maybe avoiding
the recurring appearance of “new” features which are only minor variations on
old themes.

3.2 User Interaction

It is increasingly necessary to design analysis and recognition methods which do
not work in stand-alone mode, but take into account the user’s interaction, so
as to be able to perform incremental learning, relevance feedback in recognition
and retrieval applications, interactive recognition in sketching mode, etc. But
little work has been done on modelling the user, who is mostly considered as
some kind of ill-defined, external entity.

The fact is that there is nothing in common between a “vanilla plain” user
who may be your uncle or grandma, browsing a collection of images and giving
relevance feedback without really knowing anything about the application, and a
highly specialized user able to input syntactical rules to represent the knowledge
in a specific document analysis application.

If the purpose is indeed to build a highly specialized system, this may not be
a problem, but when the application is potentially very general whereas the user
interaction paradigm requires the user to have a PhD in pattern recognition or
to have trained for months, there is a contradiction in the whole setup which
limits the applicability of the method.

3.3 Building Large-Scale Systems

A number of large-scale applications are being dealt with, especially for sketch-
ing, and for the analysis, characterization and indexing of large databases of
historical documents. However, in order to go beyond the proof-of-concept sys-
tem, we need to put more emphasis on software, including reusable software
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which has not been developed in our own group. The community still suffers of
the “not invented here” syndrome, despite the availability of a significant number
of larger image analysis platforms, some of them specialized in document analy-
sis, others more generic. It will be difficult to have a significant impact without
either building oneself production-quality code and putting in enough human
resources for that purpose, or using others’ code and pushing one’s students to
use existing code.

It was mentioned that graphics recognition was still looking for its “killer
application” and some participants felt that a general sketching interface could
be such an application. But in that case, efforts must be coordinated, within
academia or in partnership with companies.

The dream of building completely automated systems for converting drawings,
maps and diagrams into high-level representations seems to have vanished, as
the methods we design reach their limits at a level where there is still a lot
of user editing to be done. But as one participant mentioned, there is still a
very interesting opportunity to build combined sketching/retrieval/recognition
systems, making it possible to navigate in a large document base by sketching
simple examples of what is being searched for.

Suprisingly, whereas there are a lot of high-interest applications in dealing
with digital documents (e.g. PDF documents or web graphics, in which to search
for and recognize various entities), a workshop like GREC seems not to be
deemed the right place to present this, as we have not seen any work in this
area.

3.4 Performance Evaluation and Contests

This is an area where the field of document analysis in general, and the subfield
of graphics recognition in particular, have often been showing the path to the
whole image analysis community. This may stem from the fact that the data and
problems we work on are more easily circumscribed. But we have also been pro-
active in organizing contests, gathering ground-truthed data, making available
performance evaluation metrics and tools.

But there are still concerns. We have few participants in the contests, despite
the very hard work by the organizers. This is a little bit disappointing. Our
community has also started referring to the data and evaluation tools continu-
ously, in day-to-day work without any contest. This effort must be continued,
but for that we need to have open-source, robust benchmarking tools available
online, with a sufficient amount of ground-truthed data. How do we capitalize
on contributions by various teams?

Another question is to assess whether we have benchmarking data covering all
the needs. Finally, it is still necessary to ask ourselves what we want to evaluate,
so that our benchmarks are not purely academic but that they model real-world
challenges.

Some future directions in that area could be to challenge our existing methods
by making them available as a web service and letting colleagues “attack” them
to test their limits. Another idea would be to announce in advance a grand
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challenge for the commmunity to work on, from one workshop to the other, for
instance.

4 Is Graphics Recognition Still an Appropriate Scientific
Area?

One final and somewhat controversial topic discussed at length in our closing
panel was whether it still makes sense to gather a community around the theme of
“Graphics Recognition”. In the first GREC workshops, most people contributed
with pure graphics recognition problems, such as vectorization or text-graphics
segmentation. There are very few new contributions to these topics, as methods
have reached maturity and are assimilated by people as state of the art.

Now, we see a variety of work related to topics such as visual languages,
document image layout analysis, shape descriptors, information retrieval and
information spotting, biometrics, etc. But in each case, we only have a subset
of activities related to each of these areas. Is the subset representative of some
specificities, or does it just happen to be the contributions to these topics of
the groups used to define themselves as belonging to the “graphics recognition
community” (and used to attend GREC)? We should have the courage to ask
ourselves these questions...

5 Conclusion

The graphics recognition community has contributed significantly to the field
of pattern recognition, setting the path for others in some areas, such as per-
formance evaluation. It is now at crossroads where it has to ask itself whether
its scientific interests need to be kept together or if it is time to reconsider the
frontiers and join the most appropriate scientific communities.

Looking back at history, the concept of “Graphics Recognition” has been in
use for around 15 years only, at least to define a scientific community. Science
is a living phenomenon, where one of the biggest dangers is to bury oneself
(and one’s students) in a narrow pit where one looses the view of evolutions and
new advances in neighboring areas. I have had the pleasure of being strongly
involved in the adventure of this community for these 15 years, and am personally
confident that the groups now active in graphics recognition have the ability to
make the most appropriate moves. I would recommend to make them without
any tabu on which structures to keep, which structures to throw away, and which
structures to change.
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