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Abstract. Computational approaches to learning aspects of language
typically reduce the problem to learning syntax alone, or learning a lex-
icon alone. These simplifications have led to disconnected solutions and
some unreasonable assumptions about inputs to their algorithms. In this
paper, we present an approach that exploits a grammar learning algo-
rithm to learn its own alphabet, or lexicon. We present empirical results
and categorize the successes and types of errors lexical acquisition ap-
proaches encounter.
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1 Introduction

Many grammar learning algorithms derive inspiration from the distinctly human
ability to learn language. While children are facile at learning an alphabet (i.e.,
words in the language composed on phonemes) and constructing a generative
grammar using that alphabet, our computational approaches are often brittle
and prone to make unrecoverable errors. Learning grammars is an intractable
problem unless, for one, concessions are made regarding the input, and having
complete knowledge of the language’s alphabet is a common assumption. For
example, most algorithms expect an input like the cat hates the dog, and not an
input like thecathatesthedog.

This paper explores the utility of including higher-level structural informa-
tion (in the form of a learned grammar) in the unsupervised learning of a lex-
icon. We remove the assumption that the grammar learning algorithms have
perfectly segmented input data. We discuss this learning task in terms of the
lexical-syntactic interface [I] where two learning tasks (i.e., lexical acquisition
and grammar learning) are bootstrapped together. Here we extend our approach
through experimentation with additional lexical data.
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2 Lexical-Syntactic Interface

The lexical-syntactic interface is the interplay between the learning tasks of
lexical acquisition and grammar induction. A typical lexicon learning algorithm
begins with a stream of categorical data or a set of strings, and its goal is to
induce an inventory of lexical items. A typical grammar induction algorithm
begins with a set of strings, and its goal is to learn a generative structural model
like the RPNI example above. While lexical learning is done without any regard
for structural information, grammar induction assumes a known lexicon and
correctly segmented input strings. In the lexical-syntactic interface, we exploit
the structure inherent in the sequences of words and inside of words.

GramLex is the algorithmic instantiation of the lexical-syntactic interface in
the form of a bootstrap algorithm [I]. We detailed the specific algorithmic com-
ponents of the interface and presented experimental results on a variety of bench-
mark languages. The grammar learning community has a series of benchmark
languages for comparing learning algorithms: £ through £;5 (Canonical deter-
ministic finite automata and data are available from http://www.irisa.fr/
symbiose/people/coste/gi benchs.html) [23].

Fig. 1. Target Machine Topology

Let us look at an example of £15 with a random lexicon where GramLex
learns a lexicon using a grammar learning algorithm. Using the three words a =
ow r ih n jh (orange), b = p er p az | (purple), and ¢ = r ey z ih n z (raisins)
in Ly5, we begin with X' (the alphabet) and I (the initial lexicon) = {\, ow,
r, ih, n, jh, p, er, az, I, ey, z}. Given a characteristic sample for this language,
GramLex returns the automaton in Figure [Tl

3 Experiments

While the grammar learning community has made an effort to evaluate algo-
rithms empirically, it is less obvious that the lexicon learning community has
done the same. Proper evaluation of our lexical and grammatical bootstrap is a
challenge with respect to the lexicon we select. To begin, we choose a random
collection of words found in the SWITCHBOARD corpus. Using the human-
annotated phonetic transcriptions for each word, we provide the sequence of
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phonemes for each word (an ARPAbet symbol for each phoneme) to the boot-
strap in place of the standard alphabet in the characteristic sample. We run our
bootstrap algorithm and analyze the resulting learned machine. The words vary
in length from a maximum length of 15 phonemes (e.g., eh k st r ow r d ith n
eh r az [ iy or extraordinarily) to a minimum length of 2 phonemes (e.g., m ey
or my) and collectively had a mean length of about 7 phonemes. Here we report
the results on a trial of 50 randomly selected lexicons and the language £15. Of
the 50 trials, 39 learned the correct lexicon and the correct grammar.

The remaining 11 trials that did not completely learn the lexicon or the gram-
mar are categorized into four distinct classes of errors. Class 1 errors (2/11) are
trials where we correctly learn the lexicon, but not the correct grammar. Class 2
errors (2/11) are trials where we correctly learn the automaton (with one caveat),
and we correctly learn the lexicon (with one caveat). That is, the grammar accept
all of the strings in the language, but also accepts a special overgeneralize-type
string. Class 3 errors (5/11) are trials that fail to learn the entire lexicon and
overgeneralize beyond the surface equivalence found in class 2 errors. While the
machine contains some correct structure, the resulting machines further and fur-
ther fail the looks good test. Class 4 errors (2/11) are the most egregious in terms
of incorrectly learned structure and incorrect lexical items.

4 Conclusion and Future Work

In this paper, we presented an extension to our novel framework for bootstrap-
ping the acquisition of a lexicon and learning a grammar. Prior work on lexical
acquisition has ignored how those terms are used from a syntactic point of view,
and grammar learning approaches typically require perfectly formed inputs to
guarantee any learning result. This work demonstrates the viability of learning
both tasks in tandem for a rich diversity of languages and lexicons.

Future work will proceed in two directions. First, we will focus on futher
defining the boundaries between the learnable and the pathological for certain
lexicons. Second, we will expand the class of languages we are interested in
learning. Context-free grammars and natural languages may provide even more
structure to guide lexicon learning and, in fact, make learning easier.
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