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Preface

We would like to welcome you to the proceedings of the workshops held in con-
junction with the 27th International Conference on Conceptual Modeling (ER
2008). While the ER main conference covers a wide spectrum of conceptual
modeling research, increasingly complex real-world problems demand new per-
spectives and active research in new applications. The ER workshops attempt to
provide researchers, students, and industry professionals with a forum to present
and discuss emerging hot topics related to conceptual modeling.

We received 13 excellent proposals for workshops to be held with ER 2008.
We accepted the following seven based on peer reviews:

1. The Second International Workshop on Conceptual Modeling for Life Sci-
ences Applications (CMLSA 2008), organized by Yi-Ping Phoebe Chen and
Sven Hartmann.

2. The 5th International Workshop on Evolution and Change in Data Manage-
ment (ECDM 2008), organized by Fabio Grandi.

3. The 4th International Workshop on Foundations and Practices of UML
(FP-UML 2008), organized by Juan Trujillo and Andreas L. Opdahl.

4. The First International Workshop on Modeling Mobile Applications and
Services (M2AS 2008), organized by Fernando Ferri, Patrizia Grifoni, and
Maria Chiara Caschera.

5. The Second International Workshop on Requirements, Intentions and Goals
in Conceptual Modeling (RIGiM 2008), organized by Colette Rolland, Car-
son Woo, and Camille Salinesi.

6. The Second International Workshop on Semantic and Conceptual Issues
in Geographic Information Systems (SeCoGIS 2008), organized by Esteban
Zimányi and Christophe Claramunt.

7. The 5th International Workshop on Web Information Systems Modeling
(WISM 2008), organized by Flavius Frasincar, Geert-Jan Houben, and
Philippe Thiran.

These seven workshops received 18, 8, 12, 23, 15, 20, and 12 papers, respec-
tively. Following the rule of the ER workshops, the respective workshop Program
Committee carried out peer reviews and accepted 6, 3, 5, 9, 6, 9, and 5 papers,
with acceptance rates of 33%, 38%, 42%, 39%, 45%, 40%, and 42%, respectively.
In total, 108 workshop papers were received and 42 papers were accepted with
the average acceptance rate of 39%.

We also had invited speakers and papers that significantly enhanced the
perspectives and quality of the ER 2008 workshops. The four invited papers are:

1. CMLSA 2008: Victor Maojo, “Ontologies in Practice: From Biomedical In-
formatics to Nanomedicine.”

2. ECDM 2008: Carlo Zaniolo, “Time Versus Standards: A Tale of Temporal
Databases.”
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3. FP-UML 2008: Yair Wand, “Using Object Concepts and UML for Concep-
tual Modeling.”

4. WISM 2008: Hui Ma, Klaus-Dieter Schewe, Bernhard Thalheim, and Qing
Wang, “Abstract State Services—A Theory of Web Services.”

We thank the Organizing Chairs of the seven workshops. They invested an enor-
mous amount of time and effort for the workshops, handling the paper submis-
sions, organizing Program Committees, reviewing, selecting workshop papers,
and collecting camera-ready copies for the workshops. Most of all, we would
like to express our sincere appreciation to the authors who contributed their
hard works as well as to the members of the Program Committees and external
reviewers who ensured high-quality programs, resulting in this outstanding pro-
gram. We are also indebted to the ER 2008 Organization Committee for their
support in reviewing workshop proposals and scheduling workshops.

We hope all participants shared the recent advances in the emerging areas
and found some opportunities and challenges in these new research areas in
conceptual modeling.

October 2008 Il-Yeol Song
Mario Piattini
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Sebastian Link Victoria University of Wellington, New Zealand
Huiqing Liu BioMaPS, Rutgers University, USA
Victor Maojo Polytechnic University of Madrid, Spain
Maria Mirto University of Salento, Italy
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Matti Rossi Helsingin kauppakorkeakoulu, Finland
Manuel Serrano University of Castilla-La Mancha, Spain
Keng Siau University of Nebraska-Lincoln, USA
Il-Yeol Song Drexel University, USA
Ambrosio Toval Universidad de Murcia, Spain
Panos Vassiliadis University of Ioannina, Greece

FP-UML 2008 External Referees

Ornsiri Thonggoom Drexel University, USA
Fernando Molina Universidad de Murcia, Spain



X Organization

M2AS 2008 Organization Committee

Fernando Ferri IRPPS-CNR, Rome, Italy
Patrizia Grifoni IRPPS-CNR, Rome, Italy
Maria Chiara Caschera IRPPS-CNR, Rome, Italy

M2AS 2008 Program Committee

Frederic Andres National Institute of Informatics, Japan
Paris Avgeriou University of Groningen, The Netherlands
Regina Bernhaupt University of Salzburg, Austria
Michela Bertolotto University College Dublin, Ireland
Antonio Fernández-Caballero University of Castilla-La Mancha, Spain
Augusto Celentano University of Venice, Italy
Richard Chbeir Bourgogne University, France
Fang Chen National ICT, Australia
Deborah Dahl Conversational Technologies, USA
Alfred Dielmann CSTR University of Edinburgh, UK
Chirine Ghedira Claude Bernard Lyon I University, France
Ho-fung Leung Chinese University of Hong Kong, China
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Jaime Gómez Universidad de Alicante, Spain
Lorna Uden Staffordshire University, UK
Martin Dzbor The Open University, UK
Martin Gaedke Chemnitz University of Technology, Germany
Michael Mrissa Namur University, Belgium
Moira Norrie ETH Zurich, Switzerland
Oscar Pastor Valencia University of Technology, Spain
Philippe Thiran Namur University, Belgium
Riccardo Torlone Universita di Roma Tre, Italy
Tommaso Di Noia Technical University of Bari, Italy
Zakaria Maamar Zayed University, UAE



Table of Contents

CLMSA 2008 – Second International Workshop on
Conceptual Modeling for Life Sciences Applications

Preface to CMLSA 2008 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Yi-Ping Phoebe Chen, Sven Hartmann, and Markus Kirchberg

Conceptual Modeling of Biomedical and Health
Systems

Models of the Human Metabolism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Dirk Langemann and Achim Peters

Designing Privacy-Aware Personal Health Record Systems . . . . . . . . . . . . 12
Reza Samavi and Thodoros Topaloglou

Knowledge Integration in Life Sciences

Linking Biological Databases Semantically for Knowledge Discovery . . . . 22
Sudha Ram, Kunpeng Zhang, and Wei Wei

Integration of Genomic, Proteomic and Biomedical Information on the
Semantic Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Bill Andreopoulos, Aijun An, Xiangji Huang, and Dirk Labudde

Domain Knowledge Integration and Semantical Quality
Management – A Biology Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Marie-Noelle Terrasse, Eric Leclercq, Marinette Savonnet,
Arnaud Da Costa, Pierre Naubourg, and Magali Roux-Rouquie

Towards a Scientific Model Management System . . . . . . . . . . . . . . . . . . . . . 55
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Life Sciences applications typically involve large volumes of data of various kinds
and a multiplicity of software tools for managing, analysing and interpreting
them. There are many challenging problems in the processing of life sciences
data that require effective support by novel theories, methods and technologies.
Conceptual modelling is the key for developing high-performance information
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Abstract. The systemic investigation of the energy metabolism in the
frame of the selfish-brain theory focusses on supply chains. They describe
the transport chain beginning with the energy exploration in the remote
environment until the energy is consumed by neurons in the brain.

Modeling this, the main difficulty consists in the selection of significant
core models among the enormous number of known substances and reg-
ulatory mechanisms, which are afflicted with considerable uncertainties
in general. We supplement the standard bottom-up modeling of certain
mechanisms by a deductive approach. Therefore, we investigate general
supply chains and deduce indispensable elements in the regulatory mech-
anisms from available observations.

A critical selection of system properties and underlying mechanisms
enables us to simulate observations, which cannot be explained by the
classical glucostatic and lipostatic theory. These observations are the e. g.
nearly constant energy level in the brain, the different responses of the
periphery and the brain to atrophic periods and finally the development
of diabetes.

Keywords: human metabolism, supply chains, model reduction.

1 Introduction

In [1], a systemic approach in the analysis of the human metabolism is given.
Obesity is explained as a mistuning of the energy supply chain from the resources
in the environment into the final ATP delivery into the brain [2]. The approach
results in an explanation of the human metabolism as a regulatory system. It
includes the brain as an important energy consumer and as the administrative
instance. Therefore, the brain has a very strong position in the competition for
energy within the body. That is the reason why this approach is called selfish-
brain theory. The selfish-brain theory [1,2,3] can explain certain – partially very
old – observations, which could not be modeled by traditional approaches.

These are two elderly theories which are still rivaling nowadays. These are
the glucostatic theory [4], which assumes that the blood glucose is the hierarchi-
cally highest regulated quantity in the metabolism, and the lipostatic theory [5],

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 2–11, 2008.
c© Springer-Verlag Berlin Heidelberg 2008

http://www.math.uni-luebeck.de/mitarbeiter/langeman
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which presumes that the fat compartment is the highest one in the regulatory
hierarchy. The second theory has become strengthened by the detection of the
hormone leptin [6]. They have the assumption in common that the energy is
passively distributed in the whole body. Both theories cannot explain the devel-
opment of diabetes and related experimental results [7], or the observations of
the asymmetric energy distribution in an atrophic situation [8], of the constant
energy level in the brain [9], which is nearly independent of exogenous influences,
or of the occurrence of appetite when the stores of blood glucose or fat, respec-
tively, are filled. Another fact, which cannot be included in these theories, is the
supply of the neurons by energy on demand [10], what indicates the existence of
the strong pulling mechanism regulating the ATP level in the brain.

The use of regulatory systems in the selfish-brain theory involves some ques-
tions about modeling in medicine and life science in general, because most of
the relations are not as quantified as in physics or engineering. Modeling in
physics follows a bottom-up approach in general. Detailed mechanisms, which
are quantitatively known, are combined in a model, which enables us to simulate
more complex phenomena and to understand the interaction of different mecha-
nisms. In contrast to that, we are faced to an enormous number of mechanisms
in medicine and life science, and most of them are not yet quantified [11]. It
is extremely difficult to create experiments which separate a single mechanism
from all other influences. This is impressively demonstrated in the identification
of the network structure of numerous subsystems of the metabolism in [12]. On
the other hand, regulatory mechanisms are the product of an evolution and are
assumed to be stable with respect to disturbances. These points motivate a top-
down approach, where simple models reproducing fundamental observations are
refined step by step. This has been successfully done for different problems in
[13,14], where e. g. indispensable components of the synaptic plasticity and of
the appetite regulation, respectively, have been identified.

The present paper is based on the mathematical investigation of general sup-
ply chains and the different roles of push and pull components in [3] and on a
deductive assignment of elements in the short-term appetite regulation in [14].
There, a number of phenomena concerning the appetite is modeled by a two-
compartment model with a non-linear appetite activation. A sketch in [3] ex-
tends this very simple model to a short-term model including energy containing
compartments and signals like the activation of the ventromedial hypothalamus
(VMH) governing the energy allocation and the lateral hypothalamus (LH) gov-
erning the appetite [15,16,17]. Here, we firstly present and analyze a resulting
long-term model integrating over the daily cyclic behavior.

The long-term model is given in Sec. 2. Due to its small size of only four com-
partments, it can be completely analyzed by mathematical methods in Sec. 3.
We see that fundamental properties are independent of the parameter choice,
e. g., there is exactly one stable stationary point with an unbounded attrac-
tion domain, and the size of the fat compartment increases with a weakened
allocation. Three selected scenarios are modeled in Sec. 4. These are a cyclic in-
gestive behavior, an atrophic situation and an allocation failure. The simulations
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Fig. 1. Long-term model of the human metabolism. The near environment is abun-
dantly filled. Push and pull mechanisms transport energy from the environment via
the blood into the brain. Fat and muscles form a side compartment, which is reg-
ulated by leptin and the sympathetic nervous system governed by the ventromedial
hypothalamus (VMH). The only additional regulation in the model is the blocking of
the appetite in the lateral hypothalamus (LH) by an activated allocation in the VMH.

demonstrate that the presented model is able to explain the above mentioned
phenomena which are not covered by the traditional approaches. Thereby, it is
the first mathematical model of the human metabolism, which reproduces the
observations in [7,9,8,10]. The paper finishes with a short conclusion.

The long-term model is constructed by the easiest possible relations, i. e.,
linear dependencies and general parameters. It is shown that the fundamental
properties of the proposed model are conserved independent from the particular
parameter choice. It shows some central ideas of the selfish-brain theory, and it
describes the human metabolism as regulatory system with a dominant energy
pull into the brain. The brain is supplied on the demand, and its energy level
stays in a small constant range unaffected of exogenous influences.

Our long-term model in the frame of the selfish-brain theory explains obesity as
a traffic jam in the energy supply chain from the environment into the brain. An
allocation failure leads to a constrained energy transport into the brain, which as
the administrative instance enforces the ingestion. The person is becoming obese.

This statement contradicts the widespread assumption that obese people sim-
ply intake too much due to a lack of self-discipline. But, let us mention that the
regulation of food intake is very strict in a medium time scale. A healthy per-
son intakes about 2500kcal every day. Without self-reflection, most of the people
conserve their weight for years. On the other hand, an additional daily tea-spoon
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of butter would probably lead to a weight gain of at least 2 kg per year. Thus,
we can assume a strong regulation of the ingested amount of food in a medium
or long time scale. Of course, a person becoming obese intakes an increased
amount of energy, since energy conservation holds in a metabolic system, too.
The selfish-brain theory asks why the intake is increased. In forthcoming inves-
tigations, the presented model is combined with stress models [18], metabolic
learning [19] and their interaction.

2 Long-Term Model

Here, we form a long-term model, which is based on the simulation results of a
short-time model [3] including the daily cycling in the need of the periphery de-
scribing the rhythms of sleep and alertness and of working and relaxing. The short-
time model contains regulatorymechanism in the VMH and in the LH by saturated
activation functions. Within the daily cycling, the activation functions periodically
reach their maximum and minimum. The short-time model needs the five energy
containing compartments: near environment, blood, brain, fat, muscles, and three
signals, which are the insulin production, and the activations of VMH and LH. It
reproduces a number of experimental observation, e. g. the effect that fast ingested
glucose leads to an enforced insulin production and thus, an enforced energy trans-
port into the fat [20,21]. Finally, the brain does not receive the required energy and
generates appetite in the LH. Such a detailed model restricts the possibilities of a
mathematical analysis and of numerical long-term simulations. That is the reason
why it has been reduced to its long-term effects.

The long-term model presented here, reduces the number of compartments
to four: the near environment, the blood glucose, the brain and the periphery
compartment combining fat and muscles. The energy levels are denoted by E for
the environment, by B for the blood glucose, by Y for the brain energy level and
by F for the fat. The regulatory mechanism are described by linear functions,
because the long-term changes are close to the equilibrium point. Furthermore,
our model should not depend on the particular choice of the non-linearities,
and the mechanisms are the stable result of an evolutionary development and
do not depend too sensitively on exogenous influences. We have checked that
physiological non-linearities do not affect the fundamental behavior of the model.

The model equations connect the time-derivatives of the energy levels in the
compartments with the fluxes. That means

Ė = jin − jEB, (1)
Ḃ = jEB − jBY − jBF, (2)
Ẏ = jBY − jY

out, (3)
Ḟ = jBF − jF

out, (4)

where jEB denotes the energy flux from the environment into the blood, shortly
called ingestion, jBY is the energy flux from the blood into the brain and jBF is the
flux from the blood into the fat. Furthermore, the system (1–4) contains the need
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of the brain described by an energy outflow jY
out and the need of the periphery jF

out.
Here, the needs are assumed to be constant. The inflow into the near environment
is modeled by jin. For simplicity, we fix the set-points of the energy levels in the
compartments to 0, and the constitutive equations read as

jEB = k1E − �1B + αY, (5)
jBY = k2B − �2Y, (6)
jBF = jfat − µF + αY, (7)
jin = −�inE. (8)

The fluxes jEB and jBY are composed by a push component with the parameter
ki > 0 and a pull component with the parameter �i > 0, i ∈ {1, 2} [10,22]. The
influx jBF from the blood into the fat is modeled by a constant term jfat > 0,
which is modulated by the leptin response µF , µ > 0 [23] and the allocation αY ,
α > 0. That means a decreasing energy level in the brain diminishes the flow
from the blood glucose into the fat [1,2] by activating the VMH and thus the
sympathetic nervous system. This mechanism contains the diminishing of insulin.
At the same time, the ingestion is blocked in Eq. (5) by a similar term [24].
Finally Eq. (8) models an abundant offer of energy in the remote environment.
Until now, the only presumed restriction of the parameters is their positivity,
i. e. nothing more than the physiological direction of the effects is fixed.

Hence, the equations (1–8) form a dynamical system with only four compart-
ments and linear relations at the right-hand side. The four differential equations
are coupled, and hence, the equilibrium point of the system does not coincide
with the set-points of the single compartments.

3 Model Analysis

First, we investigate the stationary points of the dynamical system in dependency
of the allocation parameter α. The stationarity condition Ė = Ḃ = Ẏ = Ḟ = 0
leads to a 4 × 4–system of linear equations in E, Y , B and F . Its solution is
unique whenever αk2 �= �1�2. In particular the stationary solution is

Fstat(α) =
pα + q

rα + s
with F ′

stat(α) =
ps − qr

(rα + s)2
. (9)

The coefficients in Eq. (9) are

p = k1k2(jF
out + jY

out) + jfatk2�in + jF
out�in(k2 + �1),

and
q = �1�2�in(jF

out − jfat) , r = k2�inµ and s = �1�2�inµ.

Then, we find that the nominator of the derivative F ′
stat(α) fulfills

ps − rq = −µ�1�2�in[(jF
out + jY

out)k1k2 + (2k2 + �1)�in] < 0,
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which is negative for all choices of positive parameters. Hence, the stationary
size of the fat compartment increases with a decreasing allocation strength α
independent from the particular parameters. A similar calculation shows that
the stationary blood glucose is increasing with a decreasing allocation parameter
α. It can be argued that �1�2 − αk2 > 0 or rα + s > 0, respectively, is the
physiological range of the solution because even a vanishing α does not affect an
infinite body weight.

The stationary solution is globally stable. The Jacobian of the right hand side
is

J =

⎛
⎜⎜⎝

−k1 − �in �1 −α 0
k1 −k2 − �1 �2 µ
0 k2 −�2 0
0 0 α −µ

⎞
⎟⎟⎠ ,

which is negatively definite because all minors M1, . . . , M4 of −J have positive

determinants. i. e. M1 = k1 + �in > 0, detM2 = k1k2 + (k2 + �1)�in > 0, and

M1 = k1 + �in > 0 , detM2 = k1k2 + (k2 + �1)�in > 0,

and

detM3 = αk1k2 + �1�2�in > 0 , detM4 = �inµ(�1�2 − αk2) = rα + s > 0.

Thus, the dynamical system moves towards the stationary state from every initial
state [25]. In particular, a traumatic change of α, which is a decrease in general,
leads to a changed stationary state after a transient phase.

The oscillating behavior and the role of the side compartment fat are generally
discussed in [3]. We recognize the general behavior in the particular model in
the following section dealing with certain scenarios.
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Fig. 2. A cyclic food intake generates oscillations in the compartments of the supply
chain. The amplitudes are decreasing within the supply chain from the environment into
the brain and the set-points are reached in an enforced manner due to the increasing
pull component. All set-points are normalized to 1. The physiological range does not
necessarily contain the set-point, an example is given in grey for the blood glucose.
Remark that the supply chain finishes with the brain, fat is a side compartment.
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4 Scenarios

The long-term model deals with normalized quantities. All set-points are set to
0 in Eqs. (1–4). That simplifies the mathematical analysis without restriction of
the generality because the set-points are changed by an affine transformation.
In the present section, the set-points are set to 1 to demonstrate that E, B, Y
and F describe positive energy levels in the respective compartment. Also, the
time scales are not identical for the scenarios presented here. However, realistic
time scales are the result of a suitable transformation, too.

The first scenario we investigate here is a cyclic food intake, see [14] for model-
ing social and natural cycling, which lead to a recurrent food offer. Experiments
show that the energy level in the brain is constant and independent of exogenous
influences [9]. The results shown in Fig. 2 reproduce this experimental observa-
tion, whereas the energy level in the near environment and in the blood glucose
oscillate in an enforced manner. The fat compartment acts as a store and damps
the oscillations. The set-point of the energy levels was normalized to 1, and it
is remarked that the physiological range of e. g. the blood glucose does not need
to contain the set-point. The regulatory system of the blood glucose is under a
permanent load by the energy flows.
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environment

0 5 10
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blood

0 5 10
0.4

0.6
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fat/muscle

Fig. 3. Atrophic situation. The influx into the near environment compartment is cut in
a time interval. Consequently, we observe a decrease of the blood glucose and the energy
level in the fat compartment. But, the energy level in the brain is nearly unchanged,
corresponding to [8].

The next scenario deals with an atrophic situation, i. e. with a lacking food
offer. This is modeled by restricting the inflow jin into the near environment in a
time interval. Very old experimental observations show that the energy level in
the brain stays nearly constant anyhow [8]. This observation cannot be explained
by the glucostatic or lipostatic theory. However, the simulations shown in Fig. 3
indicate the reproduction of the observed behavior. While the energy level in
the environment, the blood and the fat decreases dramatically, the energy level
in the brain stays nearly constant. The competition for energy is definitely won
by the brain [1].

In the last scenario, a traumatic experience occurs, which abruptly decreases
the allocation strength α. The dynamical system moves towards the new equilib-
rium with an enlarged fat compartment and an increased blood glucose. Obesity
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Fig. 4. Development of obesity and diabetes. A traumatic experience is modeled by
an instantaneous fall of the allocation parameter α. More energy is transported into
the increasing fat. This enforced transport is a load on the blood glucose, which is
decreasing in a shorter time-scale [26]. Finally, the new equilibrium state with an
enlarged fat compartment is found. It contains an increase level of blood glucose, i. e.,
diabetes.

occurs. Within the transient phase, more energy is transported into the fat, and
the blood glucose is decreased. That transient decrease has been observed in
experiments [26]. Diabetes, i.e. a permanently increased blood glucose, develops
at the end of the transient phase when the changed stationary state is nearly
reached.

Hence, our model can identify a reason for the development of diabetes,
namely the allocation failure. Our explanation shows that a medical decrease
of the blood glucose disturbs the energy supply into the brain and leads to the
dramatic consequence of a cerebral energy loss [7].

5 Conclusion

We have introduced the ideas of the selfish-brain theory, which regards the brain
as consumer and as administrative instance in the regulatory system of the hu-
man metabolism. In contrast to the glucostatic and lipostatic theory, it concen-
trates on the pull mechanisms of the brain, which realize the supply of energy on
demand. This theory is the first one, which allows us to explain the development
of obesity and diabetes.

The investigation of the human metabolism as a regulatory mechanism in-
volves questions of the possibility of a quantitative modeling in a not completely
quantified field of research like medicine or life science. The consideration leads to
the regard of core models containing a selected number of mechanisms described
by simple linear relations. The resulting model properties are independent of the
particular choice of the parameters.

We have presented a long-term model of the human metabolism consisting of
the four compartments: near environment, blood glucose, brain and periphery,
where the periphery combines fat and muscles. The activation of the ventro-
medial hypothalamus governing the allocation and of the lateral hypothalamus
enter the model by the dependency of the fluxes on the brain energy level.
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The model allows a rough simulation of different scenarios like cyclic food offer
or atrophic periods. While the first scenario leads to oscillating energy levels in
the environment, the blood and the fat, but not in the brain, the second scenario
results in a nearly constant energy level in the brain, too, but the ones in the
other three compartments decrease. These simulation results are in accordance
with a number of known experimental observations.

Furthermore, the model simulates the development of obesity and diabetes
after a traumatic experience leading to an instantaneous decrease of the alloca-
tion strength. It may be followed by a second phase when the changed fluxes
damage the self-excited growth of the beta-cells.

The systemic understanding of the human metabolism would enable us to
focus on central phenomena and key relations in the model. But until then,
the presented model should be discussed in its interaction to other regulatory
systems like the stress axis [27] and the memory [13].
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8. Krieger, M.: Über die Atrophie menschlicher Organe bei Inanition [On the human
atrophy as a result of undernourishment]. Z. Angew. Anat. Konstitutionsl 7, 87–134
(1921)

9. Oltmanns, K.M., Melchert, U.H., Scholand-Engler, H.G., Howitz, M.C., Schultes,
B., Schweiger, U., Hohagen, F., Born, J., Peters, A., Pellerin, L.: Differential en-
ergetic response of brain vs.skeletal muscle upon glycemic variations in healthy
humans. Am. J. Physiol. Regul. Integr. Comp. Physiol. 294, R 12–R 16 (2008)

10. Magistretti, P.J., Pellerin, L., Rothman, D.L., Shulman, R.G.: Energy on demand.
Science 283, 496–497 (1999)

11. Murray, J.D.: Mathematical Biology. Springer, New York (2002)
12. Duarte, N.C., Becker, S.A., Jamshidi, N., Thiele, I., Mo, L.M., Vo, T.D., Srivas,

R., Palsson, B.Ø.: Global reconstruction of the human metabolic network based
on genomic and bibliomic data. Proc. Natl. Acad. Sci. 104, 1777–1782 (2007)



Models of the Human Metabolism 11

13. Langemann, D., Pellerin, L., Peters, A.: Making sense of AMPA receptor trafficking
by modeling molecular mechanisms of synaptic plasticity. Brain Research 1207, 60–
72 (2008)

14. Langemann, D., Peters, A.: Deductive functional assignment of elements in the
appetite regulation. J. Biol. Phys. (in print, 2008)

15. Berthoud, H.R.: Mind versus metabolism in the control of food intake and energy
balance. Physiol. Behav. 81, 781–793 (2004)

16. Morton, G.J., Cummings, D.E., Baskin, D.G., Barsh, G.S., Schwartz, M.W.: Cen-
tral nervous system control of food intake and body weight. Nature 443, 289–295
(2006)

17. Neary, N.M., Goldstone, A.P., Bloom, S.R.: Appetite regulation: from the gut to
the hypothalamus. Clin. Endocrino. 60, 153–160 (2004)

18. Dallman, M.F., Pecoraro, N., Akana, S.F., la Fleur, S.E., Gomez, F., Houshyar, H.,
Bell, M.E., Bhatnagar, S., Laugero, K.D., Manalo, S.: Chronic stress and obesity:
a new view of comfort food. Proc. Natl. Acad. Sci. 100/20, 11696–11701 (2003)

19. Petrovich, G.D., Setlow, B., Holland, P.C., Gallagher, M.: Amygdalo-hypothalamic
circuit allows learned cues to override satiety and promote eating. J. Neurosci. 22,
8748–8753 (2002)

20. Malik, V.S., Schulze, M.B., Hu, F.B.: Intake of sugar-sweetened beverages and
weight gain. Am. J. Clin. Nutr. 84, 274–288 (2006)

21. DiMeglio, D.P., Mattes, R.D.: Liquid versus solid carbohydrate: effects on the food
intake and body weight. Int. J. Obesity 24/6, 794–800 (2004)

22. Vannucci, S.J., Maher, F., Simpson, I.A.: Glucose transporter proteins in brain:
Delivery of glucose neurons and glia. Glia 21, 2–21 (1997)

23. Bouret, S.G., Draper, S.J., Simerly, R.B.: Trophic action of leptin on hypothalamic
neurons that regulate feeding. Science 304, 108–110 (2004)

24. Beverly, J.L., de Vries, M.G., Beverly, M.F., Arseneau, L.M.: Norepinephrine me-
diates glucoprivic-induced increase in GABA in the ventromedial hypothalamus of
rats. Am. J. Physiol. Regul. Integr. Comp. Physiol. 279, R 990-R 996 (2000)

25. Hubbard, J.H., West, B.H.: Differential Equations: A Dynamical Systems Ap-
proach: Higher-Dimensional Systems. Springer, New York (1995)

26. Bingham, N.C., Anderson, K.K., Reuter, A.L., Stallings, N.R., Parker, K.L.: Se-
lective loss of leptin receptors in the ventromedial hypothalamic nucleus results
in increase adiposity and a metabolic syndrome. Endocrinology 149(5), 2138–2148
(2008)

27. Peters, A., Conrad, M., Hubold, C., Schweiger, U., Fischer, B., Fehm, H.L.: The
principle of homeostasis in the hypothalamus-pituitary-adrenal system: New insight
from positive feedback. Am. J. Physiol. Regul. Integr. Comp. Physiol. 293/1, R 83-
R 89 (2007)



I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 12–21, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Designing Privacy-Aware Personal Health Record 
Systems 

Reza Samavi and Thodoros Topaloglou 

University of Toronto, 5 King’s College Road, Toronto, Ontario M5S3G8, Canada  
{samavi,thodoros}@mie.utoronto.ca  

Abstract. Implementation of Personal Health Record (PHR) systems involves 
multiple stakeholders with different interpretations and expectations; more im-
portantly it involves changes in the custody of data, patient privacy, and consent 
management. In PHR analysis we need to answer questions such as: Who is the 
provider of PHR? Who has access to the patient data and why? And how the 
system can empower the patient? And how can the patient privacy be managed. 
This paper exploits techniques from Goal and Agent-oriented Requirements 
Engineering and proposes a methodological framework for dealing with con-
cerns surrounding PHR systems. The framework is illustrated through an exam-
ple that emphasizes the privacy aspects of PHRs.   

1   Introduction 

Personal Health Record Systems (aka PHR or PHRS) promise to empower patients 
and make them active participants in their care [1]. A PHR ventures to keep all infor-
mation related to an individual’s health either entered by the individual or interac-
tively pulled from provider’s Electronic Health Records (EHR). Therefore a PHR 
system, and its data, affect not only the patient, but other stakeholders such as payers, 
providers, and clinicians. These stakeholders are related to each other in a social set-
ting, where at the same time each stakeholder is autonomous with its own goals, mo-
tivations and intentions. There are many sensitive issues in the health process with 
regards to PHRs that need to be investigated.  A recent study reports that patients are 
willing to embrace PHRs if they contribute to their quality and continuity of care, and 
more importantly if their privacy and security are carefully managed [2]. It is impor-
tant that PHR designs are well documented and communicated such that “big picture” 
becomes available and understood by its stakeholders early in the deign process. This 
necessitates the use of advanced conceptual modelling and early requirement engi-
neering (RE) methodologies. 

In PHR analysis we need to answer questions such as: Who is the provider of 
PHR? Who has access to the patient data and why? How the system can empower the 
patient while all privacy policies are in the place? And how can we verify that the 
system to-be for a PHR matches with real needs of its stakeholders? Therefore, thor-
ough analysis of stakeholders’ preferences, objectives, intentions, their dependency 
and trust relationship, and the policies that involved (e.g. HIPAA [3] or PIPEDA [4]) 
are crucial for the success of PHR systems. Without a systematic analysis of PHR 
requirements and stakeholders expectations, it is hard to determine how any of the 
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currently proposed technologies meets the needs of PHRs. The use of appropriate 
requirements modelling languages can create an abstract view of strategic relationship 
between stakeholders. An agent-oriented requirements modelling framework can 
bring forth the PHRs stakeholders goals, intentions and motivations while additional 
modelling mechanisms are needed to describe the coordination of trust relationships, 
privacy policies, user preferences, and data protection policies. In this work, we apply 
a combination of i*/Tropos [5] and S(ecure)Tropos [6] agent-oriented modelling 
frameworks in order to describe the functional dependencies and the trust network of 
actors in PHRs. We expect that this work will help us to understand the organizational 
context of a PHR system along with the goals of participants and their social relation-
ships and clarify the functional and privacy requirements of the system to-be.  

In Section 2 of this paper we provide a definition and taxonomy of PHRs. In Sec-
tion 3 we outline our rationale for using agent-oriented modelling language for PHRs 
requirements analysis. Then we introduce a hypothetical case study and show the 
power of a requirement engineering framework on PHR analysis. In Section 4, we 
convert our experience into a practical methodology for PHRs requirements analysis. 
Finally, we conclude the paper with some directions for future work in Section 5. 

2   PHR Definition, Characteristics, Types and Taxonomies 

PHR is defined as an electronic application through which individuals can access, 
manage and share their health information in a private, secure and confidential envi-
ronment [8]. Different models of PHRs have been proposed. From a stand-alone PHR 
which does not have direct connectivity to the records stored on providers databases 
to a tethered PHR which is owned and entirely managed by one or more health insti-
tution. Patient’s control over her data in the latter is limited to viewing a pre-designed 
portal, while in the former, patient is responsible for entering all the data by herself. 
Between these two extremes there is the hybrid PHR or interconnected PHR. Each 
PHR type is associated with different risks and opportunities both for patient herself 
and for the other participants in the health care process. For example, in stand-alone 
PHR, managing privacy is simplified, since the PHR does not have a direct connec-
tion to the providers’ records. In such a scenario, keeping the PHR up-to-date and 
patient’s ability to correctly and trustworthy enter all medical information on his re-
cord are major concerns. By contrast, with interconnected PHRs, the integration of 
existing data with newly acquired data from provider EHRs, and managing the patient 
privacy are the major concerns.  The PHR could potentially transform the whole 
health care system including the relationship between patient and the providers. This 
happens because PHRs empower patients to participate in their own care in ways that 
were not able to do so far. For example they can use their PHR able them to provide 
more relevant data to clinicians, or to monitor compliance with a treatment plan, or 
use the PHR for data exchange between different providers. 

3   PHR Requirement Analysis 

The success or failure of information system development highly depends on the quality 
of their requirements [9]. The quality of requirements in turn depends on requirement 
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elicitation techniques [10]. An important step in any information system design is se-
lecting an appropriate elicitation technique. For PHR requirements analysis, the model-
ling technique should be able to capture the multiple goals of PHR stakeholders and 
detect possible conflicts and inconsistencies among them.  

Agent–oriented modelling techniques such as i*/Tropos have been successfully 
applied in Requirements Engineering problems [11], strategic analysis of business 
models [12], and modelling trust, security and privacy [13]. The agent abstraction in 
i* supports the elicitation, exploration, and analysis of the social actors and the sys-
tems-in-the-world, possible alternatives in how they relate to each other, and the pros 
and cons of the alternatives.  i* captures characteristics such as intentionality, auton-
omy, and socialization of all agents in a dependency network. Therefore i* offers the 
right abstractions to analyze PHR requirements. While a detailed description of i* is 
beyond the scope of this report, we will describe the parts of the i* notation as they 
are used in our analysis. We also present a scenario of PHR usage in order to illustrate 
how i* can be used in the course of PHRs analysis.  

3.1   A Hypothetical Case Study 

Assume that Alice wants to visit a neurologist for the pains she feels in her wrists. 
While she likes to share with her doctor all her health record, she prefers to avoid 
sharing attention deficit problem she had experienced during her pre-teenage. How-
ever, she doesn’t like to entirely delete this part of data from her health record, be-
cause she has decided to counsel with a psychiatrist later this month to discuss her 
poor performance in last semester at the university. Her psychiatrist decides to seek 
counsel for Alice’s case from one of his colleagues in a research institute (RI) special-
ized in ADHD (attention-deficit hyperactivity disorder). Alice agrees to share her 
Health data if only the relevant part will be transmitted, her data only be used for  
her treatment purpose. and the data will be removed from the RI repository as soon as 
her case is closed. 

We use this case study throughout the rest of this paper and show how conceptual 
modelling can help understand and systematically analyze Alice’s goals, her clini-
cians’ goals, and how a PHR system may address these goals.    

3.2   Modelling PHRs Socio-technical Environment Using  i*/Tropos 

i*/Tropos is a framework for agent-oriented requirements analysis. Agent modelling 
aims to determine what various actors want and how (and whether) their objectives 
are achieved. The name i* stands for distributed intentionality [6], referring to the fact 
that actors have intentions and that they do not necessarily share common goals. An 
actor ( ) interacts with other actors not only through actions or information flows but 
also relate to each other at an intentional level. They depend ( ) on each other to 
achieve goals ( ), perform Tasks ( ), and furnish Resources ( ). While each actor 
aims to pursue his/her strategic goals, they rely on others through a network of inten-
tional dependencies. A softgoal( ) is a goal without a clear-cut criterion for 
achievement. Softgoals are typically used to represent quality goals. Additional inten-
tional elements are also used to analyze the reasoning structure within each actor. 

Means-ends ( ) shows a particular way to achieve a goal. Decomposition ( ) 
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shows how an intentional element is decomposed. Contribution ( ) shows a 
contribution toward satisfying a soft goal. A role ( ) conveys the notion of an ab-
stract actor. An agent ( ) is a concrete, physical actor. A role can be played by one 
or more agents. Using the i* notation one can describe a system and its socio-
technical environment.  

The first step in using i* for requirements analysis is Actor modelling. In the case 
outlined above, Alice, the neurologist, and the psychiatrist are the agents. In an abstract 
level they can be represented by actor such as Patient and Clinician. Usually actors 
have specific goals that they like to fulfill. If they are not capable to fulfill them indi-
vidually, they depend on other actors in the system to fulfill these goals. Figure 1 
shows a much simplified Strategic Dependency (SD) model between actors in our 
example. The domain requirement analysis with i* is an iterative and semi-automatic 
process. Modelling starts with a basic idea about the domain. As we add more con-
straints and dependencies to the model, we begin to explore the vulnerabilities of de-
pender since in each dependency relationship the dependee may fail to fulfill a goal or 
a task. Therefore, the requirement for alternative ways of performing a task or achiev-
ing a goal might be identified.  Explicit representation of goals and dependencies may 
unravel new actors and goals (Patient Medical Record or PMR in Figure 1). A Strate-
gic Dependency (SD) model expresses what actors want from each others in a high 
abstract level. We use this model in order to explore how the actor’s expectations may 
change, for instance, by adopting new technologies, or using a new software agent in 
the system. In this way we analyze the requirements for the new system (to-be).  

D

 

Fig. 1. A simplified Strategic Dependency model when provider uses a PMR system 

In the case study Alice visits two Clinicians, a Neurologist (C1) and a Psychiatrist 
(C2). The model of Figure 2 represents this with two actor instantiation relationships 
of the Clinician role. In the new landscape, the Psychiatrist (C2) not only depends on 
patient for her personal info, but he depends on Neurologist (C1) for up-to-date per-
sonal health data of Alice. In such a scenario, if C1 does not provide the resource on 
time, it makes the patient vulnerable and put her heath at risk. This simple example 
clearly shows that while Alice is the owner of her health data, the system can make 
her vulnerable. The i* SD model makes this implicit vulnerability explicit.  
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Fig. 2. i*Tropos Rationale Model when patient uses a stand alone PHR system 

To eliminate this vulnerability another alternative could be to use an interoperable 
EHR controlled by a third party (e.g, the healthcare system1). Because of space limita-
tions, we do not present the model for this alternative, but our analysis revealed that 
this creates another chain of dependencies which could be a source of additional ef-
forts and inefficiencies. A third alternative is that the patient uses a stand alone PHR. 
In this option, Alice stores all her health data on a PHR and she personally keeps it 
up-to-date. So, when she meets Psychiatrist she has already entered previous data 
from her visit with Neurologist. It seems that a stand-alone PHR can potentially play 
the role of an interoperable EHR. Strategic Rationale (SR) model in i*/Tropos helps 
investigate this scenario (Figure 2).  

SR model in i*/Tropos provides semantics for the internal goal structure for each 
actor. This model helps analysts to construct and explore the space of alternatives 
available to each actor. Graph-based algorithms, such as qualitative label propagation, 
can be applied to interactively evaluate whether goals are achieved. Five type of 
qualitative i* labels satisficed , denied , weakly satisficed , weakly denied , 
unknown , and conflict  are used for this purpose. For example, in this scenario 
(replacing EHR with standalone PHR) we notice that two softgoals, Secure Medical 
Record for Patient and High quality of care for C1 are satisficed, while the status for 
two other softgoals, Motivated to use of the Patient and High quality care of C2 are 
unknown. These two goals need further refinement. We apply the layering technique 
proposed in [12] and NFR framework [7] for the refinement of these strategic goals 
(Figure 3).  

                                                           
1 Canada Health Infoway is such an example.  
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3.3   Modelling PHRs Stakeholders Strategic Goals 

The purpose of using goal models is to understand the degree at which a design 
choice is in synergy (or conflict) with top strategic goals of an actor. The NFR 
framework used for goal modelling was originally developed for dealing with non-
functional requirements in software engineering [7]. The NFR consists of defining a 
set of softgoals which express criteria for system quality, and evaluating the degree to 
which an alternative model structure would lead to an information system (IS) that 
satisfices those qualitative goals. Links between top level qualitative goals to alterna-
tive models for IS creates a softgoal interdependency graph (SIG). A goal graph pro-
vides vertical traceability from high-level strategic concerns to low-level technical 
details [14].  
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Fig. 3.(a) Patient’s goal model (b)Clinician’s goal model 

In our running example, we first build a simplified SIG for the Patient (Alice). The 
high level strategic goals for the Patient are identified as Patient empowerment and 
Patient privacy. The design choice at the bottom of the graph is Standalone PHR (Fig-
ure 3-a). As moving downward (top-down) in SIG, the generic elements on top can be 
refined to some elements which are contextual and domain dependent. At the end they 
can be operationalized to processes and mechanisms which are implementable. We use 
the decomposition relationship for this purpose. Conversely, when moving upward 
(bottom-up), the graph shows the contribution and correlation of design choices to-
wards the refined goals on top. In this way, the goal model makes the requirements for 
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the stand-alone PHR system explicit. For example, we identified three requirements 
mentioned in the operationalization section of Figure 3-a; (i) Data input by patient, (ii) 
Easy to use GUI, and (iii) Access control System from refinement and operationaliza-
tion of high level goals. 

Patient’s decision on her design choices may affect other stakeholders’ goals. 
Therefore, goal modelling can not be conducted for each actor independently. As 
such, the decisions made by other actors or other important assumptions and beliefs 
will be introduced in model as argumentation construct (little cloud in Figure 3-b). 
Figure 3-b represents the Clinicians goal model. The goal evaluation in this case 
shows Reliable Data for Medical Record may not be satificed due to the asserted 
assumption that a Patient usually cannot provide trustable input for complex medical 
terminologies. The expressiveness of the model makes such assumptions explicit.  

The whole process of requirement analysis is iterative; we may go back and forth a 
few times between different stakeholders’ goal model and SD and SR models in order 
to verify and validate the elicited requirements. As we continue the agent-oriented 
modelling exercise we find answer to our questions and identify new requirements.  

3.4   Requirements Analysis for Privacy-Aware PHRs 

PRIME [15] defines information privacy as “being in a position to determine for one-
self, when, how, and to what extent information about oneself is communicated to 
others.” In the case of PHRs, a patient as the owner of his/her health data should be in 
a position to enforce his/her privacy in any instance of sharing information with other 
parties involved in the healthcare process. All privacy policies (e.g. HIPAA [3], 
PIMEDA [4]) acknowledge the patient’s rights to delegate, monitor or specify pur-
pose when his/her data  are shared with others. These policies need to be operational-
ized by the specific requirements in the system-to-be.  

Until now, the proposed modelling framework helps to analyze functional require-
ments of PHRs alongside the privacy as a high level strategic goal of the patient. This 
allowed us to explicitly identify how a design choice for PHR may affect this goal. In 
the model shown, in Figure 3-a access control considered as a requirement for achiev-
ing the privacy goal. Here we observe a leap between the high level privacy goal and 
its next refinement as Access control [17]. While Access control deals only with per-
mission and denial of access, privacy protection requires dealing with ownership of 
data, purpose of access, obligations of data recipients, and monitoring the compliance 
with the promised policies [16]. Therefore, we choose to utilize STropos [6] which is 
an extension of the i*/Tropos for privacy requirements analysis.  

The extended methodology provides two new modelling opportunities, Trust model-
ling and Delegation modelling. The former differentiates between actors which trust 
other actors for goal, tasks, and resources, with actors which own them. The later dif-
ferentiates between actors that delegate to other actors permission (you can do but you 
do not need to [18]) and actors that delegate execution on goals, tasks, and resources (if 
you do not do the job, I hurt). This enhanced modelling technique  incorporates con-
cepts such as ownership of goal, task, or a resource; trust between two actors when 
truster trust to trustee on the trusteum; provisioning which indicates the capability of 



 Designing Privacy-Aware Personal Health Record Systems 19 

an actor to achieve some goal, or execute a task; and delegation between two actors 
when delegater delegates to delegatee permission or execution on the delegatum. 

Figure 4-a depicts the trust relationship between Alice, her Psychiatrist and the Re-
search Institute. The Trust model captures the owners of goals, tasks, or resources, 
and drives the incorporation of privacy requirements into the functional requirements 
of the PHRs [6]. Alice owns the resource PHR, and the doctor owns the treatment 
goal. The owner of a goal or resource has full authority of the fulfillment of a goal or 
use of a resource. The edge between goal and the actor is labeled by O. Alice trusts 
her doctor, therefore the edge between these two actors labeled by T.  The trust be-
tween Psychiatrist and the Research Institute is also depicted in Figure 4-a. Interest-
ingly, these two actors trust each other on a resource that neither of them owns. The 
model so far is descriptive in terms of unraveling the trust between actors. For exam-
ple, the model explicitly shows that there is not a trust relationship between Alice and 
Research Institute. The model can be prescriptive in terms of identifying privacy 
requirements. In the model shown in Figure 4- Alice delegates usage on her PHR to 
her doctor. This delegation is a delegation for execution of a goal and labeled by De. 
The doctor in order to fulfill his goal (Alice’s Treatment) wants to delegate Patient 
info to the Research Institute. Since Doctor is not the owner of the resource, a func-
tional requirement must be introduced: Doctor needs Alice’s consent for delegation. 
The type of delegation here is delegation of permission and labeled by Dp. If RI uses 
the resource, it should be for the purpose mentioned in the permission only.  

 

Fig. 4. (a) Partial trust and functional dependency model capturing delegation. (b) Partial trust 
model and functional dependency model capturing monitoring.  

Figure 4-b depicts the same situation, but this time Alice distrusts the Research In-
stitute and would like to enforce her privacy. She hires an ombudsman (O) to monitor 
the Research Institute records to ensure the usage purpose and the deletion of record 
after the specified retention period. The functional dependency between Alice and the 
ombudsman is captured by the Monitor (Research Institute, PHR) goal. The edge 
between Ombudsman and Research Institute represents the monitoring on permission 
which is labeled by Mp. 
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4   A Methodology for the PHR Requirements Analysis   

We now discuss our proposed methodology for requirements analysis of Personal 
Health Record systems. In our proposal, the i*/Tropos, and Secure Tropos are two 
complementary agent oriented frameworks used to model the functional and privacy 
concerns of PHRs.  The NFR framework is also used for building and evaluating each 
actor’s strategic goals. Figure 5 outlines a set of practical steps, using these three 
frameworks, to systematically analyze the PHR requirements. As illustrated during 
this paper, we start with the modelling actors in i*/Tropos, then modelling of their 
dependencies and the creation of a Strategic Rationale model. For each actor in the 
SR model we build the goal graph to ensure the alternatives selected in the rationale 
model are in line with the strategic goals of each actor. This is an iterative process and 
we have to go back and forth between goal models of different actors, change the 
assumptions and evaluate the goal model again. The next step will be modelling dele-
gation and trust. A conceptual refinement of the delegation and trust comes later; this 
allows to capture and model important Privacy concerns [18].  

 

Fig. 5. The proposed methodology for PHRs requirements analysis 

5   Conclusions 

Emerging technologies of PHRs surface concerns about their connectivity to EHRs 
and patient privacy and security. We have showed that PHRs are complex and 
socio-technical systems that involve different stakeholders. We have provided evi-
dence that because of this complexity a systematic requirements elicitation method-
ology in early stage of PHRs design is required. None of the requirements engineer-
ing techniques individually can sufficiently address requirements analysis of an 
ideal PHR system. We proposed a methodology that is as hybrid of i*/Tropos, 
STropos and NFR frameworks for this purpose.  The proposed methodology helped 
to understand important properties of current PHRs technologies. We applied the 
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above mentioned agent-oriented frameworks to create conceptual models that de-
scribe a PHR system (“as-is” state). Using a hypothetical case study we addressed 
different privacy concerns which translate to new requirements for PHRs (“to be” 
state).  The next step of our work is to extend our modelling efforts and elicit a 
complete list of privacy requirements for PHRs based on reality derived scenaria 
concerning privacy.  
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Abstract. Many important life sciences questions are aimed at studying the re-
lationships and interactions between biological functions/processes and biologi-
cal entities such as genes. The answers may be found by examining diverse 
types of biological/genomic databases. Finding these answers, however, re-
quires accessing, and retrieving data, from diverse biological data sources. 
More importantly, sophisticated knowledge discovery processes involve trav-
ersing through large numbers of inherent links among various data sources. 
Currently, the links among data are either implemented as hyperlinks without 
explicitly indicating their meanings and labels, or hidden in a seemingly simple 
text format. Consequently, biologists spend numerous hours identifying poten-
tially useful links and following each lead manually, which is time-consuming 
and error-prone. Our research is aimed at constructing semantic relationships 
among all biological entities. We have designed a semantic model to categorize 
and formally define the links. By incorporating ontologies such as Gene or Se-
quence ontology, we propose techniques to analyze the links embedded within 
and among data records, to explicitly label their semantics, and to facilitate link 
traversal, querying, and data sharing. Users may then ask complicated and ad 
hoc questions and even design their own workflow to support their knowledge 
discovery processes. In addition, we have performed an empirical analysis to 
demonstrate that our method can not only improve the efficiency of querying 
multiple databases, but also yield more useful information. 

Keywords: Semantics, Conceptual modeling, Ontology. 

1   Introduction 

Understanding the relationships and interactions between biological functions/ proc-
esses and biological entities has become a very important research focus in the life 
sciences. Diverse biological data are being collected and stored to enable retrieval, 
sharing, and scientific discovery. Life science researchers use these data to discover 
implicit or explicit knowledge by traversing through a large numbers of inherent links 
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among the various data sources. Currently, the links among data are either imple-
mented as hyperlinks without explicitly indicating their meanings and labels, or hid-
den in a seemingly simple text format. Consequently, biologists spend numerous 
hours identifying potentially useful links and following each lead manually, which is 
time consuming and error-prone. 

The three major repositories NCBI (National Center for Biotechnology Informa-
tion), DDBJ (DNA Databank of Japan), and EBI (European Bioinformatics Institute) 

have made significant efforts recently to provide integrated access to multiple bio-
logical databases, e.g. via the Entrez system[4,5]. Such systems are useful because 
they provide access to multiple databases through a common user interface. However, 
they typically do not attempt to label the links by understanding and representing their 
semantics. Thus users are still forced to traverse each link individually to see if they 
are worth exploring. Some work has been done to understand semantic links between 
biological databases [13,15,16,17] and to label them. However this work is limited to 
a subset of data including publications, diseases and genes. To the best of our knowl-
edge, past work on conceptual models for biology do not define new constructs to 
explicitly represent their semantics. 

In this paper, we describe a semantic model for biology data, including biological 
functions, processes, and sequences. We also show how the relationships among these 
concepts can be used to explicitly label the hidden links among different databases. In 
addition, we demonstrate how these link semantics can be extracted using text recog-
nition methods and how they enable knowledge discovery. The rest of the paper is 
structured as follows. In the first section we review related research in detail and dis-
cuss their pros and cons. In the next two sections we define and illustrate our semantic 
model, and develop a link categorization framework based on this model. After this 
we present a prototype system that implements the model and semantic links and 
summarize the results of an empirical evaluation of our approach. Finally, we con-
clude with a discussion of the directions for future work. 

2   Related Work 

Various approaches to semantically link biological data sources have been proposed 
by the bioinformatics community. These can be characterized into three major types: 
(a) some are aimed at understanding how to extract and label links to capture seman-
tic knowledge; (b) others understand the relationship among biological entities in 
specific domains such as protein interaction, gene regulation, and gene deletions; and 
(c) some researchers focus on modeling relationships of biological data entities, in-
cluding biological functions, processes, and sequences. 

The Entrez system [4] from the National Center for Biotechnology Information 
(NCBI) is an integrated, text-based search and retrieval system for several major life 
sciences databases, including PubMed, Nucleotides and Protein Sequences, Protein 
Structures, Complete Genomes, Taxonomy, and others. The Entrez system essentially 
allows navigation from an entry in one database to another in a different database via 
hyperlinks. However when these hyperlinks are analyzed, the source and the target of 
a link between biological data entries are potentially at a finer level of granularity, and 
may correspond to specific sub-elements or fields. Heymann et.al.,[13] consequently 
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develop a methodology to enhance the structure and the meanings associated with 
these links. They use syntactic and semantic knowledge to explore the explicit mean-
ings of data sources and their interconnections. Similar work on extracting, generat-
ing, and labeling links to enhance their semantics is also reported in Lash et. al.,[16] 
who developed a machine assisted tool to extract and label markers for PubMed ab-
stracts and their links to the human genome. Lacroix et. al.,[15] have further extended 
this work to propose a framework consisting of an ontological layer, a physical layer, 
and a data layer to link multiple biological databases. Recently, Lee et. al.,[17] have 
developed a software tool called LSLink to identify meaningful links, but this tool 
deals with a subset of databases including OMIM (Online Mendelian Inheritance in 
Man) (for diseases), PubMed (publications), and GenBank(for genes). 

Other researchers such as Paton, et. al.,[9,11,18,23] use a UML model to describe 
eukaryotic genome sequence data and genome organization, plus a number of impor-
tant functional datasets, namely protein interaction data, transcription data, and results 
from gene deletions. Additionally, Helden et. al.,[14] propose a new data model to 
describe the physical and functional interactions between genes and proteins, includ-
ing some biological processes. However, they do not explicitly represent their seman-
tics but only label their relationships. 

In addition, some related research in the area of understanding the semantics of bi-
ology data has also been ongoing for a few years. These include Ram and Wei [19], 
which develops a semantic model of 3D protein structures, and [20, 21], which devel-
ops a model to represent the semantics of DNA sequences and primary protein  
sequences. In our paper, we build on this semantics-related work to develop a com-
prehensive conceptual model to represent the semantics of biological entities and their 
relationships, and show how to use this model to classify and label links among the 
databases in the Entrez system. 

3   Our Approach 

3.1   BioSem: A Semantic Model for Biology 

Figure 1 shows a schema using our proposed semantic model called BioSem to repre-
sent biological entities, and their relationships. BioSem defines new constructs to 
express biological data semantics, including compositional relationships among enti-
ties, and important biological functions and processes. These constructs are necessary 
to define a framework for expressing the semantics of links between biological data. 
This model has been developed based on an understanding of the relationships be-
tween biological entities. We provide examples to explain each construct proposed in 
our semantic model. The schema in Figure 1 represents the semantics of all the data 
accessible via the Entrez system. 

The BioSem model is an extension of the entity relationship model first proposed by 
Chen[10]. It is different from traditional ER model in that it creates new constructs to 
describe the semantics of biological entities and their relationships. In biology, sequence 
is a very important concept. Sequences are of various types, including DNA, genes, 
proteins, and mRNA. Each of these sequences is composed of atomic components such 
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as nucleic or amino acids. Sequences are related to each other through different types of 
relationships. One major way to relate them is using compositional relationships which 
are of two types – sequential aggregation and segment. For example, a) a biological 
sequence consists of individual atoms; b) a Gene is a part of a DNA sequence; c) a pro-
tein contains multiple segments called domains. 

Other types of relationships represent important biological processes and functions, 
for example, a) a DNA sequence can be transcribed and translated into a Protein; b) 
Genes participate in regulatory processes; c) Proteins can interact with other Proteins; 
and d) DNA sequences bind with specific Proteins. These constructs with specific 
notations have different semantics, and cannot be represented with the traditional or 
extended ER models. An early form of Sequential Aggregation has been proposed in 
the work by Ram and Wei [16]. Segments, Component Binding, Domain Interaction, 
and Regulatory Aggregation are all new constructs proposed and defined in this pa-
per. Biological publications and diseases are also very important entity classes repre-
sented using standard ER modelling constructs. 

 

Fig. 1. BioSem-Semantic Model of Biological Entities and Their Relationships 
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Sequential Aggregation. The sequential aggregation relationship is defined to repre-
sent the relationship between atoms and sequences. A protein sequence is composed 
of up to 20 types of amino acids. There are 4 types of nucleic acids that are used to 
compose DNA and mRNA sequences. Each atom appears in a specific position in a 
sequence and may be repeated. We use Sseq to denote this relationship, where Sseq is a 
set of 2-tuple <atom, position>. Sseq = {<a, pi> | 1≤ i≤ m}, where a is an atom, pi is its 
position; m is the length of the sequence. For example, a DNA sequence 
(AAACGG…TCTT) which consists of 100 bases, is represented as {<A, 1>, <A, 2>, 
<A, 3>, <C, 4>, <C, 98>, <G, 5>, <G, 6>, …, <T, 97>, <T, 99>, <T, 100>}.  The 
other sequences are similar to DNA, except they may consist of other types of atoms.  

Segment. This is a kind of part-whole relationship but in the reverse direction. It 
differs from a sequential aggregation in that it only requires two positions (a start and 
an end) to specify an entity which is a segment of another entity. For example, a pro-
tein may contain segments called domains; a gene is a segment of a DNA sequence. 
We employ Sseg to represent this relationship, where Sseg is a set of 3-tuple <Start 
Point, End Point, Segment Name>. Sseg = {<si, ei, ni> | 1≤ i≤ m}, where si and ei are 
start and end positions of the ith segment; ni is the name of the ith segment; m is the 
number of segments. Consider proteins and domains for example. Assume that one 
protein A has 3 different domains d1, d2, d3 whose start points are s1, s2, s3, end points 
are e1, e2, e3, and domain names are n1, n2, n3 respectively. We can use start-end posi-
tions and domain names to represent this, {<s1, e1, n1>, <s2, e2, n2>, <s3, e3, n3>}. The 
relationship between Genes and DNA sequences is similar. 

Component Binding. A DNA sequence can transcribe and translate into a protein 
sequence. During this process, other proteins can bind with the DNA sequence. This 
relationship is called “component binding”. It is important to identify the exact site in 
the protein where this binding occurs and the nucleic acids in the DNA sequence 
which participate in this binding. We define Sbind to show this binding relationship, 
where Sbind is a set of 5-tuple <protein, DNA sequence, {positions of binding sites in 
the protein}, {positions of binding sites in the DNA sequence}, objective>. Sbind = 
{<p, d, {ai | 1 ≤ i ≤m}, {bj | 1 ≤ j ≤ n,}, o>}, where p is the protein id, d is the DNA 
sequence id, m is the total number of amino acids taking part in the binding, n is the 
total number of bases taking part in the binding, ai is the position of the ith binding 
site in the protein, bj is the position of the jth binding site in the DNA sequence, o is 
the objective of this binding. Here, binding sites on a protein can be either continuous 
or discrete. The component binding relationship “Affects” the transcription process as 
shown in figure 1. 

Domain Interaction. Proteins can interact with each other. For example, some dis-
eases are caused by a protein's malfunction which may be caused by interaction with 
some other protein. We use Sinteract to denote the domain interaction relationship, 
where Sinteract is a set of 2-tuple, <{protein, protein, domain, domain}, function>. Sinter-

act = {< {pa, pb, di, dj}, f > | 1 ≤ i ≤m, 1 ≤ j ≤ n}, where pa, pb are the protein ids, di is 
a domain of protein pa, dj is a domain of protein pb, m is the number of domains of 
protein pa, n is the number of domains from protein pb. For example, CD4(a kind of 
antibody) interacts with the shell protein of HIV with a function of activating immune 
response. 
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Fig. 2. Gene Regulatory Process 

Regulatory Aggregation. Gene expressions and gene regulations are very important 
functions because they pass genetic information on from DNA sequences to proteins. 
The process is actually carried out by a protein, which is a product of a gene transla-
tion. Figure 2 shows an example of a regulatory process which is a sequence of ordered 
gene pairs. In each gene pair, the first gene regulates the function of the second gene. 

Regulatory process Sreg is a collection of ordered gene pairs. We employ Sreg to rep-
resent this relationship, where Sreg is a set of sets of 2-tuple consisting of < {(gene, 
gene), function} >. Sreg = {{(gi, gj), fl} | 1 ≤ i, i<j, and j ≤ m}, m is the total number of 
genes, l is the function number. For example, the process1 can be represented as Sreg = 
{((g1, g2), f1), ((g2, g3), f2), ((g3, g4), f3)}. 

3.2   Labeling the Links: Link Ontology 

The semantic constructs defined in BioSem can be used to characterize and classify 
the links among biological entities. The hyperlinks recorded in the Entrez system 
between entries in different databases have the relationship semantics represented in 
BioSem. However, many of these are hidden in the records or summaries and need to 
be generated from the hyperlinks and explicitly labeled. For example, in the Entrez 
system, DNA sequences and genes have hyperlinks to each other. Other links are not 
even available as hyperlinks, but need to be generated and labeled. For example, the 
protein-protein interaction link does not explicitly exist in the Entrez system but can 
be derived and generated using other links in BioSem. In the next sections, we show 
how these links can be analyzed, and explicitly labeled and stored in a structured 
format and reused. We classify and label the links using our link ontology which is 
derived from the relationships in BioSem. These labeled links with semantics can then 
help users answer complex queries.  

The relationships defined in BioSem can be classified into six primary types. These 
are: compositional, functional, process, homology, document, and cause-effect. These 
are defined further in this section. 

Compositional Link. This refers to a “part-whole” relationship such as entity A con-
tains entities B and C. It may indicate where exactly B and C are located in A, or, the 
relative positions of B and C in A. In BioSem, there are two specific compositional 
relationships: “Sequential aggregation” and “Segment”. Segment indicates where one 
entity starts and where it ends in the other entity. For example, in the segment rela-
tionship between DNA and Genes, one DNA could have many different genes in 
different segments. Similarly protein secondary structures and protein domains have a 
“segment link”. Sequential aggregation refers to the position of one entity within an 
aggregate entity. For example, a DNA sequence may consist of many nucleic acids. 

Functional Link. There are numerous functions performed by a biological system. 
For example, protein binding with DNA is very common, especially in the process of 
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transcription. This link is used to track which sites (binding sites) in a protein bind 
with a DNA. Similarly in protein-protein interactions, it is important to track which 
domain in one protein interacts with which domain in another protein. There are two 
kinds of Functional links: domain interaction and component binding. 

Process Link. Biological processes are very complex and a source of life. In our 
work, we mainly focus on three types of processes: transcription, translation, and gene 
regulation. Transcription and translation processes link DNA sequences and Proteins, 
while regulation processes link pairs of genes. 

Homology Link. Computational algorithms (BLAST, pBLAST, etc.) are widely used to 
perform sequence or structural homology searches. Similarities among sequences and 
structures can be established by computational methods if the results suggest significant 
similarities among them, even when no experimental work has indicated they are re-
lated. This feature is very important in the knowledge discovery process since the es-
sence of the process is to detect potential links and to try to explain or reason about 
them instead of studying things that have already been found. In our model, we consider 
both sequence and structural homology relationships and label them as homology links. 

Document Link. Genomics research has resulted in a large number of publications. 
Our model has the ability to help users locate publications related to a specific bio-
logical entity. The document link derived from the relationship between PubMed and 
sequences in our model is also represented as a hyperlink in the Entrez system. 

Cause-Effect Link. The cause-effect relationship between biological sequences and 
diseases is very important for medical diagnosis. This link tracks which disease is 
related to which gene or protein. 

A summary of our classification is shown in the link ontology in Figure 3. 

 

Fig. 3. Link Ontology 

4   BioLink: A Prototype System for Linking Biological Databases 

We have implemented a prototype system called BioLink[22] using BioSem and the 
link ontology (see Figure 4).  
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In this prototype we focus on four primary types of data sources: Nucleotides, Pro-
teins, Genes, and PubMed. BioLink uses four main application programming inter-
faces available through Entrez: these are Esearch, Esummary, Efetch, and Elink[5]. 
When a user inputs one or more search criteria using a web based GUI, BioLink calls 
on, ESearch which uses query keywords to retrieve Unique Identifiers (UIDs) for 
records satisfying the search criteria. The resulting UIDs are passed on to ESummary, 
which generates short descriptions of data records with key data fields. EFetch then 
retrieves the set of text files including publications for given UIDs. ELink returns the 
set of identifiers for other records that are potentially related to the UIDs. The Anno-
tation Analyzer is at the core of our system, which is responsible for analyzing the 
hyperlinks returned via Entrez. It uses our link ontology, and other ontologies such as 
Gene ontology[7], Sequence ontology[12] and UMLS[6] to generate labels for all the 
hyperlinks and their components. It also generates new links and their labels. All 
generated links are named and stored in the LINK database. Users may get answers to 
their queries either from preexisting links stored in the LINK database, or they may be 
generated dynamically. In addition, we also use APIs provided by BIND[8] which 
provides some information about protein-protein interaction.  

 
Fig. 4. Architecture of BioLink  

5   Evaluation and Queries 

The main goal of BioLink is to make ad-hoc queries more efficient and help in navi-
gating through a maze of biology data to discover new knowledge. For example, cur-
rently in Entrez, when a user starts with a specific protein and wants to find which 
other proteins it interacts with, she has to manually and painstakingly navigate 
through hundreds of hyperlinks. This process is very time consuming and error prone. 
Similarly, if a user wants to query which processes a particular gene participates in, 
starting from a protein which is translated and transcribed from that gene, she needs to 
navigate back and forth among protein, DNA, gene, and gene ontology databases. 
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Fortunately, our approach can make this navigation easy and more efficient because it 
can use the semantics of the links.  

Our link semantics also enable some unique queries and query pathways which 
currently cannot be accomplished in the Entrez system. Examples of these include 
determining the domain interactions among proteins and gene regulatory pathway 
queries. BioLink can automatically help discover domain interactions between two or 
more proteins using the navigation pathway shown in Figure 5. Starting from a pro-
tein id (Protein A), Biolink can find a corresponding DNA sequence using the   “tran-
scribed” and “translated” links for that protein. A specific gene (Gene A) related to 
this DNA sequence is extracted from the summary of this DNA in the Entrez system. 
Based on the gene-gene interaction link, BioLink finds a set of genes (Gene B, C, …) 
interacting with Gene A. It then goes back to the protein database to get a set of pro-
teins (Protein B, C, …) which are translated from Gene B, C, … respectively.  This 
helps establish the set of proteins (Protein B, C, …) that interact with Protein A.  
Using this interaction information, BioLink generates links between protein A and 
proteins B, C, … with labels and stores them into the LINK database.  

 
Fig. 5. Protein-Protein Interaction 

Gene regulation processes are very important and currently cannot be discovered 
directly from the Entrez system. BioLink makes it possible to generate the gene regu-
lation process using both the link ontology and Gene Ontology (a standard ontology 
available in life sciences) to capture this important biological process. Given a spe-
cific protein (Protein A), BioLink finds a related DNA sequence which is transcribed 
from that protein and the genes from that DNA sequence. Using Gene Ontology, 
BioLink then finds other genes that participate in specific regulatory processes with 
each of these genes and the regulated function in each gene pair. This search process 
is depicted in Figure 6. 

BioLink also helps process popular types of queries such as “which gene is located 
in which segment of a DNA sequence”. This is done using text mining and annotation 
analysis techniques. 

 
Fig. 6. Gene Regulatory Process 
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Finally, BioLink also facilitates homology searches among sequences and struc-
tures. In this type of query, users can set parameters to customize their searches based 
on similarity scores. For example, given a specific protein (Protein A), users can 
search for proteins which are homologous to protein A with a threshold similarity 
score of S, which will exclude sequences with a similarity score of less than the 
threshold value from the final results.  

6   Conclusions and Directions for Future Research 

Linking biological databases semantically can not only improve the efficiency of 
queries, but also help discover new knowledge such as protein interactions. In this 
paper, we develop a comprehensive conceptual model called BioSem to represent 
biological relationships including biological entities, functions and important proc-
esses. Using BioSem, we develop a link ontology and show how to use it to label 
links between biological databases and then use these to navigate and perform com-
plex queries. With the help of Entrez programming utilities and text mining tech-
niques, we also generate new links between biological entities.  

We are in the process of extending this to all of the databases in Entrez and other 
databases specifically in plant sciences. We also hope to do some more extensive 
evaluation of the system and the link ontology. We are also working on improving the 
link generation and navigation techniques. For instance, given an entity, we can get 
all related links, but some meaningless links should be excluded. In future work, we 
want to use data mining techniques to inform users which links are more important 
than others. In addition, for a given query, there is probably more than one navigation 
path. We are investigating techniques to determine the optimal navigation path for 
different types of queries. 
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Abstract. Researchers are faced with the challenge of integrating, on
the basis of a common semantic web framework, the information on
biological processes resulting from genomic and proteomic experimen-
tal studies. Researchers would like to integrate the biological processes’
roles in larger medical conditions, by taking account of the time dimen-
sion. This integration will support automated analysis and reasoning on
the semantic web. We address these challenges by proposing the IGIPI
framework, standing for “Integrating Gene Interactions and Protein In-
teractions”. IGIPI views different experimental studies as pieces of a
puzzle that, if positioned properly, will contribute to a more complete
representation of a biological process or medical condition over time. By
representing the relative time points of events, this framework represents
a biological process based on how it might be observed in an experiment
over time. IGIPI involves integrating different ontologies and vocabular-
ies, such as GO and UMLS/MeSH. We applied IGIPI to yeast and cancer
examples. Availability: http://www.cse.yorku.ca/∼billa/IGIPI/

1 Introduction and Motivation

Biomedical ontologies are often developed in an uncoordinated manner, reflect-
ing hierarchical relations between domain concepts for the purposes of online
database annotation and information retrieval. Individual ontologies often are
not built for semantic web integration of information from different sources, such
as that produced by labs employing different research methods. Ontology devel-
opment often overlooks the time dimension in biological processes, how to reuse
existing ontologies, and consequently ontologies are not interoperable. Ontology
interoperability and information integration on the semantic web will support
automated analysis, machine processing and reasoning about dispersed online
literature, as well as markup of research results online [3]. It is necessary to cre-
ate a common bioinformatics framework for representing experimental results
on biological processes, while integrating the time dimension and previously de-
veloped ontologies. Combining these resources is a step towards utilizing their
full potential for functional knowledge discovery on the semantic web [2,9].

We present the IGIPI framework for integrating the time-relative informa-
tion on a biological process, resulting from genomic and proteomic experimental
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studies. A biological process is a network of gene or protein interactions. In-
tegration involves representing the experimental and environmental conditions
associated with different studies, under which a biological process may be ob-
served. Moreover, genes’ and proteins’ contributions under different conditions
should be unambiguously represented. Different studies and conditions often sug-
gest conflicting results on a network of gene or protein interactions, highlighting
the non-triviality of integration. The contributions of biological processes to a
medical condition, such as cancer, can also be represented with IGIPI. A med-
ical condition is a condition observed in an organism that is of interest to the
biomedical community. IGIPI is based on the notion of ‘goals’ representing the
conditions that need to be satisfied to observe a biological process or medical
condition outcome. If an outcome can be observed by two or more different types
of experimental studies, such as gene expression studies and two-hybrid studies,
then a researcher’s aim is to represent the conditions as goals contributing to
the overall outcome. A separate representation is developed for each biological
process and medical condition, based on an OWL Web Ontology Language spec-
ification of IGIPI. Researchers can refine and reuse existing representations for
semantic markup of websites.

Researchers need to be able to create a complete picture of the cell by inte-
grating the information resulting from different genomic and proteomic studies
[15,13]. One needs to combine the protein interactions observed in two-hybrid
studies with the gene interactions observed in synthetic mutant lethality (SML)
studies. For this, it is necessary to be able to represent the conditions at differ-
ent time points under which the protein and gene interactions were observed.
Integrating the events observed at the higher cellular level helps to draw more
informed conclusions about gene and protein functions and their process involve-
ment, and supports finding knowledge through automated reasoning.

Our objectives in this paper are to provide the ability to represent:

1. a gene/protein inducing a biological process (i.e., a network of gene or protein
interactions), while repressing other biological processes.

2. all experimental and environmental conditions under which a biological
process was observed.

3. a module of genes/proteins inducing or repressing a biological process.
4. a process consisting of events that changes the module of genes/proteins in-

ducing a biological process, e.g., by attracting more genes to join the module
or repelling other genes from the module.

5. the relative time points of active modules of genes/proteins and other events
in a process.

This paper is organized as follows. Section 2 describes the IGIPI abstractions
for biological processes with application on yeast [5]. Section 3 describes exten-
sions of IGIPI for biomedical information with application on cancer. Section 4
discusses analyzing and reasoning with online information. Section 5 puts in the
context of related work. Section 6 concludes the paper.



Integration of Genomic, Proteomic and Biomedical Information 35

2 Integrating Biological Process Information: Timegoals

The IGIPI framework is based on the concept of timegoals. A timegoal is a goal
that needs to be satisfied at a specific time interval in an experiment, in order
for a biological process to be observed (e.g., a network of protein interactions).
Timegoals are goals with no clear-cut criterion for their fulfilment. Instead, a
timegoal may only contribute positively or negatively towards achieving another
timegoal. By using this logic, a timegoal can be satisfied or not. In the IGIPI
framework, satisfying refers to satisfying at some level a goal or a need, but
without necessarily producing the optimal solution.

The IGIPI framework represents information about timegoals using a graphi-
cal representation called the Timegoal Graph (TIG). Figure 1 shows an example
of a TIG. A TIG records all timegoals representing goals in experiments that,
if satisfied, will lead to observing the root biological process. A timegoal is rep-
resented as an oval shape, and interdependencies between timegoals are repre-
sented as edges. The IGIPI framework supports two types of timegoals: NFR
timegoals (high level) and observation timegoals (low level). The term NFR is
derived from the term non-functional requirement used in software engineering;
in our context an NFR timegoal is a high level goal in an experiment, such as an
experimental or environmental condition that needs to be satisfied for observing
a biological process, without stating anything about the low level genomic or
proteomic events that need to occur. A developer starts constructing a TIG by
identifying the top level biological process that is expected to be observed and
sketching a root NFR timegoal for it. The root NFR timegoal of a TIG has a
value taken from a domain of biological processes. This domain is the GO Gene
Ontology biological process. The root NFR timegoal is decomposed into timegoals
that represent more specific information about how the biological process may
be observed.

Timegoals are connected by interdependency links, which show decompositions
of parent timegoals downwards into more specific offspring timegoals. In some
cases the interdendency links are grouped together with an arc; this is referred to
as an AND contribution of the offspring timegoals towards their parent timegoal,
and means that both offspring timegoals must be satisfied to satisfy the parent. In
other cases the interdendency links are grouped together with a double arc; this is
referred to as an OR contribution of the offspring timegoals towards their parent
timegoal and means that only one offspring timegoal needs to be satisfied to sat-
isfy the parent. Figure 1 shows that only one of the timegoals for the three types
of experimental studies needs to be satisfied, to satisfy the “yeast adaptation to a
heat shock” timegoal. When no arc is shown it is an OR contribution by default.

The bottom of a TIG consists of the observation timegoals representing goals
concerning events that need to occur at a low genomic or proteomic level, to
satisfy one or more high level NFR timegoals. An observation timegoal is shown
as a thick oval shape and represents specific information about a manipulation or
an expression of a gene or protein. Observations may be decomposed into more
specific observations at a lower level. Observation timegoals make a positive or
negative contribution towards satisfying one or more high level NFR timegoals.
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Fig. 1. The biological process Timegoal Graph (TIG) for “yeast adaptation to heat
shock” [5]. Thick ovals are observation timegoals and thin ovals are NFR timegoals.
This figure shows observing the “yeast adaptation to a heat shock” in an experiment
as a root NFR timegoal at the top of the TIG. All the different timegoals are arranged
hierarchically; a general parent timegoal is decomposed into more specific offspring
timegoals at lower levels. An offspring timegoal’s time interval is included in the par-
ent timegoal’s time interval. To represent the timegoals that need to be satisfied for
the “yeast adaptation to a heat shock” to be observed experimentally, the root NFR
timegoal is decomposed into the NFR timegoals “gene expression study”, “two-hybrid
study” and “synthetic mutant lethality study”. This means that performing any of
these studies leads to observing the yeast’s adaptation to a heat shock. The NFR
timegoals do not represent information about the low level genomic events that need
to occur for the biological process to be observed; this is the purpose of observation
timegoals, shown as thick oval shapes. At the bottom is an observation timegoal rep-
resenting the general goal of observing the Msn2 gene; this timegoal gets decomposed
into the timegoals of overexpressing the Msn2 gene and observing the Msn2 gene at its
normal expression level. This figure shows a “heat shock” transformation being applied
to the overexpressed Msn2 and Msn4 genes, which causes the CTT1 and HSP12 genes
to be overexpressed at the next time point.
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Figure 1 shows how interdependency links are used to represent an observation
timegoal’s contribution towards satisfying an NFR timegoal; such a contribution
can be positive (‘+’ or ‘++’) or negative (‘-’ or ‘–’).

2.1 Transformations

The IGIPI framework deals with changes that occur over time in a biological
system. It is necessary to represent processes that cause a change in the state
of a biological system, both natural processes such as DNA transcription and
experimental processes such as mixing [3,15,13]. The IGIPI framework refers to
these processes as transformations. Transformations are represented as bro-
ken lines connecting observation timegoals. The IGIPI framework represents
the starting and ending points of a biological transformation as observation
timegoals. Timegoals participating in a transformation are observations of pro-
teins or genes’ expression levels that contribute towards satisfying a high level
biological process. Figure 1 shows that a transformation consists of the partici-
pating timegoals, the environmental conditions involved (which may be precon-
ditions for the transformation to occur) and the effects or changes induced by
the transformation on the participating timegoals.

2.2 Complexes of Genome Components

In a transformation, an event at a time point may involve more than one partic-
ipating genes or proteins in specific states of expression. The IGIPI framework
builds a complete picture of a transformation as it occurs over time, by offer-
ing a structural abstraction for representing a group of participants at a time
point. This abstraction is called a complex. A complex joins several observa-
tion timegoals, such as genes or proteins that participate in a transformation
simultaneously. Figure 1 shows several examples of gene complexes. When a
“normal expression” of Msn2 and a “normal expression” of Msn4 are joined in a
complex, together they contribute towards satisfying the “shock response tran-
scription factors” NFR timegoal, thus inducing the process “yeast adaptation to
a heat shock”.

3 Integrating Medical Condition Information

There are web sites with bits and pieces of dispersed information on medical
conditions, their symptoms and common side-effects of drugs. Besides building
Timegoal Graphs (TIGs) for biological processes, the IGIPI framework can also
be used to build TIGs representing information about how medical conditions
are manifested. These TIGs can help to integrate biomedical information on
the semantic web. We use the term medical condition timegoals to distinguish
the timegoals of medical condition TIGs from NFR and observation timegoals
of biological process TIGs. The root timegoal of a medical condition TIG has
a value taken from a domain of medical conditions, such as “ischemic stroke”,
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Fig. 2. The medical condition TIG for “Lung cancer”. This figure shows that in some
cases it is possible for cells to become drug resistant after chemotherapy. Although it is
still not certain how this mechanism works, patients with a turned on gene PKC-epsilon
seem to develop drug resistance. This figure shows that for a “protein-induced cell’s
resistance to chemotherapy drugs (drug-resistant phenotype)” to occur, it is first nec-
essary for “chemotherapy” to occur, combined with the special protein “PKC-epsilon”
that is not found in all humans. The symptoms of root timegoal “lung cancer” are
grouped under an offspring timegoal named “symptoms”. The side-effects of drugs
are grouped under an offspring timegoal named “side-effects”. Observation timegoals
make positive or negative contributions to symptoms and side-effects timegoals that are
propagated upwards. This figure shows the decomposition of the Vascular Endothelial
Growth Factor (VEGF) into the timegoals “VEGF under Bevacizumab” and “VEGF
under Chemotherapy”, which represents that the protein is in different states under the
influence of Bevacizumab and Chemotherapy. The drug “Avastin” inhibits the VEGF
protein. In turn, this contributes negatively to the NFR timegoal “Interaction of VEGF
to its receptors” which is getting a negative contribution and thus it is not satisfied.
This contributes to the root timegoal of the biological process TIG “Tumor angiogene-
sis”. The biological process “Tumor angiogenesis” contributes to the medical condition
TIG that represents information about “Lung cancer”. Since “Interaction of VEGF
to its receptors” is not satisfied, this contribution is propagated upwards to timegoals
“Tumor angiogenesis” and “Lung cancer”, neither of which is satisfied either.
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Fig. 3. A negative contribution of the “Avastin” drug observation timegoal nega-
tively affects satisfying “Tumor angiogenesis” and “Lung cancer”. The symbol ‘V ′

on a timegoal means that it is satisfied, while the symbol ‘X ′ means that it is not
satisfied. “Avastin” is satisfied meaning that this drug is taken by a patient. Contribu-
tions from lower timegoals are propagated upwards and contribute towards satisfying
higher timegoals. The timegoal “Tumor angiogenesis” contributes to timegoal “Lung
cancer”, but “Tumor angiogenesis” receives a strong negative contribution from the
drug “Avastin” that is taken by a patient; thus “Lung cancer” is not satisfied.

“haemorrhagic stroke”, “lung cancer” etc. This domain is the UMLS Unified
Medical Language System that integrates 100 biomedical vocabularies. Medical
condition timegoals can be decomposed into offspring timegoals, which make an
AND/OR contribution to a parent timegoal.Medical condition timegoals may
also receive positive or negative contributions from the NFR and observation
timegoals of biological process TIGs. An NFR or observation timegoal may con-
tribute positively or negatively towards several medical condition timegoals. The
contributions are propagated upwards.

Figure 2 shows an example for “lung cancer”. The symptoms of a medical
condition and the side-effects of drugs are represented as subtrees of the root
medical condition timegoal. An observation timegoal is decomposed to repre-
sent how it may be observed under the influence of drugs. Figure 3 shows the
propagations of contributions for satisfying timegoals.

4 Reasoning with Information on the Semantic Web

The ultimate purpose of semantically marking up websites on the basis of IGIPI
is to reason on information in a unified manner that could not have been done
with traditional online databases. Integrating information on the semantic web
means that autonomous agents can scan websites and return to a physician
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Fig. 4. The TIGs for “Lung cancer” and “Bronchitis” both involve the “Hemoptysis”
symptom. hemoptysis could be a symptom of lung cancer or bronchitis and in the for-
mer case there could be several causes. Serious hemoptysis often occurs in patients with
lung cancer when treated with chemotherapy and Avastin. In this case, the incidence
of hemoptysis is relatively high in patients receiving chemotherapy and Avastin, as
compared to no cases in patients treated with chemotherapy alone. This figure shows
that hemoptysis could also be a symptom of bronchitis; in this case it is mild and
self-limited. Bronchitis is often a viral or bacterial disease which follows a cold or
infection. A physician who diagnoses hemoptysis as a symptom of bronchitis may be
wrong, since the patient could suffer from lung cancer instead. In fact, physicians who
work long hours frequently make such errors. How can a physician tell which of all
possible conditions holds for a patient with hemoptysis? With a unifying framework
to integrate hemoptysis information online for fast lookup and analysis, a physician
could make more informed decisions concerning the underlying cause of hemoptysis in
a patient.

any semantically annotated information which s/he is not aware of. This in-
volves considering all of the contributions (positive/negative, AND/OR) that
are propagated between timegoals in Timegoal Graphs (TIGs). In this section
we discuss a case of finding which medical condition is the most probable cause
of a symptom observed in a patient.

As an example, suppose a patient is observed with the symptom hemoptysis,
the act of coughing up blood (Figure 4). Hemoptysis is an important symptom
since it frequently reflects serious underlying lung disease. Hemoptysis is often
a sign of lung cancer, but it may be caused by different underlying events in
lung cancer patients. Hemoptysis also occurs in patients with acute or chronic
bronchitis, as well as tuberculosis and pneumonia. Determining the cause(s) of
hemoptysis is often not a trivial matter due to the numerous possible causations
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and their complexities. A physician could use the semantic web to find if the
cause of hemoptysis in a patient is likely to be bronchitis or lung cancer or
something else.

5 Related Work

Individually developed ontologies often support the annotation of online data-
bases for information retrieval purposes. However, they are often not interoper-
able and do not always allow integration of information derived from different
sources and automated reasoning and analysis on the semantic web. Moreover,
they do not usually allow the representation of time in modelling. In this sec-
tion, we outline relevant work of the past two years. In [1], the GeneOntology
is recast in OWL to support reasoning. In [4], a top-level ontology of functions
is provided. In [6], ontological relations are proposed for enhancing Knowledge
Representation and Reasoning. In [7], integrating protein interaction data using
the semantic web is discussed. In [8], it is proposed to combine the semantic web
with multi-agent systems for integrated access to biomedical information. In [10],
integration of neurodegeneration data using RDF is described. In [12], a method
exploiting syntactic patterns and the UMLS semantics for aligning biomedical
ontologies is proposed. In [16], a Semantic Web system that facilitates cross-
database queries and information retrieval in proteomics is proposed. In [17],
leveraging the structure of the Semantic Web to enhance information retrieval
for proteomics is proposed. In [11], using web ontology language to integrate
heterogeneous databases in the neurosciences is discussed. In [14], advancing
translational research with the Semantic Web is described.

6 Conclusion

We have presented the IGIPI knowledge representation framework, which pro-
vides a basis for a powerful use of semantic web technologies (OWL and RDF).
Our contributions include the ability to represent the relative time points of
events. This approach addresses the problem of biological information integra-
tion on the semantic web, through Timegoal Graphs (TIGs) that are built dy-
namically by the biological community on the basis of the IGIPI framework.
This approach supports interoperability between ontologies and vocabularies on
the semantic web, including the Gene Ontology, MGED Ontology and UMLS
Unified Medical Language System. The Gene Ontology gives values to the root
timegoals of biological process Timegoal Graphs (TIGs). The UMLS Unified
Medical Language System gives values to the root timegoals of medical condi-
tion TIGs. Moreover, this approach supports easy incorporation of new research
results.This framework can support automated reasoning on the semantic web,
which may allow a physician to relate observed symptoms to a known medical
condition, or find likely side-effects of a drug.
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Abstract. The management of semantical quality is a major challenge
in the context of knowledge integration. In this paper, we describe a new
approach to constraint management that emphasizes constraint trace-
ability when moving from the semantical level to the operational one.

Our strategy for management of semantical quality is related to a
metamodeling-based approach to knowledge integration. We carry out
knowledge integration “on the fly” by using transformations applied to
models belonging to our metamodeling architecture. The resulting in-
tegrated models access available resources through web services whose
input and output parameters are guarded by constraints. Integrated
metamodels, models, web services and various constraints are produced
by ETL (extract-transform-load) operations that are applied both at the
model and concept levels. Our metamodeling architectures facilitate scal-
ing up of constraint verification.

Keywords: Model Driven Engineering - metamodeling - knowledge in-
tegration - biological image annotation.

1 Introduction

A major challenge occurring in numerous complex domains is the need of an
appropriate balance between global and local semantics of integrated resources.
In many domains, including biology, research communities offer portals with
web services that can be used to carry out complex computations and data ex-
tractions [1]. Such portals generally focus on well-defined sub-domains whose
semantics is viewed by domain experts to be unambiguous [2]. These portals
represent the first attempt to satisfy the demand for new tools that should im-
prove efficiency of result dissemination. Yet, multiple efforts to generalize the use
of mash-up technologies [3] are pushing researchers towards automatically com-
bining portals in order to produce new data and services. In such combinations,
quality of the overall results may be quite hard to evaluate.
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Fig. 1. Our metamodeling-based perspective on integration of complex domain knowl-
edge

In this section we first present our strategy (Section 1.1) that partially inte-
grates a domain knowledge by using domain experts knowledge. In Section 1.2 we
illustrate two main features of our solution’s technical basis, namely metamodel-
ing architectures. The case study on which we present our metamodeling-based
strategy for constraints’ management is described in Section 1.3.

1.1 Our Integration Strategy

As depicted in Figure 1, we construct a metamodeling architecture in order to
build a bridge between domain knowledge and domain resources. We use this
metamodeling architecture to combine advantages of two major approaches in
database integration, namely an approach based on an organization of individual
concepts belonging to different systems [4,5,6] and an approach based on the
global organization of systems [7,8]. In our proposal, metamodeling architectures
describe the structure of domain knowledge so that knowledge integration can
be based primarily on global knowledge units that correspond to sub-domains.
Furthermore, a concept-level integration deals with fundational concepts.

Our metamodeling architecture contains models derived from domain knowl-
edge and available domain resources. We use semantical ETL-like operations1

[9] in order to create such a metamodeling architecture. Semantical extraction
aims at defining a reference universe in terms of consensual resources (e.g., stan-
dards, ontologies, underlying theories) and their dependencies. By the end of the
semantical extraction, a comprehensive set of resources describing the domain
knowledge should be defined. Dependencies between resources are also made
explicit. For example: 1) any ontology of the OBO foundry has a referential
dependency on the BFO and OBO-RO ontologies; 2) Protégé2 is dependent on
1 ETL operations are defined on data-warehouses in order to Extract information

that is meaningful for the data-warehouse, to Transform the selected information
into the data-warehouse language, and to Load the translated information into the
data-warehouse.

2 Protégé http://protege.stanford.edu/

http://protege.stanford.edu/
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the OWL and RDF specifications due to compliance requirements. Semantical
transform aims at translating the chosen consensual resources into a common
language that would facilitate knowledge integration. We chose the UML-OCL
language for metamodeling architectures and the OWL language for ontologies.
In most cases, model transformations [10] will also be available (e.g., from UML
to OWL, from OBO to OWL). Semantical load aims at organizing consensual
resources into a metamodeling architecture in which metamodels achieve wide
consensuses while models achieve narrow ones. Semantical load operations also
produce diverse modeling artifacts.

1.2 Metamodeling Architectures

Our model-based integration process consists in creating metamodeling architec-
tures that express dependencies between consensual descriptions, e.g., standards,
good practices guidelines, underlying theories, ontologies. In these metamodeling
architectures, metamodels describe widely-recognized resources, reusable models
describe resources recognized by more specialized communities, and models de-
scribe applications. Ontologies are generally built as more or less general con-
sensual descriptions [11].

Our integration process defines two types of modeling artifacts which are of
major importance in our metamodeling architectures, namely semantical vari-
ation points and faceted modeling constructs. A semantical variation point oc-
curs when two metamodels use incompatible definitions for the same high-level
concept (e.g., the concept of time or space). Generally, an ad-hoc integration
is carried out at semantical variation points. Such ad-hoc integrations are to
be controled by domain experts and the integration must also satisfy exclusion
constraints (in order to avoid inconsistencies between integrations carried out by
different experts). Faceted modeling constructs [12] are used to reduce “modeling-
style” variations among representations of the same entity in different contexts.
A faceted construct has several facets. An instance of a faceted construct, called
a faceted element, possesses a set of such facets. Multiple constraints can be
applied to faceted constructs in order to restrict the set of facets that may be
actually associated with a faceted element (see Section 2 and Figure 2).

1.3 The XenOnt Case Study

In many scientific domains huge collections of images are generated in the con-
text of a single research project. Such images are generally not annotated since
this would require large amounts of time and effort from domain experts. In
some cases these images can be classified –by using their metadata– into sub-
collections of images that are visually similar to each other. We are interested
in collections in which images can be described by combinations of simple geo-
metrical shapes. We call such a combination a pattern. In order to automatically
attribute a pattern to an image, we use semantical information extracted from
the image metadata. In order to be able to use such metadata, it is necessary to
possess a high-quality domain knowledge description.
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The XenOnt application [13] offers an interface for low-cost annotation of
images pertinent to development of the olfactory system of the African clawed
frog (xenopus laevis). The XenOnt’s image collection includes image metadata
that make it possible to assign a pattern to each image. Such patterns define all
meaningful zones that may be appearing in images. This way domain technicians
do not need to have specialized knowledge of the development process of xenopus
laevis in order to be able to adjust a pattern to the actual content of an image.
Additional measurements can then be made in order to collect quantitative data.

2 Semantical ETL Operations

The overall objective of semantical ETL operations is to describe the applica-
tion’s reference universe in terms of knowledge units that correspond to already
identified sub-domains. Our metamodeling architecture (metamodels, reusable
models and models) is devoted to the global integration of knowledge while var-
ious modeling artifacts (e.g., faceted constructs) serve to facilitate concept-level
integration [12]. Semantical ETL operations for the XenOnt application are pre-
sented in more detail below. An overview of the overall semantical ETL is then
offered in Figure 3.

Semantical extraction is organized into three steps. The preliminary and core
steps are model-based extraction processes while the third step is a concept-
based process.

The preliminary semantical extraction aims at defining a set of dependencies
between resources. These dependencies must be meaningful in the application
domain. For our XenOnt application, this sample set contains three dependen-
cies. The first dependency is a relation of thematic coupling between resources
(e.g., the FuGE standard [14] and the OBO FBbi ontology have scientific ex-
periment as a common theme). The second dependency is a reference relation
between the XenOnt application and external vocabularies and standards (e.g.,
the XenOnt application references the OBO XAO ontology of xenopus laevis).
The third dependency is a compliance relation between a specification and an
implementation. Such compliance can be partial, e.g., when a single component
of the implementation is compliant, while the specification is irrelevant for other
components of the implementation.

The core semantical extraction aims at selecting and organizing resources
that are of interest for the application. Resources are organized according to
types of dependency chosen during the preliminary semantical extraction. This
core semantical extraction is carried out at the model level, which means that
all dependencies need to be defined between resources. Seven resources that
are relevant to the XenOnt application are given below. In order to facilitate
the long-term evolution of the XenOnt application, it was decided very early
in the development process to use OBO ontologies and OWL-RDF languages
as much as possible. Furthermore, domain experts have identified six resources
that are needed for domain-specific annotation of images. The first resource con-
tains two basic ontologies, namely BFO and OBO-RO, that are used to describe
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Fig. 2. Faceted constructs (biological entities and computerized entities). Faceted con-
structs are represented by dark-grey rectangles, facets are represented by light-grey
rectangles. External resources are represented by ovals. Dependencies of a facet on an
external reference are represented by thick curves.

spatio-temporality and to establish a typology of relations between concepts.
The second resource is the FuGE standard’s common part that contains “compo-
nents used to develop models for high-throughput or data intensive experimental
processes. This includes support classes for auditing, security, references to ex-
ternal information, measurements and protocols”. The third resource is the OBO
“xenopus anatomy and development” ontology, denoted by XAO, that offers “a
structured controlled vocabulary of the anatomy and development of the African
clawed frog”. This ontology is used to annotate the research target (i.e., an or-
gan at a given development stage). The fourth resource is the OBO “biomedical
imaging methods” ontology, denoted by FBbi, that offers “a structured controlled
vocabulary of sample preparation, visualization and imaging methods used in bio-
medical research”. This ontology is used to annotate experimental conditions in
order to facilitate data comparison and experimental results’ reproducibility. The
sixth resource contains the domain specific literature and thesauruses.

The PubMed and the SUDOC3 publication portals serve as example resources
for the XenOnt application.

The concept-level semantical extraction aims at identifying fundamental con-
cepts, i.e., concepts that are likely to be used by most of the domain applications,
even though their uses in different applications may be different. Domain experts
have identified two fundamental concepts that are defined in terms of faceted
constructs [12]. The first faceted construct is that of biological entity (see the left
side of Figure 2). A biological entity is a domain-related faceted construct whose
facets are 1) its physical organization (described in terms of BFO concepts such

3 SUDOC: The Sudoc catalog provides bibliographic information on all types of
documents held by French academic libraries, including PhD theses, http://
www.sudoc.abes.fr/LNG=EN/.

http://
www.sudoc.abes.fr/LNG=EN/
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Fig. 3. Overview of semantical ETL operations (white numbers in black bullets repre-
sent Rules 1 to 18). Columns from right to left represent: right-most colum) consensual
resources of the XenOnt application domain; second from right column) the seven re-
sources extracted for the XenOnt application; third from right column) translation
of extracted resources into the XenOnt target languages; fourth from right column)
metamodeling components; left-most column) modeling artifacts.

as substance, part, and aggregate), 2) visualization facets such as its forms and
experimental parameters (described in terms of FuGE concepts), 3) its biological
function in terms of the Gene Ontology (GO). A biological entity thus has depen-
dency relations with the BFO and GO ontologies and with the FuGE standard.
The following constraint is applied to our biological faceted entity: “a faceted el-
ement with a visualization-form facet must possess a physical organization facet
and a visualization-experiment facet”. The second faceted construct is that of
computerized entity (see the right side of Figure 2). It is a data management
related faceted construct whose facets are 1) its format, 2) its storage support
facets including a host-machine (computer or dedicated equipment), physical
and logical units, 3) its identifier, 4) its content. The following constraint is ap-
plied to our computerized faceted entity: “each faceted element must possess
at least one storage support facet (i.e., storage support host-machine, storage
support physical and logical unit)”.
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We obtain the following rules that are applied to the XenOnt application:

Rule 1- XenOnt has a compliance relation with OWL-RDF
Rule 2- XenOnt has a reference relation with BFO
Rule 3- XenOnt has a reference relation with OBO-RO
Rule 4- XenOnt has a reference relation with FuGE
Rule 5- XenOnt has a reference relation with OBO-XAO
Rule 6- XenOnt has a reference relation with OBO-FBbi
Rule 7- XenOnt has a reference relation with PubMed
Rule 8- Biological entities have a compliance relation with BFO
Rule 9- Biological entities have a compliance relation with FuGE
Rule 10- Biological entities have a compliance relation with GO
Rule 11- Biological entities have three mandatory facets, namely visualization-

form, physical organization, and visualization-experiment
Rule 12- Computerized entities have at least one storage support facet.

Semantical transform for the XenOnt application has a high semantical accu-
racy since various authors have been interested in matchings between the OBO
language, UML-OCL and OWL [15,16,17,18]. As depicted in Figure 3, the OWL
translations of all selected ontologies are used within the XenOnt application.
Translations from the OBO format to the OWL format are to be carried out
under all constraints formulated by Golbreich & al. [15]. The FuGE specification
has been originally written in UML. Yet, in [12] we discussed the possibility of
working under alternative recommendations, namely those of Jones & al. [14].
We thus need to formulate the corresponding rules in terms of OCL constraints
attached to FuGE’s UML diagrams. The XenOnt application itself generates an
ontological description in terms of OWL, within OWL DL limits.

We obtain the following rules:

Rule 13- OBO to OWL transformation must satisfy Golbreich & al.
requirements

Rule 14- FuGE must be used together with Jones & al.’s recommandations
Rule 15- XenOnt’s ontological description must satisfy OWL DL limitations.

Semantical load creates a metamodeling architecture which is depicted in Fig-
ure 4. Due to the importance given to dependencies between a target applica-
tion and consensual resources, a dedicated metamodeling construct is defined for
modeling of such dependencies. Since we plan to translate descriptions from UML
to OWL, we introduce an entity-relation representation of ontologies, namely
the OMG’s Ontology Definition Metamodel (ODM) [16], into our metamodel-
ing architecture. It is thus necessary to make sure that 1) our metamodeling
architecture is compliant with the OMG’s organization of metamodels includ-
ing UML, RDF, and OWL metamodels4, and 2) UML modeling constructs that
have been excluded from the ODM metamodel5 are not used in UML models of
ontologies.
4 [16] pages 53–54.
5 [16] pages 69–71.
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The FuGE specifications and Jones’ guidelines are introduced into the XenOnt
architecture in the form of metamodels and reusable models, respectively. BFO is
introduced as a metamodel derived from both the UML and ODM metamodels.
Since the meaning of time in BFO and UML might be different, a semantical
variation point on time is introduced.

The XenOnt project is based on our earlier work, namely the IkoSem project
[19] for building image databases from collections of images, oriented towards
semantical and physical CBIR (content-based image retrieval). An IkoSem meta-
model was intended for modeling images that contain simple geometrical shapes.
This metamodel contains various constructs for modeling of images, image parts,
relations between image parts (including spatial relations), and attributes to be
associated with image parts and images.

In the XenOnt metamodel, which itself is derived from Ikosem and BFO
metamodels, we offer constructs for 1) patterns and zones of patterns (which
are derived from images and image parts), 2) ontological concepts that must
be linked to consensual resources by using our dependency construct, 3) a new
construct for attributes in order to model the mandatory association of attributes
with ontological concepts.

We obtain the following rules:

Rule 16- A metamodeling construct for dependencies is needed
Rule 17- UML models of ontologies must not contain modeling constructs

that have been excluded by the ODM specification
Rule 18- A semantical variation point on time (associated with BFO meta-

model) is needed.

3 Modeling the XenOnt Application

Translations from UML to OWL and from OWL to UML are likely to be carried
out on the fly during the XenOnt application’s lifecycle. We thus have to make
sure that we use non-contradictory UML and OWL semantics. We chose to
apply Evermann & al.’s guidelines [20]. Moreover, OCL constraints that cannot
be translated into OWL must not lost.

We first define a reusable model, XenOnt-rm, for annotation of images by
using metadata-determined patterns. We then derive the XenOnt application’s
model from this reusable model. An additional rule must be defined in order
to select OBO ontologies that will be linked to attributes of pattern zones (i.e.,
XAO) and image attributes (i.e., XAO and FBbi).

We obtain the following constraints:

Rule 19- UML to OWL transformations must comply with the ODM meta-
model and with Evermann & al. guidelines

Rule 20- Pattern attributes can only be associated with XAOontology concepts.

When semantical ETL operations have been carried out, many rules (Rules
1 to 4 and 8 to 18) will be taken into account within components of the meta-
modeling architecture itself. One of the remaining rules (Rule 19) needs to be
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Fig. 4. Metamodeling architecture for the XenOnt application (white numbers in black
bullets represent Rules 1 to 20)

Fig. 5. A perspective model of the XenOnt application (oval dark shapes indicate
XenOnt-mm and IkoSem-mm metamodeling constructs, respectively; white numbers
in black bullets represent Rules 1 to 20). The grey background rectangle indicates the
scope of Rule 19. Thick grey lines represent external references.
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taken into account at the metamodel, reusable model, and model levels. Other
rules (i.e., Rules 5, 6, 7, 19 20) are pushed down to the model level.

4 Conclusion

In this paper, we propose to support engineering of complex applications by
using a metamodeling architecture. Such an architecture will play the role of
an intermediate description between knowledge models that are used by do-
main experts and those of domain resources. We propose to generalize the above
approach to other domains that offer multiple heterogeneous and evolving web-
enabled resources. In the context of research-related domains, our metamodeling
architecture is to be built as described below:

1. Definition of a collection of resources that are of interest for the application’s
users. Such resources are to be defined by domain experts. Since consensual
models and ontologies form the core of domain resources, we propose the
following guidelines for collecting resources:

– Choice of fundamental ontologies and metamodels such as BFO, OBO-
RO, ODM that provide a description framework for high-level concepts.
Various discussions that can facilitate decisions at this stage have been
published, e.g., comparison of upper-level ontologies [21], comparison
of UML-based and ontology-based approaches of domain modeling [20].
Such fundamental resources should be used for any application domain.

– Choice of widely recognized resources of the application domain (e.g.,
FuGe standard, Gene Ontology, and EBI portals for the biological do-
main). This choice should be well-balanced between resources that are
actually usable by domain communities and major standardization ef-
forts.

– Choice of application-specific resources.

2. Definition of a comprehensive set of relations between the above resources
and the application. The set of relations should include at least reference,
compliance and thematic coupling of resources. Various other relations can
be used in application domains whose resources are thightly tied together.
For example, in the biological domain two complementary relations could be
used for species coupling and technological space coupling.

3. Insertion of all resources into a metamodeling architecture coupled with
ontologies. Various modeling constructs can be used in order to build an
integrated architecture. The architecture’s upper level should contain meta-
models related to the ontological and UML modeling paradigms (e.g., MOF,
UML and ODM; or MOF, UML and Bunge metamodel [22]) and to funda-
mental ontologies (e.g., BFO, Bunge). Domain resources should occupy an
intermediate position (metamodels and reusable models) and be organized
using selected domain-specific relations. The architecture’s lower level should
contain application-related models.
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4. Definition of the application’s model within the above architecture. The
application model should contain various model transformations Model
transformations on ontologies should be defined according to Noy’s clas-
sification [24].

Multiple rules (e.g., dependency relations, constraints) are formulated dur-
ing the above four stages. These rules are expressed, whenever it is possible, by
our modeling constructs which allows to automatically enforce the rules within
models (e.g., Lu & al. proposed a comprehensive test of enforcement of Ever-
mann’s rules in ArgoUML [23]). Rules that can not be included in metamodels
are expressed within the application model and enforced in the application’s
implementation.

Various model transformations may need to be carried out in order to build the
application software and to control its evolution. For example Noy [24] described
the state-of-the art of frameworks dedicated to ontology based integration that
distinguishes between various levels of ontology transformations (e.g., ontology-
ontology, instance-instance). As much as possible, constraints to be applied to
model transformations (e.g., Evermann’s rules [20]) should be formulated on
reusable models in order to improve constraint verification reuse. Such model
and ontology transformations must comply with the domain semantics defined
by our metamodeling architecture.

By using such an architecture, we expect a major improvement of the quality
of applications.
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Abstract. Computational models of biological systems aim at accurately simu-
lating in vivo phenomena. They have become a very powerful tool enabling 
scientists to study complex behavior. A side effect of their success unfortu-
nately exists and is observed as an increasing difficulty in managing data, 
metadata and a myriad of programs and tools used and produced during a re-
search task. In this work we aim at supporting scientists during a research en-
deavour by using Scientific Models as a main guiding element for describing, 
searching and running computational models, as well as managing the corre-
sponding results. We assume a data-oriented perspective for scientific model 
representation materialized into a data model with which users describe scien-
tific models and corresponding computational models, and a query language 
with which a scientist specifies simulation queries. The model is grounded in 
XML and tightly related to domain ontologies, which provide formal domain 
descriptions and uniform terminology. Scientists may search for scientific mod-
els and run simulations that automatically invoke the underlying programs on 
provided inputs. The results of a simulation may generate complex data that can 
be queried in the context of the scientific model. Higher-level models can be 
specified through views that export a unified representation of underlying sci-
entific models.  

1   Introduction 

Multiple large-scale scientific projects are expected to produce a never before ob-
served amount of experimental and simulation data. Current technology for data man-
agement is clearly unable to cope with the needs to store, index, search, analyse, 
process and integrate such massive, complex and very often-heterogeneous data. Ad-
ditionally, the very aim of scientific exploration requires a different perspective on 
data management, one that can cope with expected knowledge evolution and world-
wide collaboration. 

A promising approach is based on the concept of scientific models [1], which are 
formal representations synthesizing the understanding about a studied phenomenon, 
entity or process. It allows scientists to simulate the behaviour of the real world and 
compare it against experimental results.  
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From a data perspective, scientific models encompass all the information used and 
produced during a scientific exploration. It is contextualized by its scientific domain, 
bibliographic references, a description of the observed phenomenon and, in some 
cases, some mathematical formulae and provenance information. A computational 
model, in this paper, refers to a realisation of a scientific model through computa-
tional resources, software and hardware. Basically, a scientist or engineer creates a 
computational implementation that simulates the behaviour of the studied phenome-
non and its interaction with interfacing environment, according specifications in the 
scientific model. 

Transforming a scientific model into a computational one can be a complex task, if 
at all possible, but once realised allows scientists to confront simulation against ex-
perimental results, leading eventually to an accurate representation of the studied 
phenomenon. This process known as model tuning includes both modifying programs 
(i.e. changing the behaviour) and fitting input parameter and set-up values (i.e. speci-
fying initial simulation state). In many cases, when experimental data are available, 
regression analysis, provide formal procedures for model fixing [2]. 

It is a fact that the complexity of specifying and running a computational model 
and managing all the resources produced during a scientific endeavour deviates the at-
tention off the phenomenon being investigated to implementation concerns [3]. State 
of the art approaches to computational simulation rescue to scientific workflows lan-
guages, such as SCUFL and BPEL, to specify workflows and to their corresponding 
running environments [4,5, 6,7] for models evaluation. For small scale non data inten-
sive simulations, scientist may choose to use tailored environments like MATLAB [8] 
and Neuron [9].  

Whilst some of these have attracted a large user community [10], they fail to pro-
vide an integrated scientific model environment as proposed in this paper, in which 
the studied phenomenon, the derived models and data therein produced are integrat-
edly managed.     

In this work we aim at supporting scientists in specifying, running, analysing and 
sharing scientific models and model’s data. To this end we sketch a scientific model 
management system architecture and detail a data model and query language for 
specifying scientific models and running simulations. We assume a data-oriented per-
spective for scientific model representation, materialized into a data model with 
which users describe scientific models and derived computational models, and a 
query language with which a scientist specifies simulation queries. The model is 
grounded in XML and tightly related to domain ontologies, which provide formal 
domain descriptions and uniform terminology. Scientists may search for scientific 
models and run simulations that automatically invoke the underlying programs on 
provided inputs. The results of a simulation may generate complex data that can be 
queried in the context of the scientific model. Higher-level models can be specified 
through views that export a unified representation of underlying scientific models.  

The remaining of this paper is structured as follows. Section 2 gives a brief intro-
duction to the system architecture. Next, section 3 introduces a running example ex-
tracted from the neuroscience domain. Section 4 describes the data model and section 
5 presents the simulation query language. Finally, section 6 concludes discussing our 
achievements so far and future works. 
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2   Scientific Model Management System 

A scientific model management system (SMMS) supports scientists in designing, cre-
ating, searching and running scientific models, and in managing the results of simula-
tions and analysis. Figure 1 depicts the main system functions. 

The system functions are structured into four layers. A user layer provides the  
interface for scientists to create and edit elements of the model and to request system 
services, such as running simulations, querying and reasoning. Users may query sci-
entific model meta-data as well as simulation results.  

 

Fig. 1. Scientific Model Management System Architecture 

The metadata management layer stores scientific model metadata and supports 
metadata management services. In this work, scientific model metadata is based on a 
set of ontologies that guarantees uniform terminology among models and scientists. A 
transformation and selection service allows scientists to map ontology fragments to 
XML trees, which are then used in data model elements description. The catalog ser-
vice manages metadata about scientific model and data, as well as supporting infor-
mation such as ontologies, views (see section 5.5) and transformation rules. 

The service layer supports simulation evaluation, querying of simulation results 
and reasoning. We have extended the query processing system CoDIMS [11] to cope 
with simulation queries evaluation.  

Finally, a data management layer supports distributed scientific models manage-
ment and wrappers implementing complex datatypes, offering access to simulation 
results, such as graphs and time series. 

In this paper, the details of the architecture are not further explored. Instead, the 
following sections present the backbone of the system in the form of a data model and 
simulation language. Similarly, the details regarding ontology managing, transforma-
tion and alignment are left to future work. 
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3   A Neuroscience Scientific Model 

In this section we introduce a running example taken from scientific models devel-
oped for the neuroscience domain. According to Kandel [12], “the task of neural  
science is to explain behavior in terms of the activities of the brain”. Numerous com-
putational neuroscience groups investigate scientific models that aim at explaining 
such behavior. A classical example is the axon membrane action potential model pro-
posed by Hodgkin and Huxley (HH) [13] that describes how action potentials traverse 
the cell membrane. An action potential is a pulse-like wave of voltage that can trav-
erse certain types of cell membranes, such as the membrane of the axon of a neuron. 
The model quantitatively computes the membrane potential between the interior and 
the extracellular liquid, based on the flow of ions of sodium (Na+), potassium (K+) 
and a leakage one representing all other channel types. The mathematical equation 
proposed by HH is presented below:                                   

I = m3  h gNa  (E – ENa  ) + n4  gK (E – EK ) + gL (E – EL ) (1), 

where gi,  i={Na, K, l}, are function of time dependent variables, representing the 
membrane conductance, and Ei model the equilibrium potential for each ion channel, 
while E is the membrane potential. Finally, n, m and h are parameters controlling the 
probability of the sodium or potassium gates to be opened.  The total ionic current 
across the membrane of the cell is modeled by the variable I.  

The action potential model defined by HH simulates the variation on voltage in the 
cell when applied to a neuron compartment.  From a conceptual point of view, one 
can represent a single neuron model with its various compartments and the membrane 
behavior given by the HH model by the ontology in Figure 2. The Hodgkin-Huxley 
class models the corresponding model with the input and output parameters conform-
ing to equation (1). 

From the scientific model specification, a computational neuroscientist will con-
ceive programs that implement the behavior defined by equation 1. Next, when run-
ning a simulation, the program receives input values for the parameters identified in 
(1) and produces the total ionic current across the membrane (variable I in (1)). 

In the next section, the HH model is used as a running example illustrating the sci-
entific model data model elements. 

 

Fig. 2. Single Neuron with Hodgkin-Huxley model domain ontology 
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4   The Scientific Model Data Model 

The backbone of the SMMS is a data oriented semantically based data model and 
simulation language. During a scientific exploration, a scientist registers data and 
metadata describing the scientific and corresponding computational models. Scientific 
model metadata provides provenance, contextual and descriptive information aiding 
on model search and querying. Similarly, computational model metadata is used as 
the basis for the automatic evaluation of simulations and serves as context for the in-
put and output data. Thus, the data model identifies the following main composing 
elements: the scientific model, the computational model and simulations. The follow-
ing subsections detail each one of these layers. 

4.1   The Scientific Model Layer 

The first layer describes a Scientific Model (SM). It accompanies the first step in an 
experiment or simulation specification, in which scientists describe the research prob-
lem being pursued. It considers the scientific domain, setting the context to the prob-
lem, and the formal problem specification in the form of mathematical formulae, if 
adequate. A formal description of a SM is given in (1) and includes: a resource defini-
tion R, a list of bibliographic references (B), possibly images (I), and annotations (A). 
R is a resource description defined as a tuple <LSID, D>. LSID is an unified identifier 
for the life science specified as urn:lsid:authority.org:namespace:object:revision, 
where urn:lsid is the LSID protocol identifying label, authority.org  is a DNS refer-
ence, and the remaining field names are self explanatory [14]. D is a free text resource 
description. We use domain ontologies to formally describe the domain covered by 
the scientific model (OSMD) and to explain the mathematical formulae (OMF). The 
LSID identification attribute hooks the scientific model to its computational models 
and simulations. 

Thus, a scientific model is defined as a 6-tuple SM=<R, OSMD, OMF, B, I, A>  (1). 

 

Fig. 3. The HH scientific model representation 

The HH model, presented in section 3, can be depicted as a scientific model. Its da-
ta view is illustrated in Figure 3. It provides metadata to support basic search queries 
over a scientific model database and reasoning capabilities on the theory specified by 
the scientific model ontology. 
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4.2   The Computational Model Layer 

A Computational Model (CM) realises a Scientific Model through a computational 
implementation.  From the point the view of the research task, a scientist develops 
software that reproduces the behavior specified by the scientific model. The objective 
of the computational element is to describe its components and provide sufficient 
metadata to allow automatic instantiation of a CM when requested by a simulation 
query (see section 5.4). The computational model may comprehend a series of orches-
trated programs whose scheduling is hidden by an exposed façade entry point. Indeed, 
a computational model is the basis for a simulation query that provides values match-
ing CM input requirements to produce the simulation output. 

A CM specification comprehends two ontologies: environment and domain. The 
former describes the execution environment associated to the CM, including: pro-
gramming language specification, programming environment parameters, documenta-
tion, input and output parameters, initialization procedure, and executing programs. 
The set of input parameters expected by a CM can be divided into two groups: set-up 
and input parameters. The CM set-up parameters include state information that should 
hold during various simulations. Set-up parameters may also introduce run-time con-
trol values, such as frequency of output graph update etc. The set-up parameter are re-
ferred to in the data model as IS ={i1, i2,…, in}, where each instance ij=<v, P> of Is 
corresponds to a value v and its corresponding parameter P in Parameters.  

Additionally, for each computational model, an outputWrapper specifies methods 
for obtaining its results. Given the different formats and procedures used by generic 
programs when producing output, each CM shall indicate the outputWrapper class 
that knows how to capture its output and return it to the system to feed an eventual 
pipeline. 

The CM domain ontology contextualizes CM parameters according to the OSMD on-
tology. Contextualization is obtained by associating each parameter to its semantic 
meaning as an instance of a ontology concept. In fact, we propose a transformation of 
the domain ontology into a XML serialization tree, in which nodes correspond to on-
tology concepts, and edges, from parent to children are either ontology roles, having 
the role domain being the parent node in XML, or is-a relationships. Thus, as shown 
in Figure 4, the output variable “I” is mapped to the XML path “Neu-
ron/Axon/Hodgkin-Huxley/I”, which in turn corresponds to a path in the ontology 
specified in DL-SWRL [15] as:  

Neuron(?x)  ^ isComposedByCompartmentType(?x, ?y)  ^ Axon(?y)  ^ 
isComposedByCompartmentBehavior(?y, ?z)  ^ CompartmentBehavior(?z)  ^ 
isComposedByMembraneChannel(?z, ?a)  ^ HodgkinHuxley(?a)  ^ 
hasTotalIonicCurrent(?a, ?I)  → TotalIonicCurrent (?I) 

A CM model is formally defined as a 7-tuple CM=<R, LSIDSM, XOE, XOD, Mi, 
Mo, A> (2). 

In (2), R is the CM resource identification; LSIDSM is a reference to the associated 
scientific model, XOE and XOD, are the XML serializations of the environment ontol-
ogy, of XML type Environment, and of the domain ontology, of XML type Neuron, 
respectively. In addition, Mi (Mo) defines mappings between the underlying program 
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input (output) parameters and corresponding domain ontology properties (XML tree 
leave node). Finally, A corresponds to annotations identifying authoring information.  

Figure 4 illustrates the representation of a computational model implementing the 
scientific model SM01. 

 

Fig. 4. A Hodgkin-Huxley Computational Model 

4.3   Simulation Layer 

The third layer in the scientific model data model specifies a simulation query (S). 
Whilst the two first layers present metadata about a scientific model and its computa-
tional implementation, a simulation query combines CMs into an evaluation. A simu-
lation query specification provides the initial state of the simulation through its input 
parameter values and a particular set-up. Section 5 will describe the simulation query 
language. 

5   Simulation Language 

Syntactically, a simulation query is specified as an expression comprising a head and 
a body. The body is a boolean expression composed of a conjunction of simulation 
query predicates, whereas the head lists variables containing the expected simulation 
results, necessarily appearing in one of the simulation predicates in the body. We start 
by presenting the syntax and semantics of simulation query predicates. 

5.1   Simulation Predicate 

A simulation query predicate is specified as: 

Si((Vi,Wi) ; (Xi’, Xo’) ; (Ii,Oi) ; IS) (3). 
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In (3), Si labels the simulation query predicate according to the CM resource iden-
tification. In order to easy references to the computational model input and output 
values, two sets of variables are defined, respectively, Vi and Wi. These variables re-
fer to values provided as input or produced as output when running the underlying 
CM. Indeed, users interface with simulations queries by providing input parameter 
and set-up values, and by receiving back the output values computed as a function of 
these inputs. The set of input and output parameters’ values are provided by the XML 
documents Xi’ and Xo’, respectively, whereas IS represents simulation set-up parame-
ters. Note that the associated CM definition specifies the schemas for Xi’ and Xo’. For 
example, using the CM example in Figure 4, the Xi’ document can be obtained from 
the result of the XPath expression “/CM/DomainOntology” over the HH CM XML 
definition, and by filling its leaf nodes with the input values. Thus, /Neuros/Axon/ 
Hogking-Huxley/m = 0,1, illustrates a possible value assignment for the input pa-
rameter m. Finally, the mappings Ii(Oo) define the correspondence between the input-
output variables in Vi and Wi and the input-output parameter values in Xi’ and Xo’. 

Definition 1. correspondence assertions in Ii and Oi are specified as $x = Path, where 
$x is a variable in {Vi ∪ Wi} and Path is an XPath [16] expression pointing to a data 
element in Xk’, k={i,o}, whose child node is either an input parameter value or an 
output value. 

Having described the syntax of individual simulation predicates, the semantics of 
body expressions can be announced. Initially, the semantics of a single simulation 
predicate is exposed followed by one for complete body expressions.  

5.2   Semantics of a Single Simulation Predicate 

A single simulation predicate returns a boolean value of its evaluation according to 
the definition in Def 2 below with respect to the its syntax in (3) and the CM specifi-
cation in (2). 

Definition 2. A simulation predicate Si is assumed to be true iff given a Xi’ holding 
the set of input parameter values to the program implementing the corresponding CM, 
according to Mi, it exists a Xo’ whose leaf values are produced by the evaluation of 
the referred program and that is built from the mappings in Mo. 

5.3   Semantics of the Body of a Simulation Expression 

Once the semantics of a single simulation predicate is specified as a boolean expres-
sion, more elaborate conjunctive expressions can be composed to form the body of a 
simulation. The semantics of a conjunction of simulation predicates in the body of a 
simulation is defined in Def 3. 

Definition 3. Given a conjunction of simulation predicates s= s1 ∧ s2 ∧…∧ sn, s is 
considered to hold true if the conjunctive expression on the right evaluates to true. 
Moreover, if more than one simulation predicates si and sj in s, refer to the same vari-
able, for instance $x, then they share a single associated value. In addition, the shared 
variable must hold a single binding to a value, either provided as input or produced as 
output by an underlying program computation.  
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Note that the restriction regarding sharing variables among simulation predicates 
leads to data-dependency relationships, in which the simulation predicate holding the 
associated value to the shared variable shall precede in evaluation order the remaining 
simulation predicates sharing that particular variable. Moreover, variable sharing in-
troduces a particular mode of value assignment to data elements in Xi‘, replacing that 
of the node corresponding to its associated path. 

Finally, given a body that evaluates true, then the head of the simulation identifies 
the variables in the simulation predicates whose values are returned as the simulation 
outputs, such that if K is the set of variables in the head then  

K ⊆ (Vi ∪ Wi), for 1 ≤ i ≤ n, with n being the number of the simulation predicates 
in the body.   

5.4   A Simulation Query 

A simulation query combines the head and its body into a simulation clause as illus-
trated in (4), according to Def 1, 2 and 3. 

S(K) = S1((V1,W1) ; (Xi1’, Xo1’) ; (I1,O1) ; IS1) ∧ 
  S2((V2,W2) ; (Xi2’, Xo2’) ; (I2,O2) ; IS2) ∧   (4) 
   ….      ∧ 
  Sn((Vn,Wn) ; (Xin’, Xon’) ; (In,On) ; ISn) 

An example of a simulation query is depicted in Figure 5. This particular query re-
turns the total ionic current across the membrane ($I) according to the parameters 
values specified in the input document HHCM01I. As discussed before, the user must 
provide a mapping from each query variable to the corresponding data element of the 
domain ontology XML serialization document. In this example, the input and output 
XML documents, Xi’ and Xo’, are illustrated by documents HHCM01I and 
HHCM01O, respectively, both of type Neuron. 

 

S($I, $Z) = CM01(($m,$h,$G_Na,$G_K,$G_L,$E_Na,$E_K,$E_L,$I); 
   (HHCM01I, HHCM01O); 
                          ($m = /Neuron/Axon/ Hodgkin-Huxley/m, 
                            ….1, 
                        $I = /Neuron/Axon/ Hodgkin-Huxley/I)) ∧ 
                 CM022 (($I , $Z); (ACM02I, ACM02O); 
                        ($Z=/Analysis/result)) 

Fig. 5. Simulation query example 

5.5   Simulation View 

One may want to register a simulation so that it can be re-executed later on or in-
cluded in a more complex simulation. A registered simulation is called a view, bor-
rowing the term from database literature [17], as it provides users with an external 
                                                           
1 The remaining mappings are not shown due to lack of space. 
2 The CM02 computational model has purposely not been described. 
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perspective of a simulation through the set of input parameter values that configure 
the computational models taking part into the simulation view. In addition, a simula-
tion view establishes correspondences between the exported parameters and the ones 
specified on each simulation predicate taking part in the body of the simulation de-
scribing the view. In (5) a simulation view is depicted: 

                                 Sv((V , W) ; (Xiv’, Xov’) ; (Iv,Ov) ; (ISv, Ms) )  =  
                                           S1((V1,W1) ; (Xi1’, Xo1’) ; (I1,O1) ; IS1) ∧ 

   S2((V2,W2) ; (Xi2’, Xo2’) ; (I2,O2) ; IS2) ∧   (5) 
    ….      ∧ 
   Sn((Vn,Wn) ; (Xin’, Xon’) ; (In,On) ; ISn). 

The body of the simulation view reflects the one in ordinary simulations, express-
ing conjunction of simulation predicates. The difference appears in the head of the 
formulae. Indeed, the latter exports an integrated view of the simulation predicates’ 
input and output parameters appearing in the body of the formulae and specified in 
Xik’and Xok’, 1 ≤ k ≤ n. The two sets of correspondences, Ik and Ok, map the external 
view in {Xiv’, Xov’} to the corresponding parameters in the simulation predicates in 
the body, {Xik’, Xok’}. Thus, a correspondence assertion is expressed as 
Sv.path/dataelement ≡ Si.path/dataelement, where path is an XPath expression. In the 
same line as the input/output parameters, ISv expresses the uniform view of set-up pa-
rameter values appearing in the body of the formulae and Ms asserts the correspon-
dences between the set-up data elements in ISv and those in the body.  

6   Conclusion 

Managing in silico simulations have become a major challenge for eScience applica-
tions. As science increasingly depends on computational resources to aid solving ex-
tremely complex questions, it becomes paramount to offer scientist mechanisms to 
manage the wealth of knowledge produced during a scientific endeavor.  This paper 
presents initial results aiming to contribute to this idea. We propose a data centric  
semantic based data model with which scientists represent scientific models and asso-
ciated computational models. Furthermore, the data model supports specifying and 
running simulations as a function of computational models over inputs. The intention 
of this work is to provide a basic backbone from which more complex services can be 
developed as their needs come. We have developed a first prototype system that im-
plements the data model and the simulation query language on top of the CoDIMS 
system. A first scientific model management system architecture is proposed with a 
set of minimal services that scientists may expect from such an environment.  

There are many future works already being explored. Indeed, the investigation of 
scientific hypothesis may introduce uncertainty to the data model. Another problem is 
related to the format and semantic mismatch between computational models data in a 
simulation. We are interested in studying how the results on heterogeneous databases 
and ontologies can be applied to the scenario discussed here. Finally, the integration 
of simulation results with knowledge in ontologies and the exploration of their con-
tent as complex data structures within a query language is also a subject of future  
research.  
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Preface to ECDM 2008

Fabio Grandi

University of Bologna, Italy

Change is a fundamental but sometimes neglected aspect of information and
database systems. The management of evolution and change and the ability for
database, information and knowledge-based systems to deal with change is an
essential component in developing and maintaining truly useful systems. Many
approaches to handling evolution and change have been proposed in various
areas of data management and this forum seeks to bring together researchers and
practitioners from both more established areas and those from emerging areas
to look at this issue. The fifth ECDM workshop (the first four ECDM workshops
were held with ER’99 in Paris, France, with ER’02 in Tampere, Finland, with
ER’04 in Shanghai, China, and with ER’06 in Tucson, Arizona) deals with the
manner in which change can be handled, and the semantics of evolving data and
data structure in computer based systems, including databases, data warehouses
and Web-based information systems.

With respect to the main ER conference, the ECDM workshop series aim
at stressing the evolutionary aspects involved in conceptual modelling and in
development and implementation of systems, ranging from the modelling of in-
formation dynamics to the dynamics of the modelling process itself. Another
explicit aim of ECDM workshops is to bring together scientists and practition-
ers interested in evolution and change aspects in different research fields and,
thus, often belonging to completely separate communities. As a result, such an
interaction could become tighter and cross-fertilization more useful in the con-
text of a collaborative workshop like ECDM.

Following the acceptance of the workshop proposal by the ER 2008 organizing
committee, an international and highly qualified program committee was assem-
bled from research centers worldwide. As a result of the call for papers, the
program committee received 8 submissions from 6 countries and after rigorous
refereeing 3 high quality papers were eventually chosen for presentation at the
workshop and publication in these proceedings, with a 37.5% acceptance ratio.
Furthermore, the workshop program is enriched by a keynote speech given by
Carlo Zaniolo, leading specialist in the temporal XML field but also enduring
friend of the ECDM workshop series.

I would like to express my thanks to the program committee members and the
additional external referees for their timely expertise in reviewing, the authors
for submitting their papers, the ER 2008 organizers for their support.

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, p. 66, 2008.
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Time Versus Standards:

A Tale of Temporal Databases

Carlo Zaniolo
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Abstract. Because of the importance of time in Information Systems,
there is a wide consensus on the need for having temporal data types and
temporal queries supported as part of database standards. Actually, in
the mid 90s, a forward-looking group of database researchers proposed an
ambitious temporal extension of SQL-2 named TSQL2. Unfortunately,
this proposal was ahead of its time and was not well-received by standard
committees and DBMS vendors represented in those committees. Since
then, standardization groups have not spent much effort on temporal
issues, and, hence, it is natural to assume that no progress was made,
and the gap between database standards and temporal applications re-
mains as wide as it was in the mid-90s. This would represent very bad
news for temporal application developers who suffer from inadequacies
of database standards and do not see any relief in the near future. For-
tunately, time conquers all and has also transformed standards, making
them more supportive of time-oriented applications, in ways that are not
fully recognized even by those who, motivated by different goals, pushed
for the introduction of the new features.

The first significant rapprochement between standards and temporal
applications occurred with the introduction of XML and XQuery, which,
respectively, support a temporally grouped representation, and provide a
powerful and extensible query language. These enable users to effectively
model temporal information and pose complex historical queries without
requiring changes in the standards. For all the merits of XML, its limited
performance and scalability, combined with unwavering loyalty of users
to relational data models and query languages, suggests that SQL will
remain the crucial testbed for a successful rendezvous of standards and
time. In this context, the SQL:2003 standards mark a significant step
forward because of their OLAP Functions, which entail efficient expres-
sions of temporal aggregates, and other important temporal functions,
including coalescing. An even more exciting development is represented
by the recently proposed new SQL standards for finding patterns in se-
quences of rows. By employing these Kleene-closure based constructs on
suitable representations, users can then express very interesting temporal
queries in SQL. Moreover, the power and flexibility of these extensions
overcome the rigid division between event-based temporal data models
and state-based models—a very desirable unification since, in the real
world, a salary-increase event and the state of being at the new salary
level are viewed as two facets of the same history.

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, p. 67, 2008.
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Temporal Data Warehouse
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Abstract. Data warehouses are oftentimes in charge of supporting the
decision finding processes in companies and public administration. To
fulfil these tasks the systems model parts of real world regarding the
respective application domain. But the world is changing and in such an
evolving environment data warehouses can only cope with their tasks if
they can be kept consistent with the real world. For that purpose they
have to be able to deal with modifications in the data schema and their
influence on the data values. This paper focusses on the modeling of the
data transformation. We identified six different types of transformation
operations. Based on the semantic analysis of these operations we present
a matrix based representation for data transformation which enables us
to specify the transformation results and a more efficient graph based
representation, which furthermore offers potential for optimization.

Keywords: Data Warehouse Maintenance, Temporal Data Warehouses,
Data Transformation.

1 Introduction

Data warehouses (DWH) as a building block in a decision support system depend
on the reliability and accuracy of contained data. Most DWH do not only com-
prise current snapshot data but also historical data to enable analysis over a long
period of time. And, as we live in a changing world, one criterion for reliability
and accuracy of the results of such long period queries is their comparability.

Consider an analysis for the inhabitants of the European Union for the years
1986–2006. Such a query leads to several semantic problems: What about coun-
tries that were not part of the EU for the whole period? Should inhabitants of
these countries be counted, and where to get the data from? Former West and
East Germany reunited in 1990, how should such a case be treated? In 2004
East European countries joined the union. Some of them did not even exist until
the early nineties. How should these countries be included in the result? What
“version” of the countries should be considered? For instance, Eurostat [1] lets
the user choose the “Geopolitical Entity” (i.e. “version” of the EU) to use for
the analysis. We could give numerous similar examples, but the purpose is clear:
In a changing environment, DWH must evolve to be able to execute their tasks.

The most popular architecture for DWH are multidimensional databases,
where transactional data – i.e. cell values – are described in terms of master

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 68–77, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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data or structure data – i.e. dimensions, categories (also called the schema), and
dimension members (also called the instances). Whereas DWH systems are well
prepared for changes in the transactional data, they are, surprisingly, not able
to deal with changes of master data very well.

To overcome these limitations, methods of Data Warehouse Maintenance have
to be implemented. Data warehouse maintenance can be defined as follows: “The
process and methodology of performing changes on the schema and instance level
to represent changes in the data warehouse’s application domain or requirements
is called Data Warehouse Maintenance. Data Warehouse Evolution is a form of
data warehouse maintenance where only the newest data warehouse state is
available. Data Warehouse Versioning is a form of data warehouse maintenance
where all past versions of the data warehouse are kept available.” [2] One as-
pect of DWH maintenance – i.e. the notion of different versions of a DWH and
change identification between these versions – has been handled in previous work
[3,4]. This paper focuses on dealing with the impact of structure changes on the
cell data. The following issues have to be considered: (i) Semantics of structure
changes and impact on cell data: There are several types of structure changes,
ranging from simple updates to complex operations including many structure
elements. The semantics of all these operations and their impact on the cell
data have to be defined. (ii) Models for data transformation: To handle the data
transformation induced by structure changes it is necessary to define models that
allow to specify the desired results of the transformation and provide an efficient
representation of the transformation. For this purpose, this paper addresses the
syntactic and semantic definition of data transformations. We present a matrix
based representation which eases the specification of the transformations and a
more efficient graph based representation which offers potential for optimization.

2 The COMET Temporal Data Warehouse

The COMET Metamodel for Temporal Data Warehouses [3] is based on the
multidimensional datamodel. Thus, it is possible to represent all elements of a
a DWH cube’s structure definition (dimensions, categories, dimension members,
user defined attributes, . . . ) with COMET. Furthermore, it is also possible to
integrate cell data into such a cube representation.

Each of the structure elements and relations between cube elements get as-
signed a timestamp defining their validity. If an element is changed, a new version
of this element is created, so a version history is recorded. Elements with the same
end of validity build a so called structure version, which represents a version of
the cube structure how it was valid at a certain point in time. Between different
versions of a dimension member so called transformation functions are defined,
which transform the assigned cell values between different structure versions.
Such a transformation function is defined as MapF (SVi, SVj , DMi, DMj , w),
where SVi and SVj are the two structure versions between which is trans-
formed, DMi and DMj are the dimension members between which is trans-
formed (DMi ∈ SVi and DMj ∈ SVj , DMi and DMj belong to the same
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dimension). w is the so called transformation weight, i.e. the factor which is
used to transform the cell values assigned to DMi by multiplying the cell value
with the transformation value. Following this definition, it is clear that COMET
only allows to deal with numeric data, which seems reasonable, as most ana-
lytic cubes contain numeric data. This paper presents a semantic analysis of the
transformation functions’ impact and their efficient representation.

2.1 Related Work

There are several approaches addressing the problem of changing DWH struc-
tures, which considerably differ in their capabilities. The approaches can be clas-
sified by their supported type of maintenance (evolution or versioning) and the
level on which they support maintenance (schema only, instances only, schema
and instances) [2]. Kimball [5] was the first presenting means for DWH evolu-
tion on instances. Evolution on the schema level is, among others, proposed by
Quix [6]. Evolution on schema and instances is introduced by, for instance, Vais-
man and Mendelzon [7]. Body et al. [8] present an approach for versioning on the
instance level. Versioning on schema level is presented by Golfarelli et al. [9]. Ver-
sioning for schema and instances is supported by Malinowski and Zimányi [10].
Kaas et al. [11] present an approach for schema evolution on star and snowflake
schemas based on a relational data store. Besides these scientific approaches,
there are also two commercial approaches by SAP Inc.[12] and Kalido [13], but
their capabilities are rather limited, as they both only act on the instance level.

3 Data Transformation in a Temporal Data Warehouse

Besides managing the structural changes in a DWH, also the impact of these
changes on the cell data have to be taken care of. Changes of dimension members
often imply a change in the semantics of the respective members and with such a
semantic update also the semantics of the associated cell values may change. To
achieve semantically correct and comparable query results it may be necessary
to adjust cell values to the new situation. This is done with the help of so called
Data Transformation Operations. In this section we describe these operations
and present two different methods for modeling them. The matrix representation
is intended for easy specification of the operations’ results, whereas the graph
representation is more efficient and offers potential for optimization.

3.1 On the Equality and Identity of Dimension Members

The versioning process deals with versions of DWH structure elements. In this
context we have to define the two aspects of Equality and Identity, especially
for dimension members. Two dimension members are said to be equal iff all
their attributes (e.g. name, comment, . . . ) are equal. Two dimension members
stemming from different structure versions are called member versions of the
same member iff they represent different versions of the same real world entity,
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i.e. the member’s identity is preserved. There are some aspects of equality and
identity which are important to note: (i) Equal members in different structure
versions are not necessarily member versions of the same dimension member
(e.g. an employee left the company and another person having the same name is
hired instead). (ii) Two member versions of the same dimension member are not
necessarily equal, but there could have been a change (e.g. the phone number
of an employee is changed). (iii) There can be two or more dimension mem-
bers that are equal within one structure version, although this may not make
much sense (e.g. two employees with the same name and phone number). (iv)
There cannot be two or more member versions of the same dimension member
within one structure version. (v) The identity of a dimension member cannot be
automatically decided, but this needs human interaction.

3.2 Data Transformation Operations and Their Semantics

There are six transformation operations. Each of them consists of one or more
transformation functions, as defined in the COMET Metamodel.

Update. The update operation changes a source member version a of structure
version u into a destination member version a′ of structure version u + 1, where
a and a′ are versions of the same (in terms of identity) dimension member. An
update consists of one transformation function between a and a′ with trans-
formation value v. All cell values associated with the updated member version
are multiplied with the transformation factor, giving a new cell value associ-
ated with the destination member version. An update can, for instance, describe
the change of the currency for the member “Turnover” from ATS to EUR. The
transformation value is 0.07267, which is the official exchange rate.

Split. The split operation divides one source member version a from structure
version u into a set of destination member versions {a1, . . . , an} of structure
version u + 1, where a and ai ∈ {a1, . . . , an} are not versions of the same di-
mension member. A split consists of n transformation functions, one between a
and each ai with a transformation value vi. All cell values associated with the
respective member versions are multiplied with the respective transformation
factor. Each multiplication result is then a new cell value associated with one
of the new member versions. A split can, for instance, describe the division of a
department X into three new departments X1, X2 and X3. Department X itself
stops existing. None of the new departments can be seen as direct successor (in
the sense of, for instance, legal successor) of X . The transformation values could
express the fractions in which X is divided.

Merge. The merge combines a set of source member versions {a1, . . . , an} of
structure version u into a single destination member version a of structure version
u + 1, where ai ∈ {a1, . . . , an} and a are not versions of the same dimension
member. A merge consists of n transformation functions, one between each ai

and a with a transformation value vi. The cell values associated with the source
member versions are multiplied with the respective transformation value, the
multiplication results are summed up. The result is a new cell value associated
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with the new member version. A merge can, for instance, describe the unification
of the three departments X1, X2 and X3 into a single department X . The prior
departments stop to exist, and X cannot be seen as direct successor (in the sense
of legal successor) of any of them. The transformation values could express the
fractions which should be summed up into X .

There is one problem with the semantics of split and merge as defined above:
They are both not preserving the identity of the transformed dimension mem-
bers. This may be desired in some cases, but in other cases it may not. For
instance, if there is a spin-off from a department X which builds an own depart-
ment Y now, this would be modeled as split of X into X ′ and Y . But of course,
X does not stop to exist, but there is just a new version X ′ of X . A similar case
can be constructed for the other way round: If some department Y becomes part
of department X , this would be modeled as merge of X and Y into X ′. But,
of course, X ′ is not a new entity, but just a new version of X . With the split
and merge operations as defined above it is not possible to express these desired
semantics. So we define two additional operations, which are identity preserving
variations of split and merge.

Spin-off. The spin-off is an identity-preserving variant of the split. It divides
one source member version a from structure version u into a set of destination
member versions {a1, . . . , an} of structure version u + 1. Exactly one of the
ai ∈ {a1, . . . , an} is defined to be a version of the same dimension member as
a. A spin-off consists of n transformation functions, one between a and each ai

with a transformation value vi.

Absorption. The absorption is an identity-preserving variant of the merge. It
combines a set of source member versions {a1, . . . , an} of structure version u into
a single destination member version a of structure version u + 1. Exactly one of
the ai ∈ {a1, . . . , an} is defined to be a version of the same dimension member
as a. A merge consists of n transformation functions, one between each ai and
a with a transformation value vi.

All operations presented so far do transform between two single members or
one single member on one side and a set of members on the other side. Many-
to-many transformations are still not possible. Thus, as final transformation
operation we also define this case:

Mixed Transformation. The mixed transformation transforms a set of source
member versions {a1, . . . , ak} of version u into a set of destination members
versions {am, . . . , aq} of version u+1. For each source member ai there is at most
one destination member an such that ai and an are versions of the same member.
The mixed transformation consists of at most k · (q − m + 1) transformation
functions between ai ∈ {a1, . . . , ak} and an ∈ {am, . . . , aq}.

With this set of transformation operations, we think all possible data trans-
formations can be modelled. The deletion and insertion of a dimension member,
which do not imply a change of cell data on the base level do not need to be
modelled on this stage.
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2DC1 =

[ b1 b2

a1 1 4
a2 2 5
a3 3 6

]
4DC1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

b1 b2

a1

[ d1 d2

c1 1 2
c2 3 4
c3 5 6

] [ d1 d2

c1 7 8
c2 9 10
c3 11 12

]

a2

[ d1 d2

c1 13 14
c2 15 16
c3 17 18

] [ d1 d2

c1 19 20
c2 21 22
c3 23 24

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 1. Examples for two- and four-dimensional data matrices

3.3 Matrix Representation of Data Transformation

For the specification of transformation operations, we first of all, have to define
a representation for the cell data and for the transformation operations. In this
section we present a matrix based representation, which is convenient for specifi-
cation purposes. Throughout the paper we use the following naming convention:
Dimension member ai is part of dimension A, bi is part of dimension B, etc.

The cell data of an n-dimensional data cube can be expressed by an n-
dimensional data matrix. The simplest case is a 2-dimensional matrix whose
elements are numbers. A 3-dimensional matrix is a matrix whose elements are
vectors, a 4-dimensional matrix is a matrix whose elements are matrices them-
selves, etc. These matrices can be nested as deep as needed. The data cells are
defined by the dimension members naming the respective rows and columns. In
Fig. 1 the cell defined by the members a1, b2, c3 and d2 contains the value 12.

Also for the transformation operations a matrix representation is possible. A
transformation matrix is a two-dimensional matrix in any case. The transforma-
tion matrix T A

x,y holds all transformation operations for dimension A between
structure version x and y. The members naming the rows represent the old
member versions, the members naming the columns represent the new member
versions. The values in the matrix cell hold the transformation weight from the
member naming the respective row to the member naming the respective col-
umn. Figure 2 shows examples for transformation matrices containing updates
(b1 to b′1), merges (b1, b2, b3 into b123) and splits (b1 into bx, by, bz). Of course,
we do not need to have such a transformation matrix for each transformation

T B
1,2 =

[ b′1

b1 1.2
]

b1 b'11.2

T B
1,2 =

[ b123

b1 0.8
b2 1.3
b3 0.7

]

b1

b123b2

b3

0.8
1.3

0.7

T B
1,2 =

[ bx by bz

b1 0.3 0.9 0.8
]

b1

bx

by

bz

 0.9
0.8
0.3

Fig. 2. Transformation operations performing member update, merge and split
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⎡
⎢⎢⎢⎢⎣

⎛
⎜⎜⎜⎝

[ b1 b2 b3

a1 1 2 0
a2 0 3 4
a3 5 0 6

]
×

[ b′12 b′23

b1 0.8 0
b2 1.2 0.9
b3 0 1.1

]⎞⎟⎟⎟⎠
T

×

[ a′
12 a′

3

a1 0.9 0
a2 0.7 0
a3 0 1.3

]⎤⎥⎥⎥⎥⎦

T

×
[ b′123

b′12 1.1
b′23 0.9

]
=

[ b′123

a′
12 11.871

a′
3 13.442

]

(a) All transformation matrices applied from right side⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

⎛
⎜⎜⎜⎝

[ a′
12 a′

3

a1 0.9 0
a2 0.7 0
a3 0 1.3

]⎞⎟⎟⎟⎠
T

×

[ b1 b2 b3

a1 1 2 0
a2 0 3 4
a3 5 0 6

]⎤⎥⎥⎥⎥⎦×

[ b′12 b′23

b1 0.8 0
b2 1.2 0.9
b3 0 1.1

]
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

×
[ b′123

b′12 1.1
b′23 0.9

]
=

[ b′123

a′
12 11.871

a′
3 13.442

]

(b) Transformation matrices applied from left and right

Fig. 3. Matrix multiplication for data transformation

operation, but can combine all transformation operations affecting one dimen-
sion into a single transformation matrix.

Data transformation using these matrices is done by multiplying the data ma-
trix with the transformation matrices for each dimension by means of standard
matrix multiplication. An example is shown in Fig. 3. There are two things to
be considered for matrix based data transformation: First of all, one has to be
aware of the current transformation matrix’s dimension and transpose the data
matrix and/or transformation matrix accordingly. In the example, one time the
transformation for dimension A is applied from the left and one time from the
right side. Thus, the respective matrices have to be transposed accordingly. Sec-
ond, the order, in which the transformation matrices are applied is irrelevant,
as long as the timely dependencies within one dimension are obeyed. Thus, the
second transformation matrix for dimension B must not be applied before the
first one, but can, of course, be applied before the transformation for dimension
A. After the transformation matrices for all dimensions have been applied the
resulting data matrix is the data matrix containing the data following the new
structure version. The standard matrix multiplication does exactly describe the
desired transformation for updates, merges, splits and mixed operations.

The transformations presented so far are defined between contiguous structure
versions, because transformation operations are only defined between contiguous
versions. To transform data between non-contiguous structure versions, we can
apply several consecutive transformation matrices for one dimension. In this case
the order in which the transformation matrices for one dimension are applied
is important: They have to be applied in timely order, thus we must not apply
T B

3,4 before T B
2,3. This timely order does only apply within one dimension, but

does not affect application order for different dimensions, i.e. we can apply T A
3,4

before T B
2,3. In (1) we can see that whether we apply the transformation matrices

one after the other on the data matrix (left side), or we calculate a transitive
transformation matrix by multiplying all matrices first and then apply it on the
data matrix (right side) does not matter, as both sides are equal.



Modeling Transformations between Versions of a Temporal Data Warehouse 75

{[(Ci×T X
i,i+1)×T X

i+1,i+2]···×T X
j−1,j}={Ci×[(T X

i,i+1×T X
i+1,i+2)···×T X

j−1,j ]} (1)

It can be seen from the examples that a transformation matrix has to include
all member versions of its source structure version in its rows and all member
versions of its destination structure version in its columns – even the ones which
did not change – as otherwise neither the multiplication with the data matrix
nor the multiplication of transformation matrices for calculating a transitive
transformation matrix can work.

3.4 Graph-Based Representation of Data Transformation

The matrix based representation is an adequate method for the specification of
the transformation output. But data transformation cannot be implemented effi-
ciently using matrices. For that purpose we defined an alternative, graph based,
representation for cell data and transformation operations. The main advan-
tage of the graph based representation is that only cell data which is subject
to changes has to be included in the transformation, whereas with the matrix
based approach one needs to handle the complete data set, for both, the data
matrix and the transformation matrix.

The transformation operations can be modeled by weighted directed acyclic
graph (DAG), where the nodes denote the dimension member versions and the
edges denote the transformation functions an operation is composed from. The
weight of the edges denotes the transformation weight. Examples for transfor-
mation graphs can be seen in Fig. 2, where each graph models exactly the same
transformation operation as the matrix above it. For transformations over more
than one structure version, i.e. a member version resulting from a transformation
operation is transformed once again, such transformation graphs can be linked
up for one dimension.

The complete cell transformation is also modeled by a DAG, where a node in the
graph denotes a single cell value and the edges denote the transformation functions
which have to be applied on the cell data. The member transformation graphs are
applied on each cell, which is defined by one of the transformed members in the
graph. Again, the order of dimension does not matter. The only thing to consider
is that the timely order within one dimension is not violated. Each edge in a trans-
formation graph means a multiplication, i.e. the cell value of the cell at the origin
of the edge has to be multiplied with the edge weight. Each cell with more than one
incoming edge means an addition, as the values from different pathes have to be
added. An example for such a transformation graph can be seen in Fig. 4, which
does exactly the same transformation as shown in Fig. 3. The nodes on the left side
(solid line) of the graph represent the initial cell data, the nodes with the dotted
line are the cell values after the first transformation for dimensionB, thenodeswith
the dashed line represent the cell values after transformation for dimension A, i.e.
after the complete transformation from version 1 to 2. The rightmost nodes with
the dashes and dots represent the the cell values after the second transformation in
dimension B. The second transformation, i.e. for dimension A, can be done at any
other position, e.g. first, or last. The only dependency to obey is that the second
transformation for dimension B must not be done before the first one.
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a1/b1-1

a1/b2-2

a2/b2-3

a2/b3-4

a3/b1-5

a3/b3-6

a1/b'12-3.2

a1/b'23-1.8

a2/b'12-3.6

a2/b'23-7.1

a3/b'12-4.0

a3/b'23-6.6

0.8

1.2
0.9

1.2
0.8

1.1

0.8

1.1

a'12/b'12-5.40

a'12/b'23-6.59

a'3/b'12-5.20

a'3/b'23-8.58
1.3

0.9
0.9       

0.7

0.7

1.3

a'12/b'123-11.871

a'3/b'123-13.442

1.1
0.9

1.1

0.9

Fig. 4. Cell Transformation Graph

As it can be seen from this simple transformation graph, there are transfor-
mation operations which reduce the number of data cells (Merge, Absorption),
transformation operations which increase the number of data cells (Split, Spin-
off) and transformation operations which do not change the number of data cells
(Update). The aim is, of course, to have a minimal cell transformation graph,
i.e. a cell transformation graph with the least number of nodes and edges. The
graphed representation of the data transformation together with the methods
from the Algebraic Graph Transformation field [14] offers potential for mini-
mizing the graphs by applying transformation operations in a reasonable order.
We also did a prototypic implementation of the graph based transformation and
optimization for evaluation purposes, but due to space limitations, we cannot
include these results here.

A simple but yet illustrating example could be a company selling bottled wa-
ter. To keep track of their sales, they have a DWH cube with the three dimen-
sions “Time”, “Product” and “Measures”. Until 2006 they did not distinguish
between mineral water and still water, so the “Product” dimension only contains
the member “Water”. In the “Measures” dimension the number of “Bottles Sold”
is stored in units of 1000 bottles. As of 2007 the company decides to distinguish
between “Mineral Water”, which is 40% of the sales and “Still Water”, which is
60%. Furthermore, the unit is not 1000 bottles any more, but 1.000.000 bottles.
So, without handling changes, a report for 2006 and 2007 could look like the left
chart in Fig. 5. Such a report cannot be interpreted without knowledge about
the recent changes. When applying means of temporal data warehousing, the
transformation operation for the “Product” dimension is a Split of “Water” into
“Mineral Water” and “Still Water”. In the “Measures” dimension an Update for
the member “Bottles Sold” with transformation factor 0.001 has to be done. The
resulting report may then look like the right chart in Fig. 5, where the data is
easily comparable.

Bottles Sold Time

Product 2006 2007

Mineral Water 4.8

Still Water 7.2

Water 10000

Update “Bottles Sold”

=⇒

Split “Water”

Bottles Sold Time

Product 2006 2007

Mineral Water 4.0 4.8

Still Water 6.0 7.2

Fig. 5. Transformation Example
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4 Conclusions

We live in a changing world. With changes in reality also the semantics of model
elements representing this real world may change, and with them the semantics
of the data defined by these models. DWH model aspects of a certain application
domain. In this paper we present a way to express changes in the semantics of a
DWH structure and how to deal with the impact of these changes on the contained
cell data. We present a set of transformation operations and describe two differ-
ent representations for them. The matrix based representation is intended for the
straightforward specification of transformation results only. This representation
is not destined for implementation, because the involved matrices (especially the
data matrix) become huge. The graph based representation is more efficient – only
changed data has to be included – and furthermore offers potential for optimiza-
tion, i.e. graph minimization. Due to the huge amount of data which has to be dealt
with during transformation, such optimization techniques are very important.
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Abstract. Modern information systems, and web information systems
in particular, are faced with frequent database schema changes, which
generate the necessity to manage them and preserve the schema evolution
history. In this paper, we describe the Panta Rhei Framework designed to
provide powerful tools that: (i) facilitate schema evolution and guide the
Database Administrator in planning and evaluating changes, (ii) support
automatic rewriting of legacy queries against the current schema version,
(iii) enable efficient archiving of the histories of data and metadata, and
(iv) support complex temporal queries over such histories. We then in-
troduce the Historical Metadata Manager (HMM), a tool designed to
facilitate the process of documenting and querying the schema evolution
itself. We use the schema history of the Wikipedia database as a telling
example of the many uses and benefits of HMM.

1 Introduction

The main goal of a traditional database, i.e., capturing the “current state of the
modelled reality”, is satisfactory only in simple applications [1]. More sophis-
ticated information systems require a systematic archiving and management of
the history of the database. In particular, in web information systems, such as
Wikipedia, ethical and legal expectations for accountability and preservation
arise for information that was once placed in the public domain and divulged
to the world; thus policies and systems are needed to support historical archives
for web information. This situation has generated renewed interest in broad re-
search on temporal databases and on transaction-time databases, in particular.
In addition to data evolution [2], these systems experience intense evolution of
database schema, as we reported in our analysis [3] of the Wikipedia DB, which
has experienced more than 170 different schema versions in its 4.5 years of life-
time. Schema evolution, already a serious problem in traditional information
systems [4,5], becomes even more critical in web information systems.

In order to effectively manage information systems under the realistic as-
sumption that Panta Rhei—everything is in flux—so that not only data, but
also schemas, queries and applications are in continuous evolution, we propose
the Panta Rhei Framework1. This framework provides a unified solution to the
1 The project homepage is: http://yellowstone.cs.ucla.edu/schema-evolution/

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 78–88, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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problems of: (i) graceful database evolution in the presence of schema changes,
(ii) transaction-time history archiving and querying of databases under schema
evolution.

The first objective is achieved by PRISM [6,7], a tool that assists the Data-
base Administrator (DBA) in designing a new schema and that automatically
revises legacy queries to work on it. The second objective is achieved by the
transaction-time database system ArchIS [8,9], and its extension PRIMA [10]:
ArchIS supports efficient temporal queries on the archived history of (fixed-
schema) databases, while PRIMA introduces the transparent support for com-
plex temporal queries over archives with evolving schema. Both PRISM and
PRIMA exploit an intuitive operational language of Schema Modification Op-
erators (SMOs) to explicitly capture the semantics of the schema evolution.

In this paper, we further extend the framework by introducing the Historical
Metadata Manager (HMM), a tool capable of archiving and querying rich meta-
data histories. Most modern DBMS provide their meta-level information in the
form of a virtual DB named information schema (SQL:2003 standard). With
the HMM we extend the scope of the information schema, inasmuch as the
complete history of the DB schema, not just its current snapshot, is preserved
and queried. Moreover, the HMM exploits the SMO-based representation of the
schema evolution to provide users with a better understanding of the semantics
of each schema change.

Contributions. The novel contributions of this paper are the following:

– the overall architecture of the Panta Rhei Framework for graceful schema evo-
lution and historical archive management under schema evolution;

– the History Metadata Manager, a tool capable of providing an effective
archival mechanism for metadata and a query facility enabling complex tem-
poral queries on schema histories.

The paper is organized as follows: Section 2 provides an overview of the Panta
Rhei Framework architecture. Section 3 describes the Historical Metadata Man-
ager (HMM) and its capabilities. In Section 4, we discuss related works, while
Section 5 is devoted to future developments. Section 6 draws our conclusions.

2 The Panta Rhei Framework
The Panta Rhei Framework, presented in Figure 1, aims at providing seamless
support for evolution of both data and schema and complete history manage-
ment. The objectives of the framework are as follows: (i) a workbench to assist
the DBA designing schema revisions with tools for change impact analysis and
automatic query rewriting, (ii) efficient archiving of DB histories, (iii) support
for complex temporal queries over a historical archive under schema evolution,
and (iv) archiving and temporal querying of the metadata history.

Objective (i—iii) were largely realized by PRISM [6,7], ArchIS [8,9] and
PRIMA [10,11], but this paper is the first to describe the overall architecture
of our Panta Rhei Framework and the design of the History Metadata Manager
(HMM) addressing objective (iv).
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Fig. 1. Panta Rhei Framework Architecture

2.1 PRISM

PRISM aims at automating the error-prone and time-consuming activity of
schema evolution. The system provides: (i) a language of Schema Modification
Operators (SMO) used for expressing complex schema changes in a concise way,
(ii) tools that allow the DBA to evaluate the effects of schema changes, (iii)
automated data migration, and (iv) optimized support for legacy queries on the
current schema version.

SMOs provide an operational and conciseway to capture schema evolution [3,6],
that specify how both schema and data evolve. By analyzing SMO sequences spec-
ified by the DBA, the system provides feedback on the proposed evolution, thus
improving predictability of the evolution process. The same SMO representation
is used to automate data migration and query adaptation by (i) generating SQL
data migration scripts, and (ii) automatically rewriting legacy queries to operate
on the new schema. Legacy queries are automatically supported in two alterna-
tive ways: by means of SQL views (among schema versions) or by automatically
translating queries across schema versions by the query rewriting engine [12].
Wikipedia and its 170+ schema versions provided an invaluable testbed for val-
idating PRISM and its query rewriting capabilities.

2.2 ArchIS

ArchIS [9] provides, in the context of Panta Rhei Framework, a powerful temporal
data model based on XML, called V-Documents. V-Documents represent, in
a temporally-grouped fashion, the attribute-level-timestamped history of the
snapshot DB. This simplifies issues such as temporal coalescing [13]; moreover,
the choice of XML allows the use of XQuery, which proved well-suited to express
complex temporal queries [8]. To overcome the current performance limitations of
XML, ArchIS exploits mature RDBMS technology, by shredding V-Documents
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and storing them in a relational format named H-tables. It also translates XQuery
into the equivalent SQL/XML queries that can be executed over H-tables.

2.3 PRIMA

PRIMA [10,11] extends the functionalities of ArchIS by allowing the schema to
evolve as data evolve. At every schema change, the snapshot data are archived
using the schema version under which they first appeared, to achieve perfect
archival quality2. This produces a transaction-time database that archives the
data history under multiple schema versions. On the other hand, the task of
writing temporal queries on such archive might become taxing for the users,
since queries may potentially span over several schema versions (tens or even
hundreds in the Wikipedia scenario). PRIMA addresses this issue by letting
the users express temporal queries under a selected schema version, typically the
current one, and then automatically rewriting them against pertinent schema
versions.

2.4 Putting All Together: The Overall Architecture

The overall architecture of the Panta Rhei Framework is shown in Figure 1. The
left-hand side of Figure 1 represents a snapshot database, augmented by the log-
ging functionality, which updates the historical archives of both data and meta-
data (Section 3.3). The right-hand side of Figure 1 shows the core components of
our architecture: PRISM, ArchIS, PRIMA, and the HMM querying interface.
These components share a common data layer based on two archives, captur-
ing data and metadata histories, and the SMO representation of the schema
evolution. In particular, the Historical Data DB represents the transaction-time
archive of the snapshot database—maintained by ArchIS in the relational for-
mat of H-table. In a similar way, the Historical Metadata DB (HMDB) stores
the history of the meta-information that the SQL-compliant DBMSs offer in the
information schema and the SMO-based description of the schema changes.
These data, besides being used by PRISM and PRIMA, provide invaluable
documentation when queried by the Historical Metadata Manager (HMM), as
further discuss in Section 3. One of the benefits of this integrated solution is that
the effort needed to adopt one component, e.g., PRISM, enables at no extra
cost the entire set of functionalities of the Panta Rhei Framework.

3 Historical Metadata Manager

The Historical Metadata Manager (HMM) is a tool capable of storing and query-
ing metadata histories. In this section, we discuss its main components, namely
(i) the underlying data layer Historical Metadata DB (HMDB), (ii) the querying

2 Data migration is, in general, not information-preserving, thus can potentially com-
promise archival quality.
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Fig. 2. Historical Metadata DB : a portion of V-Document and the corresponding H-
table representations

interface allowing to pose complex temporal queries over the HMDB, and (iii)
the HMM logger, a component that maintains the historical archives updated,
based on the set of changes occurred in the snapshot data and metadata.

3.1 Historical Metadata DB

The HMDB captures the history of the information schema, together with
additional metadata needed in the Panta Rhei Framework (SMOs, user queries,
etc.). Due to space limitation, we discuss only a selected subset of the HMDB
content. We introduce it in a snapshot format, to later present the corresponding
temporal archive.

schemata(schema_name, default_character_set_name)
tables(table_schema, table_name, table_type, table_rows)
columns(table_schema, table_name, column_name, data_type, default_value)
queries(query_id, query_text, schema_name, issue_timestamp)
query_exec(query_id, exec_timestamp, exec_success)
smos(smo_id, smo_text, smo_type, timestamp)

The first three relations, schemata, tables, and columns, come from the
information schema, while the relations named queries, query exec, and smos
store additional metadata needed by PRISM and PRIMA. The queries rela-
tion archives the user queries (as templates), the target schema, and query issuing
time. The table query exec stores the results (boolean flag exec success) of
testing each of above query templates against the subsequent schema versions,
used in the PRISM impact analysis. Lastly, the table smos stores the SMOs
describing the semantics of each schema change.
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Fig. 3. Wikipedia results for: (a) Result of Query 2: Wikipedia schema size, and (b)
Result of Query 5: success rate of Wikipedia legacy queries against the subsequent
schema version

In order to effectively and efficiently archive the history of these metadata,
we represent them in the V-Document format. Figure 2 shows a portion of the
V-document, capturing the evolution of two columns in the Wikipedia schema
history, and its corresponding H-table representation—ts and te represent re-
spectively the start and end time of the period in which a given value was valid
in the snapshot DB. The first row element represents a column cur.cur text
which did not change between time T1 and T2, when it disappears forever. The
second row element, in contrast, shows a column page.page id, which was newly
introduced at time T3, changed its type at time T4 (from INT(5) to INT(15))
and its default value at time T5 (from 0 to -1). The H-table representation in
Figure 2 highlights how the XML data have been shredded in a set of tables
with a regular structure: key-columns, nonkey-column, ts, te.

3.2 Querying the HMDB

The HMM Interface component of Figure 1 builds on top of the ArchIS storage
engine to provide a simple query interface over the HMDB. By means of simple
query examples on the Wikipedia schema evolution history, we illustrate how
the HMM can be leveraged to obtain a deep insight on the evolution itself. The
queries we present are grouped in two classes: (i) queries over the history of the
information schema (Query 1 -Query 3 ), and (ii) queries exploiting SMOs and
logged queries (Query 4 and Query 5 ).

Simple but very useful temporal queries are snapshot queries as the following:

Query 1. What was the Wikipedia database schema valid on 2007-01-01?

for $db in document("wiki-hmdb.xml")/db,
$tn in $db/Tables/row/table_name[@ts<="2007-01-01" and @te>"2007-01-01"]

Similarly, it is possible (by range queries) to inspect specific portions of the
history, retrieving all the subsequent modifications occured in a given period.
Next, we give an example of temporal aggregate queries that can be exploited
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return <table> {$tn/@text}, <cols>
{$db/Columns/row[table_name=$tn]/
column_name[@ts<="2007-01-01" and @te>"2007-01-01"]/text()}</cols>

</table>

to observe general trends of the schema evolution:

Query 2. Retrieve the number of columns in the Wikipedia DB throughout the
history.

for $db in document("wiki-hmdb.xml")/db,
$t in $db/Schemata/rows/timestamp

return <tuple> <timestamp>{$t}</timestamp>,
<cnt>{count($db/Columns/row/column_name[@ts<=$t and @te>$t])}</cnt>

</tuple>

The output of such query is nicely rendered in Figure 3a, where it is easy to spot
a net growing trend in the Wikipedia schema size, roughly 31% a year.

Furthermore, to analyze quality and stability of the design it is possible to
pose queries retrieving stable or unstable portions of the schema as the following:

Query 3. Which table in Wikipedia DB schema that remained valid for the longest
period?

let maxInterval:=
max(for $tn in document("wiki-hmdb.xml")/db/Tables/row/table_name

return $tn/@te-$tn/@ts)
for $tn in document("wiki-hmdb.xml")/db/Tables/row/table_name
where $tn/@te-$tn/@ts = maxInterval
return $tn/text()

The answer of this query reveals how the user table was the most stable in the
DB schema. Another interesting class of queries exploits the explicit character-
ization of the change semantics provided by SMOs to track back (or forward)
the evolution of information stored in a given schema element. Consider the fol-
lowing example:

Query 4. Retrieve the previous version of the information currently stored in
table ‘page’.

let $last_smo_timestamp := max(document("wiki-hmdb.xml")/db/Tables/row/
smo[affected_table_name="page"]/timestamp)

let $last_smo := document("wiki-hmdb.xml")/db/Tables/row/
smo[affected_table_name="page" and timestamp=$last_smo_timestamp]

return $last_smo/input_tables

Finally, by exploiting the information about query templates and their execution,
it is possible to retrieve and visualize the impact of the schema evolution on the
original user queries, as exemplified by the following query:

Query 5. What’s the success rate of legacy queries (valid on 2004-08-15) after
each Wikipedia schema change?
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for $db in document("wiki-hmdb.xml")/db,
$t in $db/Schemata/rows/timestamp

return
<tuple>

<schema-change-time>{$t}</schema-change-time>,
<success-rate>{avg($db/query_exec/row

[query_id=$db/queries/row[execution_timestamp="2004-08-15"]/query_id]/
success_flag)}</success-rate>

</tuple>

The result of the query is shown in Figure 3b. The graph effectively highlights
that a sudden drop occurred around 2005-03, due to a deep change of the article
revision management in the Wikipedia DB [3]; this impacted over 70% of the
queries. The spikes in the graph corresponds to syntactically incorrect schema
versions, for which most of the queries failed, see [3] for details.

These relatively simple queries are naturally supported by the HMM on the
history of metadata we archive. This querying capability provides a powerful
tool for dissecting the metadata history, enabling a better understanding of un-
dergoing schema evolution.

3.3 Archive Maintenance

This section briefly discusses how we maintain the historical archives up to date.
The HMM logger of Figure 1 integrates the following functionalities:

Data Archive Update. The problem of creating and maintaining a temporal
archive of the snapshot DB has been addressed in [9]. Two solutions have been
proposed, one based on active rules and the other on update logs. In the ArchIS-
DB2 experience, a set of DML triggers have been exploited to maintain the
H-table archive updated by propagating every update of the snapshot DB to the
temporal archive, while the ArchIS-ATLaS prototype obtains the same results
by processing the update log. The choice between the two approaches depends
on performance issues, the interested reader can refer to [9].

Metadata Archive Update. To adapt the above methods to work on meta-
data, we exploit DDL triggers and SQL DDL logs analysis. The information
schema is, in fact, a virtual DB and no direct updates are issued on it. Re-
cent versions of Oracle and MS SQL Server support DDL triggers. For MySQL
and DB2, simple workarounds have been designed, based on the fact that the
information schema provides timestamps of the last modifications and that the
frequency of schema changes is rather low. It is thus possible to monitor3 it to
detect changes, and use the timestamps stored in the snapshot information
schema itself, to obtain an accurate temporal archive. The HMDB also stores
the sequences of Schema Modification Operators describing the semantics of the
schema change. This is achieved in two alternative ways: (i) by systematically

3 This can be automated within the DBMS by means of event triggers (MySQL 5.1)
or scheduled administration tasks (DB2).
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exploiting PRISM to explicitly model the schema evolution of the snapshot
DB, or (ii) by observing the evolution and semi-automatically mining the corre-
sponding SMOs.

4 Related Works

The long standing problems of schema evolution and versioning [14,15] have
been the subject of several research efforts surveyed in [16], and more recent
approaches were proposed in [17,18,19,20]. Archiving and querying metadata
histories has been discussed, to a limited extent, in [21], as a byproduct of tem-
poral data archiving. Recent theoretical and practical advances on the related
problems of query rewriting, mapping composition and invertibility appeared
in [12,22,23,24]. The Panta Rhei Framework builds on top of this solid theoret-
ical foundations and provides, at the best of our knowledge, one of the most
advanced, unified approaches to the issues of schema evolution and data and
metadata history management.

5 Future Developments

Much of the Panta Rhei Framework is still under development; along with the
implementation of new features and optimizations techniques, a substantial in-
tegration effort is taking place to provide an easily-deployable, unified tool-suite.

Mapping and query rewriting are two core features that our Panta Rhei Frame-
work shares with most of the existing approaches to the problem of data integra-
tion. It is part of our research agenda to investigate the use of the techniques we ex-
ploit in PRISM and PRIMA to tackle data integration and schema evolution in
a unified way, as we discuss in [25]. Moreover, metadata histories can be effectively
exploited in the context of automatic schema matching to develop history-aware
matching heuristics. Further investigation is on-going about the use of semantic
data models, to capture uniformly schema changes and schema mappings [26] in
a semantically rich model, which might enable automatic reasoning.

6 Conclusions

In this paper, we presented the overall architecture of the Panta Rhei Frame-
work, that unifies the concurrently ongoing endeavors on temporal databases
and schema evolution that have produced PRISM [6,7], ArchIS [8,9], and
PRIMA [10,11]. Thus, this is the first paper describing the History Metadata
Manager (HMM), a powerful tool we have developed for archiving and querying
the history of the metadata evolution. Such information, representing the core
knowledge on which PRISM and PRIMA operate, is invaluable for a Data-
base Administrator trying to understand the schema evolution of an Information
System. The unified XML model exploited allows the use of XQuery, which is
well-suited to express complex temporal queries. The Panta Rhei Framework has
been validated on the real-life schema evolution of the Wikipedia database.
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Abstract. When a relational database schema changes, the questions
arises if any integrity constraint is violated by the change. For dynamic
schema maintenance, traditional methods to answer this question have
several debilities. First, they require that all integrity constraints be sat-
isfied before admitting any update, although extant integrity violations
are frequent in practice. Second, they are inefficient for dynamic changes
of integrity constraints. Third, they are unflexible wrt safety-critical con-
straints. Fourth, they usually do not care at all whether an updated
schema remains satisfiable. We propose improvements of each of these
weaknesses.

1 Introduction

The field of database schema evolution has attracted an unrelented growth of in-
terest in recent years [12]. However, schema updates that include changed integrity
constraints have received only scant attention. A notable exception is [3]; cf. also
[15], where the “semantic correctness” of evolving schemas is mentioned as an open
issue. This lack of attention is surprising, since most database schemas involve a set
of constraints, for delimiting the space of admissible database states, and this set
may evolve over time just like any other part of the schema.

Throughout, we speak of updates or changes of the schema, rather than of
its evolution. This is to avoid confusion with other topics traditionally related
to schema evolution, such as change propagation, matching and mapping of
schemas, versioning or temporal databases. These are not dealt with here.

Inconsistency tolerance is another issue that is enjoying an increase of cov-
erage in the literature [1,16]. A database is inconsistent if some of its integrity
constraints are violated. Thus, inconsistency tolerance is the ability to soundly
perform database operations also in the presence of violated integrity. Such sit-
uations are particularly frequent when schemas evolve dynamically.

In this paper, we look into a part of the underexposed intersection of dy-
namic schema maintenance and inconsistency-tolerant integrity maintenance.
Dynamic schema maintenance deals with simultaneous changes of the data-
base schema, including integrity constraints, and its current state. Inconsistency-
tolerant integrity maintenance involves integrity checking [10] and satisfiability
checking [2] upon updates of the schema or the state, which yields sound output
even in the presence of violated constraints [5,6].
� Partially supported by FEDER and the Spanish MEC grant TIN2006-14738-C02-01.
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In section 2, we ask the reader to consent on some preliminary conventions
and definitions. In section 3, we review inconsistency-tolerant integrity checking
and extend its definition to arbitrary schema updates. In section 4, we show how
integrity can be efficiently maintained for dynamic schema updates while tolerat-
ing inconsistencies, even in safety-critical applications and even for unsatisfiable
schemas. In section 5, we conclude.

2 Preliminaries

Unless specified otherwise, the terminology and notations used are conventional
in the logic databases community [13].

2.1 Integrity Constraints, Database Schemas, Databases

An integrity constraint (in short, constraint) is a first-order predicate logic sen-
tence, represented either as a denial (i.e., a clause without head whose body is
a conjunction of literals) or in prenex normal form (i.e., quantifiers outermost,
negations innermost). An integrity theory is a set of constraints. Such a theory
usually serves to restrict the space of admissible database states, in that each of
its constraint is required to be satisfied in each state.

A database schema (in short, schema) is a triple S = (T, R, IC ) where T is a
set of table definitions, R is a set of view definitions and IC is an integrity theory.
Each table defined in T uniquely corresponds to a base predicate with some arity.
Each view defined in R corresponds to a view predicate, defined by a set of rules
that recur on base predicates, as in deductive databases. A fact is of the form
p(t1, ..., tn), where p is either a base predicate or a view predicate, n is the arity
of p and each ti is a ground term. A database is a pair D =(S, E) where S is a
schema and E is a state of S, i.e., a set of base predicate facts. Sometimes, E is
also called an extension of the table definitions of S. As usual, we assume that,
for each schema S = (T, R, IC ) and each database D =(S, E), E ∪R determines
a unique minimal Herbrand model, sometimes called the standard model of D.

The informal definition of ‘state’ above deliberately does not require anything
wrt IC , apart from the syntax of constraints. Traditionally, all constraints in
IC are required to be satisfied, i.e., true in the standard model of each state.
However, since we are interested in change management also in the presence of
inconsistency, the definition above is as general as to allow also for states in
which integrity is violated, i.e., at least one of the constraints in IC is false in D.

For a database D, an integrity theory IC and an integrity constraint I, let
D(IC )= sat and D(I)= sat denote that IC or, resp., I is satisfied in D, and
D(IC )= vio (D(I)= vio) that it is violated. ‘Consistency’ and ‘inconsistency’
are synonymous with ‘satisfied’ and, resp., ‘violated’ integrity.

2.2 Updates

An update U is a function that maps databases to databases. For an update U , a
schema S =(T, R, IC ) and a database D =(S, E), let DU =(SU , EU ) denote the
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database, i.e., the schema and the state, into which D is mapped by U ; let T U ,
RU , IC U be the definitions of tables, views and, resp., integrity constraints in SU .
If D = (S, E) is updated by U , then D (resp., S, E) is also called the old database
(resp., schema, state), and DU (resp., SU , EU ) the new database (resp., schema,
state). If IC = IC U , then U is called a conservative update. For an arbitraryupdate
U , let Uc denote the maximal subset of U that is a conservative update.

Equivalently, an update U can be characterized by the symmetric difference
of D and DU , i.e., by the tables structures, view definitions, constraints and
base predicate facts that either are in the respective components of D but not
in those of DU or vice-versa. Hence, each modification of any component of
D can be expressed by the deletion of its old version and the insertion of its
new one. However, a representation of modifications as pairs of deletions and
insertions is independent of the way modifications are treated in methods that
check updates for integrity preservation. In fact, each such method is free to deal
with modifications as either one or several operations within a transaction.

The preceding definition of updates covers arbitrary transactions containing
simultaneous updates of the schema and the state of a database. Conservative
updates include schema changes that leave the integrity theory untouched.

2.3 Integrity Checking Methods

From now on, let M, D, U and IC always denote an integrity checking method,
a database, an update and, resp., an integrity theory. And, if nothing else is said,
then IC be always the integrity theory in the schema of D.

Each M can be formalized as a mapping that takes as input a pair (D, U) and
outputs upon termination either ok or ko, where ok means that M sanctions the
update and ko that it does not. The computation of this output usually involves
less access to E, and thus is more efficient, than a brute-force check, i.e., a plain
evaluation of all constraints against the entire database.

For each M, we only consider classes of pairs (D, U) such that the compu-
tation of M(D, U) terminates. In practice, that can always be achieved by a
timeout mechanism with output ko.

Note that, instead of ok and ko, we do not use the answers yes and no, nor
the truth values true and false, nor the integrity values sat and vio, to denote
the output of M. After all, yes, true or sat in place of ok could suggest that
DU (ICU )= sat , although M may tolerate inconsistency and hence output ok
even if DU (IC U ) = vio. Moreover, if M is incomplete, then ko means that further
checks are necessary to determine if integrity is really violated by the update,
while no, false or vio would suggest that integrity is indeed violated.

Soundness and completeness of an integrity checking method M is defined as
follows. Note that also changes of the schema of D are taken into account.
Definition 1. (sound and complete integrity checking)
M is called sound or, resp., complete if, for each (D, U) such that D(IC)=sat,
(1) or, resp., (2) holds.

If M(D, U) = ok then DU (ICU ) = sat . (1)

If DU (ICU ) = sat then M(D, U) = ok . (2)
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Although (1) and (2) only relate the output ok of M to integrity satisfaction,
symmetric conditions for relating ko to integrity violation could be defined. We
omit that, since, as is easily seen, soundness and, resp., completeness for ko and
violation is equivalent to (2) and, resp., (1).

Several methods (e.g., in [2,4,9,11,14]) have been shown to be sound and
complete for significant classes of pairs (D, U). Other methods (e.g., in [7,8])
are only shown to be sound. Thus, they provide sufficient but not necessary
conditions for guaranteeing integrity of DU .

3 Inconsistency-Tolerant Integrity Checking

We are going to we review inconsistency-tolerant integrity checking [5,6] and
extend it to cover arbitrary schema updates.

3.1 Motivation

In all methods for efficient integrity checking, only certain instances of con-
straints, called ‘relevant cases’, are checked. Informally, relevant cases are those
that are potentially violated by a given update. By focusing on relevant cases,
the cost of integrity checking can be reduced to feasible proportions [10].

This principle can be successfully applied also if some constraints are violated
before the update. For example, in a database containing marriage records, suit-
able constraints can prevent bigamy, married minors, and other unlawful cases.
Despite the constraints, however, such a database may, for instance, contain
entries of persons married twice, underaged spouses, etc. Such integrity viola-
tions may be due to omissions (e.g., divorce from the previous spouse was not
recorded), neglect (e.g., the DBA had switched off integrity checking for schema
evolution or when migrating to a new system), or other irregularities (e.g., leg-
islation changed after marriage). Yet, new marriages that satisfy all constraints
can be entered without problems into the database, even in the presence of in-
consistencies. This works well, because only data that are relevant to updates
are checked for consistency.

Indeed, it has been shown in [5,6] that several integrity checking methods in
the literature function soundly also if integrity is violated before the update.
This came as a surprise because the correctness proofs of such methods all rely
on the premise that integrity be satisfied before each update. For convenience,
let us call this requirement the total integrity premise. Methods that continue to
work well when this premise is waived are called inconsistency-tolerant. Next,
we define inconsistency tolerance more formally.

3.2 Definition and First Examples

Each constraint I can be conceived as a set of particular instances, called ‘cases’,
of I, such that I is satisfied if and only if all of its cases are satisfied. Thus,
integrity maintenance can focus on satisfied cases, and check if their satisfation
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is preserved across updates. Violated cases can be ignored or dealt with at some
more convenient moment. This is captured by the following definition, which, as
opposed to similar definitions in [5,6], also takes changes of IC into account.

Definition 2. (inconsistency-tolerant integrity checking)
a) A variable x is called global in I if x is ∀-quantified in I and ∃ does not
occur left of the quantifier of x.
b) Let I be of the form ← B or QW , where B is a conjunction of literals, Q is
a vector of ∀-quantifiers of all global variables in I and W is a formula in prenex
normal form, and ζ be a substitution of the global variables in I. Then, ← Bζ
or, resp., ∀(Wζ) is called a case of I, where ∀( . ) denotes universal closure.
c) Let SatCas(D, IC) = { C : there is I ∈ IC , C is case of I, D(C)= sat } be
the set of cases of constraints in IC that are satisfied in D.
d) M is called sound, resp., complete wrt inconsistency tolerance for (D, U) if,
for each C ∈ SatCas(D, ICU ), (3) or, resp., (4) holds.

If M(D, U) = ok then DU (C) = sat . (3)

If DU (C) = sat then M(D, U) = ok . (4)

M is called sound, resp., complete wrt inconsistency tolerance if M is sound,
resp., complete wrt inconsistency tolerance for each pair (D, U).

We may speak of an ‘inconsistency-tolerant method’ when it is clear that we
actually mean a method that is sound wrt inconsistency tolerance.

Several methods, e.g., those described in [2,9,11,14], are shown to be incon-
sistency-tolerant for conservative updates in [5,6]. The methods in [2,11] also are
complete wrt inconsistency tolerance, as shown in yet unpublished work.

Definition 2 is illustrated by examples 1, 2 and, later, examples 3–6.
Examples 1 and 5 feature conservative updates of base facts; 2–4 and 6 are
schema updates involving changes of rules or integrity constraints. Example 5
also features the method described in [7], which is not inconsistency-tolerant.

Example 1. For tables p and q, I =← p(x, y), p(x, z), y �= z is a primary key con-
straint on the first column of p. It is referenced by the foreign key constraint
I ′ =∀x,y ∃z(q(x, y) → p(y, z)) on the second column of q. The global variables
of I ′ are x and y; all variables of I are global. For U = insert q(a, b), a typical
inconsistency-tolerant method M only evaluates the simplified case ∃z p(b, z) of
I ′. If, for instance, p(b, b) and p(b, c) hold in the old state D, M outputs ok ,
ignoring cases that are violated in D, such as, e.g., ← p(b, b), p(b, c), b �= c and I,
i.e., extant violations of the primary key constraint. If no fact matching q(x, b)
nor any fact matching p(b, z) holds in D, then the case C =∃z(q(x, b) → p(b, z))
of I is in SatCas(D, IC ) and M outputs ko, indicating that U violates C.

Example 2. Let q be a ternary base predicate and p be the view which projects
q on its first two columns, i.e., p is defined by the rule p(x, y)← q(x, y, z). Let
I =← p(x, x) constrain p to be void of symmetric tuples. Let q(a, a, b), q(b, b, a),
q(b, b, b) be the only facts in D that match q(x, x, z). Clearly, the cases ← p(a, a)
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and ← p(b, b) are violated in D. Hence, traditional integrity checking refuses to
handle the update U which modifies the definition of p to p(x, z)← q(x, y, z). As
opposed to that, each complete inconsistency-tolerant method M outputs ok if
no fact matching q(x, y, x) such that x�=a and x�=b holds in D, and ko otherwise.
For instance, if q(c, a, c) holds in D, then M(D, {I}, U) = ko.

Example 2 illustrates that the amount of violated cases never increases by any
conservative update checked by an inconsistency-tolerant method. It also shows
that it may decrease, since the violated case ← p(a, a) may disappear after p
has been modified. Thus, it illustrates that such methods support inconsistency-
tolerant repairs, i.e., updates that reduce the amount of violated cases, while
surviving violations are tolerated.

By def. 2a), each constraint I is a case of itself. Hence, each sound (3), resp.,
complete (4) inconsistency-tolerant method is sound (1) and, resp., complete
(2). Thus, inconsistency-tolerant integrity checking significantly generalizes the
traditional approach. The total integrity premise deprives the latter of a the-
oretical foundation, since integrity checking often is applied in the presence of
inconsistency (which sometimes may not even be noticed). As opposed to that,
inconsistency-tolerant methods tolerate any amount of inconsistency, including
unsatisfiable integrity theories (cf subsection 4.4), while ensuring that conserv-
ative updates do not increase the amount of violated cases of integrity.

4 Inconsistency-Tolerant Integrity Maintenance

In 4.1, we show that methods for checking conservative updates can also be used
for inconsistency-tolerant checks of changed integrity theories. In 4.2, we show
how such checks can be made more efficient for dynamic schema maintenance.
In 4.3, we propose a flexible inconsistency-tolerant dynamics for schema updates
in safety-critical applications. In 4.4, we illustrate that inconsistency-tolerant
schema maintenance can even tolerate unsatisfiable integrity theories.

4.1 Inconsistency-Tolerant Updates of Constraints

Each integrity checking method can be extended to deal with updates of the
integrity theory, by resorting to brute-force checking: inserted constraints are
plainly evaluated against the new database, without any simplification, while
deleted constraints are simply dropped and ignored.

All methods that are inconsistency-tolerant for conservative updates are not
known yet to be inconsistency-tolerant also for updates involving changes of the
integrity theory. Theorem 1 fills that void.

Theorem 1. Each integrity checking method M that is inconsistency-tolerant
for conservative updates and that, for arbitrary schema updates, checks new
constraints brute-force, is inconsistency-tolerant for arbitrary updates.

Proof. We have to show that (3) holds for each C ∈ SatCas(D, ICU\IC ). For each
such C, there is an I ∈ ICU\IC such that C is a case of I. Now, let M(D, U)= ok .
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Thus, we have to show that D(C) = sat . Since C is a case of I and I is inserted
by U , M checks I brute-force. It follows from M(D, U)= ok that DU (I) = sat
(if I would be violated in DU , then, by definition, M would output ko). Since I
is satisfied if and only if all of its cases are satisfied, the result follows. �

Example 3. Suppose that the integrity theory in example 1 only contains the pri-
mary key constraint I. Further, consider an update U ′ which consists of U as in
example 1 and additionally contains the insertion of I ′. Then, each method M for
efficient integrity checking known to this author will first decide that I is not rel-
evant for the insertion of q(a, b), while tolerating any extant violation of I. Then,
M will evaluate I ′ against DU , which leads to the output ok if D(I ′)= sat and ko
if not. The latter is the case if, e.g., (c, c) is a row in q and no row in p matches (c, z).

4.2 Improving Inconsistency-Tolerant Integrity Maintenance

Let us look at the following difference of examples 1 and 3. If (c, c) is a row in
q and no row in p matches (c, z), then the violated case ∃z(q(c, c) → p(c, z))
is tolerated in example 1, but not in example 3. Of course, it is sound that an
update U such as the one in example 3 is rebuked, and perhaps even desirable,
since U would increase the amount of violations in the database.

However, in a dynamic database that is operational while undergoing schema
changes, it may be undesirable to delay operations until inserted constraints
are evaluated entirely against possibly huge extensions of tables. Rather, it may
be more desirable to just check some relevant cases, and, if they pass, have
new integrity constraints be part of the updated schema, in order to prevent
the current and all future updates from introducing new violated cases, at the
expense of having to tolerante any extant violations of inserted constraints. If
those exist at all, they can be dealt with at less busy times, e.g., in night runs.

Thus, a more efficient way to check each constraint I inserted by some update
U is to focus on the cases of I that are relevant for Uc, although I is not part
of the old database. After all, def. 2d) requires just that: (3) and (4) must hold
for each case in SatCas(D, ICU ), where D is the old database and ICU is the
new integrity theory. Hence, it suffices to focus on relevant cases of inserted con-
straints. The following result identifies another advantage of this policy: it may
achieve completeness, while brute-force checking of inserted constraints cannot.

Theorem 2
a) No method M that checks inserted constraints brute-force is complete wrt
inconsistency tolerance.
b) Each method M that is sound and complete wrt inconsistency tolerance for
conservative updates, and that, for each schema update U , focuses on cases
of inserted constraints that are relevant for Uc, is sound and complete wrt
inconsistency tolerance.

Proof. Part a) can be shown by the database D and the update U in example 3:
if, for instance, p(b, b) and q(c, c) are the only facts about p and q in D, then, for
each M that evaluates I ′ brute-force, M(D, U)= ko holds. However, condition
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(4) in definition 2d) warrants the output ok , since DU (C) = sat obviously holds
for all C ∈ SatCas(D, IC U ). Hence, M is not complete. �
Part b) follows straightforwardly by verifying (3) and (4) by induction on the
number of constraints inserted by U . �

Example 4. (ex. 3 continued) If M checks the insertion of I ′ by focusing on its
relevant cases for Uc = insert q(a, b), then M outputs the same as in example 1.
In particular, potential violations of the case ∃z(q(c, c) → p(c, z)) are tolerated.

A striking advantage of checking inserted constraints just like all others, instead
of checking them brute-force, is that the former is much more efficient than the
latter. The latter is advocated in the SQL99 standard (cf. [15]), while the former
lacks standardization but is common practice in most commercial systems, since
it is much easier to use for dynamic schema maintenance than time-consuming
brute-force checks. So, this paper can be understood as a contribution to cap-
turing more precisely what is happening in practice.

4.3 Updating Safety-Critical Integrity Theories

The theme of this paper is inconsistency tolerance. Yet, the need of safety-
critical applications to have a set of ‘hard’ integrity constraints totally satisfied
at all times should not be lightheartedly compromised. Hence, methods are called
for that can guarantee total satisfaction of all hard constraints for dynamic
schema maintenance. Fortunately, each inconsistency-tolerant method is capable
of providing such a service. To see this, we first define the following reliability
property, then infer theorem 3 from it, and then interpret the definition and the
result in terms of a dynamic maintenance of safety-critical applications.

Definition 3. M is called reliable for hard constraints if, for each pair (D, U)
and each integrity theory ICh such that ICh ⊂ IC and D(ICh) =sat, the fol-
lowing holds.

If M(D, U) = ok then DU (ICh) = sat . (5)

Theorem 3. Each inconsistency-tolerant M is reliable for hard constraints. �
By definition, each method that is reliable for hard constraints is capable of
maintaining total satisfaction of a set ICh of hard constraints across updates,
where IC h is a subset of the integrity theory IC in the schema, even in the
presence of violated constraints that are not hard. It is easy to see that (5)
follows from (3). However, for methods that are not inconsistency-tolerant, such
as the one in [7], (5) may not hold. Example 5 shows this.

Example 5. Let IC = {← q(a), r(x, x), ← q(b), r(x, x)}, ICh = {← q(b), r(x, x)},
and q(a), r(b, b) be the only facts in D. Clearly, the case ← q(a), r(b, b) is vio-
lated in D, while D(IC h)= sat . Let U = insert q(b). The only relevant case is
← q(b), r(x, x). To check it, the method in [7] drops q(b) since U makes it true,
thus obtaining the simplification ← r(x, x). Since ← q(a), r(x, x) is not relevant,
the total integrity premise wrongly entails that DU (← q(a), r(x, x)) = sat . Now,
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assume that q is locally accessible, while r is remote and inaccessible. Thus,
the method in [7] infers that also DU (← r(x, x)) = sat , since q(a) is true in DU .
Hence, it unreliably outputs ok , although DU (ICh)= vio. As opposed to that,
M(D, IC , U)= ko holds for each inconsistency-tolerant method M. �

4.4 Unsatisfiability

For each update, the use of an inconsistency-tolerant method to check integrity
guarantees that all cases satisfied in the old state will remain satisfied in the new
state. In fact, that continues to hold even if the given schema is unsatisfiable.
Thus, inconsistency-tolerant methods are also unsatisfiability-tolerant. Hence,
also the standard premise that the schema be satisfiable can be waived.

Example 6. Let the schema of D consist of the rules p(x, y)← q(x, y), q(y, z),
q(x, y)← r(x, y), q(x, y)← s(x, y) and IC = {← p(x, x), ∃ x,y r(x, y)}. Clearly,
the schema is satisfiable. Let (a, a), (a, b) be all tuples in s. Thus, ← p(a, a) is a
violated case. There are no more violated ground cases of ← p(x, x) if and only
if neither (b, a) nor any tuple matching (x, x) is in r. Moreover, ∃ x,y r(x, y)
is a violated case if and only if the extension of r is empty. Now, let U be the
insertion of q(x, y)← r(y, x). Clearly, U makes the schema unsatisfiable. However,
each inconsistency-tolerant method M can be soundly applied to check U for
preserving satisfied cases. It is easy to see that M(D, U)= ko if and only if there
is any tuple of form (A, B) in r such that (B, A) is not in r and (A, B) does not
match (b, a) nor (x, x). Otherwise, all cases of ← p(x, x) that are violated in DU

are already violated in D, hence M(D, U)= ok .
Although, in example 6, the updated schema is unsatisfiable, it makes sense to
accept further updates of DU that do not violate any satisfied case. Such updates
may even lower the number of violated cases, e.g., U ′ = delete s(a, a).

5 Conclusion

We have outlined how to extend traditional approaches to dynamic database
change management that rely on established integrity checking methods. We
have dealt with schema updates that may involve changes of the integrity the-
ory, or make it unsatisfiable. In particular, we have shown that such updates
can be dealt with efficiently and reliably, without compromising hard integrity
requirements for safety-critical applications. Also, we have shown that the usual
premises requiring the total satisfaction of each database state and the satisfia-
bility of the database schema can simply be waived, for most methods.

Our definitions are as general as to cover arbitrary simultaneous changes of
the schema and its extension. However, they are also as abstract as to define
away or blind out other issues. In particular, we have not dealt with problems
associated to the related issues of view updating (i.e., the translation of view
update requests to updates of base relations), schema evolution (e.g., versioning,
schema mergin and mapping, change propagation), transaction handling (e.g., to
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guarantee ACID properties) and distribution management. We intend to study
these issues in future work. Currently, we are studying the application of incon-
sistency tolerance to concurrent transactions in replicated databases.
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The Unified Modeling Language (UML) has been widely accepted as the stan-
dard object-oriented (OO) modeling language for modeling various aspects of
software and information systems. The UML is an extensible language, in the
sense that it provides mechanisms to introduce new elements for specific domains
if necessary, such as web applications, database applications, business modeling,
software development processes, data warehouses. Furthermore, the latest ver-
sion of UML 2.0 got even bigger and more complicated with more diagrams for
some good reasons. Although UML provides different diagrams for modeling dif-
ferent aspects of a software system, not all of them need to be applied in most
cases. Therefore, heuristics, design guidelines, lessons learned from experiences
are extremely important for the effective use of UML 2.0 and to avoid unnec-
essary complication. Also, approaches are needed to better manage UML 2.0
and its extensions so they do not become too complex too manage in the end.
Already, the many UML extensions are not well integrated and the UML 2.0
metamodel has become very complex.

The Fourth International Workshop on Foundations and Practices of UML
(FP-UML’08) intends to be a a sequel to the successful BP-UML’05, BP-UML’06
and FP-UML’07, workshops held in conjunction with the ER’05, ER’06 and
ER’07 respectively. FP-UML’08 intends to be an international forum for ex-
changing ideas on the best and new practices of the UML in modeling and
system developments. Papers focused on the application on the UML in new do-
mains and new experiences with UML 2.0, and foundations, theory and UML 2.0
extensions were also highly encouraged. As UML 2.0 is oriented towards the soft-
ware design driven by models, papers applying the Model Driven Architecture
(MDA) or the Model Driven Engineering (MDE) to specific domains were also
highly encouraged. We hope the workshop be a forum for researchers, analyzers,
designers, and users who use the UML to develop systems and software.

The workshop attracted papers from 7 different countries distributed all over
the world: Chile, China, France, Pakistan, Spain, Tunisia and USA. We received
15 abstracts and 12 papers were finally submitted. The Program Committee
only selected 5 papers, making an acceptance rate of 41.6%.

The accepted papers were organized in two sessions. In the first one, the
two papers rely on aspects related to model transformations and Model Driven
Architecture (MDA). In the second session, one paper presents a profile for
modeling measurable requirements and the other two papers focus on specifying
user requirements. Furthermore, this year we have a keynote entitled “Using
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Object Concepts and UML for Conceptual Modeling” given by Prof. Yair Wand
from The University of British Columbia, Vancouver, BC, Canada.

We would like to express our gratitude to the program committee members
and the external referees for their hard work in reviewing papers, the authors
for submitting their papers, Prof. Yair Wand for accepting being the keynote
speaker of FP-UML 2008 and the ER 2008 organizing committee for all their
support.

Organization

FP-UML’08 was organized within the framework of the following projects: the
ESPIA project (TIN2007-67078) from the Spanish Ministry of Education and
Science, and by the QUASIMODO project (PAC08-0157-0668) from the Castilla-
La Mancha Ministry of Education and Science (Spain), and from the CALIPSO
quality network (TIN2005-24055-E) from the Spanish Ministry of Education and
Science.
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Abstract. Developing an understanding of the application domain is a
critical aspect of system development. A conceptual model is a represen-
tation of an application domain intended to support the analysis, docu-
mentation and communication of knowledge about the domain. However,
despite their importance in acquiring and documenting this knowledge,
conceptual modeling methods often do not provide well-formalized ways
to create domain descriptions. The lack of formalization can lead to un-
clear, ambiguous, or incomplete models, as well as to variability of mod-
els of the same domain created by different individuals. In contrast, for
other development activities - design and software modeling - highly for-
malized design approaches and modeling languages exist, notably the
object-oriented approach and UML.

The introduction and wide acceptance of the object paradigm for
system design has led to various efforts to adapt object concepts for cre-
ating representations of application domains. If successful, this would
entail two benefits. First, the use of a well-formalized paradigm can lead
to well-formalized conceptual modeling techniques. Second, similar con-
cepts would then be used in various activities of system development
- conceptual analysis, design, and coding. In this context, it has been
claimed that objects might provide a “natural” way to model applica-
tion domains, as humans think about the world in terms of discrete and
dynamic units, akin to objects. All this leads to the question - how can
object-based concepts and design languages, such as UML, be used in
conceptual modeling. In this context, a modeling method comprises a
modeling grammar (language) and a modeling process, which in turn
includes guidelines and rules for mapping domain knowledge into the
modeling grammar constructs.

We describe a long-term research effort on using object-concepts and
UML for conceptual modeling. The first issue to be addressed was - pro-
viding ”real world” meaning to object concepts. The approach towards
accomplishing this was to adapt an ontological model of the world as
a source of concepts to describe what exists and can happen. Then, a
mapping was created between the ontological concepts and commonly
used concepts such as objects, object properties, object classes, objects
association, objects communication, and object composition. This map-
ping attach well-defined domain semantics to some object concepts, and
provide a distinction between implementation aspects and application
domain aspects of the object oriented approach. A second step involved
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the development of modeling rules to support the conceptual modeling
process. The rules provide guidance for mapping the modeled domain
into object concepts. As well, ontological premises provide semantic mod-
eling rules - namely, rules that limit the “statements” that can be made
in the model to those that make “ontological sense”. The rules can guide
a structured modeling process and are independent of any specific mod-
eling technique (graphical or otherwise). However, conceptual models are
usually documented graphically. Hence, there is still a need for creating
conceptual representations using a well defined modeling grammar with
associated graphical notation. Thus, the next step was to explore the use
of UML as the modeling grammar to support object-based conceptual
modeling. This has led to a set of modeling rules that can be used when
applying UML in creating conceptual models. The rules provide for de-
termining which UML constructs should be used and which constructs
should not be used to model specific types of domain phenomena; for
how to combine UML constructs in ways that make “semantic sense”;
and for intra- and inter- diagram integrity rules. For example, the rules
prescribe specific links between class diagrams and state diagrams.

Clearly, the only way to test the approach is by empirical methods.
We will conclude by describing some empirical results and practical ex-
perience, and by noting possible applications of the approach and further
theoretical and empirical work that can be conducted.
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Abstract. Nowadays, business process modeling, using industrial standards such 
as UML or BPMN, offers us a good opportunity to incorporate requirements at 
high levels of abstraction. In the context of Model Driven Architecture (MDA), 
the business process model is considered as a Computation Independent Model 
(CIM). In our proposal we will transform the business process specifications into 
analysis-level classes and use cases, both of which are UML artifacts used to de-
scribe the problem in the context of Platform Independent Models (PIM). Such 
artifacts are complementary, as they are only a subset of the analysis-level 
classes and use cases that describe the whole problem, in the first stages of the 
software development process. This work contains the principle issues involved 
in the main standards that allow us to represent a business process, details of the 
transformation rules in QVT specification and an illustrative example in which 
our proposal has been applied. 

1   Introduction  

A Business Process (BP) is the combination of a set of activities within an enterprise 
with a structure describing their logical order and dependence whose objective is to 
produce a desired result. A model is a simplified view of a complex reality. It is a 
means of creating abstraction, thus allowing one to eliminate irrelevant details and 
focus on one or more important aspects at a time. Business process models enable a 
common understanding and facilitate discussion among different stakeholders in the 
business [1, 9]. 

Furthermore, requirement specification usually results in a specification of the soft-
ware system which should be as exact as possible [2], since effective business process 
models facilitate discussion between different stakeholders in the business, allowing 
them to agree on the key fundamentals and to work towards common goals [9]. 

Several languages and notations exist for business process modeling [10] and of 
these, the Unified Modeling Language (UML) and the Business Process Modeling 
Notation (BPMN) are widely accepted standard notations [15]. 
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The Model Driven Architecture (MDA) approach [16] is not based on one single 
idea. Among its objectives are: the separation of business-neutral descriptions and 
platform dependent implementations, the expression of specific aspects of a system 
under development with specialized domain-specific languages, the establishment of 
precise relationships between these different languages in a global framework and, in 
particular, the capability of expressing operational transformations between them [4]. 
For the transformation of models, OMG has proposed Query/View/Transformation 
(QVT) [18], in order to seek an answer which is compatible with its MDA standard 
suite: UML, MOF, OCL, etc [12]. 

Our proposal is within the MDA scope, and we have used the QVT transformation 
to move from a business process model (CIM) to analysis-level classes and use cases 
(PIM). The artifacts obtained can complement the requirements captured in a software 
development process. For this purpose, we have chosen the UP (Unified Process) [11], 
which is composed of a set of activities necessary for transforming users’ requirements 
into a software system, due to the fact that it is a consolidated and successful software 
construction method. 

The structure of the rest of the paper is as follows: in Section 2, we shall summa-
rize the main issues in relation to business processes modeling. In Section 3, we shall 
present CIM to PIM transformations, for analysis-level classes as well as use cases. 
Finally, in Section 4, we shall present an illustrative example and in Section 5 our 
conclusions will be drawn. 

2   Business Processes Modeling 

In business process modeling, the main objective is to produce a description of a real-
ity (for example, the way in which a commercial transaction is carried out) to under-
stand and eventually modify it with the aim of incorporating improvements into it. As 
a consequence, it is important to have a notation that allows us to model the essence 
of the business as clearly as possible. This notation must allow us to incorporate dif-
ferent perspectives which give place to different diagrams in which the rules, goals 
and objectives of the business, and not only relationships but also interactions, are 
shown [7]. A significant part of the success of modeling has to do with its ability to 
express the different needs of the business as well as its having a notation in which 
these needs can be described. This is why, when choosing an approach and/or nota-
tion, the properties of the object to be modelled must be taken into account, in other 
words, the business process, the environmental features and the underlying reasons 
for its use [5]. 

Among those techniques that have been used for business process modeling are the 
following: flow diagrams, data flow diagrams, entity-relationship diagrams, state-
transition diagrams, Gantt charts, Role Activity Diagrams (RAD), the family of tech-
niques known as Integration Definition for Function Modeling (IDEF), Petri Nets, 
simulation, techniques based on knowledge (artificial intelligence) and workflow 
techniques [1, 10]. At present, and according to the state of the business process mod-
eling industry [15], it is possible to identify UML [17] and BPMN [6] among the 
main standards. 
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In UML 2.0 the element used to represented business process and workflows is  the 
Activity Diagrams (UML 2.0-AD) [13]. In previous UML versions, expressivity was 
limited and this fact confused users who did not use orientation towards objects as an 
approach for modeling. However, it is now possible to support flow modeling across a 
wide variety of domains. The UML 2.0-AD elements that will be used in our proposal 
are Activity Partition, Action, Data Store Node, and Interruptible Activity Region. 

In BPMN the elements used to process representation is the Business Process Dia-
gram (BPMN-BPD). This diagram was designed to facilitate its use and understand-
ing, and to offer an expressive force with which to model complex businesses. The 
BPMN-BPD elements that will be used in our proposal are Pool, Lane, Data Objects, 
Group, and Activity. 

3   CIM2PIM Mappings 

In our opinion, a business process which has been built by a business analyst is not 
only useful in the specific business field, but is also very useful in a software con-
struction process. From this process we can obtain system requirements, a stage taken 
into account by all modern development processes that basically consists of obtaining 
from the customer or the interested parties the system requirements for developing 
software construction from this point. In our proposal, CIM2PIM transformations are 
aimed at obtaining useful artifacts in software development. Both the analysis-level 
classes and the use cases obtained from the business process model become part of an 
ordered and systematic process of software development. 

A fundamental aspect MDA models transformation. The Object Management 
Group (OMG) proposal which allows us to perform this task is Query/View/ Trans-
formation (QVT) [18]. QVT is compatible with the MDA standard since its abstract 
syntax is defined as a MOF 2.0 (Meta Object Facility) metamodel. Basically, QVT 
offers us the possibility of manipulating models by considering queries that use a 
model as an input. It selects specific elements of this model according to a search 
pattern, views corresponding to models that are derived from other models, and fi-
nally transformations, which use one or more input models to obtain an output model 
or result as a reference. 
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Fig. 1. Our proposal overview 
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In Figure 1, the basic aspects of our proposal are shown. The BP model can be 
specified with UML 2.0-AD or BPMN-BPD. In an MDA approach, such a description 
corresponds to a computation independent model. Through the application of a set of 
transformation rules described with QVT (C2P-1 y C2P-2) it is possible to obtain a 
subset of the analysis-level classes and use cases that facilitate the understanding of 
the problem. UP is considered in our proposal because both the BP description and 
the artifacts obtained through the transformation can be used during the first disci-
plines. Thus, the business description will be useful in the “Business Modeling” dis-
cipline and both analysis-level classes and use cases complement the “Requirement” 
and “Analysis & Design” disciplines. 

The set of transformation rules that we propose consider as an input a BP model 
described with UML 2.0-AD. In order to include models described with BPMN-BPD, 
we have established an equivalence relationship between the elements of both nota-
tions. Although the relationship between these two notations is dealt with in [22], the 
equivalents that we have proposed permit a relationship to exist between the concepts 
which represent similar business process concepts. These equivalence relationships 
have been expressed using QVT language (see Table 1). 

Table 1. Mapping between BPMN-BPD and UML 2.0-AD elements 

transformation BPMN-BPD2UML-AD 
 top relation R1   // from Pool to Activity Partition 
 { 
 checkonly domain bpmn_BusinessProcessDiagram p:Pool {name = n} 
 enforce domain uml_ActivityDiagram ap:ActivityPartition {name = n} 
 } 
 top relation R2   // from Lane to Activity Partition 
 { 
 checkonly domain bpmn_BusinessProcessDiagram l:Lane {name = n} 
 enforce domain uml_ActivityDiagram ap:ActivityPartition {name = n} 
 } 
 top relation R3   // from Group to Interruptible Activity Region 
 { 
 checkonly domain bpmn_BusinessProcessDiagram g:Group {name = n} 
 enforce domain uml_ActivityDiagram ir:InterruptibleActivityRegion {name = n} 
 } 
 top relation R4   // from Activity to Action 
 { 
 checkonly domain bpmn_BusinessProcessDiagram ac:Activity {name = n} 
 enforce domain uml_ActivityDiagram act:Action {name = n} 
 } 
 top relation R5   // from Data Object to Data Store Node 
 { 
 checkonly domain bpmn_BusinessProcessDiagram do:DataObject {name = n} 
 enforce domain uml_ActivityDiagram dsn:DataStoreNode {name = n} 
 } 
 top relationR6   // from Start Event to Initial Node 
 { 
 checkonly domain bpmn_BusinessProcessDiagram s:StarEvent {name = n} 
 enforce domain uml_ActivityDiagram act:Action {name = n} 
 } 

In sections 3.1 and 3.2, we have given a detail description of the transformations 
from a Business Process to analysis-level classes and use cases respectively. In each 
case, the set of rules and their specification in QVT text form will be shown. 

3.1   Business Process to Analysis-Level Class (C2P-1) 

In this section, we will present the set of rules that allows us to obtain analysis-level 
classes from a business process specification. 
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In our review of the literature related to this subject, only two works dealing di-
rectly with this type of transformations were found. In the first [3], activity diagrams 
are transformed into analysis classes. This transformation is not automatically per-
formed and a previous version of UML 2.0 is used. In the second work [20], the soft-
ware designer studies the BP model described with BPMN by extracting the UML 
classes which are later refined. The difference between these proposals and ours is 
that, in both cases, the generation process of analysis classes is manually performed 
and the result of transformations is not related to a software development process. 

The transformation from a business process model specified with UML 2.0-AD (or 
its equivalence in BPMN-BPD) to analysis-level classes are described with QVT 
language in Table 2. 

Table 2. Mapping between Activity Diagrams and Class Diagrams elements 

transformation ActivityDiagram2ClassDiagram

top relation R1 // from Activity Partition to Class
{

checkonly domain uml_ActivityDiagram ap:ActivityPartition {name = n}
enforce domain uml_ClassDiagram c:Class {name = n}
where {

ap.containedNode forAll(cn:Action|R4(cn))
}

}

top relation R2 // from Interruptible Activity Region to Class
{

checkonly domain uml_ActivityDiagram iar:InterruptibleActivityRegion {name = n}
enforce domain uml_ClassDiagram c:Class {name = n}

}

top relation R3 // from Data Store Node to Class
{

checkonly domain uml_ActivityDiagram dsn:DataStoreNode {name = n}
enforce domain uml_ClassDiagram c:Class {name = n}

}
relation R4 // from Action to Operation in Class
{

checkonly domain uml_ActivityDiagram ac:Action {name = n, inPartition=ap}
enforce domain uml_ClassDiagram op:Operation {name = n, ownerClass=c:Class{name=ap.name}}

}
 

Additionally, we present the set of rules that permits analysis-level class refine-
ment (see Table 3). These rules are applied later than QVT rules. Their main objective 
is that of enriching the class model through the incorporation of meaningful region 
names, the identification of relationships between the classes obtained and the elimi-
nation of redundant elements. 

Table 3. Refinement Rules for Analysis-Level Classes 

RR 1: Region Name is obtained by linking the ActivityPartition names where the 
InterruptibleActivityRegion is contained 

RR 2: Composition relationships are obtained from top and middle ActivityParti-
tions 

RR 3: Redundant specifications must be eliminated 

3.2   Business Process to Use Case (C2P-2) 

In this section, we will present the set of rules that permit us to obtain use cases from 
a business process description. 
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In our review of literature, we discovered that in [19], the possibility of manually 
obtaining use cases from a BP specification made with BPMN is suggested. In [14], 
the automatic attainment of UML artifacts from a BP description that was made using 
BPMNN is proposed. The authors extend the BPMN (Extension Level 1) in order to 
add information about the sequence and the input and output flows. This allows them 
to apply rules from which use cases, state diagrams, sequence and collaboration are 
attained. In [21], a manually performed transformation from a BP described with AD-
UML 2.0 to use cases is stated and finally, in [8], use cases are obtained from busi-
ness process models which are not represented by activity diagrams. The differences 
between these proposals and ours are basically the following: (i) even in works where 
there are automatic transformations, previous manual intervention is required, ii) 
transformations are not described by using languages which have been specially de-
signed for this purpose and iii) the result of the transformations does not appear to be 
linked to a business process development. 

The transformations from a business process model specified with AD-UML 2.0 
(or its equivalence in BPD-BPMN) to use cases are carried out in accordance with the 
QVT rules described in Table 4. 

Table 4. Mapping between Activity Diagrams and Use Case elements 

transformation ActivityDiagram2UseCaseDiagram 
 top relation R1   // from Activity Partition to Actor 
 { 
 checkonly domain uml_ActivityDiagram ap:ActivityPartition {name = n} 
 enforce domain uml_UseCaseDiagram a:Actor{name = n} 
 where { 
  ap.containedNode  forAll(cn:Action|R3(cn)) 
 } 
 } 
 top relation R2   // from Interruptible Activity Region to Actor 
 { 
 checkonly domain uml_ActivityDiagram iar:InterruptibleActivityRegion {name = n} 
 enforce domain uml_UseCaseDiagram a:Actor {name = n} 
 where { 
  ap.containedNode  forAll(cn:Action|R3(cn)) 
 } 
 } 
 relation R3   // from Action to UseCase 
 { 
 checkonly domain uml_ActivityDiagram ac:Action {name = n, inPartition=ap} 
 enforce domain uml_UseCaseDiagram uc:UseCase {name = n, subject= ACTORS: Set(Actor)}; 
 where { 
  ACTORS including (a:Actor{name=ap.name}) 
 } 
 } 

 

Table 5. Refinement rules for Use Cases 

RR 1: Subject name is obtained from the business process name 
RR 2: Region Name is obtained by linking the Activity Partition names where 

Interruptible Activity Region is contained 
RR 4: Main Actor corresponds to the Activity Partition or region name where 

Initial Node is present 
RR 5: Actor Generalization is obtained from top and middle Activity Partitions 
RR 6: Redundant specifications must be eliminated 
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We also present a set of rules that permits use case refining (see Table 5). These 
rules are applied later than QVT rules. Their main objective is that of enriching the 
use case through the incorporation of the subject name, region names, identifying the 
main actor, actor generalization and the elimination of redundant elements. 

4   Example 

Our illustrative example (see Figure 2) describes a typical business process for the 
admission of patients to a health-care institution. In this case, the business analyst 
identified the following Activity Partitions: Patient, Administration Area (which is a 
top partition that is divided into the Admission and Accounting middle partitions), 
and the Medical Area (divided into Medical Evaluation and Examinations). We shall 
apply the transformations described in the previous section to this business process. 
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Check Clinical
Data
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Admission
Request

Create Empty
Clinical Data
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Complete 
Accounting 
Information
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AD-001: Patient Admission

[examination]

 

Fig. 2. Admission of Patients to a Medical Institution 

The result of the application of the QVT and refinement rules for obtaining analy-
sis-level classes and use case elements from the example is shown in Table 6. 

 
 
 



110 A. Rodríguez, E. Fernández-Medina, and M. Piattini 

Table 6. Mapping from UML 2.0-AD to analysis-level classes and use cases elements 

Rule UML2.0-AD elements To Analysis-level class element

C2P-1/R1 Activity Partition Class Patient, Administration Area, Admission, Accounting, Medical Area, 
Medical Evaluation, Examinations

C2P-1/R2 Interruptible 
Activity Partition Class Region 01 (AdmissionAccounting)

C2P-1/R3 Data Store Node Class Admission Request, Accounting Data, Clinical Data, Accounting 
Information, Clinical Information and Medical Evaluation

C2P-1/R4 Action Operation

Fill out Admission Request, Receive Medical Evaluation, Capture 
Insurance Information, Check Clinical Data, Create Empty Clinical Data, 
Fill out Cost Information, Store Data, Pre-Admission Test, Evaluate
Patient Examinations, Fill out Clinical Data, Fill out Patient 
Information, Complete Accounting Information, Carry out Examinations
and Complete Clinical information

C2P-2/R1 Activity Partition Actor Patient, Administration Area, Admission, Accounting, Medical Area and 
Medical Evaluation and Examinations

C2P-2/R2 Interruptible 
Activity Region Actor Region 01 (AdmissionAccounting)

C2P-2/R3 Action Use Case

Fill out Admission Request, Receive Medical Evaluation, Capture 
Insurance Information, Check Clinical Data, Create Empty Clinical Data, 
Fill out Cost Information, Store Data, Pre-Admission Test, Evaluate
Patient Examinations, Fill out Clinical Data, Fill out Patient 
Information, Complete Accounting Information, Carry out Examinations 
and Complete Clinical information  

In Figure 3, analysis-level classes obtained from a business process specification 
for patient admission are graphically shown. 
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Fig. 3. Class Diagram from “Patient Admission” Business Process Specification 

In Figure 4, the use case is graphically shown. This figure is enriched since, after 
the semi-automatic derivation, we have incorporated the use case identification, the 
main actor identification, the hierarchization of the areas that have subpartitions and 
the region denomination. In order to highlight these improvements, they have been 
marked with the symbol (*). 

Not only analysis-level classes but also use cases complement UP at the “Require-
ment” and “Analysis & Design” disciplines. These artifacts form a subset of the total 
number of artifacts that will finally be necessary for software construction. 
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Fig. 4. Use case from “Patient Admission” Business Process Specification 

5   Conclusions and Ongoing Work 

The improvement presented by the UML 2.0 language and the appearance of the 
BPMN notation related to business process specification allow us to consider such 
specifications as a source of requirements to be used as an input in a software devel-
opment process. 

In this paper, we have presented CIM to PIM transformations in an MDA focused 
environment. A business process specification made by a business analyst (CIM) was 
used to obtain analysis-level classes and use cases (PIM). The transformation rules 
were specified with the use of QVT language. Both the analysis-level classes and the 
use cases can be used in a systematic and ordered software development process. 

Ongoing work is oriented towards enriching transformations to make it possible to 
obtain more complete models of analysis-level classes and use cases. Our future work 
also has the purpose of optimizing the prototype that we have created to carry out the 
transformations with the aim of improving specification reuse and documentation. 
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Abstract. In the context of MDA-oriented solutions, a modeling language with 
a precise semantics is a mandatory requirement. Even though MDA encourages 
the use of UML, there are several MDA approaches that define their own  
Domain Specific Modeling Languages (DSML) in order to obtain the needed 
semantic precision. However, the high acceptance of UML in the software in-
dustry has led different MDA-approaches to integrate their DSMLs semantics 
into UML by means of UML profiles. Certain approaches provide alternatives 
to elaborate a UML profile from the DSML metamodel, but generally speaking, 
the resultant profile does not include all the semantic expressiveness of the 
original DSML. This paper provides a solution that is focused on the MDA in-
dustrial development. This solution is based on a systematic approach to gener-
ate a DSML metamodel that is used to automatically obtain a UML profile that 
has all the expressiveness of the original DSML. 

Keywords: UML Profile, UML2, MDA, MDD, Model-driven Engineering, 
DSML, Metamodeling. 

1   Introduction 

The Model Driven Architecture (MDA) [6] suggests the use of UML to define the 
Conceptual Models that support a Model Driven Development (MDD) process. How-
ever, UML requires additional semantics to be able to describe in a precise way all the 
conceptual constructs related to a complete MDD process [3]. This lack of semantic 
precision can be observed in the semantic extension points, in which the UML speci-
fication presents multiple semantic interpretations for the same conceptual construct 
[12]. As a consequence, several MDA approaches have defined their Domain Specific 
Modeling Languages (DSML) in order to obtain the required semantic precision. 

Nevertheless, for MDA approaches to be widely accepted by the software industry 
the use of UML is a key requirement, since it is the standard language for software 
modeling. For this reason, the MDA approaches (that have defined DSMLs) are looking 
for alternatives to use UML without losing the semantic precision of their DSMLs. 
                                                           
* This work has been developed with the support of MEC under the project SESAMO 

TIN2007-62894. 
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An interesting approach for solving the semantic gap between a DSML and UML 
is the definition of a UML profile [1] that is oriented to extend UML with the specific 
DSML semantics. The use of a UML profile is a recommended approach because of 
the availability of tool support and a more effective learning curve [1] [13].   

Taking into account previous industrial MDA experiences [10], two main re-
quirements must be fulfilled in order to apply a UML profile solution in an industrial 
MDA-based method: 

• The UML profile must be easily adapted to the evolution of the MDA approach 
because MDD industrial approaches continuously change in order to introduce new 
features. 

• The UML profile must provide all the semantic expressiveness and precision of the 
DSML in order to use UML to describe the needed conceptual models. 

Related works indicate that the manual definition of a UML profile is not a suitable 
option because it is an error-prone and time-consuming task [14]. These two risk 
factors (time and errors) must be avoided in a MDD industrial context, where time 
costs money, and mistakes in implementation directly impact on customers satisfac-
tion. Therefore, the automatic generation of a UML profile from a DSML is a desired 
solution to give support to the presented requirements. 

Certain works related to UML profiles have defined proposals to achieve a  
semi-automated profile generation. These works consider the generation from the 
metamodel that describes the conceptual constructs related to a DSML, through a 
mapping between this DSML metamodel and the UML metamodel. However, as far 
as our knowledge, there is no approach that supports the two requirements men-
tioned above. 

The objective of this work is to introduce a process to automatically generate a 
UML profile that satisfies the requirements of an industrial MDA process. To achieve 
this objective, the definition of a specific DSML metamodel, named the Integration 
Metamodel, is required. The Integration Metamodel is a DSML metamodel with a 
structure that allows a perfect integration with the UML metamodel (UML2 Super-
structure). This metamodel includes all the mapping information required to auto-
matically generate a UML profile with all the semantic expressiveness and precision 
that the original DSML has.  

This paper is focused on the definition of the Integration Metamodel for automatic 
UML profile generation. Therefore, this research work: 1) explains why an Integra-
tion Metamodel is needed for this proposal; 2) defines a systematic approach to obtain 
this Integration Metamodel; and 3) shows its benefits for the automatic profile genera-
tion focused on industrial MDA approaches.  

The rest of the paper is organized as follows: section 2 shows the background re-
lated to UML profile generation. Section 3 introduces the proposed process for the 
automatic generation of a UML profile, taking an Integration Metamodel definition as 
input. Section 4 introduces the Integration Metamodel and proposes a systematic 
approach to define it. Section 5 shows the benefits provided by the use of the Integra-
tion Metamodel. Finally, Section 6 presents our conclusions and further work. 
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2   Background 

In the literature related to defining UML profiles to bridge UML with DSML, two 
main working schemata can be observed: 1) the definition of the UML profile from 
scratch; and 2) the definition of the UML profile starting from the DSML metamodel.  

In this work, the second working schema has been selected, because it provides a 
methodological solution. One of the first proposals related to this working schema is 
the work presented by Fuentes-Fernández in [4], who proposes some basic guidelines 
for the UML profile definition. Selic in [12] proposes a systematic approach taking 
into account the new UML profile characteristics introduced in UML2. In addition, 
this approach establishes some guidelines to ensure a correct DSML metamodel defi-
nition and suggests how a correct mapping between the DSML metamodel and the 
UML metamodel can be defined. More recent works such as Lagarde in [5] and 
Wimmer in [14] present how the profile definition can be partially automated. La-
garde [5] proposes a systematic approach that can be partially automated through the 
identification of specific design patterns. However, this approach requires the manual 
definition of an initial profile skeleton. Wimmer [14] proposes a semi-automatic ap-
proach that introduces a specific mapping language that is oriented to define a map-
ping between the DSML metamodel and the UML metamodel. This mapping allows 
an automated UML profile generation. However, this approach only supports one to 
one (1:1) equivalences between the two metamodels: one element of the DSML 
metamodel is mapped to one element of the UML metamodel and vice versa. As a 
consequence, the effective application of this approach in an industrial MDA process 
is not possible because, in real MDA approaches, the mappings between the two 
metamodels may be different than 1:1 (for instance, 1:M, M:1, or even M:M). This 
issue is discussed in more detail in section 4.1.  

Although, Bran Selic in [12] and other related works refer to the metamodel of a 
DSML as domain model, in this paper the term DSML metamodel is used to avoid 
confusions between the concepts of model and metamodel. 

The works mentioned above have some limitations to achieve a completely auto-
mated generation. In general terms, these limitations come from the structural differ-
ences between the DSML metamodel and the UML metamodel. These differences 
prevent the definition of an adequate identification of equivalences between the two 
metamodels (pattern identification, mappings, etc.). This causes the resulting UML 
Profile to have different semantic expressiveness than the original DSML and also it 
makes automatic generation difficult. 

3   A Process to Generate a UML Profile from a DSML 

According to the background described above, the main problems in generating a 
UML profile from a DSML are the structural differences between the DSML meta-
model and the UML metamodel. In this section, a UML profile generation process 
that solve these structural problems by means of the definition of an Integration 
Metamodel is introduced (Fig. 1). 

The Integration Metamodel is a special DSML metamodel defined to automate the 
integration of a DSML into UML. The Integration Metamodel is defined from the  
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Fig. 1. Process to automate the profile generation 

DSML metamodel and has all the semantics of the original metamodel. The only 
difference is the structure of the Integration Metamodel because it is defined to allow 
a perfect mapping with the UML Metamodel. This mapping information is included 
inside the Integration Metamodel definition. The UML metamodel considered for the 
definition of the Integration Metamodel is the UML2 Superstructure [8]. 

The process presented in Fig. 1 is composed of the following three steps: 

• Step 1: The definition of the Integration Metamodel taking into account the UML2 
Superstructure [8]. 

• Step 2: The identification of the required UML extensions. This identification is 
performed by means of a comparison between the Integration Metamodel and the 
UML2 Superstructure, using the structure of the Integration Metamodel and the 
mapping information.  

• Step 3: The generation of the UML2 Profile according to a set of transformation 
rules. 

The second and third step can be automated in order to obtain an automatic UML 
profile generation process. In this paper, only the first step is presented due to space 
constraints and because this first step is the most relevant to achieve an automated 
process. The Integration Metamodel approach presented in this work, can be used to 
improve other proposals oriented to extend UML with the semantics of DSMLs. 

4   The Integration Metamodel: Improving the Integration between 
DSMLs and UML2 

The Integration Metamodel assures the generation of a UML Profile that provides all 
the semantic expressiveness involved in the original DSML. Thus, the requirements 
presented in the introduction are satisfied. This section shows how an Integration 
Metamodel, which provides an adequate mapping with the UML2 Superstructure, 
facilitates a correct UML profile generation. Next, a systematic approach that is ori-
ented to obtaining the Integration Metamodel is presented, and an implementation 
schema for the Integration Metamodel is proposed. Finally, the benefits of the Inte-
gration Metamodel are briefly described. 

4.1   The Need for a Correct Mapping with the UML2 Superstructure 

In this section, a brief example is introduced to understand why a correct mapping is 
required to generate a UML profile. Fig. 2 shows this example. 
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Fig. 2. Simplified mapping between a generic binary association and the UML2 Superstructure 

Fig.2-A presents a DSML metamodel for generic binary association. The classes 
that participate in the association (association ends) are specified through the associa-
tions participant1 and participant2. The cardinality for each association end is repre-
sented in the class DMAssociation by the attributes part1Lower and part1Upper for 
participant1, and the attributes part2Lower and part2Upper for participant2. Two 
issues related to the mapping performed in this figure (2-A) are analyzed below: 

• The class DMClass is mapped to the UML classes Class and Property. The reason 
is because, in UML, the class Property identifies the classes that participate in the 
association (through the association type inherited from the class TypedElement). 
This mapping 1:2 (one for the DSML metamodel side and two for the UML2 Su-
perstructure side) does not allow a correct stereotype to be defined. According to 
the works reviewed, this is because the UML profile generation involves the defi-
nition of a stereotype to represent each class (conceptual construct) of the DSML 
metamodel. In this case, the semantics and the properties related to each mapping 
are different, and a single stereotype cannot extend two UML metaclasses with dif-
ferent semantics and properties for each metaclass. 

• The class DMAssociation presents a similar issue because the semantics of the 
class DMAssociation is distributed between two UML classes (Association and 
MultiplicityElement). In addition, the associations participant1 and participant2 of 
the class DMAssociation are represented by one association in the UML, and the 
type related to these associations is different in each metamodel (in the DSML 
metamodel the type corresponds to a class, while in the UML2 Superstructure the 
type corresponds to a property). This cannot be represented by a stereotype because 
the tagged values cannot redefine UML properties to change the related type.  

The proposal to solve these mapping issues is to restructure the DSML metamodel 
to align it with the UML2 Superstructure, thereby obtaining the Integration Meta-
model. Fig. 2-B shows this solution. The identification of problematic mappings is 
important to be able to perform a correct UML profile definition. However, perform-
ing a complex analysis for each defined mapping is not a suitable approach. In order 
to simplify this task, the identification can be performed through a set of constraints 
that are motivated by the mapping issues mentioned above. These constraints are: 



118 G. Giachetti, F. Valverde, and O. Pastor 

• All the classes from the DSML metamodel must be mapped. 
• The mapping must be defined between elements of the same type (classes with 

classes, attributes with attributes, and so on). 
• An element from the DSML metamodel is only mapped to one element of the 

UML2 Superstructure. This is a M:1 mapping; for instance, many classes of  
the DSML metamodel can be mapped to one class of UML. Fig. 2-B shows that all 
the defined mappings are 1:1. 

• If the properties (attributes and associations) of a class from the DSML metamodel 
are mapped to properties of a UML class, then the class that owns the properties is 
mapped to this UML class (or a generalization of it). To understand this second 
constraint, the class DMAssociationEnd (Fig. 2-B) can be used as example. In this 
class, its attributes are mapped to attributes of the UML class MultiplicityElement, 
while the class DMAssociationEnd is mapped to the UML class Property. One 
might think that this situation is wrong because the semantics of the DMAssocia-
tionEnd is distributed between two UML classes. However, this situation is correct 
because the class MultiplicityElement is a generalization of the class Property. In 
other words, the class Property is a MultiplicityElement. 

4.2   Systematic Approach to Define the Integration Metamodel 

The systematic approach designed to facilitate the Integration Metamodel generation 
is composed of the following four steps: 

• The first step: Define the DSML metamodel related to the DSML of the MDA  
approach. This definition must be elaborated according to the EMOF modeling ca-
pabilities defined in the MOF (Meta Object Facility) specification [7]. EMOF (Es-
sential MOF) corresponds to a subset of the complete MOF specification (CMOF) 
that provides the essential metamodeling constructs. By using EMOF, the resultant 
DSML metamodel properties do not have features that are not supported by UML 
profiles. An example of this is the property redefinition of CMOF (not defined in 
EMOF) that is not supported by UML profiles. Moreover, EMOF has a standard-
ized XMI definition [9]. Thus, the profile generation can be automated by means of 
model transformation rules that are implemented over the XMI definition of the In-
tegration Metamodel. The EMOF definition also allows the implementation of spe-
cific editors with tools such as Eclipse GMF [2].  

• The second step: Perform the mapping between the DSML metamodel and the 
UML2 Superstructure. The mapping must take into account: Classes, properties 
(attributes and associations), enumerations, enumeration literals, and data types. 
The mapping must be performed between elements of the same type (classes with 
classes, attributes with attributes, etc.). The mapped elements are considered as 
equivalent elements in the Integration Metamodel. For instance, in Fig. 2-B, the 
class DMAssociation is equivalent to the UML class Association. The mapping in-
formation must be stored in the Integration Metamodel definition.  

• The third step: Validate the OCL rules with the UML Superstructure. The OCL 
rules defined in the Integration Metamodel must be validated to assure that they do 
not conflict with the OCL rules defined in the UML2 Superstructure. The valida-
tion is performed taking into account the OCL rules defined in the classes of the 
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Integration Metamodel and the corresponding classes of UML2 Superstructure (ac-
cording to the equivalences identified in the previous step). This validation can be 
automated since the OCL rules can be computationally interpreted. 

• The fourth step: Fix mapping problems. Identify the elements whose mappings 
violate the constraints defined in section 4.1 and divide its structure in order to fix 
them. The division must consider the structure and the semantics of the elements in 
the DSML metamodel and the mapped elements in the UML2 Superstructure. 
Then, for the new elements that are defined and the elements that are modified, re-
peat the all steps starting from the second one. 

The systematic approach presented is iterative and finishes when all the mapping 
problems are solved. Fig. 3 shows how to apply the fourth step of this approach.  

DMClass DMAssociation

par1Lower : int
part1Upper : unat
part2Lower : int
part2Upper : unatParticipants[2..2]

[2..2]
RelatedClass
[1..1]

memberEnd
[2..2]

type
[1..1]

Fourth Step: Fix mapping problems

Participants

A

B

C

lower : integer
upper : unat

DMAssociationEndDMAssociationEnd

DMClass DMAssociation

lower : integer
upper : unat

DMAssociationEnd

DMClass DMAssociation

lower : integer
upper : unat

DMAssociationEnd

 

Fig. 3. Example of the fourth step for the systematic Integration Metamodel definition 

Fig. 3 shows how the mapping problems are solved for the classes DMClass and 
DMAssociation presented in Fig. 2-A. As the figure shows, the semantics of the UML 
class Property (which represents the association end semantics) is located in both 
classes. To solve this situation, the structure related to this semantics is extracted from 
each class, defining a new class (Fig. 3-A). Since the extracted semantics represents 
the same conceptual constructs (association end), only one new class named DMAs-
sociationEnd is defined. This new class has all the properties that are related to the 
association end semantics, and also maintains the relation with the class DMClass by 
means of the association RelatedClass (Fig. 3-B). Finally, to be consistent with the 
UML2 Superstructure, the associations Participants and RelatedClass are renamed to 
memberEnd and type (Fig. 3-C). Note that the association RelatedClass is equivalent 
to the UML association type because the UML class Class, which is mapped to the 
class DMClass, is a specialization of the UML class Type.  

The second step of the proposed approach must again be applied over the new class 
obtained (DMAssociationEnd) as well as the modified classes (DMClass and 
DMAssciation). Finally, the Integration Metamodel is obtained (Fig. 2-B). 

4.3   Implementing the Integration Metamodel 

The implementation of the integration metamodel must be performed with a tool that 
supports the XMI standard, such as the Eclipse UML2 Tool [2]. By using this tool,  
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B Constraint for mapping between classes:
self.targetElement->isOclKindOf(Class) implies self->oclIsKindOf(Class)

A

Constraint for mapping between associations:
self.targetElement->isOclKindOf(Property) and self.targetElement.association->notEmpty() 
implies self->oclIsKindOf(Property) and self.association->notEmpty()  

Fig. 4. Stereotype to store the mapping information of the Integration Metamodel 

the defined model can also be exported as Ecore [2]. In order to store the mapping 
information within the Integration Metamodel definition, a stereotype over the UML 
class Element can be used (Fig. 4-A). The proposed stereotype can be constrained to 
validate that the mapping is performed between elements of the same type. Two ex-
amples of possible constraints for this stereotype are presented in Fig. 4-B 

In editors in which only the EMOF definition is supported (like Eclipse EMF [2]) 
an annotation can be used in place of the proposed stereotype.  

A good implementation practice is to document the Integration Metamodel as the 
UML2 Superstructure proposes. This practice helps to identify equivalences with 
UML and to understand the metamodel defined. The documentation should include: 
class name, brief description, semantics, generalizations, attributes, associations, OCL 
constraints, notation, generalization tree, guidelines, and some examples. 

Even though we recommend storing the mapping information together with the In-
tegration Metamodel definition, this is not mandatory. Other profile generation pro-
posals, like the work presented in [14], might be interested in storing the mapping 
information separately. The main reason for the integration of the mapping definition 
is because this mapping information is not useful outside of the Integration Meta-
model context. Therefore, following the systematic approach and the proposed  
implementation schema, all the needed information to generate a UML Profile is 
integrated in a unique XMI file defined according to the OMG Standards. 

5   Benefits of the Integration Metamodel  

The benefits related to using an Integration Metamodel to generate UML profiles are: 

• The definition of an Integration Metamodel is more intuitive than the definition of 
a UML Profile directly over the UML2 Superstructure.  This is because it is not 
mandatory to understand the concepts involved in a UML profile definition; for in-
stance, how to define stereotypes or which UML metaclasses they extend. 

• The definition of an Integration Metamodel helps to isolate the complexity related 
to a UML profile design decisions. All these design decisions are defined in the 
transformation rules involved in the automated profile generation. Thus, the effort 
to introduce changes in the UML profile (for instance, as a result of improvements 
performed to an MDA approach) is considerably reduced.  

To exemplify the benefits mentioned, a transformation oriented to obtaining the 
stereotypes related to a specific modeling situation is analyzed (Fig. 5).  

 



 Improving Automatic UML2 Profile Generation for MDA Industrial Development 121 

Integration 
Metamodel

UML2 
Superstructure

UML Profile

Class2

property2

Class1

property1
UMLClass1

UMLClass1

Stereotype2

property2

Stereotype1

property1

A Integration 
Metamodel

UML2 
Superstructure

UML Profile

Class2

property2

Class1

property1
UMLClass1

UMLClass1

Stereotype2

property1
property2

Stereotype1

property1

B

UMLClass2

UMLClass2

 

Fig. 5. Impact of a change in the Integration Metamodel for the generated UML Profile 

Fig. 5-A shows a subset of a generic Integration Metamodel and the correspondent 
UML profile, the stereotypes Stereotype1and Stereotype2 represent the semantics for 
the classes Class1 and Class2, respectively. In Fig. 5-B, the mapping defined for the 
Integration Metamodel has been changed. This change generates a different profile 
according to the following transformation rule: 

“If there is a new generalization relationship between two classes from the Inte-
gration Metamodel that are equivalent to different classes of the UML2 Superstruc-
ture, the generalization relationship is not represented in the profile, the extensions of 
each stereotype to the correspondent UML class are defined, and the inherited non-
equivalent properties are duplicated (Fig. 5-B)” 

A single change is introduced in the Integration Metamodel: the mapping of the 
class Class2 is changed to a different UML class (Fig. 5-B). However, this change 
produces four changes in the resultant profile: 1) the generalization relationship is 
dropped, 2) the UML class UMLClass2 is imported, 3) the extension for Stereotype2 
is defined, and 4) property1 is added to the Stereotype2.  

This basic example shows that it is more intuitive to change a mapping between 
classes than to define new extensions over the UML2 Superstructure. Also, the effort 
to obtain a new profile definition once the change has been performed is considerably 
reduced (one change in the Integration metamodel vs. four changes in the UML pro-
file). Furthermore, since the complexity involved in the design of the UML profile is 
encapsulated in the transformation rule, it simplifies the work of the designer. In an 
Integration Metamodel designed for an industrial MDA solution, the impact of these 
changes can be even greater. This justifies the additional effort necessary to define the 
Integration Metamodel in order to automate the UML profile generation. 

6   Conclusions and Further Work 

In this work, an Integration Metamodel that improves the automatic generation of a 
UML profile has been introduced. The main purpose of this metamodel is to integrate 
the semantics of a DSML (related to an industrial MDA approach) into UML.  

Taking into account the systematic approach presented and the benefits provided 
by the Integration Metamodel, the two specific requirements presented in the intro-
duction of this paper have been satisfied. This is because the Integration Metamodel 
reduces the effort of introducing changes in the UML profile and facilitates the adap-
tation of the UML profile to the evolution of an MDA approach. In addition, this 
systematic approach allows the generation of the Integration Metamodel from the 
DSML metamodel of the MDA approach. 
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Apart from to the benefits mentioned, the Integration Metamodel can also be used 
as a mechanism to share knowledge between different MDA approaches because the 
structure and the mappings of the Integration Metamodel are aligned with the UML2 
Superstructure. Therefore, a better understanding of the semantics and design deci-
sions involved in different MDA approaches can be achieved taking the UML2 Su-
perstructure semantics as reference. It is important to note that the concepts and ideas 
presented in this work can also be applied to improve MDA approaches that are al-
ready using UML and profiles as the modeling mechanism. 

In order to validate this work, the Integration Metamodel for the OO-Method MDA 
approach [11] is currently being developed. The OO-Method approach has been se-
lected because it has been successfully applied to the software industry through its 
model compiler [10]. Further work includes finishing the Integration Metamodel for 
the OO-Method approach and generating the equivalent UML profile following the 
proposed process. A tool for automatically generating the UML profile from the Inte-
gration Metamodel definition must also be implemented. 
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Abstract. In the last years, the need for a sound integration of the
requirements engineering discipline with the model driven development
paradigm has promoted the definition of a myriad of requirements meta-
models. However, most existing proposals still lack backward (alignment
with business goals) or forward (connection with validation methods such
as measures) traceability, which hampers their usefulness. In this paper,
we present a ‘measurable requirements metamodel’ that connects goals,
requirements, and measures, thus fostering a goal-oriented measurable re-
quirements engineering perspective. In order to provide this metamodel
with a familiar notation, we also present a UML profile based on the
i* framework, which facilitates its adoption in the context of any UML-
based software engineering process.
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1 Introduction

The impact that requirements has on the success of software development
projects has been assessed through a number of empirical findings [1,2] that
reveal that some of the most important problems in software projects are due
to their lack of alignment with business goals. With the aim of mitigating this
situation, the requirements engineering (RE) discipline proposes a plethora of
methods and techniques aimed at helping practitioners during the execution
of requirements-related activities. Most of these methods (see e.g. [3]) have
traditionally tackled the systematic elicitation of requirements using template-
based requirement documents. However, in last years, model driven develop-
ment (MDD) [4] proposals have introduced a new requirements management
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perspective, based on requirements metamodelling. Also with the aim of reduc-
ing the potential problems associated with requirements, some RE approaches
have worked on the explicit treatment of goals [5], thus coining the term goal-
oriented requirements engineering (GORE). The MDD tendency has particularly
affected GORE, with MDD-based GORE proposals such as [6,7], to name a few.

This notwithstanding, MDD-based GORE metamodels still lack support for
important concepts, among which that of ‘quantifiable requirement’ outstands [8].
In this paper we claim that quantifiable requirements can be achieved through the
integration of GORE metamodels with measurement metamodels into a ‘measur-
able requirements metamodel’ (MRM). This idea is developed in Section 2. The
MRM metamodel comes together with a UML profile that provides the concrete
syntax that serves to visually represent the metamodel concepts. Such profile is
presented in Section 3 and it is based on an i* framework profile, in an attempt to
avoid the necessity for the RE community to learn ‘yet another notation’. In order
to further clarify the approach, Section 4 presents a case study that illustrates the
application of the proposed modelling framework. Last, Section 5 gathers conclu-
sions and further lines of research.

2 A Measurable Requirements Metamodel

As we have aforementioned, there are several GORE metamodeling proposals
aimed at palliating the set of requirements-related problems detected in software
projects. A recent study comparing existing proposals gave as a result a general
requirements metamodel [9]. Although other, much more complete, metamodels
could be used instead (see e.g. [10]), the proposal from [9] succeeds in being
simple and yet providing us with the minimum set of concepts needed to stress
the connection between goals and requirements. This metamodel is at the core
of the requirements package of the MRM (from now on MRM-R). Such package
is presented in Fig. 1.

However, this proposal on its own is not enough to deal with the ‘quantifiable
requirement’ concept. Quantification can be achieved through the definition of
measures that make a given requirement measurable [11]. The idea of defining
measures together with requirements, far from being anew, is a practice that, in-
cluded in many software development processes (see e.g. [12]), may significantly
contribute to the project success. In order to define measures associated with
requirements, we have used the well-known ‘software measurement metamodel’
(SMM) from Garćıa et al. [13]. Some adjustments were needed however: on one
hand, some of the concepts in SMM were defined at different levels of abstrac-
tion, not suitable for our purpose. Others simply overlapped with the concepts
gathered in the MRM-R. The result of these adjustments is the measurement
metamodel package (MRM-M) depicted in Fig. 2.

Back to Figs. 1 & 2 we can observe how the linking point between the MRM-R
and the MRM-M is (i) the Validation Method abstract metaclass on one hand
and (ii) the Indicator metaclass (a type of measure) on the other.
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Fig. 1. Goal-oriented requirements metamodel package together with the MRM-M link

It is important to note how the integration of these two packages enriches
both existing requirements metamodels, which now can define measurable re-
quirements, and existing measurement metamodels, which now can soundly ex-
press the context and purpose of the measures. In MRM-R, this context not
only involves specific goals or requirements, but it also includes specific qual-
ity scenarios with conditions under which the measures are to be applied. All
this information is of paramount importance for the definition of measures, as
they affect the acceptability of the measurement result. For example, applying
a performance measure with a system load of 10 simultaneous users (a partic-
ular quality scenario) is different from applying the same measure with 5000
simultaneous users (a different one).

However, even with the aid of a soundly defined metamodel such as MRM,
achieving models that are at the same time concise and complete is far from
easy, and can become too cumbersome if we lack the adequate notation mech-
anisms [14]. For our proposal, we have evaluated two different notational ap-
proaches: (i) defining a synthesised concrete syntax (icons) or (ii) instantiating
the metamodel as an object model in a heavy-weighted metamodelling approach.
In our experience, object models tend to be rather cumbersome as the system in-
creases its complexity [15]. This notwithstanding, a new iconography has the risk
of forcing the modellers to learn ‘yet another notation’ if not chosen carefully.

Our solution to this problem has been defining a synthesised concrete syntax,
and overcoming the ‘learning overload’ drawback by associating the MRM con-
cepts with the iconic notation defined in i*, a well known RE framework. This
notation reuse is based on semantic equivalencies. As an example, the MRM
Measure concept can be visualised by means of an i* Goal icon, because a
measure is a property of the software that we want to achieve. This notation
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Fig. 2. Requirements-related measurement metamodel package together with the
MRM-R link

reuse has been achieved through the definition of a UML profile that, based on
a previously existing i* profile [16], is presented next.

3 UML Profile for Measurable Requirements Modelling

The ‘unified modelling language’ (UML) [17] is a general purpose language,
recognised as the standard notation for software artefacts specification [18] in
MDD approaches. Nevertheless, sometimes it is useful to specialise it for partic-
ular domains or to enrich modelling perspectives. For this specialisation, UML
profiles provide an easy-to-use way to extend UML. These profiles are articulated
around stereotypes, tag definitions and constraints usually defined in the ‘object
constraint language’ (OCL). By profiling, we can easily and powerfully imple-
ment domain-specific language notations that can be integrated into UML-based
development processes and tools.

Given its usefulness, a UML profile has already been defined for i* [16] (see
Fig. 3, i* profile). This profile defines the i* concepts as UML stereotypes, and
associates i* icons to these stereotypes. However, in order for this UML profile to
be able to deal with the kind of quantifiable requirements gathered in MRM, we
need additional modelling constructs, not contemplated in the original i* profile.
Such new constructs are presented in Fig. 3, inside the MRM profile package.

In the i* profile included in this figure we can observe how, given the Class,
Package, Association and AssociationClass UML metaclasses, it is possi-
ble to extend them (by means of the UML Extension relationship) to sup-
port the different i* concepts (goals, resources, means-end relationships, etc.) as
stereotyped metaclasses.
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Furthermore, this profile can be used as a basis to specialise the MRM con-
cepts. This specialisation has been performed in two steps. First, we have directly
reused all the i* profile concepts that are included without modifications in
MRM. That is the case of Goal or the different kinds of intentional relationships
(iRelationship hierarchy). Second, for those concepts that were semantically
similar (but not equal) to existing i* stereotypes, we have defined new stereotype
generalisation hierarchies. For example, back to Fig. 3, we can observe how the
Functional Requirement concept (FR) has been defined in the MRM profile as
a specialisation of the Task stereotype (imported from the i* profile). The same
occurs with NFR, Stakeholder, Decision Criteria, and so on.

However, not all the concepts included in MRM have such a straightfor-
ward connection with i* stereotypes. Some of them (see e.g. Requirement,
Validation Method, or Measurement Approach) are abstract metaclasses that,
given the fact that they cannot be instantiated, do not require concrete syn-
tax elements, and therefore they can be omitted from the profile. Other MRM
metaclasses, namely the Glossary and Term metaclasses, have not been pro-
vided with a modelling mechanism, because their textual nature makes them
poor candidates for graphical representation. Still other MRM elements, such as
Quality Scenario or Test Case, have been defined as an specialisation of the
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Fig. 3. MRM profile for measurable requirements modelling
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i* dependency concept, as they connect the involved stakeholders. Last but not
least, some concepts did not fit with the semantics of any i* profile construct.
That is the case of Source, Catalog, Unit of Measurement, Scale and Type
of Scale. For these elements, we have included a set of homonym tag definitions
in the context of the related stereotypes (see Fig. 3). Due to space constraints,
a deeper discussion of the rationale behind all these decisions has been left out
of this paper.

We have also used a tag definition to distinguish between Base Measure and
Derived Measure, both of which are represented in our profile with a Measure
stereotype. The reason for doing so instead of defining two different stereotypes
is that we do believe that the way a given measure is calculated is not relevant for
a measurable requirement model, and therefore we have provided the same stereo-
type (and related notation) for both concepts. Generally speaking, an important
advantage of tag definitions is that, given the fact that they do not require an ex-
plicit visualisation construct, its use generates models that are more concise.

The definition of the MRM profile as an specialisation of a general i* pro-
file makes possible the automatic reuse of the i* notation, the only difference
with respect to the original profile being the set of stereotypes that are printed
on these icons (see Fig. 3). Regarding this notation, we have identified three
alternatives that can be seen on the right-hand side of Fig. 3. For the sake of
conciseness, from now on we will use the third option (see Fig. 4). Additionally,
we would like to note how the stereotype names follow the measurement ontol-
ogy defined in [13], thus further augmenting the understandability of the model
for measurement experts.

As it occurs with almost any UML profile, we have defined several OCL con-
straints to preserve the accurate definition of MRM models. For instance, OCL
is used to restrict the valid use of i* relationships according to the relationships
among the MRM metaclasses. Due to space constraints, a further discussion of
these OCL restrictions is left out of the scope of this paper.

We would like to finish this section by noting how, according to [19], the
stereotypes introduced by the i* profile can be classified as redefining stereo-
types, whereas the stereotypes of the MRM profile fall under the restrictive
category. This means that, while the original i* extension redefined UML, the
MRM extension is a means of representing MRM in the i* notation, thus truly
reusing the i* concepts.

To further clarify our approach, Section 4 shows a case study that models a
set of functional and non functional measurable requirements with the aid of the
MRM profile.

4 Case Study

The case study chosen to illustrate our approach deals with a requirements
elicitation scenario for an on-line cinema ticket sales system.

For the sake of simplicity, let’s assume that the sales manager of a certain
cinema chain wants toincrease the sales profit of the company. Let’s also suppose
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that this goal is to be achieved through two different sub-goals; on one hand the
company wants to increase the sales net profit by implementing a web-based on-
line ticket sale system that decreases the costs associated with the sales process.
On the other hand, the company also wants to increase the number of sales by
reaching a broader range of customers. The sales manager believes that offering
the tickets through Internet may positively influence both sub-goals, so s/he has
embarked into a web ticket sales system development process.

As for the web customer that is going to interact with the application, s/he has
as the main functional requirement that of buy ticket. This requirement can be
decomposed into two functional requirements: browse films and purchase ticket.
In addition, several non-functional requirements have been identified. The buy
ticket functionality should follow accessibility guidelines to allow web customers
with disabilities to access the system. Additionally, the system should provide
information accuracy while browsing through the films: synopsis, sessions, prices
and so forth should be reliable. Also, the application learnability should be high,
that is, the application should be simple enough for novel users to easily learn its
operation. Last, the purchase process should be performed assuring the security
of the customer data.

4.1 Instantiating the MRM Metamodel

If we first check the involved MRM-R metaclasses (see Fig. 1 & 4), we can observe
how (i) the sales manager and web customer both instantiate the Stakeholder
metaclass, (ii) all goals related to increasing sales profit instantiate the Goal
metaclass, (iii) buy tickets, browse films, purchase tickets are all Functional
Requirement occurrences and (iv) accessibility, learnability, security and infor-
mation accuracy are all Non Functional Requirement instances.

Let’s now focus on the learnability with which the web customer is able to
browse the films we are offering on our site, and let’s turn it into a measurable
requirement. For this purpose, let’s assume that we have defined a quality sce-
nario (instantiated from the Quality Scenario metaclass, see Fig. 1 & 4) that
states that it is necessary to check whether a novel user is able to find the link
s/he expected based on his/her mental model of the domain.

If we now check the MRM-M (see Fig. 2 & 4), we can observe how the first
step for making a requirement measurable is defining an Indicator occurrence
that we have named ‘navigability level’. Indicators are made up of measures.
In our example, let’s imagine there is a single Derived Measure instance that
contributes to the indicator, which is called ‘domain coverage navigation mea-
sure’ (DCNM). This measure is based on two Base Measure occurrences: the
‘number of relevant relationships’ (NRR) and the ‘number of navigated domain
relationships’ (NNDR). Briefly speaking, the DCNM calculates how many of
the domain relationships that may be relevant for fulfilling the requirement are
actually navigation links available through the application interface. For space
reasons, readers interested in the whole rationale behind this measure as well as
a whole SMM metamodel instantiation are referred to [15].
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Fig. 4. MRM requirements model: the on-line cinema ticket sales system

Let’s also imagine that, in this context, the Decision Criteria and the
Analysis Model associated with the indicator establish that a DCNM > 0.80
makes the web design acceptable with respect to its learnability. Assuming that
the system is being deployed with a web engineering proposal such as OO-H [20],
this measure can be calculated early in the lifecycle, based on the Entity Class
‘web conceptual model’ (an abstract model that represents all the views involved
in a web application). Both measures are related with the structural complexity
Attribute of the models associated. The Measurement Function that serves
to calculate the DCNM uses the two Base Measures in order to calculate the
measurement result. The higher this value is, the more domain relationships are
covered in the application interface by means of links.

4.2 Visual Modelling by Reusing the i* Notation

As we have aforementioned, the MRM profile provides an easy way to visually
specify MRM models. These models are not only intuitive for software analysts
familiar with i*, but also understandable by any UML modelling tool. The MRM
model corresponding to our case study is shown in Fig. 4. As the reader may
notice, the icons and stereotypes of the MRM profile give the MRM models an
appearance that is very similar to that of traditional i* diagrams. For example
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the ‘buy ticket’ functional requirement is represented by means of the icon la-
belled with the �FR� stereotype (Fig. 4). Other examples are the representation
of the ‘navigability level’ by means of a goal icon ( ) labelled as �indicator�

or the �entityClass� resource ( ) ‘web conceptual model’ that is later de-
composed into the corresponding web-related models.

Implementation. The discussed case study and the entire modelling architecture
that we propose in this paper have been implemented in the Eclipse development
platform, which hosts a number of MDD-related projects that have allowed us
to easily define the MRM profile and the associated tool palettes.

5 Conclusions

In this paper, we have presented a modelling solution based on UML profiles for
representing measurable requirements. This solution consists of:

– a merging process between a GORE requirements metamodel (MRM-R)
and an ontology-based measurement metamodel (MRM-M) into a measure-
ment requirements metamodel (MRM). MRM merges goals, requirements
and measures, providing backward and forward traceability, and it paves the
way for the inclusion of measurable requirements in MDD environments.

– an MRM profile that allows the integration of our proposal into UML-based
development approaches and tools and helps to overcome some of the well-
known UML deficiencies for specifying complex environments and require-
ments models [21]. This profile, far from being ‘yet another profile’, consists
of a light-weighted extension to a previous i* profile [16]. In this way we
have reused the i* concrete syntax (notation), therefore avoiding, again, the
need to learn ‘yet another notation’.

Some future lines of research include (i) the extension of MRM-R to deal with
complex requirements topics such as conflicting requirements and (ii) an empiri-
cal evaluation of the suitability of MRM for requirements elicitation in practice.
We also plan to align our modelling solution with a model-transformation ar-
chitecture, as the MDD philosophy suggests, in order to automatically derive
tool-usable metadata from MRM models.
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Abstract. The aspect-oriented approach separates cross-cutting concerns and 
models them as aspects. In this paper, we present a comprehensive aspect-
oriented use case approach for modeling complex business requirements. We 
identify four categories of aspects: high level non-functional requirements, ex-
tending or optional requirements, included or subordinate requirements, and 
business rules. Our aspect-oriented use-case model comprises three different 
templates: base use cases, aspectual use cases, and nonfunctional aspects. The 
proposed method offers a systematic approach for identifying different potential 
aspects from complex business requirements. Moreover, our method provides a 
comprehensive model for documenting identified aspects and their composition 
to the core functionalities at an early stage of software development. The con-
tributions of our paper include identifying and utilizing the four types of aspects 
and proposing the templates to document them. 

Keywords: Early Aspects, Aspect-oriented modeling, Aspect-oriented system 
development, aspect-oriented use case method, Aspect template. 

1   Introduction 

The aspect-oriented paradigm has been proposed to address the cross-cutting concerns 
or requirements that cannot be cleanly encapsulated in a single class. The notion of 
“Aspect” was first proposed in the context of Aspect-Oriented Programming (AOP) [4], 
which refers to the “property for which the implementation cannot be cleanly encapsu-
lated in a generalized procedure”. Recently, various aspect-oriented analysis and design 
approaches have been proposed to identifying, modeling, and representing “aspects” at 
earlier stages of software development.   

This paper focuses on how to identify and model aspects at the requirement engi-
neering stage. We extend the use case approach with aspects to address both func-
tional and non-functional requirements. Here, aspects are defined as the requirements 
cross-cutting multiple use cases. Addressing cross-cutting concerns at the use case 
level allows us to detect and resolve conflicts at an early stage. Thereby, the code-
level conflicts caused by cross-cutting concerns could be addressed much earlier be-
fore the implementation stage.  

In this paper, we propose four categories of aspects existing in complex business re-
quirements: non-functional requirements (NFRs), extending or optional requirements, 
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included or subordinate requirements, and business rules. We first propose a compre-
hensive aspect-oriented use case method that models all these four categories of aspects 
from the core applications at the early stage of system development. We then present 
how to document our approach using three different types of templates.  

Many approaches have been proposed for modeling aspects and composing them 
with the base model at the requirements level. They include the scenario-based ap-
proach, the goal-oriented approach, the component-based approach, the multidimen-
sional concern modeling approach, and the theme/doc approach. Our paper belongs to 
the approach that adapts use cases for modeling aspects. Araújo and Rashid et al. 
attempt to incorporate aspects into UML elements [1, 2, 5]. The authors propose a 
general model for aspect-oriented requirements engineering, which includes three 
main parts: identifying cross-cutting concerns, specifying functional concerns, and 
composing requirements. In [2], Araújo et al. refine the process model to combine 
viewpoints, use cases, and aspects. Here, the aspects are identified from two sources: 
(1) NFRs that cross-cut a number of use cases and (2) aspectual use cases—use cases 
that extend or are included by more than one use case.  

Jacobson and Ng [3] propose an approach called the aspect-oriented software de-
velopment with use cases. This approach identifies and represents aspects with use 
cases. They view uses cases as cross-cutting concerns in that the realization of each 
use case cut across many classes. Accordingly, they point out that “when you identify 
use cases, you are indeed identifying aspects.” In our paper, however, we adopt the 
definition of aspects used by Araujo [1, 2, 5] in that a requirement is viewed as an 
aspect only when it cross-cuts more than one base use case. 

Another feature that differentiates the use case model proposed by Jacobson and 
Ng from the traditional use case model is that NFRs are separately represented with 
so-called infrastructure use cases. An infrastructure use case is a construct dealing 
with system activities needed to meet system-wide infrastructure concerns.  

Our model is based on Jacobson and Ng’s research [3] and Araujo et al.’s research 
[1, 2]. Following Jacobson and Ng, we introduce AOP concepts such as “join points” 
and “pointcuts” used to compose aspects into base use cases. Following Araujo et 
al.’s method, we specify that NFRs, extending requirements, or included requirements 
are viewed as aspects only when they cross-cut more than one base use case. 

However, the use case model proposed here is different from either of theirs. Our 
method is different from Jacobson and Ng’s method in the following three points:  

• Our use case model is based on a different definition of aspects at the requirements 
level. While Jacobson and Ng employ the three types of aspects: NFRs, peers, and 
extensions, we adopt the four types aspects: NFRs, extending requirements, in-
cluded requirements, and business rules. A peer is an independent requirement that 
can be used separately with no reference to each other. Thus, we do not consider 
“peers” as aspects, because peer use cases are independent of each other at the re-
quirements level. The entanglement between peers only appears until the design 
stage when the class diagram is used for realizing different peer use cases.  

• While Jacobson and Ng represent high level NFRs using low-level infrastructure 
use cases, we represent them with a special NFR template. We consider it is im-
proper to identify these low-level infrastructure use cases at the requirement level, 
because behaviors described by these use cases are invisible to the user, and there 
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is no action involved from the user’s side in these infrastructure use cases. There-
fore, we use a high-level template to describe the nonfunctional aspects.  

• Jacobson and Ng treat all extensions as aspects, even if an extension is related with 
only one base use case. This view violates our definition of the aspect.  In this pa-
per, we treat an extending requirement as an aspect only when it cross-cuts more 
than one base use case. 

Our aspect-oriented use case method extends the method by Araujo et al. in the fol-
lowing three points: 

• They consider only three types of cross-cutting aspects: NFRs, extending require-
ments, and included requirements. We also consider cross-cutting business rules as 
the 4th kind of aspects.   

• We proposed new and specific templates for modeling aspectual use cases. 
• We define join points in the base use cases and pointcuts in aspectual use cases to 

facilitate the composition between base use cases and aspectual use cases.  

Thus, the contributions of our paper include classifying aspects into four catego-
ries, proposing the templates to model them, and proposing a method of composing 
aspects into base use cases. 

The rest of this paper is organized as follows: Section 2 introduces the integrated 
use case method for modeling the four types of aspects. Section 3 provides a case 
study to illustrate the proposed method. Finally, we conclude our work in Section 4. 

2   The Framework of Aspect-Oriented Use Case Modeling 

In this section, we introduce the framework of our aspect-oriented use case modeling 
method. Fig. 1 shows the process model of the aspect-oriented use case method.  
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Fig. 1. The Process Model of an Aspect-oriented Use Case Method 
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2.1   Specify Functional Requirements 

Most expressed business requirements are functional requirements which define what 
the system should do. From the functional requirements we can further identify the 
core functionalities which define the primary flow of the system process. Besides the 
core functionality, we can identify other three categories of functional requirements 
which are the sources of aspects. The first category is optional requirements, which 
describe the alternative or extending flows of the primary flow under a special condi-
tion. An example is to create a back order when the ordered item is not available. The 
second category is subordinate functional requirements. Subordinate functional re-
quirements are usually represented with inclusion use cases. For example, process 
credit card may be an included use case of a base use case called place order. The 
third category is business rules. Business rules are very changeable, so it is beneficial 
to model them separately without invasively influencing the core applications. Busi-
ness rules are usually domain-specific. There are some common models of business 
rules across different applications, such as price personalization. If these common 
models can be represented with aspects, they could be plugged in and out of the ap-
plication and reused across different applications. 

2.2   Identify Non-functional Requirements 

Complex business requirements include not only requirements directly related to the 
functionality of the system, but also some NFRs which constrain the functionality of 
the system. NFRs are usually system-wide quality concerns described as declarative 
statement such as performance, security, response time, reliability, etc. NFRs are 
widely-accepted aspects. 

2.3   Build Base Use Cases 

Base use cases model the core functionalities of the system. The template of our base 
use cases is shown in Fig. 1. It is different from typical UML use case template in 
three respects. First, the proposed template incorporates an additional component 
called “Join points” to identify the points where aspectual use cases are composed to 
the base use case (see Table 1). The concept of the join point is from AspectJ, in 
which it indicates an execution point where additional behaviors will run [1].  Each 
join point has a unique label which will be refereed by aspectual use cases. The “Posi-
tion” states before or after or within which specific step of the primary flow the join 
point is located.  

Second, the proposed template of a base use case defines a component called “Non-
functional Aspects”, which list all the cross-cutting NFRs that affect the current base 
use case. Third, the “Special Requirements” component defined in the proposed tem-
plate merely includes NFRs or business rules which are not cross-cutting and only 
affect current base use case. The proposed template of base use case also include “Ex-
tension Use Cases” and “Inclusion Use Cases” components, which list use cases mod-
eling non-cross-cutting optional requirements and subordinate requirements associated 
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Table 1. The Template for the Base Use Case 

USE CASE Name  

ACTOR  

Goal  

Level Base 
Trigger << What event starts the use Case>> 

Actor Action System Action The Primary Flow in 
numbered sequence   

Extension Use Cases  

Inclusion Use Cases  

Special Requirements  

Nonfunctional Aspects <<List of NF Aspects that affect this use case>> 

Label Position 
JP1  Join  Points 

JP2 …  

with current base use case. Note that when a base use cases are initially built, the com-
ponents of “Nonfunctional Aspects” and “Join Points” are left unfilled, because we can 
not tell what NFRs, or functional aspects are connected to the base use case until the 
nonfunctional aspect template and aspectual use cases are built. So these two important 
components are filled while the nonfunctional aspect templates and aspectual use cases 
are developed. 

2.4   Identify and Create Functional Aspectual Use Cases 

After all optional functional requirements, subordinate functional requirements, and 
business rules are analyzed from the business requirements, their relationships to the 
base use cases are examined. Those requirements conforming to any of the following 
three conditions are modeled as aspectual use cases:  

• Optional requirements which extend more than one base use case  
• Subordinate requirements which are included by more than one use case  
• Business rules which affect more than one use case  

Those requirements that do not conform to the above three conditions are modeled 
in the traditional way: optional requirements are modeled with the extension use 
cases; subordinate requirements are modeled with inclusion use cases; business rules 
are modeled as special requirements of the corresponding base use case.  

Table 2 shows the template of an aspectual use case. The level of the use case is 
Aspect, and the type of the use case is either extension, inclusion, or business rule. In 
correspondence to the join points defined in base use cases, we define “Pointcut” and 
“Advice” in aspectual use cases. Each pointcut corresponds to a set of join points (at 
least two since each aspectual use case is composed to more than one base use case). 
Each pointcut has a label as its unique identifier. Each corresponding join point is 
referred through the combination of the name of the base use case, in which the join 
point is defined, and the label of the join point. Advice describes the additional flow 
composed to the base use case at each join point of the pointcut.  
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2.5   Identify and Model Non-functional Aspects 

NFRs always deal with system-wide quality concerns such as performance and reli-
ability and always work in the background of the system.  Therefore, they cannot be 
modeled directly with use cases. Following the method of [1, 2, 6], we use a special 
template to describe the nonfunctional aspects, as shown in Table 3. However, not all 
NFRs are modeled with the nonfunctional aspect template. After identifying all the 
NFRs, we first check their associations with the base use cases. If a nonfunctional 
requirement affects more than one use case, it is modeled with the non-functional 
aspect template; otherwise, it is only listed as a special requirement in the base use 
case it affects. In Table 3, the “Influence” line lists all the base use cases affected or 
cross-cut by the current non-functional aspect. The relations of the current non-
functional aspect to other non-functional aspects are also specified to help designers 
understand the constraints and trade-off among different cross-cutting NFRs.  

 

Table 2.  Template for Aspectual Use Case 

USE CASE 
Name  

ACTOR  

Goal  

Level Aspect 

Type ( Extension | Inclusion |  
Business Rule ) 

Condition  
Actor 
Action

System Action 
Advice 

  

Pointcut Label Corresponding 
Join Points 

    

Table 3. Template for Non-functional Aspect 

NFR Name  

Goal  

Overview  

Influence << Use cases influenced by this 
Aspect >> 
Positive Negative 

Relations 
to other 
Non-
functional 
Aspects 

<<Other NF 
Aspects  
positively 
related to this 
Aspect>> 

<<Other NF 
Aspects 
negatively 
related to this 
Aspect>> 

Priority << Classify into first, second, third, 
depending on the importance>> 

 

3   A Case Study 

In this section, we use a case study of Subscription Automation System (SAS) to 
illustrate the Aspect-oriented use case method presented in Section 2. The require-
ments of SAS are stated as follows: 

The SAS is built for a monthly magazine called HOST (Hot Software Technolo-
gies) published by a company. HOST is sold on a subscription basis. The subscription 
process is Web-enabled. Most subscriptions are for a one year period. If individuals 
subscribe for multiple-years, they receive a 10% discount for each year up to three 
years. Subscriptions can come by mail, phone, or the Web. The Web subscription 
requires the use of a credit card for payment, while other subscription could be paid 
for by a check or a credit card. When subscribing through Web, one can also check 
the subscription status or renew. The termination of a subscription, however, cannot 
be done via Web. The termination must be initiated by the customer via a phone, fax, 
or a written request and must be processed by a staff member. For each subscription 
and cancellation, a confirmation notice is sent via email to the subscriber. Some  
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subscribers live in foreign countries and issues need to be mailed to the foreign coun-
tries with a proper mailing charge. The current foreign postal charge is $25 per year. 
The company also offers free subscriptions. If the subscriber is the author of articles 
or the member of the editorial board, the subscription to the HOST is free. When the 
customer subscribes through the Web, the response time for all checking and displays 
should be within 5 seconds.  

3.1   Specify Functional Requirements 

First, we identify the core functional requirements of the system. We then specify the 
optional requirements, subordinate requirements, and business rules contained in the 
functional requirements. The core functionality of the system is represented in the use 
case diagram of Fig. 2(a). Other functional requirements are listed as follows: 

• Optional requirements: 

− OR1: If the subscriber is the author of articles or the member of the editorial 
board, the subscription to the HOST is free.  

• Subordinate Requirements:  

− SR1: The web subscription requires the use of a credit card for payment, while 
other subscription could be paid for by a check or credit card. 

− SR2: For each subscription and cancellation, a confirmation notice is sent via 
email to the subscriber. 

• Business Rules: 

− BR1: If individuals subscribe for multiple-years, they receive a 10% discount 
for each year up to three years. 

− BR2: Subscribers in foreign countries are charged extra $25 for the postal fee. 

3.2   Identify Non-functional Requirements 

The only NFR identified in this case is Response Time: response time for all 
checking and displays should be within 5 seconds.  

3.3   Build Base Use Cases 

According to the use case diagram presented in Fig. 2(a), we have eight base use 
cases which represent the core functionality of the system. Here we only present the 
use case of “Add subscription” as an example (shown in Fig. 3(a)). Note that the five 
join points and nonfunctional aspects are added later after Step 3.4 and Step 3.5. 

3.4   Identify and Create Functional Aspectual Use Cases 

After all the base use cases are built, we examine if each optional requirement, subor-
dinate requirement, and business rule cross-cuts more than one base use case. If so, it 
is modeled with an aspectual use case. At the same time, all the corresponding join 
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points of its pointcut are identified. The cross-cutting relationship can be examined 
based on the use case diagram. From the use case diagram presented in Fig. 2(b), we 
can see that:  

• OR1 cross-cuts two base use cases “Add Subscription” and “Renew/Change sub-
scription”;  

• SR1 cross-cuts three use cases “Add Subscription”, “Renew/Change subscription,” 
and “Cancel Subscription”; 

• SR2 cross-cuts four use cases “Maintain Subscriber”, “Add Subscription”, “Re-
new/Change subscription,” and “Cancel Subscription”;  

• BR1 cross-cuts two use cases “Add Subscription” and “Renew/Change subscrip-
tion”; 

• BR2 cross-cuts two use case “Add subscription” and “Renew/Change subscription”. 

Consequently, we build an aspectual use case for each of the above requirements. 
Here we only present the aspectual use cases for OR1 (shown in Fig. 3(b)), SR1 (Fig. 
3(c)), and BR1 (Fig. 3(d)). 

Terminate 
subscription

Scheduling 
System

Staff

Cancel subscription

Process issue mailings

Send renewal notice

Maintain Subscriber

Add subscription

Renew/Change subscription

Check status

Subscriber

(a) (b)

Cancel subscription

Process issue mailings

Send renewal notice

Staff

SubscriberSend confirmation 
email (SR2)

CCASProcess Credit 
Cards (SR1)

Maintain Subscriber

Add paid subscription

Renew/Change subscription

Check status

Subscriber Get Free 
Subscription (OR1)

Apply Discount (BR1)

Charge Foreign 
Postal Fee (BR2)

Terminate 
subscription

Scheduling
System

 

Fig. 2. The use case diagrams of SAS. The use case diagram in (a) represents the core function-
alities of SAS. The use case diagram in (b) shows the cross-cutting relationships among base 
use cases and aspectual use cases.  

3.5   Identify and Model Non-functional Aspects 

The only NFR identified from the problem specification is Response time. It is easy to 
see that this NFR affects almost all the base use cases shown in Fig. 2(b). So it is 
modeled with the Nonfunctional Aspect Template (as shown in Fig. 3(e)). 

3.6   The Composition of Aspects to the Base Use Case 

Fig. 3 illustrates the composition of the aspectual use cases to the base use case Add 
paid subscription. The composition is based on the definition of join points in the  
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USE 
CASE 
Name

Get Free Subscription                (b)
Actor Subscriber
Goal To Obtain free subscription
Level Aspect
Type Extension

Condition The subscriber is the author of the articles or 
the member of the editorial board

Advice

Actor Action System Action
1. Displays the subscription 
data to confirm

2. Accepts 
and clicks to 
proceed

3. Determines the ending date 
and renew warning date

… …

Pointcut

Label Corresponding Join Points

Checking 
Eligibility

Add Paid Subscription.Check 
Eligibility for Free Subscription
Renew/Change Subscription. 
Check Eligibility for Free 
Subscription

USE CASE 
Name Process Credit Card             (c)

Goal To process charges and refunds as related 
to subscriptions

Level Aspect
Type Inclusion

Condition The subscriber submits credit card 
information

Advice

Actor Action System Action
1. Send the credit 
information to CCAS
2. Return the successful 
status flag
3. Returns to the primary 
flow of the base use case

Pointcut

Label Corresponding Join Points

Submitting 
Credit 
Information

Add Paid Subscription.
Submit Credit Information
Renew/ChangeSubscription
.submit Credit Information
Cancel Subscription.
Submit Credit Information

USE CASE Name Add Paid Subscription                                                                                  (a)
Actor Subscriber, Staff
Goal To obtain a paid subscription of the HOST
Overview …
Level Base
Trigger The subscriber has chosen “Paid Subscription” option

Primary Flow

Actor Action System Action
… …
… 5. Calculates the total subscription fee
… …
9. Enters the name on the Credit Card, Credit 
Card type, Credit Card No., and expiration 
date. Then, submit the payment data.

…

... 11. Assigns a subscription ID
… …

Nonfunctional Aspects Response time

Join Points

Label Position
JP1. Check eligibility for free subscription Before Step 5
JP2. Submit Credit Information Within Step 9
JP3. Confirm successful  subscription After Step 11
JP4. Check subscription period Within Step 5
JP5. Check subscriber’s address Before Step 5

USE CASE
Name Apply Discount                              (d)

Actor Staff
Goal To apply 10% discount of subscription fee
Level Aspect
Type Business rule
Condition The number of subscription year is greater than one.

Advice

Actor Action System Action
1. Discount the subscription fee by
10% for the first 3 subscription 
years
2. Shows the subscription period 
and discounted subscription fee to
confirm

3. Accepts and 
clicks to proceed

4. Returns to the primary flow of 
the base use case

Pointcut

Label Corresponding Join Points

Checking
Subscription
Period

Add Paid Subscription.Check
Subscription Period

Renew/Change Subscription.
Check Subscription Period

Nonfunctional 
Aspect Name Response Time              (e)

Goal To Improve the Performance of 
the system

Description Information should be accessed 
and displayed within 5 seconds

Affected Use Cases

Maintain Subscribe;
Add Paid Subscription;
Check Status;
Renew/Change Subscription;
Cancel Subscription

Relations to other
Non-functional 
Aspects

Positive Negative

…. …

Priority Second

Link 2

Link 1
Link 4

Link 3

 

Fig. 3. The composition of aspectual use cases and non-functional aspects to the base use case  
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base use case and the definition of pointcuts in the aspectual use cases (Get Free Sub-
scription, Process Credit Card, and Apply Discount). For instance, in the aspectual 
use case “Apply Discount”, a pointcut called “Checking Subscription Period” is de-
fined. This pointcut corresponds to two join points.  

The identification of each corresponding join point comprises two parts. The first 
part refers to the base use case to which the aspectual use case is to be composed 
(e.g., Add Paid Subscription, see Link 1). The second part refers to the specific join 
point defined within that base use case (e.g., Check Subscription Period, see Link 2). 
Then the position of the join point specified in the base use case tells at which specific 
step within the primary flow the join point is defined (see Link 3). In this instance,the 
join point “JP4 Check Subscription Period” of the base use case “Add paid subscrip-
tion” occurs “within Step 5” of the primary flow. It means that the “Advice” of the 
aspectual use case “Apply Discount” is composed to the primary flow of the base use 
case “Add Paid Subscription” at a point within Step 5 in condition “The number of 
subscription year is greater than one”. The base use cases to which a non-functional 
aspect is composed are referred to through the component of “Affected Use Cases” 
defined in the non-functional aspect template (see Link 4).  

4   Conclusions 

This paper proposed a comprehensive aspect-oriented use case method to model com-
plex business requirements. We defined aspects as the requirements cross-cutting 
multiple use cases. The three-fold contributions of our paper are: First, we extended 
the types of aspects into four types: NFRs, extending requirements, included require-
ments, and business rules. Existing approaches have not treated business rules as an 
aspect. In this paper, we view business rules as an important source of aspects when it 
cross-cuts more than one use case, since a business rule is usually tangled in many 
major concerns of a system. Furthermore, it is more changeable than the core func-
tionality. If business rules are represented as aspects, the base model of a system 
would be disentangled from business rules, so that the base model can evolve inde-
pendently without invasively affecting each other. This would further improve the 
reusability of both the base model and the representation of business rules. Second, 
we proposed three different types of templates for documenting aspect-oriented use 
case models. With these four types of aspects and three templates, we provided a 
comprehensive aspect-oriented use-case method to model both functional aspects and 
nonfunctional aspects. Third, we have shown that the proposed model successfully 
realizes the composition of aspects to the core functionalities at the requirement level.   
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Abstract. Use case models and activity diagrams play an important role in the 
early stages of requirements engineering for systems development.  While use 
case descriptions represent requirements through a sequence of step descrip-
tions in main scenario and alternate scenarios, activity diagrams are often used 
to connect different use cases and to represent flow of activities corresponding 
to steps in complex use cases.  In the latter type of usage, a complex use case 
description and the corresponding activity diagram represent a same set of  
requirements using two different types of artifacts. In such situations, it is nec-
essary to minimize inconsistencies across the models represented by these arti-
facts and to enhance overall quality of the resulting models.  This paper reports 
the findings from an empirical study aimed at understanding quality dependen-
cies between use case models and activity diagrams, and offers recommenda-
tions for developing these artifacts. 

Keywords: Use case models, activity diagrams, quality requirements specifications. 

1   Background  

Among various types of UML artifacts, use case models and activity diagrams have 
been found most useful for verifying and validating requirements with client represen-
tatives [6].  Dobing and Parsons [ 6] report that use case diagrams and use case de-
scriptions narratives, collectively called as use case models, are among the top four 
widely used UML components.  Use case models drive the development of other 
important UML artifacts, such as class diagrams and sequence diagrams.  While use 
case descriptions capture detailed steps in main scenario and alternate scenarios, ac-
tivity diagrams are often used to connect or weave through individual use cases. Al-
though activity diagrams play an important role in workflow modeling [7], this paper 
focuses on their role in diagrammatic representation of complex use cases [8].  Since 
the requirements represented by use case models and activity diagrams in such situa-
tions are about the same system functionality but from a different perspective, it is 
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possible that inconsistencies in such specifications may arise.  It is important to study 
the relationship between these closely related artifacts, and find methods to enhance 
their quality in representing requirements. 

This paper discusses the complementary relationship between use case models 
and activity diagrams, and offers recommendations based on an analysis of empiri-
cal data collected from several systems analysis projects completed by student 
teams of an undergraduate course on systems analysis. The following section 
briefly reviews a conceptual model quality framework that can be effectively ap-
plied for evaluating quality of use case models and activity diagrams.  Section 3 
describes the complementary relationship between these UML artifacts.  Section 4 
reports findings from an empirical study aimed at understanding quality dependen-
cies between use case models and activity diagrams.  Finally, section 5 concludes 
with recommendations for novice systems analysts in developing these two types of 
UML artifacts. 

2   Quality of Use Case Models and Activity Diagrams 

Ensuring the quality of the use case models and activity diagrams is an important 
task considering their role in identifying and specifying the system requirements.  
Standish Group reports that 46% of the software development projects are still chal-
lenged which means that the projects had cost or time overruns or did not fully meet 
the users’ needs [13].   It has been well known that overall effort required for fixing 
requirements related errors detected in later phases of systems development can be 
extremely high.  Many researchers observe difficulties and complexities associated 
with using UML (e.g., [1]).  Better quality requirement models such as use case 
models and activity diagrams created in early phases of systems development can 
minimize communication problems and misunderstandings of requirements, and 
thereby reduce the effort required for accommodating functionality changes at later 
stages of systems development.    

Quality of use case models and activity diagrams can be studied using conceptual 
model quality frameworks. Among the mechanisms addressing conceptual model 
quality surveyed by Wand and Weber [16], frameworks for conceptual model qual-
ity provide a systematic structure for evaluation.  Several quality criteria and 
frameworks have been proposed in the literature based on the desirable properties 
of data models [3].  The framework proposed by Lindland et al. [10] for evaluating 
the quality of conceptual models has gained wider acceptance through its applica-
tion in many research studies. An example application of this framework for inves-
tigating specific difficulties frequently encountered by novice analysts in develop-
ing UML artifacts is reported in [5]. 

The framework by Lindland et al. [10] uses three linguistic concepts: viz. syntax, 
semantics and pragmatics, suitable for analyzing the quality of conceptual models.  
Syntactic correctness of a model implies that all statements in the model are accord-
ing to the syntax of the language.  Semantic quality addresses validity and com-
pleteness goals.  The validity goal specifies that all statements in the model are 
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correct and relevant to the problem domain.  The completeness goal specifies that 
the model contains all statements about the problem domain that are correct and 
relevant.  Pragmatic quality addresses the comprehension aspect of the model from 
the stakeholders’ perspective.  

Studying the quality of use case models from the three perspectives, Bolloju and 
Leung [5] have identified several quality problems with use cases models such as 
ambiguous or incomplete step descriptions, improper relationships between use cases, 
and excessive use of low level steps in use case descriptions.  

The quality of activity diagram has been studied in the areas of business process 
modeling, and workflow modeling [4, 9, 12].  In business process modeling and 
workflow modeling, activity diagram and its variants are used as a major language 
to represent the control and coordination of various steps in a business process [12]. 
To facilitate quality representation of processes, various formalisms have been 
proposed for verifying the syntactic correctness of activity diagrams and for elimi-
nating errors such as redundancies and deadlocks [4, 9].  An in-depth analysis of 
erroneous process models reveals that mismatch of splits, joins, branch, and merge 
is a major contributor for most syntactical errors in process modeling [11]. How-
ever, the challenge remains to determine the semantic correctness of an activity 
diagram, i.e., the appropriate behavior of the process represented by the activity 
diagram in all scenarios.  

Possible inconsistencies between use case models and activity diagrams are 
likely to increase as use case models and activity diagrams get closely related.  The 
consistencies could arise due to reasons such as mismatch between actors and 
swimlane labels, representations of alternate scenarios as conditional or parallel 
paths in activity diagrams, sequencing of steps in use case descriptions and activity 
in activity diagrams, etc.   

3   Complementary Relationship between Use Case Models and 
Activity Diagrams 

Table 1 compares the typical characteristics of use case models with that of activity 
diagrams in capturing system requirements.  Although the use case models are 
expected to drive the development of other UML artifacts, in practice use case models 
and activity diagrams can be developed in parallel. 

The dependencies between use case modeling and activity diagram can be best il-
lustrated through a meta-model (Figure 1). In use case diagrams, actors can be people, 
external systems, or organizations that play some role in interacting with the system. 
In activity diagram, swimlanes are used to group activities performed by the same 
actor. A top-level activity diagram can be created to describe the flow of activities 
represented by the use cases captured in a use case diagram. In such situation, the 
activity in the activity diagram under a given swimlane must match the actor(s) asso-
ciated with the corresponding use case in the use case diagram.   

Dependencies between use case models and activity diagram can also occur when 
an activity diagram is used to show the details of a use case. In this situation, most 
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steps in a use case description along with the post-conditions can then be modeled 
as activities in the corresponding activity diagram.  The use case trigger, the event 
thatstarts a use case, corresponds to the start activity indicating the state when a 
process starts in the activity diagram. Also, swimlanes must match the primary 
actors and supporting actors, which may include other systems, in the use case  
description.  

Note that alternative paths indicated by splits and merges in the activity diagram 
can be used to capture either the relationships of type generalize and extend between 
use cases when creating a top-level activity diagram, or to describe the extensions to 
the basic scenario of a use case when describing the details of the use case in an activ-
ity diagram.  
 

Table 1. Typical Characteristics of Use Case Models and Activity Diagrams 

Use case models Activity diagrams 

Use case diagram defines systems boundary 
with activities supported by the system inside 
the boundary and actors linked to use cases. 

Describes process or workflow consisting of 
activities supported by the system(s) and 
performed by humans actors. 

While a use case diagram shows the system 
scope, use case descriptions capture detailed 
descriptions of interaction between actors and 
the system 

Activity diagrams usually provide a top-level 
view of the business process possibly 
spanning across several actors and systems 
(can be either top level or detailed). 

Focus is on the dialog between the primary 
actor(user) and the system 

Focus is on the process flow without identify-
ing specific interaction between the system 
and user 

Each use case description focus is limited to a 
specific type of activity performed by an actor 
in a relatively short duration (few seconds to 
few minutes) 

Activity diagram captures several activities 
spanning over long duration (days or weeks 
or even months) and the activities are 
performed by one or more systems and actors 

Use case descriptions use a small set of 
primitive constructs (sequence and iteration) 
with step extensions capturing alternate scenar-
ios (exclusive-OR) 

Activity diagrams offer a richer set of con-
structs (sequential, parallel, iteration, decision 
points  including XOR) 

A use case description cannot be an alternative 
to an activity diagram because of multiple 
actors usually involved in the process repre-
sented by the activity diagram 

Possible to represent any use case description 
using an activity diagram; however, only 
complex use cases may actually required to 
be represented as activity diagrams 

Emphasize on main success scenario (i.e., most 
frequently occurring path; without any condi-
tions -- conditions are attached to extensions). 

No apparent emphasis on most likely path 
(though notational conventions might be 
helpful in showing frequently followed 
path(s)) 

When a complete set of use case models and activity diagrams are developed to cap-
ture all the system requirements, these dependencies become more significant as the 
overlap in requirements represented by these artifacts increases. If the inconsistencies  
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Fig. 1. Dependencies between Use Case Models and Activity Diagrams 

in requirements captured using such closely related artifacts are not eliminated, the 
resulting systems may not reflect the users’ needs accurately.  

4   Method 

In order to investigate possible inconsistencies among use case models and activity 
diagrams, this study makes use of a conceptual model quality framework to identify 
quality problems in closely related use case descriptions and activity diagrams. 

For identifying quality problems and relationships among those quality problems, 
we have used 26 semester-long project work, belonging to six different types of busi-
ness application areas, submitted by teams of undergraduate students attending a 
systems analysis course offered at the City University of Hong Kong. Each of these 
projects has four parts: a use case diagram, a set of use case descriptions, a set of 
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activity diagrams, a class diagram and a set of sequence diagrams corresponding to 
the use case descriptions. We have excluded class diagrams and sequence diagrams 
from this study. The students had several opportunities during the semester to  
improve each part of their project work as they progressed to the next part. Due to this 
process of teams of students working on semester-long projects with opportunities to 
revise, we expect that the resulting artifacts are comparable to the work produced by a 
typical novice analyst.  

Coding scheme for assessing the quality of use case models based on Lindland et 
al’s framework [10] has been adopted from a related study [5].  We developed a 
similar coding scheme for assessing the quality of activity diagrams based on prac-
titioner guidelines available for activity modeling (e.g., [2]) on our experience in 
teaching activity modeling.  Appendix A presents part of the coding scheme used in 
this study. 

Using this coding scheme, we have independently reviewed each project report and 
identified quality problems in the use case models and activity diagrams. For each 
type of quality problem identified we have counted the number of occurrences in a 
given artifact.  These numbers varied between 1 and 3 (from our initial observations 
we found that most artifacts contained one or two errors or a given type).  We have 
also assigned a degree of overlap, an indicator of how closely the pair of artifacts are 
related, between use case descriptions and activity diagrams in each project report has 
been estimated on a scale of 1-5 (1 indicates minimum overlap and 5 indicating 
maximum overlap). 

After reviewing all the projects independently, we have randomly selected 3 pro-
ject reports to verify the reliability of our coding process.  In this review, we have 
noted that 91.5% of instances when one of us has identified a given type of quality 
problem, the other also had identified the same problem.  However, there were differ-
ences in the number of occurrences assigned. A thorough analysis of those instances 
revealed that the larger of the two occurrences was considered more accurate due to 
the fact that one of us had failed to identify other occurrence(s). IT was also noticed 
that one was consistently more critical in assessing use case models and the other in 
activity diagrams.  Based on this analysis, it was decided to select the larger number, 
though it may indicate that the error numbers are inflated, as the more accurate num-
ber for each quality problem. 

For the subsequent analysis reported in this paper, only the use case descriptions 
which have a corresponding activity diagram with a minimum overlap score of 3 
(moderate overlap) have been selected. 

5   Findings 

These findings are based on quality problems identified in 24 project reports with 
55 pairs of overlapping use case descriptions and activity diagrams.  Each project 
report also contained one use case diagram. In this section, we first describe the 
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major groups of quality problems identified (in descending order of their severity 
based on totals of occurrences identified) and later offer recommendations based 
on our analysis. 

Quality problems found in use case models:  

a) Step descriptions: Descriptions of steps, as anticipated, exhibited problems such as 
using wrong actors; steps with no action indicated or conditions attached; ambiguous 
due to the absence of required details; and the illogical sequencing of steps. 

b) Trigger and pre- & post-conditions: Several specifications of triggers, pre-
conditions, and post-conditions in use case descriptions have been found invalid.  
Some triggers have been found not related to the use case, and some pre-conditions 
and post-conditions were invalid due to either presence of steps repeating the 
evaluation of pre-condition or absence of steps ensuring that post-conditions are 
satisfied. 

c) Step extensions: While some of the problems observed were related to inconsis-
tency between a specific step in the main scenario and its extension (e.g., extension is 
not an alternative to the step in the main scenario), many others of this group were 
related to missing or incomplete extensions.  

d) Types of steps: Problems with granularity of steps (e.g., a sequence of small related 
steps that can be replaced with one step, a complex step that actually needs to be split 
into several to provide details), and steps indicating implementation details (e.g., user 
interface details such as clicking buttons) were found in this group. 

e) Notational: Failure to adhere to the syntactic conventions such as proper naming of 
actors and use cases, symbols used in the diagram, laying out use cases in the diagram 
based on natural sequence of operations in the real world have been noticed in over 
half of the project reports.   

Quality problems found in activity diagrams:  

a) Notational:  About three quarter of diagrams had some problem related to usage of 
indicated notation especially at the merge points.  Despite using Microsoft Visio for 
creating activity diagrams, these diagrams contained invalid or ad hoc notations (e.g., 
symbols used for flowcharting).   

b) Completeness: Many activity diagrams lacked necessary paths or flows (corre-
sponding to the extensions in the matching use case description) required for com-
pleteness.   

c) Type of activities: Similar to the steps in use case descriptions, problems with 
granularity of activities and human activities were observed in many diagrams.  

d) Layout:  Although most use cases studied required only two or three swimlanes, 
several diagrams were not laid out using swimlanes (instead they resembled flow-
charts). In addition, most diagrams did not use explicit merges. Instead, branches 
originating from splits have been merged implicitly at some activity in most diagrams.  
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Recommendations for better quality use case models and activity diagrams: 

a) Ensure labeling consistency across artifacts: Since the use case models and activity 
diagrams represent the system requirements from different perspectives, several ele-
ments from use case models such as use case names, actor names, and action part of 
step descriptions are also used in activity diagrams as name of the diagram, swimlane 
label, and activity names.   

b) Enhance structural alignment:  In addition to ensuring consistency in naming 
across various artifacts, structural alignment between use case descriptions and corre-
sponding activity diagrams must be verified.  In this regard, relationships among use 
cases, sequence of steps, step extensions and iterations must be matched against deci-
sion points, alternate paths, activity sequence and loops in activity diagrams.   

c) Focus on specification quality of step descriptions and activities: Focus on remov-
ing ambiguity from step descriptions by enhancing the details presented in step  
descriptions, removing implementation details (especially when modeling logical 
requirements), and achieving uniform granularity in steps or activities.  

d) Adhere to notational conventions: Adhere to a given set of notational conventions, 
as true in many types of specifications, plays an important part in enhancing the 
communication.  The tools used for creating these artifacts assist only to a certain 
extent, and additional guidelines based on our findings can be defined and followed. 

6   Conclusions 

This paper suggests exploiting the complementary relationship between use case 
descriptions and corresponding activity diagrams for enhancing the quality of those 
UML artifacts in representing information systems requirements.  These suggestions 
were evolved from an empirical study that is based on a widely used conceptual 
model quality framework.   

The findings from this study offer several implications for practice and re-
search.  By understanding various quality problems commonly found in use case 
models and activity diagrams, methods for training novice analysts can be im-
proved to make them avoid making similar mistakes in representing systems re-
quirements.  Artifacts that are free from such common quality problems provide a 
good foundation for the development of remaining artifacts such as sequence dia-
grams in structuring the messages, in assigning responsibilities to different objects 
and in identifying message signatures. Regarding implications for research, this 
study is the first attempt to address quality of use case models and corresponding 
activity diagrams, and several extensions are possible.  In this study the equiva-
lence of use case steps with activities is established through subjective assess-
ment.  Some possible research directions include development of algorithmic sup-
port for analyzing inconsistencies in the steps in use cases and activity diagrams; 
studying differences between overlapping and non-overlapping artifacts; and repli-
cating this study where activity diagrams correspond to a set of use cases linked 
via include, extend and generalize relationships.    
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The approach presented in this paper points to an interesting possibility of estab-
lishing validation mechanisms where a collection of closely related artifacts are used 
to represent system requirements from different perspectives.  Such mechanisms can 
be helpful in enhancing the overall quality of requirement specifications and contrib-
ute to reducing the effort and resources required for incorporating changes in later 
phases of systems development due to missed requirements. 
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Appendix A. Excerpts from the Coding Scheme Used for Quality 
Assessment 

 Use case diagrams Use case descriptions Activity diagrams 

Sy
nt

ac
tic

 − Improper labels for 
actors and use cases 

− Improper notation used 
for actors, generalization 
direction, etc. 

− Improper labels 
− Inconsistency between 

use case description and 
use case diagram 

− Invalid notation 
− Deadlock 
− Multiple starting/ending 

states 

Se
m

an
tic

 

− Invalid relationship 
between use cases 

− Invalid actor in use case 
diagram 

− Invalid use case (does 
not belong to the  
domain) 

− Invalid step in a use case 
− Invalid extension(s) to a 

step 
− Invalid trigger,  pre-

condition, or post-
condition 

− Missing major 
extension(s) 

− Missing an important use 
case step 

− Ambiguous use case step 
description 

− Missing guards 
− Missing decision points 
− Missing swimlanes 
− Incomplete diagram 

(major paths or flows are 
missing) 

− Activity assigned to a 
wrong actor/swimlane 

− Invalid swimlane label  

Pr
ag

m
at

ic
 

− Does not use domain 
specific terminology 

− Manual operations are 
listed as use cases 

− Excessive use of extend 
− Excessive use of “uses” 

or “includes” 

− Does not use domain 
specific terminology 

− Inappropriate step 
granularity (excessive 
splitting of steps and 
combining many steps 
into one step) 

− Insufficient detail in use 
case description 

− Excessive 
implementation details 

− Diagram layout is poor  
− Excessive splitting of 

activities (low level 
steps) 

− Does not use domain 
specific terminology 

− Diagram is not 
standardized (e.g., non-
standard merge points) 
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This first edition of the First International Workshop on Modeling Mobile Appli-
cations and Services (M2AS’08) held in conjunction with the 27th International
Conference on Conceptual Modeling (ER 2008) was organized to stimulate the
discussion about emerging technological and scientific topics connected to the
wide diffusion and the growing demand for advanced mobile devices, their ser-
vices and their evolution. Mobile devices are becoming central tools for service
delivery and future mobile services will very likely come.

That is, models, methods and technologies for Mobile Communication, Mobile
Web and services design are relevant discussion issues for providing the state of
the scientific and technological research, stimulating new ideas and solutions in
the research area. Therefore, the first M2AS’08 Workshop had a strong set of
paper presentations. This workshop is marked by a notable scientific maturity
and high quality of submitted papers, and the reviewing process was extremely
challenging. This year we have had 23 quality submissions from all over the
globe. These papers covered a wide spectrum of theoretic and technological is-
sues on emerging areas such as: adaptive services and interaction for mobile
devices; mobile systems and architectures; usability methods and models for
mobile applications; users’ study and application on mobile devices.

After an extensive review process by an international Program Committee
of the submitted papers we accepted 9 papers to be presented at the M2AS’08
workshop, and published in the ER 2008 workshops proceedings.

Finally, we offer our thanks to the ER 2008 organization, to all the Program
Committee members and to all the authors of the submitted papers for their
support and the quality of their work.
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Abstract. Mobile computing concerns the design and development of
applications in highly dynamic and heterogeneous environments to sup-
ply the users with all the required services and information. In this pa-
per, we present a dynamically extensible, service-based infrastructure for
mobile applications which allow the users to access existing services via
mobile devices. As the number of available services is ever growing, we
focus on the task of dynamically extending our architecture with new
services. Easily adding functionality in a Service-oriented Architecture
(SOA) is a matter of clean design decisions. However, if these services are
to be accessed by already deployed client applications, there is a need for
doing so without high recoding and redistribution costs. While discover-
ing newly available services is a solved problem, dynamically integrating
the new functionality (adding GUI, local data bindings and controls) is a
non-trivial task. We propose a generic mobile client application automat-
ically extending its functionality when new services become available.

1 Introduction

Current information and communication technology provides multiple ways to
access information systems and to use services made available via the Inter-
net. Traditional personal computers are only one of the many ways to do so.
As traditional computing technology is becoming more and more mobile, also
different mobile devices like PDAs and cell phones gain the ability to access
information resources and services. It seems to be a logical consequence that
mobile infrastructures may fundamentally change the way people use informa-
tion systems: access to systems is possible from any location (”anywhere”), at a
moment’s notice (”anytime”) and in a multiple modality (”anyhow”).

In this paper, we assume a highly dynamic and heterogeneous IT system en-
vironment, e.g. of a university. Various systems are available and provide users
with a huge variety of information resources and services: e.g. a Learning Man-
agement System (LMS) that supplies students with current course information
and which offers an e-portfolio that allows them to document their e-learning ac-
tivities. The e-portfolio in turn may comprise the students’ transcripts of records
whose management is in the focus of a Campus Management System (CMS). As

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 155–164, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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these systems (e.g. LMS and CMS) offer services (e.g. e-portfolio) that would
surely increase in acceptance and usage if accessible from anywhere at anytime in
different ways, it seems to be a good idea to extend the traditional access via per-
sonal computers by mobile access via mobile devices. In this paper, we present a
dynamically extensible, service-based infrastructure which allows users to access
the existing services of an IT system environment (like the one sketched above)
via a mobile application. This application can be seen as a mobile information
system which according to [5] can be defined as an information system that pro-
vides access to information resources and services through end-user terminals
that are easily moveable, operable at any location, and typically provided with
wireless connection. The main goal of the application is to support the user’s
mobility. The degree of the mobility coincides with the application’s indepen-
dency of the server architecture. The more autonomous the client application
is, the less is the user impaired by missing availability of the server architecture
(e.g. if no connection can be established).

There are different possibilities to realize the mobile application. The seem-
ingly easiest way to do so is a web application that can be accessed by the Web
browser of the mobile device. However, we propose a stand-alone client applica-
tion which can be deployed to the mobile device. This approach offers the major
advantage that the client application can be used even if no connection to the
server architecture is established; locally held data is permanently and quickly
accessible by the user. Unfortunately, on the other hand, a deployed stand-alone
client is difficult to extend when new services become available (i.e. GUI build-
ing, data binding etc. has to be done). To overcome this drawback, we focus on
the task of dynamically extending our infrastructure with new services and of
dynamically integrating this new functionality within our client application.

The remainder of the paper is organized as follows: in section 2 two use cases
are used to derive goals and requirements of our approach. The developed ar-
chitecture (server and client side) is outlined in section 3. Section 4 focuses on
the dynamic extensibility of the infrastructure (again server and client side are
considered). The resulting workflow of deploying a new service within our archi-
tecture is sketched in section 5. To indicate the practical applicability, section 6
very briefly describes an example we used to evaluate our approach. The paper
ends with an overview of related work in section 7 and a conclusion in section 8.

2 Goals and Requirements

In the following, we sketch two use cases that should illustrate a scenario in which
our approach could be set up. As an example, the used scenario is situated in
an university environment.

Use Case 1: Retrieving current information. Student S is sitting in the cafeteria
and not sure about the facts when and where the next course is taking place. S
starts our mobile application at his or her cell phone and invokes the timetable
service to find out about the individual course information which is updated
frequently.
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Use Case 2: Integrating new services. The course has ended, and while S is
going back to the cafeteria, the mobile application discovers the newly available
library service that informs users about the status of book orderings. S is asked
if this new service should be integrated. S accepts, and after some seconds the
mobile application is able to communicate with the library service.

From the use cases above, the following basic goals and requirements our
approach should satisfy can be derived:

1. Integrated Systems and Data. As suggested in Use Case 1, available
systems have to be integrated to act as data providers within the mobile
infrastructure.

2. Standardization and Interoperability. The integration of the underlying
systems should be done in a standardized way: a deployment as web services
offers standardized communication and allows setting up an infrastructure
based on the principles of a SOA. Moreover, the interoperability between
services and different mobile operating systems is maintained.

3. Extensibility and Generic Communication. As already mentioned (and
illustrated in Use Case 2), extending the infrastructure with new services and
adapting the mobile application accordingly is a major goal of our approach.
The mobile application must be able to discover and dynamically integrate
newly available services, thereby automatically extending its functionality.

4. Scalability and Performance. As data transmissions via a wireless con-
nection might still be expensive in time and costs, the number of requests
as well as the amount of transmitted data should be minimized.

3 Architecture for Extensible Service-Based Mobile
Applications

The dynamic nature of a SOA has motivated our approach of an Architecture for
Extensible Service-based Mobile Applications. The main components of our archi-
tecture are deployed as web services and a major part of the communication flow
is taken by invoking customized web services deployed within the SOA. More-
over, the lose coupling, interoperability, and reusability of web services renders
our architecture highly dynamic and extensible.

The Architecture for Extensible Service-based Mobile Applications is illus-
trated in fig. 1 for a SOA of the university scenario.1 Platform independent mo-
bile clients (which are depicted in the top left corner of fig. 1) communicate with
services of the SOA over an encrypted Internet connection via an intermediate
service, the so-called Communication Service. The proposed SOA is separated
into the two logical layers Base and Super. Base Services are elementary ser-
vices which perform basic activities at the underlying legacy systems in terms of
CRUD2 access to a database or the spooling of print jobs. Furthermore, Base Ser-
vices achieve a high level of reusability for other clients by providing a low-level
1 For more details on the setting of our architecture, see also [6].
2 The acronym CRUD stands for Create, Read, Update, Delete - the four basic func-

tions of persistent storage.
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Fig. 1. Architecture for Extensible Service-based Mobile Applications

Fig. 2. Dynamic Mobile Client Framework

business logic. Super Services are identified by sophisticated service orchestra-
tions. As compared to Base Services, Super Services handle more complex tasks
in a use case-dependent manner (e.g. data synchronization or distributed atomic
transactions; for the former, see below). The Service BUS connects all deployed
services of any logical layer to the Communication Service and therefore enables
the mobile clients to access them as well.

The components of the proposed Mobile Client Framework are presented in
fig. 2. Starting at the bottom, the framework is written either in Java or C# and
provides a SOAP3 Client to handle the web service invocations of the Commu-
nication Service. The Data Management layer provides the ability to cache and
store data from a service persistently on the mobile device. The layers Service

3 Simple Object Access Protocol (SOAP), http://www.w3.org/TR/soap/

http://www.w3.org/TR/soap/
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Integration and Service Interpretation are described in more detail in section 4
as they are the core components in achieving client-side dynamic extensibility.

As an application example a data synchronization capability has been im-
plemented. The synchronization logic is located at the Super layer. For each
synchronizing Super Service we set up services for reading and updating data at
the Base layer which are invoked in a predefined sequence. The synchronization
logic may be described by the following four steps:

1. obtain new data by invoking the reading service,
2. check for data conflicts in the returned data,
3. invoke the updating service if there are no conflicts in this data,
4. combine the results from the steps 1. - 3. into a final response.

Following a timestamp logic, the data transmission to the mobile client can
be limited to the delta data only (cf. requirement 4 in section 2).

4 Dynamic Extensibility

To achieve the dynamic extensibility of our architecture, both the server side and
the client side have been designed in a way that enables and supports adding new
functionality as described in the following. In the next section, we then sketch
the steps to be done deploying new services within our architecture.

4.1 Server-Side Design Decisions

The server side uses the concepts of SOA and provides a generic way for mobile
clients to access the deployed functionality.

SOA. Using a SOA renders the functionality of the server-side information
system highly extensible. This is due to the main features of a Service-oriented
Architecture as are contract-based communication, lose coupling, the reusability
of services and their orchestration [3]. Implementing elementary Base Services
elevates the chance to reuse their functionality, e.g. by orchestrating several Base
Services in different workflows or application contexts.

Generic Communication Endpoint. However, if we have a SOA deployed
with its growing number of contract-based public interfaces, we need a simple
way to access all these services by mobile clients. To keep the client-side frame-
work independent and avoid recoding costs, we propose the adoption of a single
communication endpoint to connect the generic framework functionality of the
client with the specific services within the SOA.

Assume a request which is initiated from a mobile client as illustrated in the
top left corner of fig. 1. The single communication endpoint for the client is
represented by the Communication Service which is deployed as a Web Service
and provides a generic communication interface allowing the mobile client to
communicate with each server-side service in a common modality. Thus, the
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client can send a generic synchronization request to the SOA containing a list
of generic service requests. At the Communication Service, each listed service
request is dispatched to an appropriate communication adapter which maps the
request and response parameter types of a service’s WSDL document to the
generic XML-Schema of the communication interface. This mapping enables a
communication adapter to transform a generic synchronization request into a
service-specific request, to invoke the appropriate service with the transformed
request as parameter, and finally to transform a service-specific response into
a generic synchronization response. While each communication adapter runs in
its own thread to enhance concurrency among service invocations, there is only
one instance of the Communication Service which waits for all communication
adapters to return and to bundle their service responses into a single generic
synchronization response message that is then returned to the mobile client.

Service Specifications. Enabling the mobile client to subscribe to new ser-
vices and to integrate new service functionality is done by providing a common
service description. This service description contains information about the GUI,
the structure of cached data and the mapping of specific server-side functionality
to generic client-side functionality. The service’s WSDL document provides in-
formation about the objects that are exchanged by the service. This information
can be reused to create partial service specifications for the mobile application.
Each service has to provide specifications for data, view and action. A data spec-
ification declares the structure of cached data. How this cached data is displayed
at the client, i.e. the appearance order and listing type to display several items
(e.g. tree, list, or tab view), is defined by a view specification. An action specifi-
cation describes the action that may be performed at the service and is mapped
to a CRUD action at the mobile client, which is executed on the cached data.

4.2 Client-Side Design Decisions

The dynamic extensibility of the mobile client application is illustrated by the
concepts Service Integration and Service Interpretation which have been imple-
mented as layers of the mobile client framework (cf. fig. 2).

Service Integration. When a new service becomes available and the user
decides to subscribe to it, the service has to be integrated at the mobile client
before it can be used. The view, data, and action specifications for the new
service are obtained and stored locally at the mobile client. Finally, the cache
tables for the mobile data management are created by interpreting the data
specification. After the mobile service integration has finished successfully, the
new service is ready to use at the mobile device.

Service Interpretation. When the user decides to view data received from a
service, the service interpretation handles the graphical and functional represen-
tation of this data. The view specification is interpreted to create empty view
templates which are subsequently filled with the locally available service data
on-the-fly. Multiple data from a service is appended either as a tree node, a list
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element or in another tab, depending on the defined specification. Such default
views may be extended to a composed one, when data from multiple services is
bundled into one view. Moreover, a graphically coherent view with a 1:n-data-
relationship can be generated. As an example, fig. 4 shows GUIs that have been
generated at the mobile client on-the-fly from data of several course services
according to their specifications. The arrows between the screenshots indicate
the user’s selections in a view. Moreover, the action specification is parsed to
structure the mobile application’s dialog flow. This fact enables the application
to decide according to the specification which view is displayed next after a local
action has been performed. Furthermore, the mobile client’s data operations are
extended by the mapped CRUD functionality of a service that is provided by
the action specification of the service.

5 Workflow for Dynamic Extensions

Having set up our extensible architecture, a service provider has to perform the
steps depicted in fig. 3 to publish a new service.

Fig. 3. Workflow for Dynamic Extensions performed by a Service Provider

First of all, the desired functionality has to be deployed as a new Web Service
within the SOA (if possible and required, the new functionality can be built
upon already existing services).

The service’s WSDL document builds the basis to next implement the com-
munication adapters, which map the service’s specific objects to common objects
that can be sent via the generic communication service (XML-Schema mapping).

Finally, the service specification (consisting of view, data and action specifi-
cations) has to be defined and published within the architecture at a dedicated
integration service which manages the specifications of all available services and
which can be queried by the mobile client application for discovering newly
available services.

6 Our Approach in Practice

In our prototype implementation, the Course Management System Stud.IP [9] is
used to administrate and publish the university calendar. The published course
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Fig. 4. Customized mobile application with generated GUIs for the main menu, a list
of courses and detailed course information

information contains but is not limited to detailed course descriptions, schedules
and appointments, files, and news. We ported these functionalities to mobile
applications by setting up the proposed infrastructure in the university IT sys-
tem environment. Communication adapters for the services course details, course
dates, course news, and course files have been created along with the customized
service specifications. The Communication Service has been deployed as a Java
web service in the Sun Java System Application Server accessible from any mo-
bile client at the campus via the university’s WLAN. Currently, we are setting
up a testing of the mobile application by a greater number of users.

7 Related Work

The development of mobile frameworks has been considered in several other
projects. Concerning the synchronization capabilities of our architecture the
best similarities can be recognized in the SodaSync [2] and the SmartDOTS
[4] frameworks. However, SodaSync forces possible data providers to run in a
SDO-supported environment handling all business data as Service Data Ob-
jects (SDO). The SmartDOTS framework is a context-aware synchronization
and replication framework for mobile devices. It supports the modeling of busi-
ness data which sets context dependent parameters like target device, network
selection or task. Synchronization conflict resolution is currently work in progress
at the SmartDOTS project. In contrary, our infrastructure benefits from the plat-
form independency of data providers which are deployed as interoperable web
services. Moreover, we implemented a synchronization conflict detection logic at
the server side and the possibility to resolve the conflicts at the mobile client.
Mobile data persistence is available in SodaSync, SmartDOTS and our mobile
client framework. However, we are not limited to synchronized data access but
also handle complex data interpretations.

Regarding the data transformation and presentation at the mobile client, the
Mobile Delivery Server (MDS) [1] uses similar techniques to ours. The MDS acts
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as a middleware server between a LMS and mobile devices. In this approach,
content from the LMS is transformed into mobile content respecting device lim-
itations; so large files like videos are not directly sent to the mobile client. At
the mobile device a content player is used to display the retrieved content. The
MDS lacks of the possibility to extend the mobile clients dynamically after dis-
tribution since new LMS content requires the compilation and redistribution of
a new content player for the mobile devices. In contrast, our mobile application
is able to generate a data representation on-the-fly and to integrate new services
dynamically.

The M-Services Framework [7] proposes a Web service-based architecture for
providing access to services from mobile devices. It defines service managers
which act as a mediator layer between the service providers and mobile devices.
This concept is similar to the Communication Service in our infrastructure.
However, we do not support service discovery via UDDI like the M-Services
Framework. Furthermore, we provide communication adapters and service spec-
ifications which cover more detailed information than is contained in the service’s
WSDL documents. In the M-Services Framework, new services may be integrated
at the mobile device in a generic way by parsing the provided service’s WSDL
document. This fact impedes that the framework generates advanced views for
interrelated data like in our university scenario. In addition, the M-Services
Framework provides no mobile data synchronization, management, or storage
capabilities which is essential for mobile offline data access which was an early
requirement of our scenario.

8 Summary, Conclusion and Future Work

With the results of our work it is feasible to dynamically integrate systems of
an IT infrastructure into a mobile environment: newly available services offered
by these systems can be deployed as Web services to our Service-oriented Archi-
tecture. Our mobile client application discovers these services and automatically
extends its functionality by importing the service specifications: data bindings
and controls are added and the appropriate GUI is built on-the-fly by interpret-
ing the view specification. The communication between client application and
service architecture is done in a generic way so that each service can be integrated
and handled uniformly. We evaluated our results within the IT infrastructure of
our university: several services have been deployed and made accessible for our
client application, which is available for J2ME and Windows Mobile platforms.

However, there are still several open issues: currently, we are working on fur-
ther improving the specification and deployment process of services. On the one
hand, service specifications can already be interpreted on-the-fly to build a GUI.
On the other hand, this GUI building process does not consider the require-
ments and constraints of the device (e.g. display-width constraints). We propose
a MDA-based approach which allows the specification of views, data and actions
with the means of UML models. The modeling starts from an platform indepen-
dent model which is transformed according to specifics of the target platform
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(J2ME or Windows Mobile) as well as to specifics of the target device (require-
ments and constraints). The resulting model represents a device-specific service
specification which then can be sent to the mobile client [8]. Furthermore, we
are planning to enhance local persistent storage by using a mobile DBMS.
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Abstract. In this paper we discuss about composing services from stan-
dard suites of applications for personal data management in mobile de-
vices. We propose a data model and an interface model that allows users
to navigate among services according to the situation evolution as per-
ceived and interpreted by the users themselves. The interface model acts
as a lens exploring the situation, zooming into the details, covering differ-
ent areas of the personal data, supporting the user in the role of composer
of personal services.

1 Introduction

Service composition is usually approached as a problem to be solved automati-
cally: environment sensing, service discovery and task planning are the key terms
driving the search for efficient ways to compose black-box services, building ap-
plications adaptable to the user needs. The Activity Theory concepts [1] play a
big role in such a view: the needed services are related to a user state that can
vary only within defined boundaries, which do not influence his/her activities
(hence his/her goal), but only the way in which the tasks are executed.

This view falls short in many activities related to personal data management,
which evolve in space and time as the user proceeds in executing the tasks. The
scenario is closer to the one defined by the Situated Cognition approach [2]:
actions are driven by the user situation, a complex set of variables related not
only to space, time, profile and environment, but also to the user goals, history,
emotional status, etc.. The situation evolves as new information is acquired and
results of previous tasks collected. In practice, users start by defining a coarse-
grain plan that is continuously refined and adapted, evolving according to the
many variants in the situation encountered during its execution [3].

In this paper we discuss about composing personal activities supported by in-
formation stored in portable devices like UMPC, PDA, smartphone, etc. Such de-
vices offer standard suites of applications for personal data management: agenda,
address book, mailing and messaging, maps, etc., often independent or loosely
coupled, used with different skills according to the personal style of the user.
Such applications compel the user to find own way to compose and integrate
the services offered by the device by activating sequences of commands related
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to different applications without the benefit either of an adequate information
flow, or of a smooth transition from one application to the other.

We propose a model for user task organization and an interface model that
links the personal services provided by a personal information management
(PIM) suite, allowing users to navigate among them according to the situa-
tion evolution as perceived and interpreted by the users themselves, hence not
driven by predefined adaptation mechanisms. The interface model acts as a lens
exploring the situation, zooming into the details, covering different areas of the
personal data, supporting the user in the role of composer of personal services.

2 Related Work

Situated computing is based on the idea that the different parameters that define
the user situation may change, requiring a reorganization of the information
provided and of the accessible services. The word situation is replacing the word
context in today literature [4], moving from physical, observable features of the
user environment to a higher level of context including the user goals, plans,
activity and history [5]. Situated computing derives from Situated Cognition [2],
a behavior model claiming the dependence of the user actions on the set of
environmental, social and psychological variables describing the user situation.
It has been studied as opposed to the Activity Theory model [1], based on the
definition of action plans to reach anticipated goals. The two action paradigms
are not completely disjoint, and relations between them have been studied [3,6].

Situated computing is strongly related to the concept of adaptation of in-
formation and interaction, and exploits in mobile computing its full potential,
even if its importance is not restricted to a continuously changing context. Con-
text modelling, adaptation and interaction are the three keywords denoting the
ability to design systems able to perceive the user status, to provide proper
information and services, and to offer a user oriented effective interaction style.

In information processing applications, namely in the area of personal data-
bases, closer to the scope of this paper, an interesting approach to context
adaptation is the Context-ADDICT project (http://poseidon.elet.polimi.it/ca/),
aiming at selecting the part of a database relevant for the context of mobile users,
through the dynamic hooking and integration of information sources [7,8,9].
Adaptation is based on an ontological representation of the application domain,
and of data source contents, tailored on the user context dimensions. Differently
from our approach, focused on the user interface level for selecting different per-
spectives on data, the Context-ADDICT system is targeted to design time, and
its scope does not include the user interface and the interaction functions.

In the area of service computing, adaptation has been investigated primar-
ily to find the best set of services to build an application fulfilling a user need.
Architectures and strategies for context-aware service composition have been in-
vestigated in [10,11,12]. As noted in Section 1, their primary focus is to automate
service discovery and composition, while our proposal puts the user in the center
of the service composition choices.
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User interaction in mobile systems has been investigated under the perspec-
tives of usability and information presentation, supporting the user to seam-
lessly and naturally navigate through information and services. Zoomable user
interfaces (ZUIs) and gestures improve the usability of small devices applica-
tions [13,14]. Zooming technology is becoming popular in new portable sys-
tems, like Microsoft WM 6.0-based devices and the Apple iPhone/iPod. SDKs
and third part APIs, like the Piccolo framework (http://www.cs.umd.edu/hcil/
piccolo/), provide standard widgets and gesture recognition modules and, in
some cases, allow software developers to easily extend the framework with cus-
tom provided components. The applications built with such interfaces, while
sharing with our proposal the smooth transition between overview and detail
view on user data and services, do not help the user to change the perspective
while browsing data. According to our vision, the system should allow the user
to select information and services belonging to a category and present, on a syn-
thetic view, the related items belonging to other categories. Each item should be
accessible in a detail view or used as the focus of a new perspective in a highly
dynamic fashion.

3 Situated User Activities

The management of personal activities during day by day professional life is
a good example of a mixture of the Activity Theory and the Situation Cog-
nition approaches. In planning such activities a person flows through a set of
information that are in part objective (facts, regulations and practices), in part
subjective (judgements, feelings, history, experience) and builds an initial ver-
sion of a plan. The more the activity is clerical, the more the plan will survive
to new information. However, decision based activities typical of managers and
professionals are less stable, and need a higher level of adaptation to changing
situations. In such cases an initial plan is roughly sketched and is adapted and
completed as the activity evolves. Information search is an essential part of such
activities; information access is not regulated by a series of independent, atomic
needs, but by a complex network of interrelations that link the activity execution
to the situation changes.

Using popular terms, information is scarcely queried but is mostly browsed
according to the user context, which is often known (or sensed) by the user but
can hardly be formalized. Browsing, however, is not completely free, since it is
driven by the evolving situation, therefore based on previously acquired informa-
tion. The result is a controlled navigation among services and information, where
the user decides on the fly which are the relevant paths to follow for fulfilling
the activity tasks.

This type of user behaviour assigns to the user the role of service composer,
designing a scenario very different from (almost opposite to) the automatic ser-
vice discovery and composition of pervasive computing. The system may help
the user evidencing the connections between people, locations and services be-
longing to separate activities. The knowledge of overlapping elements (e.g., a
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specific location shared by the current activity and by other activities) may be-
come relevant if the situation changes; such elements, if properly evidenced, may
act as switching points that can suggest the user to begin another activity.

The active role of the user in service selection, in our vision, is not a nega-
tive feature but a necessity, due to the variability of the cases the user needs to
face. Three important issues stem. First, our scenario is sampled on a user per-
forming activities related to personal information management and day by day
organization of own professional and social life. Both are subject to a reasonable
overview planning but must adapt to events and constraints set by other people
with whom the user relates. Second, in a PDA-based information management
services are general purpose and largely independent, even if collected in suites.
This is due to technical limits of program integration in small capacity devices
and to the need of supporting a wide spread of use habits. Third, a considerable
part of information needs is resolved by searching the Web, and the retrieved
information is used in the services useful for performing activity related tasks.

In the personal information management framework the services available to
a user are split in two classes: generic and specialized services (i.e., programs).
Generic services like agenda, address book and messaging, in principle are not
related to the fulfillment of a specific task but are used as commodities, much
as generic libraries in a programming environment. Specialized services are in
principle related to the fulfillment of a task, such as map-based information
discovery. The distinction is fuzzy, and double-faced services are common: for
example, mail can be considered a generic services when reading new mail (since
the content is unexpected), but is a specialized service targeted to a specific use
when replying to a message, or when writing a new message related to a task.

A system supporting personal activities should:

1. Know about user activities and tasks, freely set by the user, possibly accord-
ing to templates that represent initial, modifiable, activity plans.

2. Track the status of tasks and activities, and track the set of information
associated to the tasks.

3. Present to the user a set of information and services related to the user
situation as described by the activities and tasks status: services strictly
functional to a task could be initiated by the system by suggesting an ex-
ecution order, and by filling variable data with information taken from the
situation.

4. Display the relations between the activities and the tasks defined by the user,
that might have been defined at different times. Merging data related to
different situations, with the explicit synthetic representation of the contact
points, is useful to give a higher level of knowledge, mostly effective if the
situation changes.

We propose to support this type of operations with a model, called situation
lens, composed of a schema (a simplified ontology) for describing activities, tasks,
services and situations, a mapping between the schema and the personal infor-
mation management system, and an interface able to explore the information
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and the services contributing to the user situation, zooming into the details,
covering different areas of the personal data, thus supporting the user in the
personal composition of services.

4 The Situation Model

The model of activities and services on which the situation lens is grounded is
close to the situation metaphor defined by Hewagamage and Hirakawa [5]. It is
built around four classes of objects: activities, tasks, events and services. In the
following, details are omitted where not relevant in the scope of this paper.

Activity. An activity is a set of tasks, act = {t1, t2, . . .}, partially ordered. The
set may change during the activity execution: new tasks can be added, some
tasks can be removed, thus making the activity to evolve from an initial state
act0 to a final state actf . The initial state represents the user needs as defined
at activity planning, and the set of tasks is both a plan for the activity and
its history, when tasks are done. The initial state of an activity can be empty,
semantically representing a placeholder for an activity anticipated by the user
but not planned at all.

Task. A task is a tuple t = 〈task name, description , ES, status〉. Task name
and description have obvious meanings; ES is a set of pairs 〈e, s〉, meaning that
upon occurrence of event e service s can be executed; status is an enumerative
value (to do, in progess , done) that can be set by service execution.

Event. An event is a tuple e = 〈event name, time, location , contact ,message〉.
An event can occur at a specified time, during a time interval, when reaching a
location, upon a message arrival, or can be associated to a contact, e.g., adding
a new contact triggers the event.

Service. A service is a tuple s = 〈service name, description , A〉, where A is
a set of actions: execute service, create event and change status, with obvious
meaning. Services are executed by programs through which the user accesses
personal data, creates and sends messages, adds contacts, writes notes (which
are the typical applications of a PDA program suite), and accesses external
services, e.g., in the shape of an URL fed to a browser.

Situation. The data instances describe a state of the user activity. Instances
taken at different time stamps describe the evolution of the user activities. A
snapshot of the data instances is a situation, the description of the information
the user has about the current status of his/her activity. Snapshots taken at
different times describe the user history, as in the Hewagamage and Hirakawa
model [5].

It is worth to note that in the above model events and services are proto-
types to be refined on the actual PDA software environment. In the definition
of an event, time and location define at the minimum extent the objective user
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situation, while contacts and messages are the minimal interface with external in-
formation, defining the subjective user situation. Other components may extend
the model, but do not add relevant concepts for the model goals. The same
holds for service actions, which are described as a core that can be extended at
need.

The model defines a set of classes from which data instances can be derived,
linked to services and information managed by the user applications. In Fig-
ure 1 the activity and service model is on the left. The centre diagram depicts
the instances: tasks to be completed are represented with dashed borders; task
instances are event-action pairs, where actions can generate new events, which,
in turn, drive the user to add new tasks. On the right, the PIM Database col-
lects data about user contacts, agenda, notes, maps, etc.; messages, web access
and external programs represent the prototypes of services the user can acti-
vate to fulfill his/her activity; events are triggered by information contained in
the PIM or by the user intervention, who interprets the messages, the browsed
information and the result of the executed programs.

5 The Situation Lens

The situation lens is a dynamic filter on the data managed by the PIM, and
on the available services; it generates a situation snapshot according to three
different perspectives:

– a global perspective, showing a synthesis of the user activity: a qualitative
view of the activity status and of the entities involved is displayed as an
index to explore the activity components;

– a task perspective: the part of the user situation related to a specific task is
given, acting both as a summary of the task and an index to the task details;
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– a detail perspective, allowing the user to explore detail data extracted from
the personal information database and to execute programs and services.

In the following of this paper we assume as the underlying platform the Win-
dows Mobile 5 system. The discussion is however general and largely independent
from the platform.

5.1 Mapping the Situation to the Services

The PIM in Windows Mobile systems includes several applications that can be
viewed as services offered to the user: address book, agenda, messaging, tasks.
They are activated as independent programs and refer to information chunks
that are independently stored. However, during the execution of an activity, the
user switches from a service to another building in his/her mind a map of related
data elements. For example, upon receiving a mail message from a colleague, the
user might decide to call her instead of replying with a mail message, switching
from the mail program to the address book, indexed on the name of the mail
sender. In the same way, when reading about next meeting in agenda, the user
could decide to consult a map of the meeting location, e.g., to find a fast way to
move there, indexed on the address of the colleague who has organized it.

Figure 2 shows a fragment of the Pocket Outlook Object Model (POOM),
implemented in Windows Mobile systems. The model is strongly based on the
concept of collection for representing and storing the data instances. As such,
while operations to manage items are easy and similar (e.g., adding, removing
and sorting items), the relations among data are not apparent from this schema.
Indeed, only the right part of the diagram introduces classes and attributes for
the data relevant for the user (the Appointment, Contact and Task entities and
their sub-entities).

In the situation lens framework, the situation is mapped to the POOM through
an extension of the entity Task, which in the POOM is simply a description with
a status and possibly a deadline. Indeed, the POOM task is similar to an action
in the Situation Lens model. In our model tasks are containers of references to
other PIM items, collecting the information corresponding to keys to contacts,
appointments, actions, messages, and possibly other information like maps. Fig-
ure 3 shows an example of the task and detail perspectives. The screenshot on the
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Fig. 3. The task and detail perspective interface

left shows the task description, which is an index to detail information. Tapping an
item opens a detail perspective view in the PDA service that creates and manages
that type of data. The screenshot in the center of Figure 3 shows the information
of one of the two contacts of the task, while the right screenshot shows a map
centered on the location associated to the task. The PDA services activated show
their own interface and behavior, as if opened directly from the Program menu of
the PDA.

Switching between services preserves the situation since service activation is
always done through the task description, which filters the instances of data
accessed by specific services. Generic services can be activated from the PDA
program menu.

5.2 The Situation Lens Interface

Figure 4 illustrates the interface of the situation lens global perspective, giving
the user an overview of the situation related to an activity. The interface has
been designed with two goals in mind: (1) to provide an immediate perception
of the task complexity through a summary view of the entities involved, and (2)
to allow the user to explore the relations between the entities and the relations
with other tasks and activities, masking the details.

The four screenshots show different views on an activity or a task. The first
screenshot shows the interface structure. The situation lens is represented as a
circle split in four parts, related to the tasks, the locations, the services and
the contacts. The user “rotates” the lens so that the current perspective, i.e.,
the focus of interest, is in the top position. A selection of an instance of a task,
location, service or contact reveals in the other quadrants an iconic view of the
information items linked to the instance. A central section defines the temporal
zoom of the lens, from day to year, whose selection coherently updates the four
quadrants’ content.

The second screenshot shows the lens focused on an instance of a task; the
number of icons in the other quadrants matches the number of instances of
locations, services and contacts for that task. Icon variants describe different
categories of instances (e.g., contact groups and service types). Locations are



The Situation Lens: Looking into Personal Service Composition 173

Fig. 4. The situation lens global perspective interface

marked with different levels of grey to show the distance from the user location,
sensed by a position sensor or assumed as a static information from the PIM
database.

Tapping and holding on an icon shows identification labels (names) and a
menu for information filtering and direct access to the detail view. Tapping on
an icon changes the situation lens focus to the icon. The third screenshot shows
the lens focused on a person, displaying the tasks, locations and services linked
to that person. A menu item associated to each icon allows the user to relate
instances of the entities, as shown in the fourth screenshot. Keeping the situation
lens focus on the person, the selection of a specific task highlights the subset of
locations and services displayed on the screen that are associated to that task.

6 Conclusion

We have implemented a partial prototype in the Windows Mobile Device Sim-
ulator environment of Microsoft Visual Studio, to verify the feasibility of the
approach both from the data management and from the user interaction points
of view.

The implementation is at an early stage: data access and services intercon-
nection have been tested, but the global perspective interface is a stand-alone
module, allowing the user to explore the relations among the entities by “rotat-
ing” the lens, but acting on a set of data simulated with internal data structures.

The use of the simulator on as desktop PC lessens also the perception of the
interface usability, due to the different gestures which distinguish mouse based
and pen based operations. Also, the new generation of multitouch devices like
the Apple iPod and iPhone will open new possibilities for natural gesturing. Nev-
ertheless, the early experiments show that switching between entities improves
the user perception of the relations among the tasks, mainly for activities long
lasting or frequent, often bound to a common base of social and professional
relations.

Compared to the situated metaphor of Hewagamage and Hirakawa [5], our
approach is less complete but more flexible and more oriented to situation facets
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linked to the user perception and goal rather than physical status. Hence, the
diminished possibilities of planning and automatically executing services concern
only the observable parameters of the user status. Our approach gives more
importance to the decisions the user takes according to a personal and subjective
evaluation of the objective information at hand.

Further work will be devoted to implement and to integrate the situation lens
interface on Windows Mobile systems and to test it in a number of professional
environments, starting from the academic and research worlds whose features
match the scenario we have described.
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Abstract. Device heterogeneity, diversity in user preferences and uncertainty of 
a steady network bandwidth allocation are challenges, which must be squarely 
addressed to achieve effective information communication in a mobile comput-
ing environment. Browser-based user interface adaptation has been widely 
adopted as a feasible solution to these challenges. Moreover, with the introduc-
tion of J2ME platform, some inherent challenges of the browser-based envi-
ronment for information communication have been surmounted. This paper  
describes a system for generating user centric interfaces for mobile applications 
and services. A user centric interface considers the needs and the preferences of 
the user. We regard a user interface component as an artifact and user interface 
generation involves dynamic selection of suitable artifacts based on real-time 
preferences of the user. The system has proved to be efficient for an on-demand 
generation of user centric interfaces and it provides support for direct user par-
ticipation during interface generation. Apart from generating user centric inter-
faces, the system achieves a high degree of dynamism, flexibility and supports 
design time testing and evaluation of the generated interfaces. 

Keywords: User Interface, Multi-Device Interface, Interface Adaptation, Inter-
face Generation. 

1   Introduction 

The recent advancement in wireless technology, which brought about the emergence 
of different mobile networks, such as 2G, 3G and 4G [1] has significantly enhanced 
information communication.  This advancement has led to the design of portable  
devices, popularly called Personal Communication Devices (PCD) [2].  PCD are het-
erogeneous and are of varying characteristics. Mobile networks and PCD can be de-
scribed as the main agents for the realization of ubiquitous computing environment. In 
spite of this advancement, there are still some inherent challenges confronting effi-
cient information communication in a typical mobile computing environment. These 
challenges largely arose from the characteristics of a personal communication device. 
Typically, PCD are personal, portable and heterogeneous. The heterogeneity of PCD, 
diversity in user preferences and uniqueness of execution environment demand that 
software applications accessed by PCD are adapted to these unique attributes for suc-
cessful information communication [3]. 
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The objective of this paper is to describe an authoring system based on polymor-
phic logical description for generating user centric interfaces for consumers of mobile 
services. The system, called CoMADE achieves direct user participation in user inter-
face generation and supports modularity, allowing mobile service developers to work 
simultaneously on polymorphic artifacts. The rest of this paper is summarized as fol-
lows. Section 2 reviews the related work in multi-device user interface design. Sec-
tion 3 gives high level description of the system and the important steps used by the 
system for interface generation. Section 4 considers system implementation details 
and sample application description. Section 5 gives a brief conclusion.  

2   Related Work 

The focus in user interface adaptation research was initially directed towards achiev-
ing generic models that can be automatically adapted for diverse devices without hav-
ing to create separate interfaces for every device. A hybrid of patterns and model 
based approach [4] and Quality of Information Mark-up Language (QIML) [5] were 
then proposed for realizing multi-device interfaces. In [6], the use of multiple logical 
descriptions for achieving multi-device interfaces with three levels of abstraction was 
proposed. The work in [7] proposed the use of multi-client collaborative approach for 
addressing small screen web browsing difficulty. The approach involves two levels 
browsing scheme for within page and between page comparative browsing. A Multi-
Device Authoring Technology (MDAT) was developed in [8] for designing form-
based web applications that can execute on heterogeneous devices. All these  
approaches however addressed the multi-device capability of user interfaces without a 
support for user participation in user interface adaptation. Moreover, many of the ex-
isting approaches targeted user interfaces for browser-based environments without a 
support for J2ME platform, which provides a multi-device capability for addressing 
the diversity in computing devices. The support for user participation for achieving 
user centric interface generation is however not considered in these approaches. The 
need for user interface generation through direct user participation is obvious, due to 
pervasive integration of PCD into our operating environment. As a result, an Intent 
Oriented Approach (IOA) for multi-device user interface generation was proposed 
[9]. Intent oriented based approaches, however, limit user participation to the selec-
tion of media content, such as images for an interface presentation and the diversity of 
user preferences are not considered during user interface generation. 

We describe a system for automatic generation of user centric interfaces for indi-
vidual consumers of mobile applications and services. The system is based on the 
concept of polymorphic logic description, which combines polymorphic task decom-
position [10] and conventional model based approach [11] to enable user participation 
in the process of interface generation. We achieved direct user participation in inter-
face generation for J2ME enabled devices. The J2ME platform offers some benefits, 
which are unavailable in a browser-based environment. These benefits include among 
others, proficient security system, disconnected access and synchronization provision-
ing, cross-platform compatibility, dynamic delivery of applications and services,  
enhanced user experience, scalability and performance [12].  Additionally, in our ap-
proach, user participation is not limited to selection of media content, but users can 



 A System for Dynamically Generating User Centric Interfaces 177 

directly influence the selection of every interface artifact during an on-demand user 
interface generation.  

3   The CoMADE System Architecture 

Fig 1 shows the system architecture of CoMADE, which comprises of two core com-
ponents, namely, Polymorphic Logical Descriptor (PLD) and Mediator. The PLD 
contains Polymorphic Task Model generator (PTMg), Polymorphic Abstract Model 
generator (PAMg) and Polymorphic Concrete Model generator (PCMg) as sub-
components. Similarly, the mediator contains Content Adaptation Engine (CAE), 
User Interface Generator (UIG).  The User Information Repository (UIR), Interface 
Object Repository (IOR), Media Content Repository (MCR) and Request Information 
Bus (RIB) are other components that play important roles in the generation of user 
centric interfaces.  

 

Fig. 1. CoMADE System Architecture 

3.1  The Polymorphic Logical Descriptor 

Polymorphic logical description is a user interface description specified at design time 
for addressing the diversity of user needs, requirements or preferences based on the 
conventional model based approach for generating user interfaces and based on this 
approach, PLD is realized. Fig. 2 shows the detail description of the operational prin-
ciples of CoMADE system. First, an interface designer specifies tasks and associated 
variants. Tasks are the logical activities that make up a user interface and are per-
formed in order to reach the user’s goal [13]. Variants are task alternatives, which are 
introduced to cater for the diversity in user preferences.  
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Fig. 2. Steps for User Centric Interface Generation with CoMADE 

The PTMg, which is based on polymorphic task decomposition [10] is concerned 
with the creation of a knowledge base of Task Variant Information (TVI). The knowl-
edge base gives the descriptions of the various tasks to be performed by a user on an 
interface. It also contains information about task variants associated with each defined 
task. A variant is referred to as an alternative representation of a task. Variants are 
introduced to handle the diversity in user preferences. 

The PAMg, relies entirely on the output of the PTMg for the realization of a de-
vice-independent description of user centric interface. The task variants represented in 
a knowledge base are then converted into Abstract Interaction Objects (AIO) using 
information associated with each task. For instance, an object such as “EditInput” is 
generated for an input task, such as “Enter Your PassCode”. An AIO therefore, is 
realized for every variant associated with a given task. In addition to the generation of 
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AIOs for each variant, the PAMg organizes the task-variant information into Presen-
tation Task Sets (PTS) for an interface.  A PTS represents tasks that are enabled over 
the same period of time [6]. It is sometimes referred to as presentation unit or a win-
dow perceivable by a user at a given time [14]. A PTS consists of a set of tasks and 
each task is associated with a number of variants. A collection of PTS and its associ-
ated connections make up the polymorphic abstract model, which is an important in-
put to the PCMg.  

The PCMg is concerned with the realization of a polymorphic concrete interface, 
which is a device-dependent description of an interface. The PCMg converts AIO 
variant objects in each PTS into Concrete Interaction Objects (CIO). This involves the 
generation of platform implementation representation for every AIO variant object in 
a PTS. For instance, a concrete description for an EditInput object is realized at this 
stage. For the target platform, an implementation representation for “textfield” object, 
which is a CIO object, is generated for the “EditInput” object. Such representation is 
persisted into a knowledge base. For every PTS, a concrete description is generated 
for its variant abstract interaction objects of the PAM. The concrete description gen-
erated by the PCMg is stored into an object database, which is represented in the In-
terface Object Repository (IOR).  

3.2   The Mediator 

The mediator is an important component that generates the final user centric interface 
for a requesting user. The sub-components of the mediator are the User Interface 
Generator (UIG) and the Content Adaptation Engine (CAE). The sub-components of 
the UIG include Packager and the CIOSelector. The Media Content Repository 
(MCR) of CoMADE stores various contents for user interface presentation. It can be 
referred to as an interface resource repository. Media contents, such as images, video 
and audio files are managed by this component. During an interface generation for a 
requesting user, an appropriate content is selected and adapted by the CAE. A Re-
quest pre-Processor (Rp) component interprets user requests received from the re-
quest/response information bus before they are dispatched to the mediator. 

The CAE handles the adaptation of particular media content and it relies on user 
preference information as well as the profile of a requesting device for the selection 
and adaptation of a media file. Images can be grayed or sampled. An audio content 
can be substituted with a video content. Also an adapted video content can be pro-
jected to users based on retrieved preferences. User preferences are retrieved either at 
design time, through the aid of an explicit user model or at runtime through an ex-
tended proxy device. 

The User Interface Generator (UIG) is an important component of the mediator as 
it carries out the generation of the final user centric interface. It utilizes the informa-
tion from other components to generate a user centric interface for a requesting user. 
When a request for a user interface is received by the mediator, the CIOSelector is 
activated for the selection of CIO variants from every PTS. The selection is based on 
pre-recorded user preferences or real-time preferences received through an explicit 
proxy device. The CIOSelector enables at most a CIO variant (task variants in CIO 
form) to represent a task in every task node in a PTS. The set of CIO variants selected 



180 A. Ipadeola et al. 

in a PTS makes a User centered PTS (UPTS).  The UIG creates a class template for 
every interface. A class template is a MIDLet file generated for a set of UPTS.  

The packager processes the generated user centric interface for final delivery. This 
processing involves compilation of all needed files, pre-verification of class files, 
creation of manifest, packaging into Java Archive File (JAR), creation of Java Appli-
cation Descriptor file (JAD) and the generation of a Universal Resource Location 
(URL) that points to the generated user-centric interface.  

4   Implementation of an Authoring Environment 

Fig. 3 shows a snapshot of CoMADE authoring environment, which was implemented 
for generating user centric interface based on PLD. The system has capability for po-
lymorphic task, abstract and concrete user interface modeling. Polymorphic task and 
abstract models are represented in Task Variant Description Language (TVDL) and 
Presentation Set Description Language (PSDL) respectively. TVDL and PSDL are 
modeling languages based on eXtensible Mark-up Languages (XML) for interface  
 

 

Fig. 3. Snapshot of the CoMADE System 
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description. Polymorphic concrete model contains concrete interaction object repre-
sentation for each abstract interaction object in PSDL. For a J2ME platform, Co-
MADE achieves concrete representation by the generation of Java-implementation 
description for each abstract interaction object in the PSDL. For instance, the J2ME 
representation for an EditBox is generated and persisted into an object database. 
DB4o was selected due to its known advantages [15]. During design time, interface 
designers can update polymorphic concrete description and enable CIOs with addi-
tional functionalities.  CoMADE achieved user centric interface through dynamic 
selection of CIO based on user requests. MIDlet classes are generated and packaged 
together with user interface descriptor files for individual users. Moreover, a media-
tor, example-preference test section and emulator programs are integrated with Co-
MADE for design time testing of generated interface. With CoMADE, a designer can 
easily extend an existing user interface simply by specifying additional variants to 
cater for one or more user preferences. The problem of direct user participation that 
we set to accomplish was solved by CoMADE through dynamic selection of interface 
artifact and individual user interface generation based on user preference. 

An application was developed for an on going Grid-based Utility Infrastructure for 
SMME Enabling Technology (GUISET) project [16]. In GUISET environment, ser-
vice consumers subscribe to different services and are provided with user interface 
based on their preferences for service subscriptions. Figs. 4 and 5 show a scenario 
involving two service consumers C1 and C2 with different preferences. Fig. 4 shows a 
service consumer C1 that subscribes to Business News (LN), Stock Quote and Sport 
News (SN). Similarly, Fig. 5 shows a service consumer C2 that subscribes to Word for 
the Day, Stock Quotes and Jokes. The diversity in the services requested by these two 
consumers requires that different interface presentations be generated for these con-
sumers. The generated interfaces should therefore, suit the consumers according to 
their preferences. 

 

Fig. 4. Interface for Consumer 1 
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Fig. 5. Interface for Consumer 2 

An experiment was conducted to evaluate the effectiveness of the system in generat-
ing user interfaces according to specified user preferences and its user friendliness. 
Sample interface applications were generated by volunteered students of the university 
whose level of expertise in interface design varies considerably. An initial question-
naire was administered for categorizing students into expert, novice and intermediate 
levels. Fig. 6 shows that 43%, 54%, and 63% of expert, intermediate and novice 
strongly agreed that the system generates user interfaces according to the specified user 
preferences. Similarly, 57%, 38% and 25% of expert, intermediate and novice agreed 
that CoMADE generates user interfaces according to the specified user preferences, 
but 8% and 12% of intermediate and novice could not decide. Fig. 7 shows that 100%, 
31% and 50% of expert, intermediate and novice claimed that CoMADE is very easy 
to use. Similarly, 31% and 25% of the intermediate and novice claimed that CoMADE 
is easy to use, but 38% and 25% of intermediate and novice could not decide. 
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Fig. 6. Generated Interfaces Met Specified Preferences 
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Fig. 7. Response to Ease of Use 

5   Conclusion 

A separate design of user interfaces for every device has proved to be inefficient due 
to its gross disadvantages. In order to achieve universal usability of interfaces, sys-
tems support for automatic user centric interface generation becomes important. We 
describe an authoring system for the generation of user centric interfaces for consum-
ers of mobile applications and services. The system allows designers to simultane-
ously work on polymorphic artifacts. An interface is generated on-demand based on 
pre-recorded user information or real time preferences. Direct user participation, ease 
of application extensibility and high degree of flexibility and dynamism are achieved. 
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Abstract. Our multimodal mobile virtual blackboard system enables different 
forms of communication: chat, VoIP, draw, file exchange. Making small 
screens of mobile devices more usable can be done by adapting features that an 
application offers according to the specific user preferences and to the current 
utilization of the application. In this paper, we describe our approach in devel-
opment of a multimodal mobile virtual blackboard by using XML agents and 
fuzzy logic. The general opinion among participans for the interface usability is 
positive.  

Keywords: Mobile Learning, Multimodal systems, XML Agents, Fuzzy logic, 
Pocket PC. 

1   Introduction 

Development of mobile communication devices and standards in wireless communi-
cation and networks has enabled people to use the devices in many different ways. 
One of the most honorable utilizations of this new mobile technology is mobile learn-
ing [1]. Mobile learning is a new way of acquiring knowledge, which is highly adapt-
able [2], [3] to different kinds of student profiles [4], from people that do not have 
time to attend normal courses to a practical enhancement of ordinary courses with 
additional access to the knowledge. Besides the static contents that are provided in 
books and various digital multimedia [5], very important aspect of learning is ex-
change of knowledge and consultation process among student participants and avail-
able expert authority (professor/instructor) [6].  

There are many desktop applications that support multimedia communication 
among participants. Communication among several participants which includes mul-
timedia transfer is at the beginning of the development and utilization in the sphere of 
mobile handheld devices. Mobile handheld devices’ primary use was personal assis-
tance, making schedules and notes, and voice communication. New demands are 
imposed to these devices: greater processing power to support real time multimedia 
transfer (video stream, voice stream, file exchange), greater memory space and data 
transfer. Modern, feature rich applications demand space on the screen for displaying 
all available features, which could be an issue when handheld devices are used. 
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A great consideration should be given to the readability and utilization of small 
mobile user interfaces. Further step towards achieving usable interfaces on small 
screen is layout adaptation of utilized features in the application. We have developed 
a multimodal user interface that automatically can switch from one view to another 
according to the specific user preferences and the current usage of the specific media. 
Our multimodal knowledge – based interface is managed by three XML agents and 
fuzzy logic. 

The related work is presented in the second section of this paper. Mobile blackboard 
architecture and design are elaborated in the third section. The fourth section describes 
the management of the agent-based user interface. The Mobile Blackboard implementa-
tion and evaluation follow in the fifth section. Finally, we conclude the paper. 

2   Related Work 

In [1] learner-centered handheld tools were presented. We have designed similar 
tools, but we have extended their usability. They can be used for more diverse cases, 
since they support uploading of any material as bitmap picture and allow drawing and 
making notes. Creations of new sketches are also possible, along with the immediate 
consultation with other students and the instructor. 

In [2] an intelligent tutoring system was presented. It is different from our system 
because we have introduced static agents whose purpose is to intelligently adapt the 
user interface to the preferences of each user. 

In [3] an adaptation of the user interface based on the device used in the learning 
process was elaborated. In our case, we have developed context aware learning sys-
tem which determines the features of the user interface according to the learning con-
tents for the specific learning session. It can be also used to dynamically reconfigure 
the user interface according to the user preferences and learning contents.  

The system that stimulates students’ active involvement in learning process by us-
ing the manual personalization of PDA devices and organization of folders is elabo-
rated in [4]. In our approach, we propose agent based adaptive personalization in the 
learning process. 

Instead of using hardware-based personalization [6] we try to achieve similar ef-
fects by applying adaptive interfaces on the standard devices.  

The agent-based approach that uses fuzzy logic to determine importance of certain 
information is elaborated in [7]. We use similar approach to determine importance of 
user interface features in regards to user preferences and media contents used in cur-
rent session.  

Effect of Input Mode on Inactivity and Interaction Times of Multimodal Systems 
[8] is another research that pays attention to the experience of the users in using vari-
able offered modes of interaction with the user interface. We also have made tests to 
understand the affinity of the usage of our application’s features. 

3   Mobile Blackboard Architecture and Design 

User interface for mobile devices should have two characteristics:  
1. Capacity to show the learning contents in an appropriate way (clear, understand-

able, with appropriate size); 
2. The user interface should be adaptable to the user.   
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Our mobile virtual blackboard system enables different forms of communication: 
chat, VoIP, draw, file exchange. A user or a whole consultation group can focus on 
some of the possible features, for example, VoIP and draw, ignoring the chat utility. 
In the case of handheld devices, where screen surface is a scarce resource, a feature 
that is not used should be invisible in order to relinquish the space to a more fre-
quently utilized feature. That is why the necessity of multimodal user interfaces is 
obvious. For the management of the user interface, three different agents have been 
incorporated into our virtual blackboard consultation system. These agents monitor 
user interaction with the available features of the application and the media contents 
in the particular consultation session. They also update the user profile and calculate 
the visualization features of the user interface.  

In this way, we propose highly adaptable multimodal user interfaces for handheld 
devices which can bring benefits to application developers for mobile software envi-
ronment, to users of mobile learning systems and finally, to all mobile device users. 

There are two kinds of clients in our Virtual Mobile Blackboard application, both 
implemented on a pocket PC platform. The first client is instructor application, which 
controls the resources in the group, and is the source of relevant knowledge. The other 
client is student application dedicated to use the knowledge provided from the instruc-
tor along with mutual communication and consulting. There is only one instructor and 
many students in one consultation session. Network communication is realized in a 
way that clients send UDP datagrams to the server, and the server resends the UDP 
datagrams, according to the contents of the received message. For voice transfer, 
streams are used.  Desktop based clients (for both professor and students) can be also 
connected to the server. 

The client user’s interface has controls for chat, draw, VoIP, file upload/download, 
authority control (on use of the blackboard and VoIP channel).  

The instructor can give the control over the blackboard (or by giving the speaking 
possibility) and reclaim the control later. Instructor has the role of a moderator in the 
consultation process.  

Interactivity of this system is very important feature. Technology limitations 
should not interfere with the student-professor interaction and discourage the users of 
the system. Many messengers available today, have accustomed people to use this 
kind of communication and collaboration. Implementing consultations on pocket PCs 
provides convenience by making people more available. Another important point is 
that the student’s focus of interest (blackboard, where the topic is being explained) is 
at the same place where the student takes notes, or draws own scenario to show to the 
rest of the group. Traditionally, the professor draws on table/paper, or explains certain 
topic on a projected fixed picture on the wall and students watch and take notices in 
their notebooks. Merging these two attention focuses, the virtual table consultation 
system provides prompt discussions and greater attention. Speaking, combined with 
drawing, where also the students largely participate, should be the most appreciated 
way of conducting conversation and explaining learning topics. 

Fig. 1 shows the design architecture of the consultation system. Client applications 
reside on pocket PCs and they have three logical parts: Active user agent, VoIP client 
and the client application. Active user agent manages user interaction within the ap-
plication regarding the interface visibility and utilization of the features. VoIP client 
 



188 D. Davcev, V. Trajkovik, and S. Gligorovska 

Passive User Agent
Media Agent

XML data storage
VoIP Server
 UDP Server

Server

Active User Agent
VoIP Client

Client application

Active User Agent
VoIP Client

Client application

Pocket PC Client
Instructor

Students' Pocket
PCs

WAN

Internet

 

Fig. 1. Architecture of the mobile blackboard system 

serves the voice transfer, and the client application represents all the features men-
tioned above (chat, draw, voice, file up/download, communication among clients). 
Both kinds of clients (student and professor) have the same architecture. The commu-
nication is realized through wireless area networks connected to the Internet. The 
server contains Passive User Agent, Media Agent, XML data storage, VoIP Server 
and UDP server application. For the purpose of saving the memory and processing 
power of the clients handheld devices, Passive User Agents and Media Agent reside 
on the server side. The agents are XML based, so the data storage is also XML based. 

4   Multimodal Agent-Based User Interface Management 

Readability and good usability of the screen is of a great importance for handheld 
devices and demands great developer attention, since the success of the application 
depends on the users’ positive experience using the application interface. Every par-
ticular user can have his/her own preferences for the utilization of the features in the 
application, and the consultation session can vary, according to those preferences and 
the material that is to be presented. Regarding the user interface dimensions on hand-
helds, a management of the interface is needed, in order to expose only the currently 
used features. We have created multimodal user interface that exposes only these 
currently used features. In this paper, we describe our approach in development of a 
knowledge-based user interface by using XML agents and fuzzy logic. 

The Active user agent resides on the client side, and monitors the user interaction 
with the features in the application. At the start of the consultation session, it 
communicates with the Passive user agent on the server. The Passive agent retrieves 
information from the Media agent, about the type of the materials to be used for the 
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particular consultation session. Media agent monitors the folder with the materials for 
the consultation session, and sends the information to the Passive agent. Passive agent 
then calculates the user interface according to the info from Media Agent, history of 
interface affinities for the particular user and Active agent message on use of the 
features and sends the corresponding information (for the type of the user interface) to 
the Active agent which adapts the user interface according to this information. 

User profiles with personal information for every user that can be logged are stored 
in the XML database Additionally, a history of affinities is stored for every user.  
According to the history, Passive agent adapts the user interface on the beginning of 
the consultation session for each user. 

The part of the XML structure of the Passive User Agent is shown above. It is 
composed of two parts: Affinities, which contains the data about user’s affinity, and 
Rules, according to which, the passive agent decides the type of the user interface. 

There are three predefined user interfaces, which can be preloaded on the client’s 
device, according to his preferences and the media contents for the current consulta-
tion session. The first interface has chat on the larger part of the screen, the second 
one has larger drawing blackboard on the screen, and the third one has equal space for 
the chat and the blackboard. VoIP feature doesn’t occupy much space on the screen, 
so the buttons for voice are always displayed.  

Since there is no universal conclusion for making decisions of which user interface 
should be preloaded, i.e. which interface mode should be used, the fuzzy logic ap-
proach is used to model that kind of the imprecise information [7].   

In order to create fuzzy expert system for calculation of the user interface visual 
features, fuzzy variables are defined for this expert system. The linguistic variable 
LEVEL accepts values from the set of terms {high, medium, low} as shown on Figure 
2. It can be used to represent chat, draw and voice affinity. 

The interaction made by the user on the features in the application (chat, draw and 
voice feature), is represented as a vector (chat_aff, draw_aff, sound_aff). A linguistic 
variable named RESULT_PREFERENCE is introduced, and it accepts values from the 
set of terms {increase_chat, increase _draw (= reduce_chat)}. This variable represents 
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Fig. 2. Graphic representation of the defined fuzzy functions 
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the visualization of the user interface, produced by the user interaction with the inter-
face and with the contents of media folder.  

The proposed expert system has two variables: U_A (user affinity) which presents 
the most used feature by the user, i.e. it has the greatest affinity for the feature; M_P 
(media profile) presents the profile of the interface that should be used according to the 
media contents. The output variable named I (interface) presents the necessary interface 
to be preloaded onto the user’s device screen, according to the input variables.  

The system contains Active agents on each client handheld machine and one Pas-
sive User Agent and also a Media Agent on the server machine. Media Agent moni-
tors the specific folder with the materials for the consultation session. Passive User 
Agent serves all the Active User Agents in one consultation session. Interaction 
among the three clients is shown on the Figure 3. In this class diagram, used attributes 
along with the methods are shown for each agent. 

Passive User Agent

ReadMediaProfile()
ReadUserProfile()
CalculateUserInterface()
DrawUserInteface()

UserProfile
MediaProfile
UserInterface Info on

contents

Demand update of
user profile

Media Agent

ReadMediaData()
SendMediaProfile()

MediaDataFolder

Active User Agent

UserProfile
UserAction

UpdateUserProfile()
UpdateUserInterface()

Return interface type

 

Fig. 3. Agents’ model 

Passive User Agent uses the following attributes: UserProfile, MediaProfile and User-
Interface. MediaProfile is variable which contains the information of the prepared 
media contents for this consultation session. Regarding the contents of the folder 
where the files for upload are stored, MediaProfile can be text, drawing, or sound. 
The necessity of introduction of this variable can be shown with simple example: user 
might not prefer to draw, but the explanations are done with the help of the drawings. 
Therefore, drawing surface should be shown on the screen. Passive User Agent’s 
main task is to calculate the appropriate user interface, according to user’s affinity and 
contents of the media for the current consultation session. Active User Agent moni-
tors user’s utilization of the media features (responds to user’s interaction on the inter-
face: whether it uses the draw function, or chat or voice). After the user action, Active 
User Agent updates the user’s profile and triggers the Passive User Agent to recon-
sider the user’s interface type with the updated data. The interaction among agents 
and the user interface is shown on the Figure 4. 
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1.3 Calculate user
interface

 :User
Profile (DB)

 :Passive User
Agent (SERVER)

 :Active User
Agent (CLIENT)

 :CLIENT
INTERFACE

 :Media
Data (DB)

 2.1User
interaction

 2.2 Update user profile
0 Read

media data

1.2 Read user profile

1.4 Draw user interface

 :Media Agent
(SERVER)

2.3 Update User Interface

1.1 Read media
profile

 

Fig. 4. Agents’ collaboration diagram 

Table 3. Communication example. A simple scenario for exchange of messages among the 
agents. 

Active Agent Passive Agent Media Agent 
<message ID = “0” 

SessionID = “434”   
recipient 

=”passive_agent017”
> 

< userID> Peter </ 
userID > 

< action 
>start_app</ action > 

</message> 

< message ID = “1”  SessionID = 
“434” recipient =”media_agent001”> 

</message> 
<!--processing info with pas-
sive_agent XML code--> 

< message ID = “4”  SessionID = 
“434”  recipient =”active_agent017”> 

< userID> Peter </ userID > 
<interface> draw</ interface > 

</message> 

< message ID = “3”  
SessionID = “434” 
recipient = ”pas-
sive_agent001” > 

<me-
dia_contents>draw</me

dia_contents > 
</message> 

The multimodal structure of the user interface is made with the help of these three 
autonomous agents that serve only for user interface purposes. 

5   Mobile Blackboard Implementation and Evaluation 

Applications for Wireless mobile virtual blackboard are first made in C++ Visual 
Studio .NET 2005 development environment. Operating system used on the pocket 
PCs was Windows Mobile 2003. The application is upgraded to the Visual Studio 
2008, and the Pocket PC operating system is changed to Windows Mobile 5. Operat-
ing system for desktop machines on which the application is practically deployed, is 
Windows XP SP2.  

The two instances of instructor’s interface are shown on Figure 5. The control of 
the blackboard is represented with the button named “get control”. The chat module 
consists of the input text box as well as display text box, where all chat messages are 
written, and the send button. The button named “Chat” enables seeing the chat on the 
full screen. The buttons named “fUp” and “fDown” serve for upload and download.  
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The place where the graphics is shown is called the virtual blackboard. This is the 
place where the downloaded files are opened and where notes can be added using 
colors and pens with different thickness. The “Clean” button serves for clearing the 
blackboard. With clicking on the “Save” button, the contents shown on the virtual 
blackboard can be saved as a bitmap file.  

Student's user interface is very similar to the professor's except that it has a button 
to send drawing and voice request; it does not have the authority control, and does not 
have the ability for upload.  

 

 

Fig. 5. Two instances of mobile blackboard interface 

 
Figure 5 shows two types of user interfaces, managed and adjusted by the user in-

terface management system with three presented agents. 
The mobile blackboard was evaluated by 24 students at their last year of under-

graduate studies in Information Technologies. The students were asked to assess 
whether the mobile blackboard would be useful for their studies. The questionnaire 
given to the students included questions regarding interface usability. General opinion 
among participans for the interface usability is positive (86%). Interface is functional 
and suggestions for interface rearrangment are mostly done according to the user 
needs (76%).  

 The questions that examine interface usability and provide information for future 
upgrades are:  

1) Are the colors from the drawing pens enough? 
2) Are you satisfied with the way of presentation on the blackboard? 
3) What do you think of giving drawing controls to more than one user? 
4) What is your opinion on the logging concept on the system?  
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Fig. 6. Results from interface usability 

5) What is your opinion on the controls position on the user interface and do you 
have any suggestions about it? 

The X axis in Figure 6 represents questions with the same number from question-
naire above. 

General opinion among participans for the interface usability is positive. Interface 
is functional and suggestions for controls position will be included in the future 
project. Option for more than one users to have drawing controls divided participants. 
The current system design left this option for the instructor who can decide about 
number of drawing control holders. 

6   Conclusion 

This paper presents our approach that uses agents and fuzzy logic in order to achieve 
multimodal Mobile Learning Pocket PC. We have developed context aware learning 
system which determines the features of the user interface according to the learning 
contents for the specific learning session. It can be also used to dynamically reconfig-
ure the user interface according to the user preferences and learning contents. Fuzzy 
logic approach is used to model user affinities to different features of the interface. In 
this way, we proposed a highly adaptable user interface for handheld devices which 
brings benefits to the developers of applications for this software environment, to 
users of mobile learning systems and at the end, to all mobile device users. General 
opinion among participans for the interface usability is positive. 

References 

1. Luchini, K., Quintana, C., Soloway, E.: Design Guidelines for Learner-Centered Handheld 
Tools. In: CHI 2004, Vienna, Austria, vol. 6(1), pp. 135–142 (2004) 

2. Glavinic, V., Rosic, M., Zelic, M.: Agents in m-Learning Systems Based on Intelligent Tu-
toring. In: Stephanidis, C. (ed.) HCI 2007. LNCS, vol. 4556, pp. 578–587. Springer, Hei-
delberg (2007) 



194 D. Davcev, V. Trajkovik, and S. Gligorovska 

3. Jeong, C., Lee, E.: Context Aware Human Computer Interaction for Ubiquitous Learning. 
In: Smith, M.J., Salvendy, G. (eds.) HCII 2007. LNCS, vol. 4558, pp. 364–373. Springer, 
Heidelberg (2007) 

4. Mifsud, L., Morch, A.I.: That’s my PDA!’ The Role of Personalization for Handhelds in the 
Classroom. In: Proc. of the Fifth IEEE International Conference on Pervasive Computing 
and Communications Workshops, pp. 187–192 (2007) 

5. Gang, Z., Zongkai, Y.: Learning Resource Adaptation and Delivery Framework for Mobile 
Learning. In: Proc. 35th Annual Conference, Frontiers in Education, 2005. FIE 2005, Octo-
ber 19-22, 2005, pp. F1H-18- F1H-24 (2005) 

6. Chang, A., Ishii, H.: Personalized Interactions with Reality Based Interfaces. In: CHI 2006 
Workshop What is the Next Generation of Human-Computer Interaction? (2006) 

7. Camacho, D., Hernandez, C., Molina, J.M.: Information Classification Using Fuzzy Knowl-
edge Based Agents, vol. 4, pp. 2575–2580 (2001) 

8. Perakakis, M., Potamianos, A.: The Effect of Input Mode on Inactivity and Interaction 
Times of Multimodal Systems. In: Proceedings of the 9th international conference on Mul-
timodal interfaces, pp. 102–109. ACM, New York (2007) 



I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 195–207, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Personalized Mobile Multimodal Services: CHAT Project 
Experiences 

Giovanni Frattini, Federico Ceccarini, Fabio Corvino, Ivano De Furio,  
Francesco Gaudino, Pierpaolo Petriccione, Roberto Russo, 

Vladimiro Scotto di Carlo, and Gianluca Supino 

ENGINEERING.IT S.p.A. ,Via Antiniana 2/A,  
80078, Pozzuoli (NA), Italy 

{giovanni.frattini,federico.ceccarini, 
fabio.corvino,ivano.defurio,  

francesco.gaudino,pierpaolo.petriccione,roberto.russo, 
vladimiro.scottodicarlo,gianluca.supino}@eng.it  

Abstract. Despite optimistic expectations, the spread of multimodal mobile ap-
plications is proceeding slowly. Nevertheless the power of new high-end de-
vices gives the opportunity to create a new class of application with advanced 
synergic multimodal features. In this paper we present the results the CHAT 
group achieved in defining and building a platform for developing synergic 
mobile multimodal services. CHAT is a project co-funded by Italian Ministry of 
Research, aimed at providing multimodal context-sensitive services to mobile 
users. Our architecture is based on the following key concepts: thin client ap-
proach, modular client interface, asynchronous content push, distributed recog-
nition, natural language processing, speech driven semantic fusion. The core of 
the system is based on a mix of web and telecommunication technologies. This 
choice proved to be very useful to create high personalized context sensitive 
services. One of the main features is the possibility to push appropriate contents 
on the user terminal reducing unfriendly user interactions.  

1   Introduction 

While mobile devices are becoming increasingly powerful and sophisticated, the need 
for new and complex services has amplified. Anyway, complex services could loose 
usability, thus new generation mobile applications must be built adopting convenient 
inputs and outputs modes in order to make dialog natural and intuitive and, as much 
as possible, user centric.  

One of the possible ways to improve usability is multimodality. 
Advances in single mode interaction, like multitouch, are having good success, but 

synergic multimodal applications remain uncommon and in some context, e.g. mobile 
devices, they are practically absent. This cannot be attributed to hardware capabilities 
as the most part of the latest PDAs and smartphones is enough powerful to guarantee 
a satisfactory multimodal/multimedia experience to final users. So we expect that in a 
short time, multimodal mobile applications will gain the scene. The aim of CHAT 
project is designing and developing a platform for building multimodal services dedi-
cated to cultural heritage fruition (museums, archeological parks) and e-learning. The 
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ambition is to offer synergic multimodality in a mobile context using common de-
vices. We have concentrated our attention on synergic multimodality (simultaneous 
use of different modalities in a single interaction act), considering that alternate mul-
timodality (a multimodal sequence of unimodal messages) has been investigated dur-
ing past years [1].  

We have focused our research on the following main topics: 

- a client-server approach where business logic, output contents, unimodal input 
recognizers and fusion are all located on the server side; 

- Distributed Recognition (Speech, Sketch, Handwriting); 
- development of smart ways to collect inputs from unimodal channels, analyze 

and merge them (fusion) to get an interpretation of the whole interaction act; 
- definition of a language to build multimodal interfaces (XUL-like approach); 
- asynchronous push of contents toward mobile devices; 
- speech recognition based on natural language processing. 

The input channels we considered are: “audio” (for speech input); “point” (for the 
act of pointing an object on the screen); “ink” (for freehand stylus interaction, 
sketch/handwrite; “context” (e.g. geographical localization); “keyboard”. 

2   Related Works 

Commercial products focused on multimodality are still uncommon. Kirusa 
[www.kirusa.com] is a relatively small company that produces multimodal software 
for telecom operators. Kirusa core product is a solution for Voice SMS, which is a 
relatively simple multimodal application. Nuance [www.nuance.com], a well known 
brand in the speech recognition, has recently released a framework for building mul-
timodal mobile applications. This framework is based on standards like X+V and, 
thus, limited to alternate multimodality. It is worth noting that Nuance has chosen a 
distributed recognition approach limiting the processing on client side.  

In [1] [2] we discuss and highlight some of the topics that, in the meantime, the 
CHAT project has faced.  

It is interesting that, while for alternate multimodality, several mark-up languages 
have been proposed and adopted industrially (namely X+V) [3], for synergic multi-
modality does not exist a standard language, even if several researches have addressed 
the problem proposing possible solutions [4]. We studied how to extend existing lan-
guages (X+V, SALT, SMIL[5]) to multimodality, but the final decision was to im-
plement our lightweight language called LIDIM. This decision comes also from other 
experiences. For example, MONA project [6] has produced a multimodal presentation 
server, which main features is to support deploy of device independent applications 
combining GUI and speech input/output. We have found particularly interesting the 
MONA capabilities to push pages on mobile devices using UIML, a markup language 
for building user interfaces. MONA is based on a client side engine that allows the 
presentation of a non standard mark-up language and the push of pages on the mobile 
device (for low-end phone, WAP push messages). In CHAT we use the IP signaling 
protocol (SIP) to send unsolicited and trigger multimodal data retrieval. 

Thinlet framework [7] has inspired us in finding a solution for aggregating multi-
modal objects in a single UI while the idea of generating UI on the fly is discussed in 
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[8]. In [2] we have discussed an embryonic prototype of a J2ME mobile multimodal 
interface. For the .NET implementation of such interface we have extended the Pic-
colo framework [9], an  open source library for graph visualization. 

For speech recognition we have used a commercial product by Loquendo [10]. For 
handwriting recognition we have adopted the open source solution Jarnal [11]. For 
sketch recognition we have used software based on algorithms by IRPPS [12] [13]. 

Simultaneous use of complementary communication channels, leads to a more 
complicated input processing. Voice is probably the best option to communicate 
while eyes and hands are busy and it represents the best mean to express complex 
questions. The next generation of voice based user interface technology enables easy-
to-use automation of new and existing communication services, achieving a more 
natural human-machine interaction. The main trouble in managing human-machine 
dialog lies in bridging the gap between machine’s jargon and natural language. As 
reported in [14], for a determined task, some linguistic events are essential to recog-
nize and understand, others not so. In a user’s utterance not all words have got the 
same semantic weight and research aims are more and more related with information 
extraction or part of speech clustering and classification, as shown in [15][16]. Main 
of the current works on information extraction and dialogue understanding systems 
are still based on domain-specific frame-and-slot templates. Anyway, this strong link 
between quality of recognition and restricted application context is the real limit to 
overcome. So in [17] is proposed a shallow semantic interpreter based on semantic 
roles that are slightly domain-specific. This work describes an algorithm to identify 
semantic roles in a sentence. Such algorithm leverages on statistical techniques that 
have been successful for the related problems of syntactic parsing, part of speech 
tagging, and word sense disambiguation, including probabilistic parsing and statistical 
classification.  

To build natural language processing systems, the most followed empirical ap-
proach starts from a training corpus comprising sentences paired with appropriate 
translations into formal queries. Then statistical methods are used to face the semantic 
parsing problem [18]. Typically statistical algorithms are trained on a hand-labeled 
dataset; one of the most accurate is the FrameNet DB [19]. 

3   Overall System Architecture 

The image below shows the system architecture. 

 

Fig. 1. Overall system architecture 
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Such architecture comes from well known patterns [20]. The main innovation we 
introduced concerns the usage of a mix of web 2.0 and telecommunication technolo-
gies, this has produced interesting results. Nevertheless, this approach has different 
impacts on how software on terminals has to be designed. 

For the client side we follow a “thin client approach”. So client side there is just an 
application able to show a good looking graphical interface, to manage the output 
channels and to collect the inputs from the user and context information. We call such 
application MMUIManager (MultiModal User Interface Manager) and it is able to use 
net protocols (HTTP/RTP) to talk with other blocks of the architecture. 

The Front End block contains the interfaces between the MMUIManager and the 
logic of the architecture. Such interfaces are mainly servlets. Such block has also the 
task to collect the inputs coming from unimodal channels, send them to recognizers 
(speech, sketch, handwriting). After the recognition, if successful, each interface gen-
erates an EMMA [www.w3.org/TR/emma] output that is sent toward a fusion module 
and then forwarded to business logic. 

The Fusion module merges contemporary inputs coming from different channels. It 
receives different inputs in EMMA format and merges them in a single EMMA file. 

The Business Logic block has two main tasks to accomplish: maintain/adjourn the 
status of the interaction for each user and select the contents to send back according to 
request, user profile and context. 

The Fission module has to distribute the contents selected by Business Logic to fi-
nal users. Such contents are distributed in a specific language called LIDIM. 

4   A Flexible Client Interface 

MMUIManager follows a “thin client” approach. So it is a light client which has to 
accomplish the following tasks: 

- show a good looking interface built on the fly according to the indication given 
from the server side business logic; 

- collect multimodal input and show  multimedia output to have a good system 
interaction and content fruition experience. 

To reach such goals we have followed a XUL like approach [21]. So we have de-
fined a specific language (LIDIM) to describe a multimodal/multimedia mobile inter-
face and we have included in MMUIManager a browser for such a language that 
builds the multimodal interface and shows it to final user. Such approach allows us to 
have a very flexible interface that can be built dynamically according to physical 
context, interaction type, user profile. The graphical aspect, but the contents too, do 
not reside in the device, but they are dynamically sent by business logic. 

We need a modular interface which is able to collect multimodal inputs (speech, 
sketch, handwrite, point, context) and to send them toward front end server, able to 
manage multimedia output (text, image, audio, video) that can be composed on the 
fly. So we have developed a framework made of a set of elements that can be com-
posed to build a coherent multimodal interface. Elements available are buttons, text-
boxes, html browsers, imageboxes, audio/video panels (which are elements related to 
audio/video resource that can be played to final user) etc. Each element can be en-
riched with specific input modalities, like touch or draw. So you can have an image 
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box, sensible to stylus, you can draw on; such an element can acquire freehand inputs  
(sketch and/or handwrite). 

Ink traces are saved in InkML format and, after the acquisition is ended, they are 
sent toward the front end server. 

Audio acquisition is done in a totally different way. It is not related to a specific 
object of the interface but is captured by the MMUIManager itself; so it is done con-
tinuously and what is acquired is sent via RTP directly to speech recognizer. 

The XUL-like approach we have followed makes us need a language able to de-
scribe modular, multimodal/multimedia interface  A first possibility is to adapt an 
existing language to our demands that are: synergic coordinated multimodality, mul-
timedia output and modular interface. But this proved to be difficult: SMIL has been 
created for output and it is not simple to adapt it to input, while X+V and SALT have 
not been created for synergic multimodality or to manage different input channels. So 
we decided to create our own language. The result of our efforts is LIDIM (in Italian 
LInguaggio Definizione Interfaccia Multimodale, e.g. language for designing multi-
modal interface). 

LIDIM manages the following output channels: 

- graphic modular panel interface; 
- audio (pre-recorded sources and TTS); 
- Text Messages (Pop up message). 

For each resource of the modular interface it can be specified one or more output 
media (image, audio, video, text) and, eventually, one or more input modality (point, 
sketch). Note that LIDIM has only the goal to describe the output interface, while 
MMUIManager has the aim to build the interface and manage input/output channels.  

We give a sample of how it is possible to build an object having as output media 
text, image and audio resource and as input mode point and sketch. 

     <object id="78678687"> 
        <output_media> 
            <text uri="http://...."/> 
            <image uri=" http://...."/> 
            <audio uri=" http://...."/> 
        </output_media> 
        <input_mode> 
            <point isActive="true"/> 
            <sketch isActive="true"/> 
        </input_mode> 
    </object> 

Like HTML, LIDIM does not include the resources (images, text, audio/video re-
sources) which compose the interface; it just contains the addresses where MMUI-
Manager can get them. 

The language is template based, so it leaves to MMUIManager to dispose objects 
on the screen. Another limitation is the impossibility to synchronize different output 
resources. Future releases could exceed such limitations. 

We have built our MMUIManager prototype with different technologies. Each 
platform has its strengths and weaknesses. At the moment we have developed  
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prototypes of such multimodal framework in J2ME and .NET Compact Framework. 
Such choice comes from two different and someway opposite demands: 

- the possibility to run on almost every commercial devices; 
- the necessity to exploit all the hardware and OS capabilities of the devices. 

.NET implementation started from an existing framework: the Carnegie Mellon 
Piccolo[9]. Starting from Piccolo objects we have created multimodal objects, even-
tually linked in a graph, able to collect inputs and manage outputs. 

Up to now .NET implementation is far better as it is able to manage streaming for 
audio input and audio output while for J2ME we weren’t able to do the same as no 
standard support for RTP protocol is provided. So the support for continuous speech 
recognition is not present in J2ME version and speech channel is managed via HTTP. 

 

Fig. 2. Example of client interface 

5   The Front End Module, the Approach to Distributed 
     Recognition 

In our architecture we have chosen to distribute the recognition process outside the 
device to have lighter client application as mobile devices have limited hardware 
resources. With such an approach, it was suitable to have an abstraction layer among 
MMUIManager and recognizers. Such layer is the Front end module that essentially 
has the following tasks to accomplish: 

- redirect input from the MMUIManager toward the recognizers, if necessary; 
- send the recognized inputs toward the fusion module in EMMA format. 

For Distributed Speech Recognition, as we want to recognize speech in real time, 
there must be an open streaming channel (RTP protocol) between the device and the 
recognizer (ASR, Automatic Speech Recognizer). This allows the continuous recogni-
tion of the user speech. 

To open the channel there must be a negotiation process between MMUIManager 
and recognizer; such negotiations are made using the MRCP protocol. 

For Distributed Sketch/Handwriting Recognition, there’s no need of a real time 
process. After the MMUIManager has acquired an InkML traces set, it sends it via 
POST HTTP to the Front end module which forward it to recognizer. 
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Essentially the Front-End has been implemented as a group of cooperating Java 
Servlets deployed on an application server (e.g. Tomcat, JBoss etc.). 

The figure below shows the overall organization of the module. 

 

Fig. 3. Architecture of Front End module 

The servlets we implemented are the following ones:   

- InitServlet: instantiates a SIP communication channel between the ASR and 
the client device. A specific method returns to the client the IP of the ASR, 
the port and the MRCP  port in order to open the voice channel. 

- SpeechServlet: recognizes the output of the ASR and builds EMMA file to 
sent to the Fusion. 

- SketchServlet: builds an EMMA file with the symbol ID and others addi-
tional parameters. 

The mechanism for instantiation of the voice channel and initialize voice recogni-
tion has been implemented as follows: 

1. Client invokes the InitServlet in order to open the RTP channel; 
2. InitServlet contacts the ASR and returns to the client the specified MRCP port to 

open a direct RTP channel to the ASR; 
3. The client device invokes the ASR and opens SIP channel; 
4. The ASR tries to recognize each voice input from the device. If a sentence is 

recognized, the result with a confidence value is sent to the servlet.  
5. The VoiceServlet analyzes the output of the ASR and checks the associate confi-

dence value. If this value is higher than a default value, an EMMA file with the 
recognized sentence is built. Otherwise, if the confidence value is lower than  
the default, a compensation process starts with an action in order to specify to the 
client an error message using TTSServlet.  

6. A complete EMMA with the recognized sentence is sent to the Fusion module. 
 

Java Voice Resources Adapter (JVRA) 
We developed a specific module, JVRA, to manage distributed automatic speech 
recognition (ASR) and text-to-speech (TTS) systems. JVRA implements MRCP V2. 

Media Resource Control Protocol Version 2 is a protocol being developed by the 
Speech Services Control Working Group (Speechsc) of the Internet Engineering Task 
Force (IETF) [https://www.ietf.org/mailman/listinfo/speechsc] to allow client hosts to 



202 G. Frattini et al. 

control media processing resources such as speech synthesizers, speech recognizers, 
speaker verifiers and speaker identifiers residing in servers on the network. 

MRCP commands between the client and the server are used to establish (bi-
directional) audio paths between the client and server using the Real time Transport 
Protocol (RTP). RTP packets sent from the client application to the MRCP server 
contain the caller’s speech, commonly referred to as utterances, sent for recognition. 
Conversely, RTP packets sent from the server to the client contain either TTS (speech 
synthesis) or streamed audio retrieved from a web server.  

RTP traffic is encoded using the G.711 codec [Telecommunication Standardization 
Sector (ITU-T) - http://www.itu.int/ITU-T] to ensure quality audio for recognition 
and delivery to the caller.  

JVRA provides support for a subset of the ASR, TTS and generic commands de-
fined within the MRCP specification. In particular, JVRA supports the following 
events and commands: 

MRCPv2 Resource Type: speechrecog 
Methods Events                 
RECOGNIZE 
DEFINE-

GRAMMAR 
  

START-OF-INPUT         
RECOGNITION-COMPLETE   
COMPLETE 

MRCPv2 Resource Type: speechsynth            
Methods Events                 
SPEAK 
STOP 

SPEAK-COMPLETE 
IN-PROGRESS            

COMPLETE 

The DEFINE-GRAMMAR method, from the client to the server, provides one or 
more grammars to speech recognizer. We used SRGS (Speech Recognition Grammar 
Specification [http://www.w3.org/]) to write this grammar. The RECOGNITION-
COMPLETE is an event from the recognizer resource to the client indicating that the 
recognition completed. We used EMMA to describe recognition result. 

The recognizers we are using are: 

- ASR Loquendo [10] for speech; 
- Jarnal for handwriting [11]; 
- Software based on algorithms developed by IRPPS (Istituto di Ricerche sulla 

Popolazione e le Politiche Sociali, Rome) for sketch recognition [12] [13]. 

6   The Approach to the Fusion 

Fusion module has to accomplish the following tasks: 

- to merge inputs from complementary channels into a single command; 
- to signal and possibly solve ambiguous communication act from the user. 

Simultaneous use of complementary communication channels, such as voice, key-
board and stylus (sketch/handwrite) leads to a more complicated input processing 
system, which has to take care of inputs temporary correlation, and user’s habits. 
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Furthermore, the most appropriate contents rendering has to be chosen, on the base of 
the environment in which the user is acting, his preferences and device’s capabilities.  

Communicating by voice is probably the best option when eyes and hands are 
busy. Speech is also the most appropriate and instinctive mean to express complex 
questions to a service, especially when the information content of user’s requests 
becomes more and more rich and complicated. Users often need to say something that 
is not exactly the answer to a question from the system. They may want to express 
their goals with complex sentences that answer more than one question at a time. 

The consequent processing of natural language has to face the issue of extracting 
the original semantic content from the utterance. The idea underlying our approach is 
that for a given task in a particular context, some linguistic events are crucial to rec-
ognize and understand others not so. This way leads to ignore false starts, repetitions 
or hesitations typical of natural language, focusing on really significant speech  
fragments [14].  

The meaning of linguistic utterances can be derived using formal structures, or 
meaning representations. The need for these representation models arises while trying 
to bridge the gap from linguistic inputs to the non-linguistic knowledge of the world 
needed to perform tasks involving the meaning of linguistic inputs.  

Simply accessing the phonological, morphological, and syntactic representations of 
sentences may be not enough in order to accomplish needed tasks. For example, an-
swering questions requires background knowledge about the topic, about the way 
questions are usually asked and how they are usually answered. Therefore the use of 
domain-specific knowledge is required to correctly interpret natural language inputs. 
An empirical approach to construct natural language processing systems starts from a 
training corpus comprising sentences paired with appropriate translations into formal 
queries. Then statistical methods are used to face the semantic parsing problem [18]. 

Here we propose a solution for a multimodal speech driven architecture.   
The process of semantic inputs disambiguation is based on the collaboration of a 

stochastic classifier and a rule based engine. A domain specific data corpus has been 
manually labelled to build the model language while a named entity recogniser works 
as classifier, in order to extract meaningful semantic contents. User commands are 
rebuilt on server side through a frame filling process [22] in which the frame structure 
is application dependent. Frames are schematic representations of situations involving 
various participants, props, and other conceptual roles, each of which is a frame ele-
ment [19] [17]. In this frame based approach, inputs coming from different modalities 
are converted in interconnected structures [23][24]. 

A Hidden Markov Model is adopted for modelling user utterances; hidden states of 
HMM are frame’s semantic slots labels, while observed words are the slot filling 
values [25]. The aim of classifier is to detect the most likely category for a word (or 
cluster) given the overall sequence of previous words in the sentence. 

The task solving process is carried out integrating information fragments included 
in frame’s slots with the ones from complementary input channels. Available data are 
then processed by a rule engine reasoning using inference rules in a forward chain. In 
building our architecture we are aware about a crucial issue to overcome: the lack of 
information due to channel loudness [26]. We are studying how recover contents 
affected by such problem. A possible recovery algorithm is based on the Levin and 
Rappaport Hovav linking theory [27][17] that argues that the syntactic realization of 
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predicate arguments is predictable from semantics. Therefore we expect that, fixing 
the semantic of user’s utterance, it is possible to gather indications on the syntactic 
collocation of words helping in retrieval of corrupted information fragments. 

7   The Approach to the Fission 

For the Fission module we have implemented an asynchronous output system. We 
want the business logic to have the possibility to modify the interface shown to final 
users even without an explicit request from the user himself. We want the server side 
to be able to “push” content toward devices. Such a feature could be very interesting 
to have a real adaptive application, so that the user interface could be modified even 
without an explicit request from the user. To implement such a feature we have had to 
study a particular architecture for the module of Fission.  

The multimodal fission component implements appropriate logical distribution of 
information into one or more outputs in different modalities. The task of a Fission 
module is composed of three categories [28]: 

• Content selection and structuring: the presented content must be selected and 
arranged into an overall structure; 

• Modality selection: the optimal output modalities are determined according 
to the current situation of the environment; 

• Output coordination: the output on each of the channels should be coordi-
nated so that the resulting output forms a coherent presentation. 

According to the architecture of our system, the tasks of Fission process are linked 
directly to the business logic layer. The latter has the responsibility to provide an 
input to the Fission module that contains information taking into account factors such 
as user's preferences and behavioural characteristics. The Fission module, instead, 
must be able to send information contents in a coordinated manner: for example, it is 
responsible for guarantying synchronization between the visual presentation and the 
audio reproduction of the content. This is done creating a LIDIM file to send to 
MMUIManager. LIDIM file contains information about contents to visualize, interac-
tion modality and resource synchronization. 

The Fission module has been designed so that the architecture works in asynchro-
nous way:  when the business logic has a new content for a user, it signals to the Fis-
sion (HTTP). Then the Fission module notifies the new content to the MMUIManager 
module through SIP protocol. Then the MMUIManager module receives from the 
Fission the new content through a HTTP request. 

SIP is the IETF's standard for multimedia conferencing over IP. SIP is an ASCII-
based, application-layer control protocol (RFC2543) that can be used to establish, 
maintain, and terminate calls between two or more end points. 

The Dialog Interface is the module through which the business logic layer talks to 
the Fission module for the notification of new contents. The Push Manager is respon-
sible for the notification to MMUIManager of the presence of new content. The Con-
tent Interface is the component through which the MMUIManager module communi-
cates with the Fission module to retrieve new contents. 
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Fig. 4. Fission module internal architecture 

As mentioned earlier, contents notification to the MMUIManager is managed 
through SIP protocol. The Push Manager achieves this notification, after a registration 
process to the SIP server. To complete contents notification, the PushManager per-
forms a SIP call to MMUIManager which hangs up and gets ready to receive the 
contents. The figure below shows the steps described. Notice that the SIP server is not 
a part of Fission module, but it is a component of the overall system.  

 

Fig. 5. Asynchronous push 

8   Conclusion and Future Works 

In this paper we have shown that a platform for developing mobile synergic multimo-
dal application can exploit a mix of technologies that, together, could yield to interest-
ing results. Among the others, the possibility to push contents on mobile handsets, 
using personalized criteria could add real value. We are aware that pushing contents 
could be perceived as a kind of spam and, thus, it must be used considering the user 
explicit wills.  

There are several open issues and research domain that have been just partially ex-
plored. We are absolutely aware that speech recognition in noisy environments is still 
not robust enough. This is why new techniques for improving speech understanding 
and eventually recovering the sense of a phrase from additional inputs and/or from 
context information could lead to interesting results. This is a research domain that 
could be considered as a part of a larger effort to improve fusion mechanisms for 
making mobile multimodal applications viable. Furthermore, the usage of sketch or 
handwriting as input channels in distributed environment is not common: recognizers 
are generally located client side and an effort to understand how to use them in a 
distributed environment could contribute to their diffusion.   
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Abstract. Mobile context-aware computing aims at providing services that are 
optimally adapted to the situation in which a given human actor is. An open 
problem is that not all mobile services need contextual information at the same 
level of abstraction, or care for all aspects of the user’s situation. It is therefore 
impossible to create a unique context model that is useful and valid for all pos-
sible mobile services. In this paper we present a compromise: a three-tiered 
context modeling architecture that offers high-level mobile services a certain 
freedom in choosing what contextual parameters they are interested in, and on 
what abstraction level. We believe the proposal offers context modeling power 
to a wide range of high-level mobile services, thus eliminating the need for each 
service to maintain complete context models (which would result in severe 
modeling redundancy if many services run in parallell). Each mobile service 
must only maintain those parts of the context model that are application-
dependent and specific to the mobile service in question. We exemplify the use 
of the context model by discussing its application to a mobile learning system. 

Keywords: Context Model, Context Awareness, Mobile Services, Human-
Computer Interaction. 

1   Introduction 

Because of the very nature of mobile devices, human interaction with them is strongly 
related to their context of use. Recent applications for mobile use try to take advan-
tage of contextual information to offer better services to users. Pervasive, or ubiqui-
tous, computing [5] calls for the deployment of a wide variety of smart devices and 
sensors throughout our working and living spaces, which not only can offer a more 
“intelligent” local environmental behaviour but also provide important contextual 
cues to mobile devices operating in the environment. The overall goal with these 
infrastructures combining wearable and instrumented computation power is to provide 
users with immediate access to relevant information and to transparently support them 
in their current tasks. As Human-Computer Interaction (HCI) systems expand beyond 
the virtual environment presented on a computer screen and start to encompass also 
real-world objects and places, the need to better conceptualize these new components 
of the system, as well as the intentions of the human agents currently operating the 
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system, becomes pressing. Context-aware systems differ from traditional HCI systems 
not only because they utilize the state of the physical world as part of interaction, but 
also because they do it implicitly [4]. One might say that context-aware systems pro-
vide computational functionality directly or indirectly tied to real-world events with-
out adding input devices but by gathering information in other ways (typically 
through sensors, of which the human is not necessarily aware). 

The work presented in this paper is part of the CHAT project ("Cultural Heritage 
fruition & e-learning applications of new Advanced (multimodal) Technologies"), 
which aims at developing a general-purpose client-server infrastructure for multimo-
dal situation-adaptive user assistance. In such architectures, dialogue management is 
typically based on the integration of independent components that execute specific 
tasks (sometimes, these components are “out-of-the-box”, e.g. components for voice 
recognition). CHAT intends to develop and evaluate an architectural framework that 
facilitates implementation of such multimodal services. 

In this paper, we use the term “context” as defined by Dey et al. [2]: “any informa-
tion that can be used to characterize the situation of entities (i.e. whether a person, 
place or object) that are considered relevant to the interaction between a user and an 
application, including the user and the application themselves.” An open problem is 
that not all mobile services need user-related contextual information at the same level 
of abstraction or care for all aspects of the user’s situation. It is therefore impossible 
to create a unique context model that is useful and valid for all possible mobile ser-
vices. In this paper we present a compromise: a three-tiered context modeling archi-
tecture that offers higher-level mobile services freedom in choosing what contextual 
parameters they are interested in, and on what abstraction level. 

After a brief introduction to the Adaptive Dalogue Manager module, the rest of the 
paper focuses on the context model and its application to a mobile learning system. 

2   The Adaptive Dialogue Manager 

The framework proposed in the CHAT project aims at adapting  the “dialogue” with 
the user according to several factors: the service provided, the task currently executed, 
the environment in which the user acts (“context”), the user him/herself and her/his 
device. These factors are measured and managed by a set of specific software compo-
nents that together make up the the Adaptive Dialogue Manager as shown in Fig. 1. 
One of these software components is the Context Reasoner, pictured in the lower right 
corner, that creates and maintains the context model. 

The Adaptive Dialogue Manager is the CHAT framework element in charge of 
a) identifying the most appropriate content to be returned to the client in order to 
satisfy user’s request and b) determining the next system state by updating the mod-
els describing the different interaction factors. The Adaptive Dialogue Manager 
receives its input from a software module, called Fusion, which recognizes and 
combines low-level  user input events from different channels (tap or sketch on the 
screen, voice, gesture, RFID or visual tag scan, etc.) in order to build an overall 
meaningful input. In a specular way, the output of the Adaptive Dialogue Manager, 
indicating the most suitable content to be delivered to the user on the basis of the 
overall interaction state, is refined by a Fission module. This retrieves or generates 
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suitable forms of the (possibly multimedia-based) content and takes care of their 
delivery and synchronization aspects. In CHAT, the Adaptive Dialogue Manager 
runs on a server that communicates through wireless networks with mobile thin 
clients. However, nothing prevents (parts or the whole) of the manager to run lo-
cally on the mobile device in the future as the computing power of mobile devices 
increases. 

As shown in Fig. 1, the Adaptive Dialogue Manager results from the interaction of 
different reasoners, each managing a specific model. In the next section we focus in 
particular on the context model, maintained by the Context Reasoner. 
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Fig. 1. The components of the Adaptive Dialogue Manager and their associated models 

3   The Context Model 

The context model is an aggregated body of information about a) environmental pa-
rameters that can be used to determine the user’s current situation, and b) computation 
and interaction characteristics of the mobile device of the specific user. 

In our view, an ideal context model should 1) provide information on context as-
pects relevant for the given service application; 2) hide irrelevant context details; 3) 
offer a high-level interpretation of lower-level context details if requested. The con-
text model has to cope with different types of requirements. A low-level general-
purpose context modeling (e.g. the identification of absolute geographical coordinates 
for a specific mobile device) has to serve both service applications and other Adaptive 
Dialogue Manager components (e.g. Dialogue Manager, Content Adapter, User 
Model Reasoner, Domain Reasoner, Task Reasoner) At a high, application-specific 
level, the system could exploit the previous information with respect to specific se-
mantics (e.g. the fact that the user of the device has successfully passed all exhibition 
rooms in a specific museum and is heading for the exit). In order to deal with this 
variety of needs, we propose that the context model be distributed over three levels of 
abstraction, similar to [3], of which the Context Reasoner maintains the first two 
(low- and medium-level) as part of the Adaptive Dialogue Manager (see Fig. 2). 

 



 A General-Purpose Context Modeling Architecture for Adaptive Mobile Services 211 

Context Reasoner

Medium-Level Context Model

Low-Level Context Model

virtual-world
context
sensors

real-world
context
sensors

World Model

High-Level
Context Model

Adaptive
Dialogue Mgr
component 1

High-Level
Context Model

Adaptive
Dialogue Mgr
component 2

High-Level
Context Model

service
application 2

High-Level
Context Model

service
application 1

......

 

Fig. 2. A three-tiered context modeling architecture where the Context Reasoner maintains the 
two lower-level context models and leaves higher-level context modeling to other Adaptive 
Dialogue Manager components and service applications 

“Real-world context sensors” are system entities providing information about real-
world phenomena such as geographical position, temperature, etc. “Virtual-world 
context sensors” provide information about events happening inside computing de-
vices such as cellular phones, as well as information about the devices’ technical 
capabilities themselves. Higher-level models are maintained by components and ser-
vices outside the Context Reasoner. Fig. 2 illustrates how high-level contextual in-
formation can be derived by service applications and Adaptive Dialogue Manager 
(ADM) components by selecting and combining attributes from the three resources 
made available by the Context Reasoner, namely: 

1. the Low-Level Context Model; 
2. the Medium-Level Context Model; 
3. the World Model. 

In Fig. 2, the ADM component 1 chooses to create and maintain its internal high-level 
context model on the basis of low-level context attributes only (e.g. the time of day, 
the GPS coordinates of a mobile device). ADM component 2 makes use of both low 
and medium-level context attributes (e.g. the time of the day and the semantic loca-
tion of a mobile device). Service application 1 uses only medium-level context attrib-
utes, while service application 2 combines medium-level context attributes (e.g.  
geographical speed) with information from the World Model database (e.g. the maxi-
mum speed allowed on a specific road). Each of the three Context Reasoner compo-
nents is described in more detail below. 
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Low-Level Context Model 

The Low-Level Context Model (LLCM) is continously updated by the Context  
Reasoner with the status of available real-world context sensors as well as status in-
formation about the software environment running on the mobile device (denoted as 
“virtual-world context sensors” in Fig. 2). The functional requirement of the LLCM is 
to be able to capture all aspects of context which can be useful to improve context-
aware performance of the specific service applications targeted within a given devel-
opment project. In the case of the CHAT project we have decided to let the LLCM 
capture and provide the following low-level context properties: 

• time 
• absolute position of a device, given directly by sensor 
• relative position (e.g. given by proximity to objects included in the world 

model carrying Bluetooth position transmitters or visual tags) 
• device capabilities (e.g. CPU power, client-server bandwidth; battery, etc.) 
• status information of available sensors (both wearable – e.g.  accelerometers, 

electronic compass – and environment-based ones.) 

Medium-Level Context Model 

The Medium-Level Context Model (MLCM) incorporates a set of context attributes 
created by the Context Reasoner by combining low-level context attributes provided 
by the LLCM and information from the World Model according to rules which are 
universally applicable for all foreseeable services that the CHAT architecture is imag-
ined to host. We propose the MLCM to contain the following set of attributes: 

• approximate absolute position derived by combining relative position + 
World Model 

• approximate relative position derived by combining absolute position + 
World Model 

• semantic location derived by combining (potentially approximated) relative 
position  + World Model, e.g. “at home”, “in the car” 

• absolute position history derived by combining (potentially approximated) 
absolute position + time 

• relative position history derived by combining (potentially approximated) 
relative position + time; e.g. includes series of scanned visual tags or prox-
imity events caused by “Bluetooth tags” 

• geographical speed (derived by combining a specific past time interval + ab-
solute position history. 

World Model 

In order to generate some of the medium-level context attributes, the Context Rea-
soner needs to know about objects situated in the real world. For this purpose, the 
Context Reasoner needs to maintain a simple database. Information about objects of 
interest to the service applications and the Adaptive Dialogue Manager, such as the 
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semantic label of a specific object (e.g. “car”), an object’s current absolute location 
(e.g. long. x, lat. y), an object’s internal state (e.g. “engine off”), have to be defined 
and kept up-to-date by the owner component of the specific object, i.e. a specific 
service application or Adaptive Dialogue Manager component. 

For reasons of computation efficiency as well as for user privacy, the objects in the 
World Model database should be governed by at least a simple authorization schema. 
A world model object marked as “public” by its owner will be accessible by all other 
service applications, while “private” would mean that only the specific service appli-
cation, which defined and inserted the object into the world model, is allowed to  
access the object. In this way, the service applications and the various components 
making up the Adaptive Dialogue Manager can share real-world contextual knowl-
edge and reduce redundancy, while at the same time maintaining security among 
service applications. 

In addition to the information about real-world objects, the World Model also con-
tains information about all sensor instances known to the system. 

High-Level Context Models 

There is a huge body of evidence within the area of Context Awareness, well aligned 
with previous related findings in Artificial Intelligence research, showing that high-
level interpretations of contextual data (for example, a higher temperature in a room 
inevitably implies that there are more people in the room; if the person speed is higher 
than 10 km/h, that person is running) is very risky unless the application domain is 
extremely well specified. For a general-purpose architecture like the one intended to 
be developed in CHAT, only the application services themselves (which by definition 
are targeted to specific application areas) can draw high-level conclusions from con-
text data. It is therefore left to each individual service application to construct its own, 
more or less complex, high-level context model if the execution of the application is 
improved by such a model. For this purpose, the Context Reasoner offers the service 
applications access to three context-related resources: the LLCM, MLCM and the 
World Model. 

4   A Service Application Example: The “Gaus’ Day” Game 

The proposed context modeling architecture is currently deployed in various mobile 
application scenarios within the CHAT project. Here we briefly describe the use of 
this architecture in one such application: the current version of the educational mobile 
(m-learning) game “Gaius’ Day” [1] designed to support students’ school visits at the  
archaeological park of Egnathia, Italy. The next section describes how we are cur-
rently enhancing the game using the proposed context modeling architecture. 

The “Gaius’ Day” game is structured like a treasure hunt to be played by groups of 
3-5 students: it combines the excitement of chase and solving the case with the joy of 
freely exploring a place and discovering its hidden secrets. The students’ challenge is 
to discover meaningful places in the park following some indications, and mark the 
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position of the place on a map. Each group is given a cell phone and the map of the 
park on paper. The cell phone is used as an instrument to communicate the challenge 
and to store data about how the game progresses. Due to display size limitations, the 
challenge is divided into separate units, corresponding to missions. 

The group walks around the ruins trying to identify the place the mission refers to 
(Fig. 3 left). When students believe they have identified the target place of the mis-
sion, the leader digits on the phone the numerical code of the place, indicated in the 
park by small signs, on the phone. A sound signals that the current mission is con-
cluded and the next mission is beginning. It visualizes the text of the new mission and 
reads it out aloud to attract the attention of all group members. 

     

Fig. 3. A group performing the current version of the game (left), the 3D reconstruction of the 
public baths visualized on the phone (center), and the existing remains (right) 

After completing the last mission, the group can explore on the phone the 3D re-
constructions of the places correctly identified, so that they can visually compare the 
possible ancient look with the existing remains (Fig. 3 center and right). 

5   Deploying the Context Model 

In the first version of the Gaius’ Day mobile game architecture, all data was stored 
and handled locally on the cellular phone during the game phase, and the mobile sys-
tem did not consider contextual aspects. On the contrary, the current version lets the 
cellular phone be in constant connection with a game server and takes several aspects 
of context into consideration to enhance the user experience both during the game 
phase and during debriefing. In this section we account for how the context model 
proposed in Section 2 and illustrated in Fig. 2 is being deployed. Apart from provid-
ing each group with one cellular phone (featuring technolgies such as GPS, Bluetooth, 
WLAN), we also let all students carry small limited-range Bluetooth transceivers to 
be able to get an approximate measure of the relative position between each student 
and the mobile device carried by one of the students in the same group.  

In particular, the high-level service application “Gaius’ Day” inserts the following 
entities into the World Model (see Fig. 2), described in pseudo code: 
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student: 
INTEGER studentID 
STRING student_name 
INTEGER BluetoothDeviceID 

 
student_group: 

INTEGER groupID 
INTEGER LIST group_members (studentID) 
INTEGER game_play_status (# of missions completed) 
INTEGER mobile_deviceID 

 
mobile_device: 

INTEGER student_owner_group 
GPS_LOCATION absolute_geographical_position 

 
location_of_interest: 

STRING location_name 
GPS_LOCATION absolute_geographical_position 
 

sound_source: 
STRING sound_name 
SOUND_DATATYPE sound 
GPS_LOCATION absolute_geographical_position 

 
 

Fig. 4 illustrates the world model and some contextual properties for the Gaius’ Day 
service application. 

 

mobile device sound source

location of interest

student group

student

student

studentstudent

relative position relative position

relative position

semantic location

absolute position

student group

rate of progress in gameplay  level of collaboration and unity 

LLCM

MLCM

HLCM

 

Fig. 4. World model entities used by the Context Reasoner module to provide low-level and 
medium-level context properties to the Gaius’ Day service application 

Specifically, the Gaius’ Day service application makes use of the following LLCM 
properties provided by the Context Reasoner: 
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• Time. 
• Absolute position of group’s mobile device, provided by inbuilt GPS, mod-

eled as real-world context sensor in Fig. 2. 
• Relative position of students with respect to the group’s mobile device, ap-

proximated through the presence or absence of a Bluetooth connection be-
tween the mobile device and the transceivers carried by all students and 
modeled as real-world context sensors. 

• Relative position of the group’s mobile device with respect to the locations of 
interest stored in the World Model. 

• Relative position of the group’s mobile device with respect to the locations of 
the sound sources placed at strategical positions at the site. 

 

From the MLCM, the Gaius’ Day service application makes use of the following 
deducted contextual properties:  

• Approximate absolute position of each student derived by combining the 
relative position of each student in relation to the group’s mobile device. 

• Approximate relative position of the group’s mobile device with respect to 
locations of interests derived by combining absolute position of the device 
and absolute positions of locations of interest as stored in the World Model. 

• Semantic location derived by combining relative position mobile device<-
>location of interest. 

• Absolute position history derived by combining absolute position of mobile 
device + time. 

• Relative position history derived by combining relative position of mobile 
device with respect to locations of interest + time. 

• Geographical speed of a student group derived by combining the time inter-
val spent on a specific game mission and the absolute position history of the 
mobile device during that time interval. 

 

Based on these properties given by the LLCM and MLCM, the Gaius’ Day service 
application maintains its own high-level context model, deducing properties such as:  

• The rate of progress in gameplay for a specific group, based on how much 
the group’s path at the site for each mission deviates from the ideal path, 
how much time it takes for the group to complete missions, and how much 
help from the “Oracle” is requested by the group. The rate of progress could 
be used for adapting the Oracle help to become more elaborate for slower 
groups and brief for faster groups, so that the challenge faced by each group 
is on the right level for optimal learning efficiency and motivation. 

• The level of collaboration and unity within a specific group, based on 
movement patterns of group members in relation to each other. 

 

In addition, the three-tiered context model architecture allows for additional func-
tional and experiental value to the Gaius’ Day gameplay as follows: 

• It replaces the need for entering a location code on the mobile device as the 
final answer to each mission, with a simple press of a button, letting the GPS 
coordinates gathered in the background provide the answer. 
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• It makes it possible for the service application to wait with audio and visual 
game information until the whole group is gathered (determined by relative 
position between students and the device). 

• It enables service applications to easily create a geo-spatial sound environ-
ment by placing virtual sound sources at various locations, perceivable 
through headphones, and whose volume depends on the distance between 
GPS device and sound source. In the case of the Gaius’ Day game, we are 
placing noise from people at the market location, crackling of fire at the fur-
nace location, etc.), determined by the GPS coordinates of the groups’ cell 
phones. The intention is to increase the number of cues available for problem 
solving as well as to enhance the overall user experience. 

6   Conclusions 

We have presented a three-tiered context modeling approach to mobile services in-
tended to simplify design, reduce computation needs on the client side (until mobile 
hardware catches up), and to reduce redundancy in general. The real value and power 
of the proposed context modeling approach for mobile human-computer interaction 
can only be assessed by successfully deploying it in a wide set of real-world scenar-
ios. We are currently performing a field study with children of a middle school in Bari 
playing the Gaius’ Day game based on the presented context model architecture. It 
will allow us to better assess both the technical aspects (which has been the focus of 
this paper) as well as usability and user experience dimensions. 

We plan to deploy the model also in other mobile scenarios to determine its gener-
ality and utility. Although this empirical validation is not yet concluded, some bene-
fits of the approach, as presented in this paper, have been already proven in formative 
evaluations carried out in our laboratory. 
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Abstract. Price comparison services are commonly available via WWW inter-
face and they belong to the most popular web-sites because their functionality is 
highly valued by users. However, in dynamic action of shopping, customers 
equipped in mobile devices have no time and conditions for precise describing 
products on their mini screens of PDAs or mobile phones. An alternative re-
quest for information about prices and availability of a product encountered 
during shopping might be sent to price comparator through MMS channel in the 
form of photograph with product’s barcode. In the paper we describe a series of 
experiments using mobile phones for sending camera-made barcodes and deriv-
ing numerical equivalence for product ID. Experiments were conducted on a set 
of barcodes in ideal and real conditions using a library for software barcode 
scanning. Collected results show two main sources of difficulties in using such 
a system: human-related problems and technical issues described in the paper. 
A separate issue is availability of barcode id in product description stored in 
price comparator database.  

Keywords: Mobile-phone camera photos, barcode scanning from photo, MMS. 

1   Introduction 

Price comparison sites are popular among Internet users because they provide valu-
able functionality in a very simple form. It is a common practice for products to be 
identified by name and associated descriptive attributes. In the simple form, searching 
algorithms are based on selection of database records where user defined phrase is a 
substring of product name or product’s description. The tool is oriented towards sup-
porting intentional shopping, where users know the product.  

The value of information provided by a price comparator has two aspects. Firstly, 
it is a price ranking which allows the customer to select the cheapest offer for particu-
lar product. The other benefit for the customer is increased confidence. The attribute 
is closely related to number of offers presented to the customer. Even if the customer 
does not decide to choose the cheapest offer, he may know how far from the optimum 
the price of the preferred offer is. High number of product providers and price offers 
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for particular product is considered a measure of market penetration. The more offers 
are displayed on user’s screen the better confidence he gets that his selection process 
is based on rich knowledge of market reality. This functionality, increased confi-
dence, may be especially valued by mobile customers, who encounter a product in the 
market, put it in their shopping cart, but wonder if the price they see on product label 
is acceptable in the sense that it is close enough to optimal offers available for the 
customer in other shops. The understanding of close enough to optimal price is a 
function of particular shopper’s preference model and circumstances in which he is 
shopping. A typical window-shopper is more likely to make analytical calculations 
and select another product provider (e.g. an e-shop) who can offer the same good at a 
better price than a person quickly looking for a swimsuit for tomorrow’s training 10 
minutes before the shop is closed. In the swimmer’s case the price and it’s distance 
from the optimal price offer for this product is less important than the need to obtain 
the product quickly.  

A convenient access to price comparators is available via a WWW interface, usu-
ally designed to be seen on big computer screen. Even though mobile users equipped 
in PDAs or mobile phones have the possibility to read web-pages on their devices the 
interaction through small keyboard is difficult and error-prone. Quite often, in dy-
namic action of shopping, mobile customers have neither the time nor conditions for 
precise description products on their mini screens of PDAs or mobile phones. How-
ever, the devices are commonly equipped with a photo camera. An alternative request 
to price comparator application for information about prices and availability in  
various locations of a product encountered during shopping might be sent to a price 
comparator through MMS channel in the form of a photograph with the product’s 
barcode. System’s response sent to mobile device would provide the top of price 
ranking from offers for a product defined by its barcode. An approach, based on a 
social network as an information feed, to keep the data stored in price comparator up-
to-date was proposed in [1].  

Another use of barcode scanning from photographs delivered via MMS my be 
quick product request or referral marketing. An interesting business model for a new 
form of word-of-mouth referral marketing based on RFID (Radio Frequency IDentifi-
cation) tags scanning was proposed in [2]. The current reality of European shops is 
that almost every product is labeled by a 1D barcode, while RFID tags are still in ex-
perimental use. Word-of-mouth marketing, where recommendation to buy particular 
product comes from a trusted person, can be supported by scanning a product’s code 
and sending a request for an identical item to suppliers shopping system. Ordinary 
mobile phones are not able to scan barcodes but they are equipped with a digital cam-
era. Making a photograph of a barcode label on sought product and sending it via 
MMS is much easier than searching for the identical product in text based price com-
parators. A similar scenario of buying products by sending a photograph of the prod-
uct’s barcode may be applied when the barcode is displayed on a billboard and people 
passing-by can make a picture of the code and order the product or express interest in 
particular product which is sent to seller offering the product. The request (barcode 
picture) sent via MMS identifies the product and phone number of the person who 
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sent the request – an excellent information for merchandiser willing to sell the product 
and a very convenient way of shopping for the customer. This marketing channel be-
comes more and more explored, because the cellphone is the natural tool to combine 
the physical world with the digital world (C.Roeding cited in [3]). Barcode stored on 
mobile phone in form of an image (either photographed or sent to device in MMS) 
and displayed on phone’s screen can be scanned. It opens a gate to use the technology 
to sell electronic tickets which could be validated by existing barcode scanners.  

In the paper we collect our experience from experiments we performed on the way 
to develop an application capable to read product id from a barcode photo sent via 
MMS. Software developed in our experiment is available at [4] and everyone can run 
his own similar experiments. The software can also be used in training the user in 
making a photograph of a barcode in order to make the image readable for the  
scanner. Problems encountered in our experiments may be divided into two sets: hu-
man-related and technical issues. In the context of applying the system to a price 
comparison system a separate issue is availability of barcode id in product description 
stored in price comparator database. 

2   Tools Integrated in Barcode Scanner Used in Experiment 

JBiedronka [4] is a Java application developed at Poznan University of Technology, 
Poland as a desktop program which can be used to simulate software scanning of bar-
codes provided on images stored in JPG or PNG files. The software was developed as 
a student project with intention for experimental use. The program integrates func-
tionality provided in J4L RBarcode Vision [5] library and ImageMagick [6] in order to 
scan the barcode and enhance quality (if necessary) of the image.  

The use of the J4L RBarcode Vision library for extracting barcodes textual equiva-
lence from images was decided on several factors: 

• the library provided support for a wide range of one-dimensional barcode type, 
which are most commonly used throughout the world for coding information about 
commercial products. i. e., the EAN-13 and EAN-8 are the recognized standards 
for GTIN (Global Trade Item Number) [7]. 

• at the time of development (Spring 2007) research over the Internet resources gave 
no reliable open-source libraries, so it was decided to use a trial version of a com-
mercial product for the study. The chosen option has the disadvantage of providing 
no means of applying changes derived from the experiments, however, it does pro-
vide an advantage of being a library, which is used commercially in real-life situa-
tions, and, therefore, an apt target of scrutiny. 

• additionally, a version of the library has been prepared to function with Java, 
which well suited the non-functional requirements for the project, as barcode scan-
ning was supposed to be performed in that language. 

In addition to the barcode scanning software a graphical library has been used to pro-
vide digital re-mastering, if it were to cause the images to be scanned correctly. The 
ImageMagick suite was selected for this purpose, as a portable, open-source solution 
with a command-line interface. 
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Fig. 1. JBiedronka: barcode image scanner designed for the experiment 

3   Examined Objects 

3.1   Camera Items 

A number of images gathered from various sources and of different characteristics 
were processed for recognition during the study. Similar cases have been grouped into 
sets, having similar characteristics and results. All the files mentions below are col-
lected in [4] for evidence and comparison.  

The most significant group of images that had undergone processing were the im-
ages gathered from mobile phone users, who were asked to take pictures of barcodes 
while in shopping venues. The users were not trained to how to make a good quality 
picture. Our intention was to observe how people understand catching a barcode on a 
photograph. In response we obtained a set of images, among which some were the 
photos of a barcode itself, there were photos of entire product with a barcode label 
and the most substantial part were photos where the barcode was in central part of the 
image but it was surrounded by graphics and text printed on given product (see fig. 2).  

Loaded images with bar-
codes photos made with 
mobile phone camera 

Information what text 
equivalence was decoded 
from scanning the image 

Image enhancement procedure 
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Fig. 2. Sample real photographs of barcodes made with cameras built-into mobile phones 

The images were done using three models of mobile devices: Sony-Ericsson K510i 
(images real/sek510/*.jpg,) Motorola K1 (images real/mk1/*.jpg) and Motorola C651 
(images real/mc651/*.jpg). This presented the most realistic cases might be expected 
were the service implemented for actual commercial use. Nonetheless the recognition 
failed in every presented instance. 

Aside of not optimistic results of barcode scanning from photographs taken by mo-
bile-phone camera, we faced a new problem: the picture sent by mobile user may con-
tain much more than just a barcode. Our analysis let us to conclusion that people tried 
to have the barcode sharp on the picture, they naturally felt that sharpness of lines is a 
key issue in recognition process. However, mobile-phone cameras used in experiment 
offered no macro function [8] and it was not possible to make a sharp picture of small 
and close objects. In order to have the image sharper the users took pictures of objects 
at some distance which resulted in catching the barcode and its surrounding. Other 
problems identified in this experiment, that could be attributed to human skills (miss-
ing training) include: light reflects on barcode, barcode was not flat and taken under 
some angle which effected with perspective on the picture.  

Another attempt was made with another group of images taken with a mobile 
phone camera of a Sony-Ericsson K510i (images filter/sek510/*.jpg). These instances 
were presented an improved quality to the previous group by applying a black-and-
white filter to the images at capture and supplying improved lighting conditions, the 
images, however, were still heavily blurred. The results of recognition of this group 
were unsatisfactory – no images were recognized correctly. 

3.2   Synthetic Items 

Following the results presented in chapter 3.1, cases were prepared to study the indi-
vidual characteristics of pictures which influence the process of recognition. 

Twenty images (see fig. 3) were presented to the barcode recognition software, 
which were obtained from a scanner device or computer-generated (images img/2.png, 
img/3.png, img/6.png, img/7.png and img/12.png) and present high quality. The bar-
codes are uniformly black, placed on white background, lean to no angle and present 
easily distinguishable, undisrupted straight lines. Such barcodes present an ideal case for 
the recognition software and produce good results.  
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1.jpg 2.png 3.png 4.png

5.png 6.png 7.jpg 8.png

9.png 10.png 11.png 12.jpg

13.png 14.png 15.png 16.png

17.png 18.png 19.jpg 20.jpg 
 

Fig. 3. Barcode pictures used in study of factors affecting quality of recognition 
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An additional number of images obtained from a scanner device were presented for 
recognition, at this instance, with a skew ranging from about 45 degrees (img/4.png, 
img/10.png and img/13.png) to over 90 degrees (img/11.png.) The images img/4.png 
and img/10.png were recognized correctly, while img/13.png and img/11.png re-
mained unrecognized. The evident cause of the lack of recognition of img/13.png 
seems to be the slight blur of the bars, visible especially well in the center section of 
the image resulting from the skew. The failure in reading img/11.png is apparently 
caused by rotation, which rendered the reader unable to locate the barcode. 

A different set of images of similar origin to the one presented above were tested, 
however, these images include a multi-colored background, which results from being 
placed on an actual item (images img/1.jpg, img/5.png, img/8.png and img/9.png.) A 
skew may or may not be present at these instances. The barcodes from this set were 
all recognized correctly. 

Next, a set of images were presented for recognition, which included a slight blur 
to the bars (images img/15.png, img/17.png, img/18.png) or different colors of bars 
(images img/14.png and img/16.png) in conjunction with some of the previous fea-
tures. The results were unsatisfactory within this group as all the barcodes remained 
unrecognized. 

Finally, an image with introduced noise was processed by the recognition software 
(image img/19.png.) The noise applied to the image took form of groups of pixels in 
the color of the bars dithered across the image. The recognition of such an instance 
proved to be impossible by software used in our experiment. 

3.3   Digital Re-mastering 

Following the processing mentioned above two graphical enhancements were applied 
to the processed files in an attempt to improve the results of recognition. The re-
mastering took form of applying the ’sharpen’ function from the ImageMagick library 
followed by the conversion by raising the contrast of the image (see fig. 1). The  
former was meant to decrease the blurriness of the images, while the latter was to 
additionally resolve any problems with light. No significant improvement was noted, 
except for img/14.png, which, after application of both processes, became recogniz-
able, despite the fact, that initially the blur caused otherwise.  

Additionally, sharpening and contrast enhancement should be conducted with care, 
as some images may become unrecognizable only afterwards (i.e. img/8.png.) 

4   Summary of the Experiment 

The data used for the study can be divided into two main categories: high quality and 
low quality images: 

• The high quality images would be those obtained primarily by the use of a scanner 
or barcode generation software. Although it is possible for them to be skewed at 
large angles, these images are typically sharp, well focused and devoid of problems 
caused by bad lighting conditions, which are present in the other examined group. 
Consequently, the high quality images have had the best chances of being read  
correctly.  
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• The low quality images would be those obtained via mobile phone cameras; the 
images obtained this way present several additional characteristics: their overall 
quality is dependant on lighting conditions, types of photographed objects and the 
distance of the camera from those objects. Furthermore, they have varying levels of 
sharpness, contrast and focus. The barcode scanning software has additional obsta-
cles to overcome during the scanning process, and, therefore, is less likely to  
succeed. 

The reason why barcode photographs obtained from mobile-phone digital cameras 
belong to low quality set and they are hard to derive alphanumerical equivalence of 
barcode is missing macro function in cameras used in our study. Lack of macro func-
tion in cameras built-in mobile devices is a common problem. However, the macro 
feature may become available pretty soon, when improved cameras are used in mobile 
phones. It slowly becomes reality (e.g. Nokia N73 has capability of making good pho-
tographs of objects at a distance of 10cm).  

5   Interpretation of Results 

Having inspected the results of the processing it is evident that its outcomes are not 
satisfactory to the needs of application of the system. Moreover, it can be seen that 
several factors are responsible for causing the inefficiencies. These factors stem from 
the technical aspects of the system, the faults of human operators of the cameras and 
the properties of the photographed objects.  

Examining the ideal cases with incrementally added faults seems to indicate that 
the barcode recognition software can in fact overcome many interfering detail and 
still be able to present the correct codes. Some particular types of interference, how-
ever, pose serious problems – specifically, any blur, noise or a large rotation. While 
the latter problem can be easily overcome by instructing the operators of the cameras 
to try to align the barcode correctly, the previous two originate from the limitations of 
the cameras themselves. Particularly, mobile phone cameras don’t seem to be able to 
take pictures of objects close-up, but are instead preset to taking pictures at a certain 
distance, which, in turn, is too far for the barcode to be legible. Additionally, the cam-
eras tend to generate an amount of noise in case of bad lighting conditions, which 
prevents the bars of the barcodes to retain their widths in the eyes of the recognition 
software. 

Moreover, the operators of the mobile phone cameras might cause problems in 
barcode recognition by inexpertly taking pictures of barcodes from too great a dis-
tance, at an angle to the surface of the object (which causes the relations among the 
widths of bars to be disturbed) or surrounded by too many details.  

Furthermore, there exist problems caused by the environment, such as the light-
ning, or photographed objects themselves, such as the shape of the objects (for in-
stance, round and spherical objects disturb the proportions of bar widths on a picture) 
or its texture (a glossy surface is bound to reflect light, so causing reflections in form 
of white stripes to appear on the barcode). These issues, however, are less visible in 
this study, as the process did not yet reach that phase, where this would become rele-
vant, and, additionally, are a visible problem in other barcode scanning systems, not 
only those, which try to apply the mobile phone cameras to the process. 
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Finally, it is worth to mention, that digital re-mastering can be used to rid images 
of small blurs or lack of contrast, and may be tried if an image is not recognized, 
however, it should not be expected to fix any major flaws in the image. The extent to 
which sharpening and increasing contrast works is hard to determine, especially 
automatically by the recognition program, however they should not be performed on 
all images, as this might cause corruption on images, which would otherwise have 
been recognized correctly. 

6   Application of Barcode Via MMS in Marketing 

Our experiments showed that commonly used mobile phones equipped with a camera 
without macro function are not able to produce images of barcodes in quality good 
enough to automatically decode the image and send response to the mobile user. 
However, using the same camera built-in mobile phone, it is possible to make a sharp 
photo of a larger object. It could be a barcode but presented in such a size that a dis-
tant photo can catch the image in condition ease to decode alphanumerical equiva-
lence of the image. Our additional experiments showed that barcode image printed on 
A5 paper size are big enough be taken with mobile-phone camera and correctly inter-
preted by our software scanner. It opens a gate to provide customers with possibility 
of taking a photo of a barcode presented on a billboard or printed as an ad in a news-
paper. It is easy to make a picture and send it via MMS to express customer’s interest 
in particular product or use this communication channel for registration.  

Customer’s query sent from mobile device in form of an MMS containing a bar-
code image identifies owner of the device (mobile number) and product. It is possible 
to automatically reply such customer by sending him an offer corresponding to re-
quest. The system receiving customers’ queries may also sort and schedule requests 
and pass them to personal customer assistant who may contact the customer.  

When cameras built-in mobile phones become capable to make sharp photographs 
of as small objects as barcodes printed on products, the service of mobile price com-
parison should become available via MMS interaction. It is an easy and convenient 
way for sending queries, however, what came from our experiments, users must be 
aware of factors affecting possibility of proper image decoding. They are, for in-
stance: light reflects and perspective on the image. Users require training and our 
software: JBiedronka available at [4] may be used for testing whether images of bar-
codes coming from a camera are readable for software scanner.  

7   Conclusion and Suggestions for Improvement 

The results seem to indicate that the application of mobile phones in the process of 
scanning barcodes is riddled with various, non-trivial difficulties, which stem from 
many areas. There are technical problems, human-related problems and problems 
related to the photographed object or its immediate environment, each of which need 
to be battled in their own unique ways. 

There are several ways to overcome the technical problems related to mobile phone 
barcode scanning, and these draw either on the improvement of the camera used in 
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mobile phones by way of allowing them to focus on objects close-up and improving 
their reaction to low light, or on the improvement of the technology of barcodes. The 
latter is applied sporadically throughout the world for coupons, where large two-
dimensional barcodes are used instead of small one-dimensional ones, which provide 
more and better quality information for the recognition software. However, such an 
approach may prove difficult to implement for a system, which should be used for 
gathering information about shopping, which is already identified by one-dimensional 
codes. 

The solution to human-related problems should require simple instruction, on how 
to supply better quality images of barcodes via a mobile phone camera. Whether such 
instruction were possible to conduct or effective it is difficult to determine, however it 
would, with high probability, not need to be excessively long or detailed, resulting in 
its increased efficiency, and just a few simple details are bound to enhance the quality 
of the image greatly (as the Pareto rule lets one believe.) Possibly, such instruction 
would also be useful in overcoming the problems related to the environment as well. 
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Abstract. This paper investigates the factors that influence mobile phone adop-
tion by the older user. Technology adoption is a process, with the adopter  
progressing from a state of ignorance of the technology to embracing it and 
considering it a necessity. Full progression can only occur if the adopter fully 
accepts the technology. If not, he or she is unlikely to progress towards whole-
hearted adoption and remain a reluctant user or discard the technology alto-
gether. Many theoretical models explain the dynamics of technology acceptance 
by proposing particular predictive factors and are based on quantitative studies 
built on the responses of students or economically active adults.  This begs the 
question: Do existing technology acceptance models incorporate the factors 
that lead to mobile phone adoption and use by older adults?  We consulted 
findings from studies of senior mobile phone users and extracted a number of 
issues concerning needs, uses and limitations, which we verified by means of 
structured interviews with senior mobile phone users. We compare these quali-
tatively derived issues with the factors from existing quantitative models. This 
led to the identification of a two-dimensional adoption matrix where verified 
acceptance factors, derived from the experiences and opinions of our partici-
pants, are mapped against a recognised adoption process, highlighting the fact 
that current models only partly predict adoption and acceptance by the senior 
mobile phone user. 

Keywords: Mobile, technology acceptance, usability, elderly. 

1   Introduction 

This paper addresses technology acceptance and use in the context of the senior mo-
bile phone user. These users are an oft neglected group in product development and 
marketing, yet in most developed societies they are the only growing age group [1]. 
Technology acceptance, in general, has been widely studied and several models of 
technology acceptance have been proposed and tested [2, 3]. In the field of Manage-
ment Information Systems (MIS), a number of technology acceptance models have 
been proposed, which focus on factors influencing acceptance (without considering 
the process) [4]. Sociological studies go beyond the purchasing decision to describe 
technology’s acceptance, rejection and use i.e. the adoption process [5]. Lee [3]  
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suggests a pragmatic approach that allows a merging of different approaches, and this 
is the approach we will be using in this paper since it enhances understanding of fac-
tors influencing progression through the different adoption phases.  

The current acceptance models have been quantitatively verified, using students or 
economically active adults as participants [3]. This begs the question: Do the factors 
from the models based on responses of students or people in their working environ-
ment predict mobile phone acceptance by the elderly? (We use the terms senior, eld-
erly and older adult to refer to people over the age of 60). A literature study of  the 
needs, limitations and expectations of the older adult mobile phone user made it clear 
that they demand added value  in the form of a more social, active, meaningful and 
independent life [1].  In terms of simple economics, the value of the phone can be 
expressed  as value = f(usefulness, ease of use). How each factor is rated depends on 
each person’s individual needs (perceived usefulness) and abilities (perceived ease of 
use) and it is difficult to come up with a definitive way of measuring these. However, 
knowing which factors mediate ease of use and usefulness could provide insight into 
the concept of value. The question being addressed here is whether current mobile 
phones deliver this value to elderly users. 

We address this question by attempting to verify, qualitatively, the factors in-
cluded in the quantitatively derived models, and their influence in the adoption 
process. Firstly, we need to identify a set of factors relevant to mobile phone accep-
tance and use. We constructed five scenarios related to senior mobile phone usage 
and presented these scenarios to participants in semi-structured interviews. The 
participants’ responses were used to validate or deny the identified factors. Our 
findings are presented in an acceptance matrix which maps the validated factors 
against the domestication technology adoption progression. This helps us to under-
stand the factors that play a part in leading users down the road towards whole-
hearted adoption of a particular technology.   

Section 2 lays the theoretical groundwork by presenting an overview of technology 
acceptance research and extracts common factors from the various models. Section 3 
describes the context of the elderly mobile phone user. Section 4 outlines the qualitative 
study and presents the results. Section 5 contextualises the findings and concludes.   

2   Technology Acceptance Models 

Technology acceptance has been studied by researchers in different fields. On the one 
hand researchers have proposed various levels of progression from not having used the 
technology to full adoption. Rogers’ innovation diffusion model [8] and the domestica-
tion approach are examples of these. Rogers’ innovation diffusion model focuses on 
marketing and sales processes, the domestication approach deals with a more global 
analysis of acceptances ex post facto. Another perspective, from the field of Manage-
ment Information Systems (MIS), identifies factors that influence technology accep-
tance. Examples are the Technology Acceptance Model (TAM) [6] and the Unified 
Technology Acceptance Model (UTAUT) [2] which focus on technology acceptance 
within organisations [5,7]. Sections 2.1 and 2.2 reviews these models and then Section 
2.3 discusses the application of technology acceptance models to mobile technology and 
extracts a set of factors relevant to mobile phone acceptance by senior users.  
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2.1   Technology Diffusion - Processes  

Two very different models, which depict the technology adoption process, are pre-
sented by Rogers [8] and Silverstone & Haddon [9]. Rogers[8]  proposed a five stage 
process of product adoption: the knowledge phase where the person gets to know 
about the product; the persuasion phase where he or she becomes persuaded of a need 
for the product; the decision phase which leads to a purchase; the implementation 
phase where the item is used and the confirmation phase where the individual seeks to 
confirm that he or she made the right decision  in purchasing the product. 

Silverstone and Haddon [9] proposed the domestication of technology as a concept 
used to describe and analyze the processes of acceptance, rejection and use as de-
scribed in Table 1. Users are seen as social entities and the model aims to provide a 
framework for understanding how technology innovations change, and are changed, 
by their social contexts.  The domestication theory adoption process is more suitable 
for our purposes in charting acceptance factors since it is less marketing oriented than 
Rogers’ model.   

 

Table 1. Four dimensions of domestication adoption process [3] :66 

 
Dimension  
 

 
Description 

 
Examples of potential themes relevant in 
user experience research 

Appropriation Process of possession 
or ownership of the 
artifact. 
 

Motivation to buy a product 
Route to acquire information about a product 
Experience when purchasing a product 

Objectification Process of determin-
ing roles product will 
play 

Meaning of a technology 
What function will be used in users’ life? 
Where is it placed? How is it carried? 

Incorporation Process of interacting 
with a product 
 

Difficulties in using a product (usability prob-
lems) 
Learning process (use of instructional manual) 

Conversion Process of converting
technology to in-
tended feature use or 
interaction 

Unintended use of product features 
Unintended way of user interaction 
Wish lists for future products 

2.2   Technology Acceptance - Factors  

The Technology Acceptance Model (TAM) propose a number of factors that are es-
sential in determining user attitude towards accepting a new technology, as shown in 
Figure 1. [6, 10]. TAM  incorporates six distinct factors [6, 11]: 

• External variables (EV), such as demographic variables, influence perceived use-
fulness (PU) and perceived ease of use (PEU).  

• Perceived usefulness (PU) is defined as ‘the extent to which a person believes that 
using the system will enhance his or her job performance’ [2].  
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• Perceived ease of use (PEU) is ‘the extent to which a person believes that using 
the system will be free of effort’ [2] . 

• Attitudes towards use (A) is defined as ‘the user’s desirability of his or her using 
the system’[10]. Perceived usefulness (PU) and perceived ease of use (PEU) are 
the sole determinants of attitude towards the technology system.  

• Behavioural intention (BI) is predicted by attitude towards use (A) combined with 
perceived usefulness (PU) 

• Actual use (AU) is predicted by behavioural intention (BI).  

 

 

Fig. 1. Technology Acceptance Model (TAM) [10] 

Venkatesh et al. [2] extended TAM and developed the Unified Theory of Accep-
tance and Use of Technology (UTAUT), which attempts to explain user intentions to 
use an information system and subsequent usage behaviour. An important contribu-
tion of UTAUT is to distinguish between factors determining use behaviour namely 
the constructs of performance expectancy, effort expectancy, social influence and 
facilitating conditions and then factors mediating the impact of these constructs. The 
mediating factors are gender, age, experience, and voluntariness (i.e. the degree to 
which use of the innovation is perceived as being of free will). Both TAM and 
UTAUT can be applied to any technology type but there is some value in specialising 
the models for particular technologies. The following section discusses the application 
of models in the mobile technology area.  

2.3   Specific Models for Mobile Technology Acceptance 

Kwon and Chidambaram [12]  propose a model for mobile phone acceptance and use 
which includes the following components: demographic factors, socio-economic 
factors, ease of use, apprehensiveness, extrinsic motivation (perceived usefulness), 
intrinsic motivation (enjoyment, fun) social pressure and extent of use. They found 
that perceived ease of use significantly affected users' extrinsic and intrinsic motiva-
tion, while apprehensiveness about cellular technology had a negative effect on intrin-
sic motivation [12]. The limitation of this model is that it does not include infrastruc-
tural factors, which are essential in mobile technology. The Mobile Phone 
Technology Adoption Model (MOPTAM), depicted in Figure 2, integrates TAM with 
the determining and mediating factors from UTAUT and then adapts the result to  
model the personal mobile phone use of university students.  
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Based on exploratory research, Sarker and Wells [13] propose a framework that re-
lates  exploration and experimentation to  the assessment of experience that determines 
acceptance outcome.  The mediating factors distinguished are: context, technology 
characteristics, modality of mobility, communication/task characteristics, individual 
characteristics. Table 1 summarises the factors incorporated into the different models. It 
is interesting to note that perceived ease of use and actual use are common to all. 

 

 

Fig. 2. Diagrammatic representation of  MOPTAM[4] 

Table 2 summarises the most fundamental factors incorporated into the models list-
ing the following factors: Social influence (SI), Perceived Ease of Use (PEU), Per-
ceived Usefulness (PU), Facilitating Conditions (FC), Behavioural Intention (BI), 
Demographic Factors (DF), Socio-Economic Factors (SE) and Personal Factors (PF).  
Note that perceived ease of use is the common factor across all the models. 

 
Table 2. Factors influencing mobile phone acceptance 

 Models and theories 
Factors TAM  UTAUT  Kwon & 

Chidambaram  
Sarker & Wells MOPTAM 

SI No  Yes Yes Yes Yes 
PEU Yes Yes Yes Yes Yes 
PU Yes No No Yes Yes 
FC No  Yes No Yes Yes 
BI Yes Yes Yes No Yes 
DF  External 

variables 
No Yes Yes Yes 

SE External 
variables 

No Yes Yes Yes 

PF No No No Yes Yes 
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3   Context of the Senior Adult  

The mobile phone needs of the elderly centre around critical services such as emer-
gency and health support that enhance safety and those services that make everyday 
life and tasks easier [1, 3].  The elderly position mobile phone use in terms of value, 
which is mostly based on communication and safety aspects.  In terms of the factors 
identified in Section 2.3, the senior mobile user is positioned as follows: 

Social influence(SI): Phillips and Sternthal [14] mention that with increasing age 
comes reduced involvement with others as confirmed by Abascal and Civit [15]. The 
reasons are argued by experts, but the net effect is unarguable: reduced access to infor-
mation that is readily available to younger people.  The social contact they do have is 
primarily with their extended family and this group appears to provide them with the 
advice and support they need. Friends and relatives, especially the opinion of children 
and grand-children impact the behaviour of the elderly  mobile phone user [1, 3].   

Perceived ease of use (PEU): The undeniable potential of the ‘gray’ market is ham-
pered by the physical and cognitive limitations of aging.  Older mobile phone users 
make use of fewer mobile phone features than younger users [3].  Ziefle and Bay [16] 
suggest that older mobile phone users do not have a mental model of the ubiquitous 
hierarchical menu system used by mobile phones. They struggle to find the features 
they want to use and therefore do not use them. This is confirmed by a study carried 
out by Osman et al. [17]  who interviewed 17 older users and asked them to name the 
most important features of a mobile phone. “Easy menus” was mentioned most often, 
followed by large screen. The latter is unsurprising since many older users have im-
paired vision. Another factor mentioned is that they require large buttons,  due to the 
inevitable decrease in manual dexterity experienced by many older users [3].  

Regarding perceived usefulness (PU), senior mobile users use mobile phones in the 
following areas: 

Safety and security: Kurniawan  [18] claims a security-related focus drives the mo-
bile phone market for older users. She says that older people use phones to make them 
feel less vulnerable when alone at home and more confident going out alone. They 
used their mobile phones mostly in emergencies or to contact family members.  

Organisation: The mobile phone offers the potential for organising and synchronis-
ing activities in new and cost effective ways. This organisation can be of a personal 
nature, such as using the reminders to compensate for memory failure, or the phone 
book to store telephone numbers.  

Information:  The number of seniors surfing the Internet is steadily increasing [17], 
evidence of their need for, and readiness to use, the Internet to get information they 
require. The use of a mobile phone to access the Internet is an obvious next step for 
all users, and the elderly are no exception. 

The remaining factors in Table 2, such as facilitating conditions, are all mediating 
influences [1, 3].  Mallenius et al. [1] argue for using functional capacity (consisting  
of the physical, psychological and social aspects), rather than age as a facilitating 
condition.  Furthermore, regarding infrastructure, it is well known that the elderly 
consider spending very carefully and the price of a device or service is a differentiator 
for use [1, 4].   
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4   The Qualitative Study 

Thirty four elderly people participated in our study (10 male and 24 female). The par-
ticipants per age distribution were: 60-70 years: 13, 70-80 years: 16 and 80-90 years: 5. 
Considering mobile phone use, 19 of the participants had contracts and 15 used pre-pay.  
They obtained the phones by buying them (16), having the phone bought by someone 
else (3) or getting the phone as a gift (15).  The majority who bought the phones them-
selves were in the 60-70 age group, i.e. the younger participants. 

Five scenarios seniors typically encountered in their everyday lives were presented 
to the participants and they were requested to comment. The participants responded 
actively, providing the following information:  

Scenario 1 (obtaining information about mobile phones): Relating to information 
gathering, the responses fell  into three groups: 9 said that people would  ask their 
children; two said that they should ask people of their own age(not their children);  
while 23 reckoned that people would  go to mobile phone  vendors for information.   

Scenario 2 (accepting a cast-off phone): Relating to the impact of decreased ability to 
learn versus other motivations, three main groups of responses arose:  11 answered yes, 
citing the economical ‘You can sell the old one’;   the philosophical ‘You should take 
the challenge’; and the pragmatic: ‘The old phone may be getting out of date’ as rea-
sons. Seventeen answered no, stating memory loss and difficulty in learning as reasons. 
A third group of 6 reasoned that it depended on the person and the circumstances.  

Scenario 3 (emergencies such as having a stroke): Relating to safety and ease of use, 
21 participants said that a mobile phone could be useful in emergencies, 12 felt that 
the older person would be ‘too scared and confused’, or ‘unable to find spectacles’. 
The rest felt that theoretically it was a good idea, but not practical since older people 
find phones difficult to use, even more so when stressed.   

Scenario 4 (accessory in helping to remember): Relating to the need for organisation, 
28 reckoned that people could set a reminder, of these five had reservations about 
whether older people would manage to do that, whilst one was unsure that a mobile 
phone would be of any help. 

Scenario 5 (safety aid in travelling): Relating to safety and usefulness the major-
ity(27) agreed that it could be useful, they gave different reasons such as the traveller 
contacting (phone or SMS)   the family or vice versa, while some believed it could be 
used by a third party in the event of an emergency.  

It is clear that ease of use cannot really be self-reported. It is far more enlightening 
to observe users making use of a product. We therefore asked participants: 

o To name the three features they used most often, and 
o To show us how their phone performed the features. 

We intended to count the button presses in the second part of this process in order to 
gauge effort expended and consequent ease of use. We had to discontinue this since it 
became obvious that the participants had difficulty finding their most-used features. 
Some participants asked the experimenter for assistance in finding the feature, others 
tried various routes down the menu structure before triumphantly locating the desired 
feature. We felt that the button press count was so inaccurate as to be useless and there-
fore discontinued counting. Since the type of mobile possessed by the participants was 
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diverse the unavoidable conclusion is that most phones have serious ease-of-use issues, 
as least as far as our demographic was concerned.  

Table 3 relates the acceptance factors indentified during the interviews to the domes-
tication dimensions to form and adoption matrix.  Note that no evidence of conversion 
phase activities was uncovered while social influence is prevalent in all of the first three 
stages. For this group, perceived usefulness (PU) and perceived ease of use (PEU) are 
often not considered in the appropriation phase since many of the elderly do not select 
their own phones. This gap in appropriation as depicted in Table 3 may provide an ex-
planation for the observed lack of acceptance. Usefulness and ease of use are considered 
in the objectification phase and incorporation phases where some concerns about use-
fulness, and serious concerns about ease of use, were identified.  

Table 3. Adoption matrix: Relating domestication progression to factors 

 Factors 
Dimension SI PU PEU BI 
Appropriation  
(Scenarios: 1,2) 

Yes No No No 

Objectification 
(Scenarios 2,3,4) 

Yes Yes Yes Yes 

Incorporation 
Identified in  
observation 

Yes Yes Yes Yes 

Conversion 
 

No evidence in observation or interviews 

5   Discussion and Conclusion  

The applicability of TAM for the elderly mobile phone user has been investigated in 
this paper. In the light of previous findings, we are interested in the relative impact of 
various external factors, usefulness and ease of use on attitude and intention to use.  

Several researchers have tested the applicability of TAM to specific groups [19]. 
However, the elderly user is different from other users in one very important way. 
Many technology adoption models incorporate a phase which represents the stage 
where the person makes the decision to purchase the new innovation. Rogers [8] cate-
gorises people in terms of how long, after the product is launched, it takes for them to 
purchase the product. Hence, mobile phones are a special case because many of our 
participants did not purchase their mobile phones. Some were given the phones by 
children, others by friends.  

For this group it seems that Rogers’ [8] first three stages are skipped and the eld-
erly user is often catapulted directly into the 4th stage: implementation, or the second 
stage of the domestication process, objectification, without being able to purchase the 
particular product that best suits his/her needs. It appears that intention to use is influ-
enced primarily by external factors such as filial affection and safety and security 
concerns. From our observations it is clear that ease of use does not mediate intention 
to use – but it does influence actual use of the mobile phone. Many of our participants 
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had phones, and pronounced themselves mobile phone users, but did not actually use 
the phone because of usability issues.   

Hence the unavoidable conclusion is that current technology acceptance models 
only partially model the factors that influence the acceptance of the mobile phone by 
the elderly. Value = f(usefulness,ease of use), and each of these aspects plays a vital 
role in contributing towards the value of the phone. Moreover, ease of use prevents 
our users from utilising available functionality. Thus elderly users are getting far less 
than the optimal value out of their mobile phones. Another problem with existing 
technology acceptance models is that they model mainly the appropriation phase 
without due consideration of the other phases in the adoption process.  

The contribution of this paper is to propose the acceptance matrix as a new tool for 
relating the technology acceptance factors that have emerged from quantitative re-
search to the adoption phases identified through quantitative research. Therefore the 
paper contributes to integrating findings from different fields, namely MIS and Soci-
ology. The two-dimensional adoption matrix can be useful in identifying and even 
predicting gaps in the technology adoption process.  The challenges that face each 
generation or user group are different, but the influence of acceptance factors on 
adoption phases, as presented by the adoption matrix, will remain relevant. Future 
work will focus on developing a technology acceptance model suitable for modelling 
the context of the elderly mobile phone user.  
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Abstract. Human activities in various domains include interactions. In some 
areas, like healthcare, there is an opportunity to collect rich data about such in-
teractions. The utilisation of such data in order to extract information about the 
dynamics of unfolding of interactions and visualising such information on mo-
bile devices is the focus of this paper. The paper presents a methodology for de-
signing visual representations about interactions for mobile devices. The shape 
and behaviour of the elements of such visualisations utilise elements of human 
movement. The paper presents an instance of such visualisation on mobile de-
vices and its utilisation on case studies of interactions in healthcare.  

1   Introduction 

Many human endeavours are based on collaboration. In healthcare, practitioner and 
patient collaborate to achieve a way of improving patient’s state of health. In partici-
patory design, designer(s) and client collaborate to develop the design that best suits 
the client. Collaboration relies on interactions, hence, it will benefit if there is a way 
of monitoring, understanding and evaluating interactions that occur during it and 
feeding that evaluation back into the interaction process, in order to improve the proc-
ess of collaboration and its outcomes.  

Interactions constitute a process that unfolds. The way interactions unfold can tell 
us a lot about both the process and the outcomes of the interactions. Hence, in order to 
improve processes that rely on interactions, it is important to develop methods of 
encoding information about the way interactions unfold. Both humans and machines 
should be able to utilise such information during the interaction process in order to 
improve interactions and respective processes. For example, in health care, the treat-
ment process is expected to benefit if we can present the information about how pa-
tient-practitioner interactions unfold, and if, based on that representation, one can 
judge about whether there has been a good communication or not, and if not, where 
were the bottlenecks [1]. The participatory design process may benefit if we can pre-
sent the information about how client-designer interactions unfold and if, based on 
that representation, one can judge about whether design communication has been 
good or not, and use the interaction patterns to align with the emergence of design 
solutions, in order to revisit intermediate design solutions [2].  
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In both examples the timely delivery of the information about interactions - the in-
teraction profile, to the point of decision-making is vital. The capability of mobile 
devices to deliver information to the point of decision making makes them attractive 
for facilitation of decision making. The application areas span from the management 
in diverse business areas to the delivery of health care. The changes in the decision 
making processes, caused by these technological developments, reflect back on the 
requirements towards the designers of mobile devices in terms of offered functional-
ity. These requirements face significant constraints, based on the size of the mobile 
devices, in this case in particular, on the size of display and interface controls.  

Decision-making usually involves people with different backgrounds, who need to 
operate with a variety of information, presented at different levels of granularity. The 
goal of this research is the development of technology for visual representation of 
information about interactions that caters for people with diverse backgrounds, who 
are involved in decision making processes.  

Visual representations translate data and information into a visible form that high-
lights important features, including commonalities and anomalies. Such visual repre-
sentations make it easier for analysts and decision makers to grasp key aspects of 
presented information quickly [3].  

The design of visual representations of information has been the focus of the fields 
of scientific data visualisation, information visualisation and design computing. All 
three fields create graphical models and visual representations from data that support 
direct user interaction. In the first two fields the aim is to explore large data sets and 
information spaces acquiring insights into useful information embedded there [4]. In 
scientific data visualisation graphical models are derived from measured or simulated 
data, which represent concepts associated with objects in the physical world, when in 
information visualisation, the graphical models may represent abstract concepts and 
relationships that do not necessarily have a counterpart in the physical world. In many 
visualisations, both approaches use concepts from a commonly known theme to ex-
press the semantics of domain data in popular terms. For instance, landscape is a 
popular theme for visualising diverse data sets, ranging from climate data sets to large 
collections of text documents (for example, high peaks in the IN-SPIRETM document 
landscape visualisation show prominent topics, and peaks that are close together rep-
resent clusters of similar documents [3]). The third field - design computing, deals 
with the visualisation of physical objects, for example, building and interior design 
models, and abstract concepts, for example, spaces in virtual worlds. These visualisa-
tions aim to represent different aspects of designs, facilitating the development and 
evolution of design ideas [5].  

All these areas have developed some schemes to visualise communication and in-
teraction data. The tendency so far has been to present interactions in terms of the 
results they produce rather than to provide the mechanisms to encode and display 
“how” interactions unfold in time [1]. For example, network type of visualisations 
focus on displaying the relations between interacting entities. In [2] authors present an 
attempt to depict patterns in unfolding of collaboration within teams based on a 
nested-rectangles visual representation of on-line communication utterances between 
team members.  

Creating well-constructed visual representations remains a challenge (see Chapter 3 in 
[3] for some of the issues facing designers of visual representations). So far creating 
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visualisations has been essentially an adhoc process with very little or none formal design 
methods, engineering as a technology and consistent evaluation [4]. In [1] the authors 
presented a framework for designing visual languages based on human movement and 
proposed an example of a visual language. The language utilised the strength of humans 
in recognizing intuitively constructs in interactions modelled on human movement. In 
this paper we consider the design of the visualisation in the context of mobile computing 
and the delivery of the visual expressions on mobile devices.  

Human movement provides us with the metaphor for modelling the domain of in-
teractions through understandings derived from the intrinsic dimensions and qualities 
of the system of human movement. The argument for utilising human movement 
constructs places the body as central to understanding and deriving the connecting 
metaphor for the domain of interactions [6]. 

In this paper we present a methodology for designing the underlying representation 
and corresponding visualisations of the information about the dynamics of unfolding 
interactions. The method is based on elements of human movement. The paper speci-
fies the requirements towards the visualisation of information about interactions on a 
mobile device. It presents an instance of such visualisation on mobile devices and 
demonstrates its utilisation in case studies of interactions in healthcare. The paper 
concludes with a summary and directions of future research. 

2   Method for Designing Representations and Visualisations of 
     Interactions 

Proposed visualisation methodology is based on consistent semantic mapping and 
rigorous underlying formalisms. Fig. 1 presents compactly the conceptual modelling 
that enables the method for designing representations of interactions following the 
elements of human movement. The mapping, inspired by the Lakoff and Johnson’s 
approach to metaphors [7], allows to express the target domain through the constructs 
of the source domain. In the process in Fig. 1 the source domain human movement (a) 
is interpreted and formalised through the methodology developed in Movement ob-
servation science (b) [8], deriving the constructs of elasticities and qualities (c). These 
two groups of constructs provide shaping affinities for expression of interaction (e). 
The target domain (d), the domain of interactions, is expressed through the shaping 
affinities represented in the behaviour of the elasticities and qualities (f). The patterns 
of interaction (g) between involved parties [P1 and P2 in Fig. 1] are expressed through 
the behaviour of these constructs. The mapping, illustrated by the process in Fig. 1, 
takes concepts that describe two frames of reference of human movement - (i) body 
position [the place of the body in space]; and (ii) body dynamics [the motion that 
causes and expresses change from one position of the body to another], and uses their 
computational representations in the interactions domain. The set of constructs con-
sidered in this paper include the following elasticities – the rising and sinking (RS-) 
elasticity and the contraction and extension (CE-) elasticity. Table 1 illustrates the 
linking of these key groups of constructs in the source and target domains, and briefly 
describes the way these concepts relate in the context of their function in the target 
domain. The behaviour of elasticities describes the reciprocal effects between parties 
in human movement interaction.  
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Fig. 1. Linking the domains of human movement and interactions through a mapping as two 
physical systems 

Table 1. An overview of the key groups of constructs derived from the domain of human 
movement and relating them to their function in the target domain of interaction representation 

Source domain 
constructs 

Target domain 
constructs 

Mapping between source and target 
domains 

(a) Elasticities (c) Reciprocal 
effects  

Represent the reciprocal effects as integral 
dimensions of the domain of interaction. 

(b) Qualities  (d) Performatives  Represent cooperative processes 

How the interaction functions, for instance, is it independent from other interac-
tions, is it symmetrical or asymmetrical, balanced or unbalanced – all these are 
expressed by the changing shape and structure of the elasticities. Qualities generate 
a canonical structure in both domains. Similar to the use of the term in music, where 
a number of instruments or voices contribute to the overall structure with some 
modification in a dimension such as pitch, the basic idea is that parts combine to 
make the whole and that each part expresses a variable on a dimension that is inte-
gral to the domain. In the target domain this notion references the concept of 
“common ground” defined as an aggregated measure derived from the dynamics of 
participating parties in interactions. 

As form and function are intrinsically coupled in human movement, on the one 
hand, and, the purpose of the visualisation system is to allow monitoring interactions 
and depict their patterns in terms of the meta-information extracted, we have adapted 
the “Form-Semantics-Function” methodology for development of visualisation tech-
niques for visual data mining and analytics [9, 10]. Table 2 presents an example of the 
formal derivation of the form constraints for the RS- and CE-elasticities. The move-
ment analysis has been performed over contact-improvisation data. The action of the 
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Table 2. Deriving the forms of the basic elasticities from the source domain based on the corre-
sponding anatomical actions 

Elasticity Contraction and Extension Rising and Sinking 
Form 

  
Semantics The amplitude on the horizontal 

axis indicates the strength of 
interaction. In terms of interpre-
tation, it models strength as states 
of attraction, repulsion or stable 
behaviour. 

The amplitude on the vertical 
axis indicates the elastcities 
that stretch up and sink down. 

Function Describes the intensity of the 
interaction. 

Describes flow and effort of 
the interaction. 

two elasticities has been separated in vertical and horizontal directions, respectively, 
spanning a 2D representation of interactions. 

Elasticities are descried through the computational models of their qualities. In its 
current development the RS-elasticity includes four qualities, presented here in terms 
of their interpretation in the interaction domain: 

- flow ( 1
R Sq − ), which characterises the obstruction (e.g. language/social/ ultural, 

etc);  

- transition ( 2
R Sq − ), which characterises interaction in time;  

- exertion ( 3
R Sq − ), which correlates to the amount of effort required for an in-

teraction to achieve some perceived position; and  

- control ( 4
R Sq − ), which indicates the amount of control applied in the interaction.  

The CE-elasticity currently includes a single quality – intensity ( 1
C Eq − ), which in-

dicates the strength of the interaction.  
Interactions are treated as a sequence of actions, where each action belongs to one of 

participants in the interaction. We demonstrate how qualities are computed by introduc-

ing a new quantitative representation of the flow. Flow ( 1
R Sq − ) is a measure of the 

contribution of each participant to an interaction. To measure flow we look to the differ-
ence between the lengths of each participant’s actions in time. Flow is proportional to 
the difference between the relative values of the length of participant’s actions. We 
consider that each participant contributes a number of actions to the interaction. Let 
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consider an interaction j between two parties’, Pk and Pl in the interaction j. Let ti Pk( ), 

and ti Pl( ), be the respective action times contributed by Pk and Pl to the interaction j. 

Let kn  and ln  be the number of actions in the interaction j for each participant, respec-

tively. Then the flow, Flow j Pk( ,Pl) of the interaction j is defined as 

Flow j Pk( ,Pl)= 1
max nk,nl{ }

1− ti(Pk) −
ti(Pk) +

ti(Pl)
ti(Pl)

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ 

i=1

max ( nk ,nl{ }

∑  (1) 

The measure of flow, defined in equation (1) reflects domination in interaction by 
party with a large number of actions and greater duration of the actions than those 
contributed by the other party.  

In a similar way, the computational models of the other qualities are derived. The 
details of these computational models are presented in [1], except for the flow, which 
is treated in [1] qualitatively. These representations are then utilised by the visualisa-
tion model. 

2.1   Requirements towards the Visual Representation of Interactions for 
        Mobile Devices 

One of the goals of this research is visualising the information about the real-time 
dynamics of interactions on a static display. In [1] the authors have specified and 
addressed a set of requirements towards the design of the visual components (primi-
tives and their aggregations) for constructing a visual language based on the elements 
of human movement. The set includes: symmetry, regularity, similarity, connectivity, 
legend, containment and aggregation, and transparency. In this paper, we extend this 
set with additional requirements in order for a visualisation to be suitable for mobile 
devices. These additional properties, which bear some similarity to the requirements 
towards the “parallel coordinates” visualisation [11], include complexity, expandabil-
ity and scalability. “Complexity” aims at low representational complexity, so that 
through the visual representation the development and unfolding of interactions can 
be monitored in real-time on a mobile device. Expandability aims at visualisation that 
can accommodate change in the representation of interaction information. Scalability 
addresses not only the size of the data displayed, but the diversity of screens on which 
visualisation can appear, so that the displayed components remain recognisable under 
projective transformations, such as scaling, rotation, translation or if presented in 
perspective.  

Fig. 2 presents the application of our approach, shown in Fig. 1 to the design of the 
visual representation of the qualities of respective elasticities, identified in Laban’s 
system. The rules for constructing the visual elements, derived from Laban’s system 
and addressing the Form-Semantics-Function properties described in Table 2, are 
summarised in Table 3.  

The visual elements of the CE- and RS-elasticities operate in horizontal and ver-
tical direction, respectively. The production element is the visualisation unit which 
represents an interaction segment. An interaction session is a collection of interaction 
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Fig. 2. The elements of human movement and their constructs, extracted from the movement 
observation science provide the basis for the defining the shape, behaviour and aggregation of 
the constructs of the visual representation of interactions 

Table 3. Composition rules for the visual representations of the qualities of the elasticities 

Rule Visual element of the CE-elasticity Visual element of the RS-elasticity
1 Each arm of  starts at the internal 

border of the track segment and 
expands towards the external border. 

C E
iq Each curve representing the value of 

R S
iq  is symmetric with respect to 

the vertical access passing through the 
middle of the cell. 

2 The arms that represent the first quality 

1  are aligned with the lower end 
of the element; the anchor points are 
attached to the arms of 

C Eq

1
C Eq .

The cell that represents the first 
quality 1

R Sq  is aligned with the left 
end of the effort-shape element. 

3 The arms that represent each 
subsequent quality C E

iq  are 
positioned above the previous arm pair; 
the correspondence of position to the 
index number does not change 

The cells that represent each 
subsequent quality  of the 
“Rising and Sinking” elasticity are 
positioned to the right of the previous 
cell; the correspondence of position to 
the index number does not change. 

R S
iq

 

segments. It is represented by a collection of production elements that constitutes a 
production. Productions are visual expressions. They provide rich and compact view 
of the different sets of interactions, allowing to (i) grasp the macro-picture of the 
interaction flow; (ii) perform comparative analysis of different parts of the same in-
teraction; and (iii) perform comparative analysis of different interactions. 
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3   Interaction Visualisation on Mobile Devices in e-Health 

Interactions between medical practitioners and patients play a key role in healthcare, 
for instance, in determining the accuracy of diagnosis, patients’ commitment to treat-
ment regimes, and the extent to which patients are satisfied with the service they  
receive. The importance of interactions has been recognised with the development of 
relationship-centred healthcare (see [12] for a comprehensive literature review). Such 
interactions may involve parties with different background. Fig. 3 and Fig. 4 present 
different information about the interaction profiles of patient-practitioner sessions and 
how they are integrated through the mobile devices in the e-health process. Fig. 3 
presents an example from the domain of occupational therapy, labelled as Case B. It 
deals with the suitability of an elderly patient for discharge from hospital to her own 
home where she lives alone. The interaction follows the assessment of the patient by 
obtaining some measure(s) of “fitness”. The patient and practitioner interact through 
actions that are verbal and non-verbal. Each action has a time length, which is an 
argument in the functions that compute the values of the different qualities. 

Fig. 3a presents an example of a production element. The inclusion of the video is 
optional, subject to the legal agreements. Based on the values, an indicative interpre-
tation about the interaction in terms of the elasticities can be provided. The production 
view in Fig. 3b shows the entire interaction in Case B, which included four segments, 
labelled as s1, … s4. In the production the variation of the shape of: flow (q1) indicates 
an average communication between the parties; transition (q2) indicates that commu-
nication between parties occurred with reasonably quick responses to actions of fairly 
short lengths; exertion (q3) indicates complex level of interaction as it shows greater 
effort, especially in the last segment; control (q4) shows some flexibility in the middle 
of the session (segments 2 and 3) with a dominance of the practitioner towards the 
end. Fig. 3c shows the production range element, which indicates the ranges for each 
of the qualities during the session. 

Fig. 4 shows a sample of views for performing different comparisons. Fig. 4a 
shows a comparison along a single quality – the control quality in Case B. In general, 
comparison of one or more qualities, switching the rest of them in background (con-
text) mode, is a visual analytics technique that can be applied if we want to emphasise 
the dynamics of one or more specific qualities. Fig. 4b shows an example of compari-
son of productions representing the interactions of two different cases. Case D is part 
of the examination of the interaction between a doctor and a patient during a post-
operative consultation. The outcome of the task is a diagnosis that varies dependent 
on the interaction between the two parties. This fragment is snapshot of a poor com-
munication, where clinician does not wish to listen to the patient story. This mode 
offers comparison both of complete productions and of pairs of interactions. n Fig. 4b, 
the comparison of interaction segments S3 shows that in Case B in qualities of effort 
shape perform with irregular profile with exertion at min and control at max, indicat-
ing a clearly defined drive of the interaction. Case D shows an interaction with a sub-
stantial control. Comparisons across cases can include comparison between range 
elements as shown in Fig. 4c. 
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Fig. 3. Examples of views of the information about interactions that is available to the parties 
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Fig. 4. Examples of different comparison modes 

4   Conclusions 

Interactions play central role in our technologically enriched and enabled life. When 
these interactions are facilitated by information technology we can collect detail data 
about them and incorporate such data in the decision making process. This paper 
presented a methodology for developing visual presentations of the information about 
interactions on mobile devices, in order to utilise such intelligence in subsequent 
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activities. The shape and behaviour of the visual representations are based on ele-
ments of human movement as such elements are encoded in our common knowledge 
[6]. The paper formulated the requirements for such visualisations and demonstrated 
an instance of visualisation of information about interaction dynamics for mobile 
devices that addresses this need and complies with the requirements towards such 
visualisations. Proposed visualisation and supporting operations make complex dy-
namics of interactions compactly visualised on mobile devices. It enables exploration, 
comparison, summarisation, quality-specific analysis, tracking of particular patterns, 
and many other operations over the profiles of interactions.  
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The use of intentional concepts, the notion of "goal" in particular, has been prominent 
in recent approaches to requirement engineering (RE). Goal-oriented frameworks and 
methods for requirements engineering (GORE) have been keynote topics in require-
ments engineering, conceptual modelling, and more generally in software engineer-
ing. What are the conceptual modelling foundations in these approaches? RIGiM 
(Requirements Intentions and Goals in Conceptual Modelling) aims to provide a fo-
rum for discussing the interplay between requirements engineering and conceptual 
modelling, and in particular, to investigate how goal- and intention-driven approaches 
help in conceptualising purposeful systems. What are the fundamental objectives and 
premises of requirements engineering and conceptual modelling respectively, and 
how can they complement each other? What are the demands on conceptual model-
ling from the standpoint of requirements engineering? What conceptual modelling 
techniques can be further taken advantage of in requirements engineering? What are 
the upcoming modelling challenges and issues in GORE? What are the unresolved 
open questions? What lessons are there to be learnt from industrial experiences? What 
empirical data are there to support the cost-benefit analysis when adopting GORE 
methods? Are there applications domains or types of project settings for which goals 
and intentional approaches are particularly suitable or not suitable?  What degree of 
formalization and automation or interactivity are feasible and appropriate for what 
types of participants during requirements engineering? e.g., business domain stake-
holders, requirements modellers, ontology engineers, etc. 
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Abstract. Conceptual modeling notations are often designed without the benefit 
of empirical input. Reflective analysis of modeling languages can help find the 
gap between the intended design of the language and its use in practice. In this 
paper, we study instances of the i* goal and agent-oriented Framework to ana-
lyze differences between the core i* syntax developed at the University of To-
ronto and existing variations. We have surveyed 15 student assignments and 15 
academic papers and presentations in order to capture and analyze the most 
common i* syntax variations. Through this analysis we offer insights into i* 
syntax and suggestions to improve the framework and increase consistency be-
tween models.  

Keywords: Goal Orientation, i* Modeling Framework, Language Variation.  

1   Introduction 

In system development, modeling languages are introduced to serve various purposes, 
such as facilitating communication, making implicit information explicit, or acting as 
a repository for knowledge. As a modeling language is adopted and used, it is useful 
to actively reflect on the syntax and semantics of the language, including the original 
intention of the language and how it is actually used in practice, in order to inform the 
community of users and make refinements to the language.  

In this study, we focus on the i* Conceptual Modeling Framework, a goal and 
agent-oriented framework introduced in [1]. The Framework is intended to capture 
the desires which motivate system development from an agent-oriented point of view, 
capturing the goals of and interactions amongst system stakeholders and the system. It 
is directed towards the discovery and comparison of alternative system designs at a 
high level of abstraction, including the assignment of alternative responsibilities and 
the exploration of different goal operationalizations.  

Although suggestions and potential directions for use of the modeling notation 
have been provided [1] [2], the description of the Framework was left open to a cer-
tain degree of interpretation and adaptation. Consequently, the framework has been 
applied to many different areas, including requirements engineering [2], system de-
sign methodologies [3] [4], and security analysis [13] [14].  
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In existing work using i*, the core syntax of the i* framework has often been modi-
fied, or has evolved in different directions. Furthermore, experiences teaching the i* 
Framework to students has shown that they often modify the syntax presented to 
them, either intentionally or unintentionally. In this study, we survey various instan-
tiations of i* models and compare these instances to the version of i* currently used at 
the University of Toronto (U of T) [2].  A reflective analysis of the i* Framework is 
performed, looking critically at our own use of the framework, and questioning the 
assumptions underlying syntactic choices. 

In this work, we call differences between this and other styles of modeling varia-
tions. We are interested in discovering the most commonly occurred variations for 
both students, learning i*, and researchers, applying i* in their work. To this end, 15 
student assignments and 15 academic works containing examples of i* models have 
been surveyed. A qualitative analysis has been performed in order to understand the 
motivations behind the syntax variations. In our analysis, we compare the perceived 
motivations behind these variations to the original motivations behind the U of T 
syntax. As a result of our analysis, we clarify the meaning of several commonly oc-
curring syntactical structures, make recommendations for the use of i* syntax, and 
provide some suggestions for potential language modifications.  

2   Related Work 

Although use of graphical models and modeling processes have been widely stud-
ied in software engineering research, the design of modeling notations is largely 
unscientific [5]. For example, the decisions about how to graphically represent 
constructs are made based on personal taste and intuition rather than scientific 
evidence [5]. In addition, Gurr and Tourlas [6] assert that many formal accounts of 
diagrammatic languages confuse or destroy any natural reading of the diagrams. 
Moody [5] argues that most diagrams do not communicate effectively and act as a 
barrier rather than an aid.  

State of the art research in modeling languages raises the question of how model-
ing languages should be designed systematically, and how the existing modeling 
notation should evolve methodologically? The contribution in [6] expresses the need 
to define intuitive and natural models to move toward principled design of modeling 
notations. Gurr and Tourlas assert that an “intuitive” representation is one which is 
well matched to what it represents. Furthermore, whether a representation is “natural” 
concerns how it achieves its intuitive matching.  

A few research studies address common mistakes specifically in using modeling 
notations. Among them, Lange and Chaudron [7] report results from observations in 
industry that show the amount of violations of completeness and consistency rules 
among UML models developed in practice is very high. They also conducted an em-
pirical study to investigate to what extent implementers detect defects and to what 
extent defects cause different interpretations by different readers [8].  

Although defect detection is not a concern of our work, we are nevertheless inter-
ested in the effect of syntax variances on understandability and comprehension of the 
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models. We also differ from [8] in our approach to the study. In [8], UML models 
with deliberate defects were presented to the subjects of the experiment; while in our 
approach, we overviewed students’ course assignments and academic papers to dis-
cover common mistakes.  

Finally, Webster et al. [9] survey several published papers to collect both good 
practices and misuses of the i* Framework, to help requirements engineers to use the 
i* Framework in its full capacity. The misuses of i* mentioned in [9] overlap with the 
common variations we discover in this work. However, we further analyze the mis-
takes to discover why users make the variations and how the modeling language could 
be refined according to the current practice. 

To our current knowledge, no studies exist which gather common syntactical varia-
tions of a modeling notation and suggests refinements to the modeling language based 
on patterns of mistakes that users make in practice. 

3   The i* Framework 

Here, we present the i* syntax initially developed at University of Toronto [1], and 
evolved in work such as [2], as the baseline for the comparison of surveyed models. 
Focusing on this syntax does not imply that it is the default or primary syntax, in fact 
we aim to analyze the common variations of this syntax in order to understand its 
weaknesses and improve its use. The i* modeling notation includes elements such as 
goals, softgoals, tasks, resources, and relationship links such as decomposition, de-
pendencies, means-ends, and contributions. The Framework consists of two main 
modeling components: the Strategic Dependency (SD) model and the Strategic Ra-
tionale (SR) model.  

In an SD model, actors in an organizational setting are defined in terms of posi-
tions, roles, and agents. The i* modeling notation provides association links to relate 
actors. In addition, actors can depend on each other to achieve a goals or softgoal, 
perform a task, or furnish a resource. An SR model extends an SD by providing task 
decomposition, goal refinement, and goals contributions inside the boundaries of 
actors. Task-decomposition links provide a hierarchical description of intentional 
elements which accomplish a task. The means-ends links break down a goal into al-
ternative tasks that achieve the goal. Contribution links such as help, make, hurt, and 
break are used to express the impact of an element on softgoals. According to this 
syntax, tasks can be decomposed to any element. Goals can be refined using means-
end relationship, and all the elements can contribute to softgoals.   

Models in i* provide a basis for goal model evaluation. Procedures such as the one 
described in [10] propagate the level of satisfaction and denial of elements, based on a 
selection of alternatives, to ensure that actors’ top level goals are satisfied.  

4   Survey Method and Results 

In order to enhance the consistency and effectiveness of the modeling process, and 
provide a resource for students, a set of guidelines based on the U of T i* syntax was 
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developed and added to the i* Guide on the i* Wiki [11].  Guidelines were inspired by 
finding common variations via a survey of previous assignments in graduate systems 
analysis courses, as well as a set of available publications, all using i*. Inspired by the 
findings of this unofficial survey, 15 essay-type student assignments from 2006 and 
2007 and 15 academic papers and presentations were surveyed again, this time taking 
counts of specific variations to discover the most frequent variations. The assignments 
were taken from three semesters of graduate courses taught by one of the authors.  All 
assignments were surveyed, unless the students expressed an unwillingness to partici-
pate. The papers and presentations were drawn from an introductory roadmap of i* 
publications selected by Yu, work appearing in the i* Workshops, and work listed in 
the i* Wiki (see the list of Surveyed Work in the Reference Section). The survey 
covered all constructs of all models in each paper and assignment. The domains cov-
ered by the surveyed models were diverse, including health care, banking, and educa-
tion systems. The inclusion of both academic works and student assignments, allowed 
for a comparison of the types of variations made by students and newcomers to the 
variations made in research.  

In the surveyed assignments, papers, and presentations, when a model was de-
veloped using a convention contrary to the i* guidelines, it was recorded as a 
variation. If a variation occurred several times in one source, it was only counted 
once, thus the totals represent the number of assignments or academic works in 
which the variation occurred. Some variations, such as the use of certain links with 
certain elements, were clear-cut to identify, while other variations involved a cer-
tain degree of subjective judgment in their identification, for example, deciding 
that a softgoal should be a goal. In addition to analyzing the variations in 30 
sources, we performed a qualitative analysis of the motivations behind the varia-
tions, asking questions such as: What did the modeler mean to model with this 
variation? Is the underlying meaning clear?  Was the variation deliberate? Why 
was the modeler driven to make this variation?  

Table 1 lists common variations in the surveyed assignments and papers. It pro-
vides total number of variations for each category of variations for student assign-
ments and academic papers or presentations. Although we analyzed both SD and SR 
models, we detected variations only in SR models. Several of the variations are ex-
plained in more detail in Section 5. 

5   Analysis 

By performing a qualitative analysis of the motivations behind each variation, we can 
analyze whether the variation represents a potential source of confusion in a model, 
whether the convention can be seen as a shortcut for more complex syntax, or whether 
it indicates issues in the i* notation used at U of T. We have grouped variations to-
gether when we believe they stem from similar motivations. The counts for each 
variation within a particular category are provided. Due to space restrictions, we pick 
out only the most prominent variations to discuss.  
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Table 1. Summary of common variations 

 
The Nature of “Hard” Elements and Softgoals. [Decomposition links are used 
between Softgoals (3), Decomposition links drawn from softgoals to tasks (2), Means-
Ends are drawn from goals to softgoals (2), and Mean-Ends are used between  
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softgoals (1), Softgoal dependency is met by a goal (5), Softgoal dependency is met 
by a task (2), Contribution links are drawn from softgoals to tasks (4), Contribution 
links are drawn from Softgoals to goals (2), Contribution links are used between goals 
(1), Contribution links are drawn from resources to tasks (1), Decomposition links are 
drawn from goals to softgoals (5), Means-Ends are drawn from softgoals to goals (2), 
Softgoal should be goal (10), Goal should be softgoal (15), Task should be softgoal 
(8), Softgoal should be task (7), Total: 70]. 

Many of the variations can be attributed to a misunderstanding of the nature of 
hard and softgoals. Generally, users confuse hard and soft elements. Furthermore, 
several variations involved having a “hard”, non-softgoal element as a recipient of 
contribution links.  In i*, a goal, task or resource is typically considered similarly to a 
functional requirement, they are concrete states, actions or entities, respectively. From 
this point of view, it does not make sense to say that another element can provide a 
qualitative contribution to these elements (either partial or sufficient). To keep the 
differences between hard and soft elements clear, we decompose hard elements using 
only AND/OR type links (Decomposition and Means-Ends) in order to ascribe clearly 
defined decompositions to concrete elements. We can also see that modelers occa-
sionally use links associated with hard elements with softgoals, and that softgoals 
depend on hard elements in dependencies. For the first case, as the nature of a soft-
goal implies qualitative, “good enough” analysis, it is unlikely to be decomposable 
into strict AND or OR relationships, such as Means-Ends or Decomposition. Al-
though the i* Framework does retain the use of AND and OR contribution links for 
softgoals, (adopted from the NFR framework [12]), their use is infrequent..   

Similarly, when a softgoal dependency is met by a hard element, this may indicate 
a problem with the understanding of softgoals. In this situation, if the functional ele-
ment (hard element) is satisfied, the qualitative aspect will also be satisfied. In some 
cases, the underlying meaning of this type of syntax may be desirable, similar to the 
situation where a Make link is used from hard element to a softgoal. However, if the 
contribution is only partial, or not positive, this syntax should be avoided.   

In several cases, modelers have decomposed goals to softgoals, violating the re-
strictions that goals should only be decomposed to tasks. The nature of hard goals 
and softgoals implies that a softgoal should not be a means to a hard goal; suffi-
ciently accomplishing a qualitative goal, should not allow the accomplishment of a 
concretely defined state of the domain.  However, we can observe that in i* syntax a 
softgoal is allowed to be a decomposition element of a task. This seems to contra-
dict the notion of a task as a concrete series of actions. In fact, when this type of 
syntax is used, we interpret the task to represent not only the concrete actions, but 
also the desired qualities that this particular task should accomplish in order to be 
satisfied. For example, in the left snippet of Fig. 1, Send Message is only satisfied if 
the Message is Sent Securely. If the message is sent, but it was not secure, send mes-
sage is denied. Such a situation can also be created when tasks or goals depend on 
softgoals. 

This situation may lead to potential confusion if a modeler or a model reader is not 
aware of this interpretation, and instead interprets Send Message as the binary,  
 



 Reflective Analysis of the Syntax and Semantics of the i* Framework 255 

 

Fig. 1. Example Task Decomposition (left), Alternative Syntax Examples (middle, right) 

concrete act of sending a message, where, even if the message is not sent securely, it 
can still be sent. Furthermore, as Send Message becomes a decomposition element of 
other functional elements, this implied qualitative aspect is passed up the decomposi-
tion tree to other elements which could be interpreted as entirely functional. In  
addition, if a task can be decomposed to a softgoal, why can a goal not also be de-
composed in some way?   

 

Possible Responses. Although a solution to these issues may be to discontinue the 
decomposition of Tasks to softgoals, there remains a need to explicitly associate non-
functional qualities with functional elements. In the NFR Framework [   ], this was 
done using a type and topic style of naming, where goals were named by the type of 
softgoal (security, ease of use, etc.) and their domain specific topic, as “Type 
[Topic]”, see the middle of Fig. 1. Alternatively, a visual way to associate softgoals to 
functional elements which does not directly affect the evaluation of the functional 
elements could be devised, allowing the “hard” elements would retain their binary 
meaning. This alternative is shown on the right of Fig. 1. More investigation into the 
usability of the last option is required.  

 

Means-Ends vs. Decomposition. [Decomposition links are drawn directly from goals 
to tasks (9), Decomposition links are used between goals (6), Means-Ends links are 
used between tasks (3), Means-Ends links are used between goals (3), Decomposition 
links are drawn from goals to resources (1), Means-Ends are drawn from goals to 
tasks (2), Total: 24] 

In the U of T style of i* syntax, deliberate restrictions have been placed on the use 
of Decomposition and Means-Ends links between elements. A Decomposition link 
(AND Decomposition) is intended to be used only to decompose tasks into a combi-
nation of any element types, where as a Means-Ends link (OR Decomposition) is 
intended to be used only to refine a goal into alternative tasks. The results show that 
many i* users either chose to ignore or misunderstand these restrictions. 

The restrictions concerning Decomposition and Means-Ends links can be justified 
by the notion of tasks versus goals, and by the desire to prompt for the discovery of 
alternatives. In [2], a goal, by definition, can be accomplished in different ways, 
whereas a task specifies one particular way of accomplishing something. Thus, in  
Fig. 2, modeling Appointment Be Scheduled as a Goal would indicate that there are 
several different ways to schedule an appointment, while choosing to model Financial 
Management as a Task indicates that this refers to one particular way of performing 
financial management. 
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Fig. 2. Example of Decomposition Variation Recreated from [15] (left), Redrawn in the U of T 
Style (right) 

In the U of T style, the left side of Fig. 2 would be redrawn as shown on the right. 
By adding the extra task (Current Operation) between the goal decompositions and the 
original goal, we emphasize that this set of decompositions composes only a single 
way to decompose and accomplish the task. There can, in fact, be several ways to 
decompose the high-level goal, each having potentially different effects on qualitative 
aspects represented as softgoals. Despite these reasons, for reasons relating to the 
scalability and simplicity of i* models, users often relax the rules concerning Means-
Ends and Decompositions.  

Possible responses. With this in mind, we propose two levels of i* syntax, a strict 
level which follows the syntax laid out in Section 3 and a looser level which uses 
syntactical shortcuts. In the strict version of the syntax, restrictions such as those 
concerning Means-Ends and Decomposition would apply. In the looser level, these 
restrictions can be relaxed, allowing users to be more concise. Therefore we can con-
sider the left side of Fig. 2 as a “shortcut” for the right side. When a modeler chooses 
to use this simplified syntax, the underlying meaning, represented by the more de-
tailed syntax, should be clear to the modeler and the model readers. If there is any 
doubt concerning the clarity of meaning, the stricter syntax should be used.  
 
Actor Boundaries. [Decomposition links extend outside actors' boundaries (4), De-
pendency links are used inside actors (1), Means-Ends extend outside actors' bounda-
ries (3), and Contribution links extend outside actors' boundaries (6), Total: 14]   

One frequently observed variation is that a decomposition, means-end, or contribu-
tion link extends outside of an actor’s boundary. In the U of T version of i* syntax, all 
of these instances would be replaced by dependency links. It is important to limit non-
dependency links to inside boundary of the actors to emphasize on actors’ autonomy. 
In this way, externally visible actor relationships are limited to dependency link, and 
other actors do no have knowledge of the inside motivations of an actor. This situa-
tion better reflects the autonomy of actors occurring in the domain. 

By only using dependency links across actor boundaries, one can ensure that the 
SR model is consistent with the SD model, avoid confusion translated between the 
two. However, practitioners frequently violate these rules, and according to detail 
analysis of the models, scalability and usability issues lead to these variations. Al-
though these variations are not compatible with the notion of actor autonomy, they 
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Fig. 3. An example of a variation used in a paper and its representation using the U of T style 

communicate the same semantics represented with strict rules with a looser syntax 
which works as a shortcut. For example, Fig. 3 shows an example of a variation in 
[14] and its representation using the strict syntax of U of T style.  

6   Discussion 

By analyzing the results in Table 1, we can perceive several differences between the 
variations found in student assignments and academic work. It appears that students 
have more difficulty in understanding the nature of softgoals, and the differences 
between soft and hard elements. Although these notions are likely familiar to re-
searchers, students are likely to be new to these ideas. Similarly, we see that students 
are more likely to have incomplete models, lacking softgoal decomposition, and are 
more likely to misuse association links. These issues can be addressed by placing 
greater emphasis on these concepts when teaching i* to new users. 

On the other hand, we can observe that researchers are more likely to use non-
dependency links outside of actor boundaries. We can postulate that researchers are 
more likely to adapt the Framework as they see fit. If they are faced with scalability 
issues, are more likely to deviate from the syntax laid out in [1] and [2]. No other 
significant differences between student and research results are found. 

We can consider several threats to the validity of this study. First, the selection of 
academic papers and presentations was not performed in a completely random man-
ner, and the surveyor was less interested in papers which did not have deviations.  
Therefore the selection is not necessarily representative of all research applying i*.  
However, the presence of a variety of domains in the research papers and assignments 
indicates that the discovered trends generalize across modeling subject matters. 

When analyzing the differences between students and researchers, we see that the 
student assignments were often longer than the academic works, had more i* exam-
ples, and therefore had a higher chance of containing variations. However, as our 
observations of higher numbers of variations for student assignment is not universal 
across all counts, the trends observed likely remain valid. 

Finally, the qualitative analysis of the variations found in both types of work was 
performed by the authors of this work, all of whom are very familiar with the U of T 
style of i* syntax, and who are biased by the flavor of i* which we have learned and 
used. Therefore, it is possible that the intention behind variations were misinterpreted 
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in some cases. However, if the semantic intention of syntax variations can be misin-
terpreted, they may be ambiguous and problematic in general.  

7   Future Work and Conclusions 

Through a survey of student assignments and academic work, we have discovered 
frequent variations from the i* syntax developed at U of T. Through a qualitative 
analysis of these variations, we have attempted to understand the motivations for 
these variations, and compared these motivations to the original motivations for the 
syntax introduced by Yu [1] [2]. We suggest the use of strict and loose versions of i* 
syntax, the latter containing syntactical shortcuts for configurations in the former. The 
emphasis of this paper is not to avoid the loose syntax, but to be sure that modelers 
and model readers have a consistent interpretation of syntactical shortcuts. Sugges-
tions for modifications to i* syntax involving a clearer separation of hard and soft 
elements have been made. Future work should involve empirical assessments of the 
effect of adopting the loose syntax on the resulting models and model reasoning.  

The understanding facilitated by our analysis can promote consistency in i* model-
ing styles and model interpretation, and help to avoid ambiguous syntax. We have 
also pointed out potential areas of confusion for new i* users, allowing for a more 
effective formulation of curriculum involving i* modeling. 

In the future, we would like to expand our survey to include more student assign-
ments and academic papers in an attempt to verify or refute our results. In ongoing 
work, we have obtained access to i* models developed for industrial purposes in a 
software maintenance organization and are in the process of incorporating analysis of 
those models into the current study. We are also interested in examining the relation-
ship between variations and model size, exploring to what degree variations are moti-
vated by scalability issues. In addition, we are initiating a call to collect i* syntax 
variations from research groups using i* in the i* collaborative wiki. We have an 
“Open” version of the i* Guide, and invite researchers to contribute their varying i* 
syntax to the Guide [11]. By inviting others to provide examples and explanations of 
their syntax, we avoid the bias introduced when one group surveys the conventions of 
other groups. By collecting and comparing differing i* syntax, we can open a dialog 
concerning the motivations behind these differences, leading towards a more univer-
sal understanding of i* models. 
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Abstract. Strategic alignment has emerged as a usual term over the last decades 
and is now widely used. Yet the definitions available are often vague and lack 
of formalism to support a systematic reasoning. One difficulty is to deal with 
high level organization objectives, which are complex by nature, rather infor-
mal and cross-cutting. This article presents parts of an Information System (IS) 
engineering method, called INSTAL, that guides the process of eliciting IS evo-
lution requirements by analysing strategic alignment models. This paper  
focuses on the upper part of this process that consists in constructing these 
models. The INSTAL approach is original since it relies on a meta-model that 
defines alignment formally and it guides the construction of strategic alignment 
models with complementary techniques. The paper presents these features and 
their application onto a real case drawn of a French banking company. 

Keywords: alignment model, information systems, strategic alignment, strategy. 

1   Introduction 

The alignment between Information Systems (IS) and organizations' strategy remains 
one of the main areas of concern for business executives. Studies show that it was 
ranked for several years as a top issue faced by organizations. The reason for that is 
that business executives and CIOs strongly believe that it has an influence on organ-
izational outcomes, performance and competitive advantage. 

It is commonly admitted that strategic alignment (SA) is impacted by the changing 
environment. However, it is still unclear how to achieve and sustain SA over time. 
Recent researches show that IS alignment -in general- should be considered as a con-
tinuous process of co-evolution (e.g. [1], [2], [3], [4]). We believe that this peculiar 
dimension of alignment, combined with the need for a common understanding to 
communicate between the strategic and IS worlds, call for novel approaches to cope 
with SA, in particular to specify it.  

Several approaches were already proposed to deal with SA. In requirements engi-
neering it was proposed to represent in a same model the organization’s strategic 
goals and the activity and the processes through which these goals are realized. For 
Example, the B-SCP approach [5] shows how to deploy strategic goals onto IS  
requirements. However, SA is not specified or modeled as an individual concept. 
Similarly, Enterprise Architecture (EA) approaches seldom specify clearly SA (more 
details can be found in [6]). For instance, in Zachman's EA framework dependencies 
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are drawn between different facets of an organization. In the TOGAF, the organiza-
tion’s strategy is considered as an input: it is identified at early phases but not mod-
eled as the other concepts used are. None of these approaches really propose a formal 
approach to SA modeling that would support a systematic reasoning about the syn-
ergy between organizations' strategies and the IS.  

This article focuses on the process of identifying SA links and on their modeling. 
This part of the INSTAL (INtentional STrategic ALignment) method was designed to 
face several challenges: (i) the complexity of SA, (ii) the combinatorial explosion of 
links, (iii) the need for a consistency with other items such as metrics, existing docu-
ments, or other views on alignment.  

The issues raised for alignment remain valid for SA. However, the singularity of 
the SA reveals a number of additional issues: (i) conceptual mismatch, (ii) gap in  
levels of abstraction, (iii) lack of formal conceptual definition of strategy, (iv) antago-
nism time of SA (strategy being defined in the long-term), (v) combinatorial explo-
sion (strategy having a crosscutting nature), (vi) crossing nature, and (vii) lack of  
specific indicators. These issues have been considered in developing the method. 

The INSTAL method proposes (i) a process model to specify SA, and (ii) a meta-
model of SA. The originality of INSTAL stands in its guidelines to explore SA under 
different perspectives as defined by the meta-model. Besides, the INSTAL meta-
model is also novel in that it considers that SA links are complex (not just one-to-one) 
with several sources and several targets. 

The article is organized as follows. Section 2 presents an overview of INSTAL. 
Section 3 focuses on the alignment meta-model and its four perspectives on SA.  
Section 4 focuses on the upstream part of the INSTAL process, which guides SA 
modelling. Section 5 illustrates the approach using an industrial application example 
developed at BNP Paribas (BNPP). Section 6 presents a discussion and perspectives. 

2   Overview of the INSTAL Method 

The Fig. 1 gives an overview of INSTAL and its four parts described below:  

 

Fig. 1. INSTAL method overview 

The organization's part of the INSTAL method uses documents about strategy 
definition such as business plans, strategic reports, performance indicators, and opera-
tional elements such as IT components, IT functionalities, and business process speci-
fications. It is thus split into two levels: the strategic and operational levels. 
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The intermediate model part of INSTAL provides a unified view on the organiza-
tion's part. Experience shows that organization strategies are defined in terms of 
goals, actors and performance indicators and systems are specified using concepts 
such as objects, events and functions. This conceptual mismatch results in a difficulty 
to draw links between them. Strategy is also often a cross-cutting cutting concern. As 
a result, drawing alignment links between the strategic level and the operational level 
is complex and time taking. More, it can lead to a network of links between multiple 
elements. INSTAL proposes to use intermediate models to state in an abstract way 
how the elements from the operational level tend to contribute to the strategy. 

INSTAL’s alignment links part uses alignment links that relate elements from the 
strategic and operational levels. SA links aim at highlighting how operational ele-
ments contribute or not to the alignment link with elements of the strategy. As de-
tailed in the next section, we defined complex links semantically rich: analyzing 
alignment links allows highlighting cases of alignment, as well as misalignment.  

INSTAL proposes in its metrics/measures part a quantitative view on SA though 
valuations of the satisfaction of objectives. Our observations at BNPP showed us 
cases in which - although all the needed operational elements were well deployed to 
support a strategic objective - the target objectives were still not attained, for example 
because other complementary actions had not been taken (e.g. advertising, communi-
cation, price revision). Metrics and measures (found in documents) help evaluating 
SA and complete SA models.  

The methodological process of INSTAL is composed of two main goals that are to: 
model SA in order to diagnose current SA and define evolution requirements. The 
method provides guidance to achieve these goals, only the guidance to model SA will 
be detailed in this article (section 4 and 5). The outputs of the method are evolution 
requirements to obtain a future situation conform to SA requirements.  

3   Strategic Alignment Meta-model 

INSTAL exploits four perspectives on SA but the INSTAL’s formal definition of SA 
relies first on an alignment meta-model. 

3.1   Alignment Meta-model 

INSTAL is able to define SA under the form of complex links. As the left hand part 
of Fig. 2 shows it, several kinds of complex links can be considered: rake, brush and 
spider’s web. As shown in the meta-model (right hand part of Fig. 2), our approach to 
define complex links is to aggregate their source and target ends, rather than to aggre-
gate several simple links. Indeed, we observed in practice that several simple links 
can play different roles in different aggregations with other links. This approach has 
the advantage of allowing defining specific roles played by ends in SA links. 

A simple link relates one element at the source end and one element at the target 
end. Complex links establish a link between one or several source elements and one 
or several target elements. Complex links help managing complex cross cutting con-
cerns, which often impact numerous elements at the operational level. Instead of de-
fining (n x m) simple links between m cross-cutting requirements and n operational 
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Fig. 2. The four types of alignment links (left) and the alignment meta-model (right) 

requirements, INSTAL proposes to define a unique link between the aggregated m 
strategic elements and the aggregated n operational elements. Differentiating complex 
links from simple links is not enough to formalise SA, as they do not provide any 
specific semantics. INSTAL’s extensions to the alignment meta-model fill this gap. 

3.2   The Four Extensions in the SA Meta-model 

Organization extension: elements correspond to the ends in the strategic alignment 
model (in Fig. 2). The constraint is that strategic elements are involved in source ends 
and operational elements in target ends of the SA links. 
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Fig. 3. INSTAL's SA meta-model (simplified) with the four extensions 

Role extension: each end element has a role in a SA link. Five types of roles are pro-
posed. They can be combined to specify the semantics of the SA links through their 
ends. These roles were defined in INSTAL using an action research approach then 
tested on several case studies [7][8]: Necessary, Useful, Sufficient, Constrained, Con-
tradictory (and combination such as necessary and sufficient). 

Intermediate models extension: as already shown in [7][8], INSTAL provides a way 
to specify intended SA with intermediate models using the MAP formalism (they are 
thus maps). This approach was found particularly helpful to manage the different 
granularity levels, unify multiple points of views (as for business/IS alignment in [9]), 
and deal with the conceptual mismatch between the strategic and operational levels.  
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Maps are composed of sections that are triplets themselves composed of two goals 
(the source and target goals), and a tactic. The source goal of the section should be 
achieved (i.e. satisfied or satisficed) to be able to undertake the section. The section is 
achieved when the target goal is achieved. Tactics tell how the target goal can be 
achieved. Sections can be refined in a map at a lower level; this refinement mecha-
nism allows to describe SA at different granularity levels and to organize goals and 
tactics hierarchically. Maps in the INSTAL method are named SA maps and the sec-
tions provide an ambivalent view on strategic and operational levels (common inten-
tions). Each section can be associated to an SA link.  

Metrics and measures extension: a SA link can carry one or several metrics and 
measures. In practice, metrics apply to strategic elements and measures to operational 
elements. They are attached to links and not to ends because it can be necessary to 
define them even if the SA link is not complete.  

4   INSTAL Process Model for Guiding SA Modelling 

This section focuses on the identification of SA links. Guidelines are briefly presented 
and illustrated in the next section. Four complementary tactics are proposed to help in 
identifying SA links, and presented in Fig. 4 with MAP formalism. This map details 
how modelling SA, it refines a section of a higher level map (with the goals: model 
SA and define evolution requirements). Only the tactics to specify SA links are men-
tioned since we focus on these ones in this article. 
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Fig. 4. INSTAL process model to model strategic alignment 

The first tactic is based on ontology use and requires a good maturity level. The 
second one is more pragmatic, based on documents search tool. The third and fourth 
ones use respectively SA maps and metrics/measures. 

4.1   Ontology-Based Tactic for SA Link Identification 

Ontology gives a formal definition of real world phenomena as well as their proper-
ties, links, constraints and behaviours. INSTAL uses ontologies to identify elements 
in the two aligned levels, and help draw links between them. Elements are searched 
for by their type, and links are searched for between types of elements that usually 
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relate. Ontologies provide thus a way to develop a well-defined and agreed view of 
the business and systems models.  

The principle of the ontology-based tactic to identify SA links is to look for SA 
links by instantiating the concepts defined in the two proposed ontologies. Once this 
done, it is possible to look for SA link by considering only those links that are likely 
to be meaningful according the semantics of the instantiated concept. Rather than de-
fining a new ontology, we can exploit existing ones: the business model ontology 
defined by Osterwalder [10] for the strategic level and the business meta-model de-
fined in COMET [11] for the operational level. The table below summarizes some 
generic correspondences between elements of the two chosen ontologies. 

It can be used to propose links in a systematic way. Once identified, SA links must 
be evaluated according to their representativeness. The semantics of SA links can then 
be specified by defining the roles of the linked items. 

Table 1. Example of correspondences between strategic and operational level elements 

Elements at the 
strategic level

Elements at the operational level

Value Proposition corresponds to business processes. Global business processes can describe
general value propositions, detailed business processes describe offerings.

Target customer corresponds to an external actor resource. Different customer segments
exist and are characterized by different properties

Capabilities corresponds to recurrent business processes (similar business processes
that have few variants) or steps depending on the granularity of this one.  

4.2   Textual Search Tool Tactic for SA Link Identification 

When a SA map has been specified to provide an intentional view on SA, the textual 
search tool tactic can be used to identify new SA links. INSTAL recommends to start 
the search using the terms of the sections' label, i.e. its source goal (except with start), 
its target goal (except if stop), and its tactic. The basic algorithm is the following: 

For each term: 
1. delete conjunctions, determiners and reserved keywords of the search tool
2. add synonyms, hyperonyms and hyponyms --this enriches the research criteria
3. search in strategic and operational documents

 
Some search tools can be used to achieve the search. A SA link is identified when 

relevant references are found both in documents from the strategic level and docu-
ments from the operational level. A second algorithm can also be used: 

For each term: 
1’. delete conjunctions, determiners and reserved keywords of the search tool
2’. use antonym or express opposite terms
3’. search in strategic and operational documents

 
For example, 'develop multi producer application' can be replaced by 'develop 

mono producer application' or 'develop application for one specific producer'. 
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4.3   Use of Map Models for SA Link Identification 

The analysis of SA maps helps identifying new SA links. Maps are an intentional 
entry point to SA links. Moreover, a section of a SA map can be refined in another 
map at a lower level. The analysis of SA maps through refinement allows a black-
box/white-box approach for the analysis and discovery of SA links.  

For example when a spider web SA link relates to a section of a SA map which is 
refined into a more detailed map, the SA link can itself be decomposed. This is 
achieved by replacing ends to coarse grain elements by aggregate ends with finer-
grain elements that decompose them, as indicated by the SA maps. 

Another example is when the SA map shows complementary sections that require 
each other or alternative sections that are mutually exclusive. If one of them relates to 
a SA link then the link should fulfill the constraints imposed by the dependencies. 

4.4   Metrics and Measures for SA Link Identification 

Metrics explain how to evaluate the achievement of strategies. Measures indicates 
how monitoring is achieved at the operational level. When a metric is associated to a 
SA link, then the operational elements needed to evaluate the metric should be tar-
geted by the link. The other way round, the collection of measures associated with a 
SA link should be fully covered by the strategic elements that are at its source. If a 
measure appears in the link and does not seem to monitor any of the source strategic 
elements, then either it is not needed, or there is a hidden or implicit strategic element. 
In the latter case, a strategic element should be added to the SA link. 

5   Real Case Example 

The INSTAL method was applied on the case of SA at the French Retail Banking 
(FRB) of BNPP. The FRB proposes products and services throughout France adapted 
to the different customers segments. Since few years, the FRB positions as a distribu-
tor of financial solutions. It has developed partnerships, contrary to the past when it 
ensured both distribution and production. The development of partnerships allows 
distributing a wide range of financial and associated products such as insurances (e.g. 
savings, protection, and housing assurance) and credits. 

5.1   The FRB BNP Paribas SA Map 

Fig. 5 presents a SA map that helps to have a common understanding on SA. 
Different documents presenting the organization were considered and a collection 

of operational documents. The study of the FRB values and aspirations made emerge 
three main goals present in this map: (b) Attract new clients and subscriptions, (c) 
Optimize the offers (products and services) and (d) Improve the clients’ satisfaction.  

The FRB wants to optimize the offers (ac1) by developing the home banking and 
multi channels (e.g. ATM, branches, internet), (ac2) by developing the cross selling, 
(ac3) by developing product innovation, (ac4) by partnerships development etc. 
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Fig. 5. An example of SA map representing the intended SA at FRB BNP Paribas 

An important goal is also the improvement of customers’ satisfaction since a satis-
fied customer may speak in good terms of its bank and so naturally recommend it. 
Satisfied customers will stay loyal and it will be easier to sell them products and ser-
vices. The last important goal is to attract new customers and subscriptions. 

5.2   Identifying SA Links Using Ontologies 

In Table 2 the two levels to align are organized according to the ontologies, which 
makes easier to identify links between them. 

Table 2. Example of SA links identification using ontologies 

Ontologyelements at the strategic level Ontology elements at the operational level

Valuepropositions:
- Offers products and services to customers,
categories of products and services are:
saving and deposit, financial and market
investments, means of payment, asset
management…
- Develop partnerships to externalize
production in order to diversify offers (e.g.
partnershipswith insurancecompanies)

-Links with business process, some links can be directly discovered with
general abstract business process such as « offer financing products and
services» and the refined businessprocessesby products type (e.g. revolving
credits, redeemable credits), clientssegment (e.g. distribute consumer credits
to individuals clients), distribution channel etc. Typologies of products and
servicescan beuseful to map thevalueproposition to theconcerned business
processes.
- activities in the business process that correspond to production activities
and that are assumed by external actors can be mapped with the value
propositionconsisting in developingpartnerships.

Target customer:
Individual clients, entrepreneurs and 
freelance processionals, and corporate 
clients. Target customers can also be defined 
in terms of relationship, for example the 
customers’ children.

Individual clients, entrepreneurs and freelance processionals, and corporate 
clients. 
At the operational level distinction is made between physical person and 
artificial person (e.g. corporation). Attributes allow defining specific customers 
categories.

Capabilities
e.g. products management, customer 
management, sales, operations management, 
marketing…

The FRB capabilities are diverse, business processes or steps correspond and 
detail how the FRB uses its capabilities, and the capabilities and resources of 
partners, e.g. for the distribution of consumer credits the FRB uses the expert 
system of a credit partner to assess credit risk and decide on the credit.  
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As shown in Table 2, it is possible to find steps of business process corresponding 
to production activities and verify if partners are responsible of some activities. In this 
case, multiple links are specified between elements but the purpose of the links is not 
explicitly documented. It is one of the reasons we associated them to intermediate 
models. In the case of the partnerships development, ac4 in Fig. 5 will be used as an 
anchor to the SA link involving the concerned strategic and operational elements.  

5.3   Identifying SA Links Using Search Engine 

The “Copernic Desktop Search” tool was used to perform the search and “WordNet 
Search 3.0” to find related word such as antonyms and synonyms. Otherwise, the tac-
tic was implemented manually. 

Applying the search tool tactic to the section ac1 generated a SA link. To achieve this, 
the search was applied to the selected strategic and operational documents using the 
query “Optimize offers products services developing home banking multi channels 
branches website ATM Minitel”. Some terms were added because they correspond to 
various kinds of channels in the multi-channel strategy. Several references were found in 
the strategic documents. For example, the search result pointed out to a document that 
contained the texts: “... increase in client contact through the Multi-channel Retail Bank-
ing system, which includes branches, the telephone (via the Client Relations Centre), and 
the internet, through bnpparibas.net...”, “....number of contact opportunities offered to the 
various channels...”, “...home banking services...” etc. Other references were found by 
the search tool in the operational documents, they contained the following texts 
“...number of operations by channels...”, “...ATM…”, “...internet...”, “...branches...”, 
which seem to fit with the findings at the strategic level.  

Table 3 summarizes some ends (for SA links) identified using the search tool tac-
tics. The ‘-’ indicates negative links in terms of contribution (i.e. contradictory) and 
the ‘(*)’ indicates the text lacks of precision. A lower granularity level analysis is 
necessary to define the SA links precisely and decide if they are representative 
enough of the SA. A first set of links can be proposed but it has to be checked in order 
to eliminate bad proposals. For example, the development of partnerships (ac4) can be 
applied only in some business cores, the negative roles are thus to be checked.  

Table 3. Results obtained 

 

5.4   Consistency of the SA Links with BNPP Metrics 

Fig. 6 illustrates the result of the SA link modelling activity with an extract that fo-
cuses on a complex SA link between two strategic elements and three operational 
elements. Roles are defined at each end of the link to specify the role played by each 
element in the SA. Besides, the SA link is associated to section ac1 of the FRB SA 
Map, and to metrics and measures that helped specify it in a more complete way. 
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Fig. 6. SA link example 

The comparison between the target value of the metric and the sum of the effective 
measures allows knowing if the quantitative objective is (or can be) attained. 

The analysis of the consistency between operationalisation of metrics and opera-
tional elements, on which the corresponding measures should be monitored, shall al-
low identifying supplementary SA links. 

6   Conclusion 

This paper has (i) presented the alignment meta-model and its extensions for the SA 
modeling with the INSTAL method, (ii) shown how to specify complex links to 
document organization’s strategic and operational elements involvement in SA, and 
(iii) described a methodological process that guides the identification and specifica-
tion of SA models and SA links. 

The paper reports an example of application of INSTAL onto a real life case study. 
Documents were used to identify SA links and model them using three of the four 
guidelines proposed. Complementary results are: 

- Using ontologies required additional work that could have been reduced if the or-
ganization had had some maturity with ontologies. The ontologies allowed organiz-
ing strategic and operational elements, and verifying to some extent that no impor-
tant elements were forgotten in the intermediate models. 

- Modeling SA map helps localising roughly the SA links. They provide a good start-
ing point to start automated searches. Supplementary techniques are however 
needed to make the search more precise and efficient. 

- The use of metrics and measures was a good supplement to the other tactics. It con-
firmed that even when all the needed operational elements seem to be well de-
ployed, it still happens that the target quantifiable objectives (defined by metrics) 
are not attained. This revealed the need to reinforce the operational elements in-
volved or add new evolution requirements.  

We are exploring the complementarity of SA models and metrics for the analysis 
of SA, as initiated in [12]. Besides, our research activity focuses in parallel on the 
elicitation of IS evolution requirements based on systematic analyzes of SA links. 
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Abstract. The global spread of business is introducing a new trend in the  
organization of work. This dynamics in business has led to a distribution of ac-
tivities in different locations, affecting also the way people develop software. 
Developers, software engineers, quality inspectors, and also users and custom-
ers, are distributed around the world. Since stakeholders are distributed, the 
software development cannot be efficiently performed without a support for ar-
ticulating these people in a consistent way. Issues like distance, communication, 
and different time zones introduce additional difficulties to the stakeholders in-
volved in the process. This paper explores the use of an agents architecture de-
signed to support the Requirements Engineering, specifically the Verification 
and Validation (V&V) activities, in the distributed development process. A 
goal-driven approach is used to define high-level V&V goals that, after refined, 
makes possible to derive requirements and assigning responsibilities to the ac-
tors (humans, software agents, devices and programs).  

Keywords: Requirements Engineering, Requirements Verification, Distributed 
Software Development, Software Agents, Goals Models. 

1   Introduction 

The complexity inherent to the software development process increases when stake-
holders are geographically distributed. It happens due to factors such as distance, 
different language skills, and delays in communication. This process requires the 
interaction of different players, like users, customers, developers, requirements engi-
neers, project coordinator, and quality inspectors. Each of these actors plays a role in 
the process, aiming to achieve their own goals and all of them aiming to reach a 
common goal. The common goal is to obtain, at the end of the development process, a 
product that meets the needs of customers and users, with the quality desired. 

Problems like this have been successfully approached by applying the agent-
oriented paradigm. Complex systems in which stakeholders perform a variety of roles, 
interacting to achieve a common goal are natural candidates for agent-based solutions. 
Examples of agents’ application in software engineering can be found in the software 
development process [5, 10, 11] and in the requirements engineering [15].  
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We therefore propose the use of agents' paradigm to support activities related to 
requirements process, specifically addressing the requirements verification and vali-
dation (V&V). We argue that the agents’ paradigm is suitable to approach problems 
in the distributed development software process. In our view, difficulties regarding to 
disparate location of stakeholders, communication among them, and differences in 
time zones, can find a natural solution when adopting agents based solutions. It in-
cludes issues like traceability and management of requirements evolution along the 
distributed development process, sharing effective information related to the system 
under development.  

The distributed requirements engineering process needs supports from new tech-
niques and tools in order to make easier the requirements development and manage-
ment. This paper explores the use of software agents structured and designed to help 
the Requirements Engineering (RE) in distributed development. A goal-driven ap-
proach is used to define high-level V&V goals that, after refined, makes possible to 
derive requirements and responsibilities assignments to the actors (humans, software 
agents, devices and programs). 

In the next sections we present a background on the main technologies involved, 
the proposed approach describing a goal-task decomposition, some design details of 
the architecture implementation, and a discussion about the contribution of the ap-
proach to the RE context. 

2   Background 

In the global economy, the software development by geographically distributed teams 
is becoming a rule. Since the 90`s the distributed software development is increasing 
in importance for software engineering researchers. The additional problems caused 
by stakeholders geographically dispersed are reported in many research papers and 
books [2, 17]. In this scenario, requirements verification and validation for medium or 
high complexity software can involve the treatment of hundreds or even thousand 
requirements. With this complexity order it is important to provide computational 
support for the software engineer execute quality activities. We propose a strategy 
which combines natural language processing (NLP) techniques and software agents to 
support verification and validation activities; in this work we focus on the use of 
software agents to support V&V activities.  
The agent-oriented paradigm for software development has been applied in distrib-
uted artificial intelligence since the early 1980s [8]. Despite the existence of conflict-
ing definitions for agents, according to Wooldridge [18], for many authors their 
autonomy characteristic is regarded as essential. The term autonomy is used to indi-
cate that agents run not necessarily requiring the intervention of human users or other 
systems. Applications using agents are found in different areas, and more recently in 
the Software Engineering field [6] [11] [13].  

Wooldridge [18] defines software agent as a system for computer placed in any 
environment and able to take autonomous actions on the environment in order to 
achieve the desired goals. The agent monitors the environment by means of sensors, 
and can trigger actions that will occur on the same environment. Another definition 
of agents found in the literature, and that will be used in the context of this work, 
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establishes that agent is an interactive, adaptive and autonomous entity that has a 
“mental state”. Jennings et al. [14] argue that the agent-oriented technology is still 
in an early stage, but will have a significant future in software engineering. We 
believe that an agent based approach can be useful in the context of distributed 
requirements process due to the following characteristics:   

a) Autonomy: agents can monitor the environment, detecting relevant changes or 
events and reporting them to the involved people. In this work, agents can moni-
tor changes in requirements artifacts, communicating automatically these changes 
to stakeholders. 

b) Flexibility: agents can be dynamically inserted/excluded transparently in/from the 
environment of implementation. The set of stakeholders evolve throughout the 
requirements process, and the set of agents may reflect this trend. 

c) Interactivity: agents can communicate by means of messages; communication 
activities among stakeholders are essential to the activities of requirements man-
agement and agents may play part of these roles. 

d) Integration of distributed knowledge: agents can collaborate in activities that 
require integration of knowledge for decision-making. The knowledge related to 
the system is geographically distributed among the dispersed stakeholders, and 
agents can collaborate in that integration. 

e) Rationality: knowledge of stakeholders in the requirements process can be easily 
represented in the agents’ model. 

 

In our approach we explore agents’ autonomy and flexibility, and also communica-
tions among both software agents and software agents and humans. We apply goal-
oriented techniques in order to identify objectives for software agents.  

Goal-oriented techniques are used for requirements analysis and had provided a 
consistent way to refine organizational and technical objectives, which make it possi-
ble to achieve these objectives more effectively. The explicit modeling of goals and 
the integration of goals in the multi-agent systems (MAS) development have been 
widely considered in the literature. According to Evans [7], a goal is a set of states of 
the world that an agent is committed to achieve/maintain. Therefore a goal is a situa-
tion, but not all situations are goals. A set of states of the world is not always a goal 
unless an agent is committed to achieve/maintain this set of states. Requirements 
engineering is concerned with the identification of high-level goals to be achieved by 
the system envisioned, the refinement of such goals, and the operationalization of 
goals into services and constraints [4]. For this purpose, responsibilities from the 
resulting requirements are assigned to actors, such as humans, software agents, de-
vices and programs.  

There are some approaches that can be used to define and refine goals. The i* nota-
tion [20] has been used for modeling systems, aiming to show the intent of the actors, 
the dependencies between them and the non-functional requirements (NFR). For  
example, KAOS methodology [4] is aimed at supporting the whole process of re-
quirements elaboration - from the high-level goals that should be achieved by the 
composite system to the operations, objects and constraints to be implemented. After 
selecting a set of alternatives to achieve these objectives, one can elaborate on them 
during subsequent phases to make them more precise and complete. The goal refine-
ment structure for a given system can be represented by an AND/OR directed acyclic 
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graph. For this work, we use the i* notation to represent the more abstract views of 
goals, actors, NFRs, and dependencies and the KAOS notation to represent the lowest 
level decomposition. KAOS and i* approaches were both applied due to the fact that, 
in our point of view, the former is more suitable to represent low level details and the 
latter presents the ability to represent the softgoals and dependencies among them and 
actors. 

3   Proposed Approach 

The main focus of our approach is the Verification and Validation (V&V) phases, 
considering the full process of RE. During the V&V different stakeholders such as 
users, customers, developers, requirements engineers, project coordinator, and quality 
inspectors interact aiming to verify requirements quality and to assure they meet cus-
tomers and users needs. Each of these actors plays a role in the process, aiming to 
achieve their own goals and a common goal: to obtain at the end of the development 
process a quality product that satisfies customers and users. We are now interested in 
focusing the software agents architecture and the communication among stakeholders 
(human agents). Software agents can be seen as personal assistants of different stake-
holders in the V&V process, providing effective distribution of work in the RE proc-
ess context, reducing the communication problems among real actors. In order to 
illustrate our approach, Figure 1 presents the model of strategic dependency i* [20] in 
the processes of requirements verification and validation.   

This model illustrates the goals of each agent and the dependencies among agents 
in the achievement of their goals. The main actors (customer, developer, engineer 
requirements, project manager, and inspector) have relations of dependency for re-
sources, for hard goals (goals) or softgoals, which represent the intention of the  
actors.  Unlike the (hard) goals satisfaction, which can be established by means of 
verification techniques, softgoals satisfaction cannot be established in a clear-cut 
sense (used to model non-functional characteristics of the system). The dependencies 
between goals and softgoals can be established by using the NFR framework [3].  
Once specified the model of strategic dependency, the next step is the goals refine-
ment. The focus of this paper is the (hard) goals. A goal is decomposed in sub-goals 
and Commitments, and commitments are assigned to the responsibility of an agent. 
The notation employed here comes from KAOS methodology [4]. The example in 
Figure 2 shows the refinement of the SRS Verified goal into sub-goals and tasks. 

The SRS Verified goal is decomposed into two sub-goals, Inspector Verify SRS 
and Req. Eng Verify SRS, such that the satisfaction of these sub-goals entails the 
satisfaction of the parent goal. These sub-goals are decomposed into tasks. Goal de-
composition should stop when a task performed by an agent meets the satisfaction 
condition. The next step in the Goal-Task decomposition is to define the tasks that 
must be performed in order to satisfy the sub-goals. We define task according to Ev-
ans [7] as an activity that can be decomposed. First, high-level tasks are defined and 
afterwards they must be decomposed into sub-tasks. Notice that a goal describes mo-
tivation, while a task describes activity. Prepare Verification task is decomposed 
into two sub-tasks: Receive Notify and Initial Report. These sub-tasks involve the 
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Fig. 1. Strategic dependence model for verification and validation of requirements 
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Fig. 2. Goal-Task decomposition for the SRS Verified goal 
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direct commitment of four agents: Inspector (Insp), Lexical, Verifier and Require-
ments Engineer (Req Eng). The Inspector and Req Eng agent represents one or more 
instances of the actors involved. 

During the requirements verification process, developers, tests engineer, custom-
ers, and requirement engineer evaluate the SRS and interact aiming at ensuring that 
the requirements in the SRS match standards and rules and are correctly modeled. 
Each inspector brings the vision of the group to which s/he belongs: software devel-
opers, software testers, architectural designers, and clients. In this process we visual-
ize agents for identifying whether the intentions of the actor he represents are  
reflected in the document being evaluated. On the next level, the tasks are decom-
posed into actions. Due to space limitations, we go deeper only in the Initial Report 
task and in the Lexical and Verifier agents rather than others, since both are more 
related to the application and lead us to a more focused discussion. Next, the actions 
to be performed by the agent are defined. The task Initial Report is sequentially de-
composed into six actions (Figure 3). Action is an atomic unit of a function that modi-
fies the status of the system and the environment. The agent committed to a task or 
sub-task is responsible for the implementation of all actions decomposed from this 
task. For this purpose, it can request collaboration from other agents to perform  
actions. 

Initial
Report

Categorize
Requirem.

Id. Term s
for Lexicon

Convert
Doc

Extract
Req uirem.

Identify
Themes

Verify 
Sim ilarity

Lexical

AGENT

TASK ACT ION

Verifier

 

Fig. 3. Decomposition of the Initial Report task 

The Lexical agent plays the roles related to the text handling tasks like: (a) relevant 
theme identification, (b) identification of requirements or other models (such as use 
cases or test cases) associated with a particular theme, and (c) identification of issues 
relevant to textual artifacts (requirements documents, electronic messages, vision 
documents, the test cases). Beyond performing these tasks, the Lexical agent also 
creates the traceability matrix RNF x RF. To accomplish its objectives, the Lexical 
agent applies Natural Language Processing techniques. The Lexical agent collabo-
rates with the Lexical Constructor, Tracker, Visions Generator, Observer, Validator, 
and Verifier. In our example, the Lexical agent centralizes the services of lexicon 
treatment that is performed upon the requirements document. It is committed to exam-
ine different types of documents, extracting, sorting, and organizing information to 
generate an initial requirements document and an artifacts report. It provides services 
that can be used for several agents in the system, taking requests for documents con-
version, extraction of words’ stems, get contexts, identifying collocations, categoriz-
ing requirements based on relevant themes [1], and identifying terms not found in the 
lexical dictionary.  
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The Verifier agent is responsible for checking the requirements activities, like 
identifying requirements in duplicity and omissions in NFRs. In the verification proc-
ess, a possible activity is to inspect the requirements document. The process of  
inspection is characterized by the use of a reading technique applied to an artifact, 
aiming to locate discrepancies, errors or omissions, according to pre-established crite-
ria. For identifying duplicate requirements, a common error that occur when the 
stakeholders are distributed, requirements are extracted from SRS, generating the 
term-document matrix and calculating the similarity rates of Dice, Jaccard and co-
sin [16]. For omissions in NFRs a content based analysis technique is used, that is not 
presented here since the technique is not yet implemented as an agent service.  In 
order to play these responsibilities, the Verifier agent collaborates with the Lexical, 
Statistics and Communicator agents. Other functions are going to be included in this 
agent in order to extend the offered services. For short, the Verifier agent is responsi-
ble for checking the overall requirements quality. 

After identifying the agents and actions they must perform, the MAS design can be 
developed. The roles model [19] can properly be used to represent the rights and re-
sponsibilities of agents as well as the actions they must perform and its collaborations. 
The agents’ lifecycle, its internal behavior and interaction can be modeled by using 
the conventional UML (Unified Modeling Language) tools. The lifecycle phases of 
the agents (or applications) can be represented using the activity diagram. The agent 
internal behavior can be designed using the state diagram and the interactions among 
agents can be modeled by using interaction diagrams.  

4   Architecture Implementation Details  

The agents were instantiating by using MIDAS [12], a MAS development framework 
specified under the service-oriented architecture (SOA). The platform provides a 
complete execution environment in where agents can execute concurrently in the 
same host and communicate with external applications. The communication among 
the client machines and local or front-end servers is performed via HTTP protocol, 
enabling any machine connected to the Internet access the information stored in the 
container or central server using a browser. External heterogeneous systems can 
communicate in a bi-directional way with the MAS via Web Services using the SOAP 
protocol. The mechanisms embedded in MIDAS work into two abstraction levels: (i) 
in the generic architectural level, providing infrastructure services, such as message 
transport (send/receive, pack/unpack, requests translate), the control over the platform 
and agents’ lifecycle, tasks for services handling (services registry, publication and 
discovery), and (ii) in the agents’ design level, providing abstract classes that define 
the hot-spots from which specific features of the concrete agents (or components) can 
be implemented and a blackboard. The Blackboard [9] is a software entity widely 
used in symbolic cognitive multi-agent systems. It keeps a set of global variables that 
controls the environment state and the state of the problem solving. 

The platform provides GUI wizards that allow the registering and controlling the 
agents and managing the MAS lifecycle. Figure 4 shows a GUI of the MAS with the 
agents and tasks modeled in the previous section. The procedures to synchronize 
container and agents’ lifecycle can be hold at the upper horizontal bar by using the 
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Main and Agents options. On the right side, the Structure frame shows the hierarchy 
of resources, identifying agents, components and services taking part of the applica-
tion. The hierarchy is navigable, and for each selected entity, specifications details are 
shown in the Details frame placed on the left side. The example shows the details of 
services provided by the Lexical agent. The actions performed by the agents are rep-
resented as services. 

 

Fig. 4. View of the Multi-Agent System in the platform GUI wizard 

Agents use the blackboard to capture the environment state, and the implementa-
tion kernel is characterized by loops that consult the status of the verificationState 
variable in a blackboard. The actions sequence of the Lexical agent begins when the 
Requirements Engineer feels that it is time to start the verification process. After that, 
s/he defines a date and selects the participants. So, a personal agent representing the 
requirements engineer sends a message to the participants, in collaboration with the 
Communicator agent. The Verifier agent is also communicated and performs an initial 
pre-verification task. This initial pre-verification includes the identification of re-
quirements with high rates of similarity, that we call "duplicate requirements candi-
dates". After that, the Verifier agent sends this initial report to inspectors that analyses 
and use it as a basis for their reports. 

The Communicator agent is responsible for the transmission of messages to the 
stakeholders, notifying them with respect to events of interest, such as definition of 
calendars for the processes of verification/validation or changes in the system re-
quirements. The Lexical Constructor agent is responsible for maintaining the lexicon 
of the application, seeking to update the knowledge base for the organization domain. 
The Manager agent is a personal assistant of the project manager, being responsible 
for monitoring the activities of the project manager, assisting it in the scheduling of 
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the V&V activities. The Observer agent is responsible for monitoring the transactions 
described in the requirements artifacts and, in case of change, is responsible for noti-
fying those involved via Communicator help. Other agents involved in the architec-
ture but not directly related to the scope of this work were not discussed in the text.  
Further details can be found in [17]. 

5   Conclusion 

The research field of Distributed Software Development has received more attention 
from the academy in the last ten years, with an expressive amount of publications, 
many of which involving case studies, experiments, industrial reports, and surveys. 
However, after stressing the literature we could only find scarce results related to RE 
in distributed development which make use of software agents. This work proposes 
the use of MAS architecture to minimize the difficulties that arise in the distributed 
requirement engineering process for applications development. The goal-driven ap-
proach, used to specify the architecture requirements, has provided a roadmap for the 
requirements specification. The goals of stakeholders and software agents are well 
defined as goals models and both the Strategic Dependency model of i* and the 
KAOS model was applied to our aiming. While i* represent the highest-level views of 
goals with its constraints and dependencies, KAOS defines the lower-level tasks, 
actions and objects to be implemented. The decomposition of the goals in sub-goals, 
tasks and actions has facilitated the definition of roles and assignment of responsibili-
ties to the agents and stakeholders.   

Three main contributions can be considered in our approach: (i) the use of software 
agents to automate some actions necessary to the V&V process, (ii) the use of differ-
ent techniques for natural language processing in order to evaluate generated or ma-
nipulated artifacts in RE, and (iii) the design and implementation of an architecture 
for the proposed approach. Our prototype was developed to demonstrate that V&V 
tasks can be partially automated by means of software agents; it was also used to 
show that stakeholders can be assisted by personal software agents, since one agent 
can act on the behalf of a stakeholder, playing its role and following the established 
plan. 
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Abstract. Requirements engineering is an important and complex phase during 
systems development because it combines the description of the system’s domain 
with the elicitation, specification and validation of application-specific require-
ments. In this paper we propose an ontology-based requirements engineering ap-
proach that integrates the use of domain ontologies to capture domain knowledge 
into early requirements modelling techniques, which primarily aim at eliciting and 
representing the organisational and intentional context of the system. The pro-
posed approach can be used with different types of domain ontologies and differ-
ent requirements engineering techniques. The approach is illustrated using the 
REA enterprise ontology, the E3-value ontology and the i* requirements model-
ling framework.  

1   Introduction 

Early requirements engineering (RE) techniques focus on developing ‘purposeful’ 
information systems, i.e. systems that fulfil a certain purpose in an organisation [1]. 
Different early RE techniques with different types of orientation, like goal-oriented 
(e.g. i* [2]), use case-oriented (e.g. TRADE [3]) and business process-oriented (e.g. 
BPMN [4]) have been proposed. These approaches have been successfully used in 
different domains and provide concepts to develop models that include both descrip-
tive domain knowledge and prescriptive requirements for the system. However, these 
techniques fail in providing a modelling approach which clearly differentiates these 
two perspectives, which makes it hard for domain experts to develop early require-
ments models [5].  

The effectiveness of early RE techniques can be improved by using domain on-
tologies during early requirement analysis. This way, the modeller is supported in 
managing model granularity and assuring semantic quality. In this paper a mechanism 
is proposed that integrates domain knowledge in domain-independent RE languages. 
Our approach is based on the distinction between two types of model instantiation: 
linguistic instantiation and ontological instantiation. The former is concerned with the 
language definition of the modelling elements whereas the latter is used to classify the 
elements in the domain of interest [6-8].  

The proposed approach differs from the use of a domain-specific language (DSL) 
that is derived from a domain ontology because it does not ‘promote’ ontology  
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elements to modelling primitives. The result of the DSL approach is a new modelling 
language, whereas our approach integrates the use of domain ontologies into existing 
languages. We could say that the domain ontology is used at run-time during the 
analysis and development of the new system rather than considering it as yet another 
model to be included during the development process. 

The proposed ontology-based early RE approach results in models with clear do-
main semantics. By annotating models with domain concepts, domain-specific con-
straints specified in the domain ontology can be used for the analysis and synthesis of 
early requirements models. The use of a domain ontology during the development of 
an early requirements model forces the modeller to take these domain-specific con-
straints into account.  

Section 2 describes how the ontology-based modelling approach uses linguistic in-
stantiation and ontological instantiation to integrate domain ontologies (E3-value and 
REA) and early RE modelling languages (i*). In section 3 the approach is illustrated 
by using an ontology-based i* profile to annotate the goal models of an online book-
store model. Section 4 summarises the paper and discusses future work. 

2   Ontology-Based Early RE Approach 

Some researchers have used ontologies to improve the early RE phase [9-12]. Some 
of these efforts use a core ontology to evaluate the constructs of an existing modelling 
language in order to assign ontological semantics to its modelling primitives. Others 
have transformed domain ontologies into new domain-specific modelling languages. 

The research of Kaeya and Saeki [10] and Shiboaka et al [13] is most related to our 
work because they annotate early requirements statements with concepts from a do-
main ontology that is specifically constructed to support requirements analysis in the 
domain of interest. After establishing this mapping the inference rules of the ontology 
are used to detect incompleteness and inconsistency in the requirements document. In 
[13] this ontology-driven requirements elicitation method is used in combination with 
a goal-oriented modelling technique. The resulting goal-oriented and ontology-driven 
requirements elicitation method improves the goal decomposition process and pro-
vides a method to integrate domain-specific knowledge in goal models. Both studies 
show that the repeated use of domain ontologies improves the quality of the require-
ments specifications. 

The approach followed in this paper is different because we focus on integrating 
existing domain ontologies with no predefined structure into early requirements 
analysis. Additionally we link our ontology-based early RE approach to generally 
accepted modelling frameworks like UML and the Model-Driven Architecture. 

2.1   Linguistic Versus Ontological Instantiation 

Although not directly supported by the UML 2 infrastructure specification [14], it is 
recognised that two different types of “instance-of” relationships exist [8, 15].  
Figure 1 represents a simple example which illustrates these two types of instantia-
tion using the E3-value ontology [9] and a simplified i* meta-model. The elements  
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Fig. 1. Linguistic and ontological instantiation example 

of an ontology-based i* model can be classified in two different dimensions: a lin-
guistic dimension and an ontological dimension. The linguistic instantiation is con-
cerned with language definitions defining the structure and presentation of the 
model elements (e.g. Buy Media Items is a Goal). The ontological dimension relates 
the model elements to domain concepts (e.g. Buy Media Items is a Value Activity, 
meaning a collection of operational activities performed by one actor and increasing 
economic value for that actor). 

The distinction between these two instantiation dimensions (linguistic and onto-
logical) provides the starting point for our ontology-based RE approach. The main 
idea is that domain ontologies, which represent domain knowledge, are used for onto-
logical instantiation. In addition, traditional requirement modelling languages are used 
for linguistic instantiation. 

This ontology-based RE approach can be integrated within the traditional Model-
Driven Development paradigm, since UML 2 and MOF 2 constitute a framework that 
provides two types of extension mechanisms (meta-model and profile extension 
mechanism). In the proposed approach we distinguish between linguistic instantiation 
and ontological instantiation by exclusively reserving the UML meta-modelling ex-
tension mechanism for the linguistic instantiation and the profiling extension mecha-
nism for ontological instantiation. The UML 2 infrastructure specification indicates 
that no general rules exist that indicate when to use a meta-model or a profile. His-
torically, however, profiles have been used for adapting an existing meta-model with 
constructs that are specific to a particular domain.  
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2.2   Ontology-Based i* Modelling 

In this paper we illustrate the proposed ontology-based early requirements modelling 
approach by using i* goal modelling [2] for the linguistic instantiation and the E3-
value [9] and REA enterprise [16] ontologies for the ontological instantiation.  

The i* modelling framework contains two basic models for the elicitation of the 
early requirements of the systems: the strategic dependency (SD) model and the stra-
tegic rationale (SR) model. The SD model describes the dependency relationships that 
exist among the organisational actors. The SR model provides an intentional descrip-
tion of the processes that are internal to these actors. It is commonly accepted that the 
i* language provides many degrees of freedom, what hinders its systematic use [17]. 
Several sets of guidelines have been proposed to assist modellers in the use of i*. For 
instance, [18] proposes a set of guidelines for architectural modelling with i*. As 
another example, the PRiM method offers prescriptive guidelines that address infor-
mation systems modelling with i* [19]. We show that domain ontologies can also 
contribute to a more precise i* usage. 

The type of domain ontology used during the development of a new system de-
pends on the domain in which the system will operate. We have chosen for the illus-
tration two complementary business domain ontologies: E3-value and REA. The  
E3-value ontology [9] defines a series of concepts that can be used during the value-
based requirements engineering of innovative e-commerce systems. The value view-
point of the E3-value resembles the i* SD-model and as a result E3-value concepts are 
used to annotate the elements of an SD-model. As an event ontology, the REA en-
terprise ontology [16] focuses on the events occurring within the realm of a com-
pany, their participating agents, affected resources, and regulating policies. REA can 
be used as a reference for modelling a single business cycle (e.g. sales-collection) or a 
chain of business cycles, connected through resource flows. As the i* SR-model also 
 

 

Fig. 2. Annotating an i* SD model with E3-value concepts 

 



286 F. Gailly et al. 

takes the perspective of one of the actors and focuses also on the internal processes 
that result in the achievement of this actor’s goals, REA will be used for annotating 
the elements of the SR-model. 

We followed the latest UML 2.1.2 specification [14] for the definition of E3-value 
and REA-based i* profiles. These profiles are defined at the M2 level and use the 
extension relation to add business domain-specific concepts to the existing i* meta-
model specified in MOF. Figure 2 shows part of the E3-value profile for i*, extending 
the i* metamodel. The i* SD model element “Buy Media Items” is an ontological 
instantiation of the stereotype Value Activity defined in this profile. As Value Activ-
ity extends the metaclass Goal in the i* metamodel, “Buy Media Items” is also a lin-
guistic instantiation of the i* Goal concept. 

3   Illustration of the Proposal 

Figures 3 and 4 present the i* models of an online bookstore such as Amazon.com. 
We use this example to demonstrate that integrating a domain ontology by means of 
ontological instantiation improves the effectiveness of the i* modelling approach and 
provides additional possibilities to validate the model. 

3.1   E3-Value Based SD Model of the Online Bookstore 

Figure 3 presents the SD model of the order and sales process of an online bookstore, 
using E3-value for the ontological instantiation. For the representation of the ontol-
ogy-based requirements model the concrete syntax of the i* modelling language is 
used. The model elements are annotated by keywords in guillemets referring to busi-
ness domain concepts defined in the E3-value profile for i*.  

We assume the following goals: the customer wants to acquire a book and the 
bookstore wants to generate profit by selling books. At this stage we do not focus on 
one specific actor but focus on the dependencies between the different stakeholders. 
In the context of business, we propose to relate goals to the creation of value. As a 
result, goals can be ontologically classified as E3-value Value Activities. Following 
E3-value, a Value Activity is connected to a Value Interface which consist of In and 
Out Value Ports that are connected to the ports of another Actor (of opposing eco-
nomic interest) by means of Value Exchanges. In the i* SD model of the example, 
this means that each Value Activity needs (at least) two oppositely directed Value 
Exchange tasks. For instance, the “Generate income” Value Activity requires one 
Value Exchange task connecting the In Value Port of the bookshop Actor to the Out 
Value Port of the customer actor (i.e. the “Pay book” task) and one Value Exchange 
task connecting the In Value Port of the customer with the Out Value Port of the 
bookshop (i.e. the “Sell book” task). The i* task dependencies are directed from the In 
Value Port to the Out Value Port. Note that the same tasks are needed by the “Acquire 
book” Value Activity, indicating that these tasks fulfil both actors’ goals. 

According to E3-value, Value Exchanges result in the exchange of Value Objects, 
which are modelled in the example as resource dependencies. In the model, “Money” 
and “Book” are the resources being exchanged. 
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Fig. 3. E3-value based i* SD model of an online bookstore 

The example shows that the E3-value ontology offers guidelines for developing i* 
SD models for the business domain. For instance, by indicating that a goal is a Value 
Activity, we know that tasks are needed for the oppositely directed Value Exchanges 
that are needed by this Value Activity. Such modelling guidelines can be derived 
from the constraints that are part of the E3-value ontology. They can be explicitly 
incorporated in the domain ontology-based i* profiles by adding Object Constraint 
Language (OCL) constraints to the domain-specific stereotypes.  

3.2   REA Based SR Model of the Online Bookstore 

The SR model (see figure 4) for the bookstore provides an intentional description of 
the bookstore’s internal processes. The ontological overlap between E3-value and 
REA helps specifying an SR model which corresponds to the previously developed 
SD model.  

The SR model also starts from the “Generate income” goal. This goal is decom-
posed in different subgoals and subtasks which specify how it is realised. The busi-
ness operation view of the REA-ontology states that business goals can be realised by 
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Fig. 4. REA based i* SR model of an online bookstore 

Business Transactions which consist of four different phases: planning, identification, 
negotiation and actualisation. These different phases can be modelled in i* by means 
of tasks which represent the means to realise the Business Transaction goal “Selling 
books”. 

The first two phases could be further decomposed into different business events but 
the REA ontology does not propose a real classification of these business events at 
this stage. Because of the accounting background of REA, the negotiation and actuali-
sation phase are described in more detail. The negotiation phase will result in an  
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economic bundle of commitments that can be specified in a contract. Analogous to 
E3-value, REA describes that a decrement commitment which will result in the loss of 
economic resources must always be accompanied with an increment commitment that 
results in an increase of economic resources. In the example, the bookstore commits 
itself to deliver the book and the customer commits to pay for the book. These com-
mitments are fulfilled during the actualization phase of the business transaction and 
are represented as tasks linked to the actualization task by means of a task decomposi-
tion link. When the transaction is actualised, the rights to use the book are transferred 
to the customer and the money paid for the book is available for the bookstore. The 
“deliver” and “payment” Economic Events are connected to the Economic Resources 
that are needed to realise the transaction. 

The use of REA enhances the ontological correctness of i* SR models for the busi-
ness domain by providing modelling guidelines. For instance, REA specifies that a 
business transaction consists of four different phases. Furthermore it makes sure that 
the modeller makes a distinction between negotiation tasks which result in economic 
commitments and actualisation tasks which result in the actual exchange of resources. 
Moreover, the traceability of the SR model to the SD model is also improved due to 
the ontological overlap between E3-value and REA ontologies.  

4   Conclusion and Future Research 

In this paper an ontology-based early requirements modelling approach is proposed 
which provides a way to integrate the domain knowledge captured in a domain ontol-
ogy into early requirements models. The proposed approach is based on the distinc-
tion between two types of instantiation: linguistic instantiation and ontological 
instantiation.  For the practical implementation of the approach we propose the use of 
the metamodel extension mechanism for the linguistic instantiation and the profile 
extension mechanism for the ontological instantiation. This new approach is illus-
trated by extending the i* metamodels of the SD model and the SR model with re-
spectively an E3-value based profile and an REA based profile. Both E3-value and 
REA are business domain ontologies. 

Using a domain ontology for the ontological instantiation offers a series of benefits 
for the modeller. The definitions of the different concepts of the ontology, the rela-
tions between the concepts and especially the constraints defined for these relations 
can be used as guidelines during the modelling process to help assuring semantic 
quality. The instantiation of domain ontologies in models for a same application but 
with different purposes will improve the traceability between these models, especially 
if there is ontological overlap between these ontologies. 

Our research needs to be extended in different directions. At this stage the ap-
proach has not been evaluated. In the future we plan to empirically evaluate our ap-
proach in two different settings. Firstly, we plan to evaluate the domain-specific 
quality of existing i* models by annotating them with REA and E3-value based 
stereotypes. This analysis aims at demonstrating that models can be improved signifi-
cantly if a domain-specific profile extension is used. Secondly, we also plan to make 
the E3-value and REA i* profiles available to goal modellers in order to empirically 
evaluate if this results in models with higher semantic quality. Both empirical settings 
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should pay specific attention to the knowledge required of the modeller or model 
evaluator. Applying the domain-specific profile requires a basic knowledge of the 
domain ontology and it should be investigated further if the benefits of using a do-
main-specific profile outweigh the cost of learning the ontology.  

Another direction for future research is the development of appropriate tool sup-
port for our approach. At this stage, different modelling tools (e.g. Rational Software 
Modeler, Eclipse with the UML 2.0 plug-in) provide an easy way to extend MOF-
based metamodels with profiles. These profiles can subsequently be applied during 
the development of new models or they can be used to develop domain-specific mod-
elling tools. Our future work will focus on the development of domain ontology-based 
profiles that extend different types of general-purpose modelling languages (e.g. i*, 
UML). Specific attention will be paid to the integration of domain specific constraints 
into the profiles which can afterwards be used for the ontological validation of the 
models. Implementing these constraints will only be possible if they are transformed 
into OCL constraints that are defined for the domain-specific stereotypes. 

Finally we will investigate whether our approach, which is grounded in the UML 
specification, is also useful for the subsequent phases of the Model-Driven Develop-
ment process (as defined in MDA). Having an ontology-based early requirements 
model should make it easier to develop the conceptual schema of the system under 
development. In future research we want to show how early RE extensions to Model-
Driven Development methods (e.g. the i* extension to the OO-method [20]) can be 
improved by using the proposed domain ontology based requirements modelling 
approach. 
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Abstract. Since several years, a set of researches concerns process modeling of 
learning situations integrating digital technologies. Educational Modelling Lan-
guages (EML) have been carried out to provide interoperable descriptions of 
learning scenarios. In order to generalize the use of EML, it is necessary to pro-
vide authoring environments allowing users to express their intentions and re-
quirements. This paper presents the core concepts of ISiS (Intentions, 
Strategies, and interactional Situations), a conceptual framework elaborated to 
structure the design of learning scenarios by teachers-designers. The framework 
is based on a goal-oriented approach and proposes to explicitly identify inten-
tional, strategic, tactical and operational dimensions of a scenario. 

Keywords: technology enhanced learning, learning scenarios, authoring ap-
proach, requirements engineering, goal oriented approach.  

1   Introduction 

Since the beginning of 2000s, a set of researches in the field of Learning Design [1] 
concerns process modelling of learning situations integrating digital technologies. 
The purpose is to produce a “learning scenario” describing organization and sched-
ule of learning situations implying various actors (student, teacher, tutor, designer, 
etc.). At international level, various proposals of Educational Modeling Languages 
(EMLs) have been carried out as IMS-LD [2] or LDL [3]. The main challenge of 
EMLs is to propose a neutral and shared formalism, able to express the widest range 
of learning situations and to be implemented more or less automatically towards 
specific Information’s Systems (called Learning Management Systems). An EML 
allows the definition of relationships between learning goals, roles of staff and 
learners in the learning process, performed activities, environment and resources 
necessary to the learning situation. As noticed by IMS-LD authors themselves [4], 
an EML, which mainly aims expressiveness and interoperability, is not intended to 
be directly manipulated by human users. Specific authoring systems [5] must be 
provided [6] in order to allow designers to express their requirements based on their 
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own business-oriented languages and shared practices, and to develop at a lower 
cost their own scenarios. This formulation aims two combined goals: to provide a 
“computable” description able to be translated in an EML and to be understood by 
“domain specialists” sharing common vocabulary, disciplinary knowledge and 
pedagogical know-how. Our authoring approach [5] aims to better take into account 
learning scenario designers’ requirements and “business process” dimensions of 
learning scenario design which are subjects of many works in Systems Engineering 
and Software Engineering. We have particularly focus our researches on works 
concerning Goal-Oriented Requirements Engineering [7] where elicitation of goals 
is considered as an entry point of the specification of software systems as in Rol-
land and Prakash MAP model [8]. Our purpose is to provide authoring tools allow-
ing teachers-designers belonging to close communities of practice to design their 
scenarios expressing intentions and adopted strategies. 

This paper is organized in 4 sections following this introduction. In section 2, we 
describe more precisely our context, our goals and the specificity of our typical audi-
ence. Section 3 describes, with an example of scenario, our conceptual framework: 
ISiS model (Intentions-Strategies-Interactional situations) we propose to structure the 
design of learning scenarios. Before concluding, section 4 proposes a short compari-
son between ISiS and MAP model.  

2   Context of Research 

This research, made in collaboration between Laboratoire Informatique de Grenoble 
and Institut National de Recherche Pedagogique, closely associates panels of teachers 
in charge to co-elaborate and experiment models we want to implement. This work 
led us to study existing practices of sharing scenarios. Some international initiatives 
aim to propose scenarios databases in order to favour sharing and reuse practices 
between teachers, such as IDLD [9]. These databases for teachers-designers, as the 
one proposed by french minister of education: EduBase and PrimTice list scenarios 
indexed with different fields depending on the domain or subject. Their descriptions 
are very heterogeneous: from practice narrations to more structured formalizations. 
Their diversity has led us to ask ourselves on the ability of these representations to be 
understood and shared between several practitioners. 

Before describing this research, it is necessary to qualify more precisely the spe-
cific type of designers we focus on: teachers who are called to integrate digital tech-
nologies in academic context, more precisely in the French secondary educational 
system (pupils from 11 to 18 years). Our teacher-designers have a good knowledge of 
the domain to be taught and can be considered in a certain way as domain-specialists. 
They have followed a specific training to master didactical competencies (how insure 
appropriation of domain-specific knowledge for targeted audiences?) and pedagogical 
competencies (how to organize or regulate efficient learning situations?). They do not 
benefit of a deep training in computer science; however, they are supposed to master a 
certain range of basic competencies defined by a national certification. They are  
 



294 V. Emin, J.-P. Pernin, and V. Guéraud  

generally not assisted by technical specialists in charge of implementation. They have 
to use existing models, methods or tools in order to develop effective learning solu-
tions, generally in a short time compatible with their job. They may belong to a teach-
ers’ community of practice, whose emergence is made easier by Internet, and which 
allows new possibilities of sharing and reuse between practionners. They are fre-
quently implied as actors of the learning unit they design; this particularity may have 
consequences on the precision of the design where decisions can be carried out at the 
runtime phase. 

In order to capture needs, we asked [10] a pilot group of five teachers in secondary 
school to find and analyse web resources that can be qualified as “learning scenarios”. 
Their goal was to be able to reuse and integrate them in their own domains (history, 
economical sciences, German, English, technology). The first given task was to ana-
lyse search strategies that the various sites provided and to evaluate the relevance of 
the obtained results considering their own design goals. The second task was to make 
a synthesis and a set of suggestions which could allow to improve the design process. 
A set of common findings and proposals have been formulated whereas it is possible 
to observe some specific concerns for each subject. Firstly, there is a very strong 
heterogeneity of terminology concerning scenarios between subjects and within a 
single subject. The terms (scenario, phase, activity, session, play, act, competence, 
know-how, theme, etc.) are rarely clearly defined and this often complexify the ap-
propriation of scenarios developed by others. This fact underlines the importance to 
dispose of a corpus of better defined concepts to generalize real practices of mutuali-
zation. Secondly, some scenario descriptions do not deal with domain concepts such 
as studied knowledge or programs. This lack makes it difficult to find relevant scenar-
ios in a specific subject, and to identify the designer’s intentions which aim most 
frequently to solve issues related to learn some particular knowledge or acquire some 
particular competence or know-how. Then, for a given scenario, the pedagogical or 
didactical strategy is not often clarified (for example, the choice of an “expositive” 
approach or the choice of a more participative approach like collective problem solv-
ing). This lack of elicitation frequently implies a very precise analysis of the scenario 
to stand out the strategy or approach which could be an important criterion of choice. 
Finally, teachers suggest that the design task could be facilitated by providing librar-
ies of typical strategies, scenarios, or situations of various granularities. Each of these 
components should be illustrated by concrete reproducible examples. 

We present in the following section the theoretical background which can help to 
cover these needs and on which we base our approach.  

3   Proposition of a Conceptual Framework 

All these observations lead us, not to propose an alternative solution to EMLs, but to 
complete them by offering models, methods and tools to sustain design and reuse by 
non-computer specialists. A second part of the project, not detailed here, consists in 
providing mechanisms to translate business-oriented models towards different EML. 
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3.1   Theoretical Background 

Our research concerns the teacher-designer activity and we base our approach on a set 
of complementary theoretical works concerning theory of activity:  

− organization of activity, proposed by Russian psychologists such as Leontiev [11], 
defines hierarchical levels (activity, action, operation) which allow distinguishing 
intentional, strategic and tactical dimensions in the activity; 

− situated character of the activity, studied by Lave and Wenger [12] insists on the 
importance of the context in which activities take place.  

− importance of routines or schemas, that represents typical solutions given to recur-
rent problems in specific contexts. Those features have been particularly studied by 
Schank and Abelson in the context of teaching activity [13]. 

As previously said, we also take into account the recent works concerning Business 
Process Engineering and Goal-Oriented Requirements Engineering and instantiate 
them in the particular context of learning scenario design.  

For example, in MAP Model [8], concepts of goal and intention are considered as 
equivalent. MAP Model is described in these terms: “A map is a process model ex-
pressed in a goal driven perspective. It provides a process representation system based 
on a non-deterministic ordering of goals and strategies. A map is represented as a 
labeled directed graph with goals as nodes and strategies as edges between goals.”… 
“A Strategy is an approach, a manner to achieve a goal”.  

In our experimental context, we have confronted teachers-designers with those 
concepts of intentions and strategies. By linking them to their regular uses, they were 
able to define two different articulated levels: a first didactical level dealing with 
domain specific knowledge and a second pedagogical level dealing with organizing 
learning situations. For each level, they were able to define intentions and strategies.  

From this background, we have progressively co-elaborated a “business-oriented” 
model ISiS (Intentions, Strategies, interactional Situations) after a two-year project 
tightly associating teachers-designers. After evaluation of different authoring solu-
tions in learning design [5, 6], we have chosen to develop a graphical environment 
ScenEdit [14] based upon ISiS model.  

3.2   Intentions and Strategy in the Context of Learning Scenarios 

We illustrate our model with an example based on a collaborative learning scenario, 
LearnElec Scenario dedicated to the concept of “power of a light bulb” in electricity 
domain at secondary school. In this scenario, the teachers’ first didactical intention is 
“to destabilize” a frequently encountered “misconception” of students in electricity 
which is that “proximity of the battery has an influence on current intensity”. 

After having elicited his intention, the teacher-designer may choose the appropriate  
strategy he wants to use to reach this goal. In our example, the didactical intention is 
implemented with a specific didactical strategy called “scientific investigation strat-
egy” composed of four phases: hypothesis elaboration, solution elaboration, hypothe-
sis testing and conclusion as you can see on figure 1. 
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Fig. 1. An example of intentions and strategies elaborated by teachers in electricity 

Each phase can be performed through various pedagogical modes and can be re-
fined by another intention according to the type of activity, the availability of com-
puter services, etc.. In our example, the first didactical phase “hypothesis elaboration” 
is refined by a pedagogical intention called “increase the ability to work in a collabo-
rative way”. This intention is implemented with a strategy called “elaborating a pro-
posal by making a consensus” composed of two phases: “Make an individual 
proposal” and “Confront proposals. Obtain a consensus”. For each phase, an interac-
tional situation can be defined: “Individual proposal on a wiki” and “Argued debate on 
a forum with consensus”. During these two phases the teacher has an activity of “Group 
management” symbolized by an interactional situation called “Group management”.  

In the following section, we present more formally ISiS conceptual model. 

3.3   Our Proposal: ISiS Model 

ISiS model is a conceptual framework elaborated to structure the design of learning 
scenarios by teachers and to favour sharing and reuse practices between designers. 
ISiS model is based on four complementary principles. Design and exchange of learn-
ing scenarios must be facilitated by:  

− elicitation of context, particularly by distinguishing the knowledge context from 
the situational context of a learning unit; 

− elicitation of intentional, strategic, tactical and operational dimensions; 
− capability to provide flexible design processes allowing different combinations of 

steps;  
− reuse of existing scenarios, components or design patterns which allow the teacher 

to design more efficiently his scenarios. 

According to ISiS model (cf. fig. 2), organization and planning of a learning unit 
can be described with a high-level structuring scenario which reflects designer’s 
intentional and strategic dimensions. A structuring scenario organizes the scenario in 
different phases or cases by means of intentions and strategies. Each phase or case 
can be either recursively refined by a new intention or linked at a tactical level to a 
suitable interactional situation. An interactional situation can be itself described by a 
more low-level interactional scenario which defines in an operational way the precise 
organization of situations (in terms of activities, interactions, roles, tools, services, 
provided or produced resources, etc.). The interactional scenarios are the level typi-
cally illustrated with EML examples of implementation.  
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Fig. 2. An overview of ISiS model 

Figure 2 provides an overview of the ISiS model which proposes to structure the 
design of a scenario describing organization and planned execution of a learning unit: 

− the I level (Intention) allows to describe the designer’s intentions. In our field, 
intentions are closely linked to the knowledge context which defines targeted 
knowledge items (concepts, notions, competencies, know-how, abilities, concep-
tions or misconceptions, etc.). Intentions for the designer can be for example to re-
inforce a specific competence in electricity, to favour a notion discovery, to 
destabilize a frequently met misconception, etc;  

− the S level (Strategy) is related to strategic features. In order to reach goals related 
to the formulated intentions at I level, the designer opts for the strategy he consid-
ers as the most appropriate. Two main kinds of strategies can be distinguished: se-
quencing strategies organize the arrangement of logical phases (for example a 
scientific investigation strategy can be modeled as a series of four phases), distri-
bution strategies plan different solutions for identified cases (for example, a differ-
entiation strategy takes account of three possible levels of mastering). Strategies 
can be combined by successive refinements: for example, a sequencing strategy 
may precise one of the case of a distribution strategy; 

− the iS level (interactional Situation) represents the tactical level, i.e. the proposed 
solution to implement the formulated intentions and strategies. We consider that, 
for a new problem, a teacher-designer doesn’t rebuild from scratch a new specific 
solution. As underlined by works about schemas and routines in teaching activities 
[13], the teacher bases planning or adjustments upon a library of mastered solu-
tions, which are triggered by specific events. In the same way, we assume that a 
scenario designer selects situations appropriated to his intentions and strategies, 
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from a library of components. Each component, an “interactional situation”, is 
made up of a collection of interactions with a specific set of roles, tools, resources, 
according to the situational context. The situational context is characterized by a 
set of variables such as resources that can be manipulated to support the activities 
(document, tools, services), locations where activities can take place, planning 
elements in which activities must be scheduled or  number of learners, roles which 
can be distributed. For example, in order to precise his scenario for the “solution 
elaboration phase” in a collaborative way and for distant learners, a designer can 
choose a typical situation called “argued debate on a forum with consensus”. In 
another context, as for example for pupils in difficulty in classroom, he can choose 
a more individualized situation, such “choosing a solution between different possi-
ble proposals by using a MCQ tool” 

− the interactional scenario (operational level) allows to precisely describe the de-
tails of the solution, i.e. organization and process of each interactional situation. 
Nowadays, EMLs essentially focus on description of this operational level by or-
ganizing relationships between actors, activities and resources, in a given language.  

ISiS model proposes to explicit the upper levels (I, S and iS) that are generally not 
precisely defined by current methods or tools.  

3.4   Implementation of ISiS Model: Towards Flexible and Continued Design 
        Processes 

ISiS framework is not properly a method and does not propose a specific order to 
combine design steps. ISiS is based on the hypothesis that all dimensions of a sce-
nario (intentions, strategies, situations, activities, resources) must be elicited and 
interlinked in order to make easier design, appropriation, sharing and reuse. In our 
experimentations, we have analyzed the tasks led by teachers-designers [10]. Several 
design processes may be considered as shown by different studies we have led with 
teachers-designers. Some teachers may choose a top-down approach by hierarchically 
defining their intentions, strategies, situations, etc., while others may prefer to adopt a 
bottom-up approach by “rebuilding” a scenario from resources or patterns that they 
want to integrate. Then, one of our hypotheses is that the design of learning scenario 
cannot be modeled as a linear process without significantly reduce designers’ creativ-
ity. According to the designer type, according to the uses within a precise community 
of practice, several kinds of objects or methods are shared. So, resources, pedagogical 
methods, typical situations could constitute an entry point from which design steps 
will be combined. From this entry point (for example typical interactional situations), 
the designer may alternatively and recursively perform design tasks. From these prin-
ciples, ISiS model has been implemented successively by different kinds of tools 
(diagram designer or mind mapping software). In a first step, we have elaborated 
paper forms to express the different dimensions of the design (knowledge context, 
situational context, intentions, strategies, interactional situations, activities, etc.). We 
have also adapted mind mapping software where each node represents a concept (e.g. 
strategies, phases, interactional situation) and can be edited with a specific electronic 
form. These first tools based on ISiS model have been experimented in secondary 
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school by a group of five teachers in technological subjects, associated to INRP insti-
tute. Each “teacher-designer” had one month to model a learning sequence that he 
must implement during the school year, by using provided tools. All teachers accom-
plished the required task in the prescribed time, and the different produced sequences 
had a duration varying between two and six hours. Moreover, one teacher has covered 
the complete process by (1) describing his scenario with the paper forms, (2) encod-
ing the designed scenario with a specific editor (LAMS), (3) implementing the result 
automatically towards Moodle, a learning management system and (4) testing the 
scenario with his pupils. After this first experimentation, the teachers have been ques-
tioned about their design activity. 

Teachers-designers answers have shown the benefits of the model to improve the 
quality of created scenarios, to illustrate the importance of elicitation of intentions and 
strategies by users themselves, to better understand the scenarios created by others 
and  to simplify the design process by reducing distance between users requirements 
and the effectively implemented system. 

The following points can be finally raised: 

− elicitation of intentions and strategies allows the teacher-designer to better under-
stand a scenario created by a peer; 

− teachers expressed the need to provide them with reusable components allowing 
(a) to decrease significantly the design duration and (b) to explore solutions, pro-
posed by peers, able to suggest a renewal of practices; 

− the complete implementation on a LMS done by one of the teacher has been con-
sidered easier using ISiS model; 

− provided tools (paper forms and mind mapping tool) have been considered as too 
costly to be integrated in a regular professional use.  

These first results show the capabilities of ISiS model to encourage an efficient au-
thoring approach. The main restriction formulated by users consists in providing 
adapted graphical tools. To solve this restriction, we currently develop a specific 
graphical authoring environment named ScenEdit [14] based on ISiS Model.  

4   Discussion: MAP and ISiS 

In the beginning of this paper we have quoted the works concerning MAP model [8] 
as a background of our model. We propose here to quickly describe main common 
features and differences between the two models. A more complete study would be 
necessary to really compare them with common uses cases. 

MAP and ISiS are both model dedicated to design process in a goal oriented per-
spective. MAP is a more generic model than ISiS which is dedicated to a specific 
learning “business-process”. MAP has been defined in order to sustain design process 
while ISiS aims to imply actors themselves in the design of the process. To reach that 
goal, it is necessary to provide users with sufficiently accessible conceptual terms. For 
French teachers, concepts of “pedagogical intention”, “learning strategy”, and “learn-
ing situation” belong to common vocabulary. It seems to be coherent to propose a 
specific model based on those terms. The concepts of intention and strategy in MAP 
and ISiS are quite close. When MAP considers a strategy as a way to link two goals, 
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ISiS proposes to sequence two intentions where the first intention is linked to the 
strategy. Implicitly the model assumes that the second intention will be invoked after 
that the first strategy has been implemented. Concerning intentions, ISiS proposes to 
gather two or more intentions of different kinds in a same group. This allows to asso-
ciate a same strategy to several intentions, which is an explicit demand of some teach-
ers-designers. MAP proposes to organize strategies with different relationships such 
as multi-thread, bundle, path and multi-path relationships. ISiS allows those relation-
ships, at the exception of multi-threading (for ISiS, all strategies must be exclusive). 
In ISiS, alternatives are represented by a specific distribution strategy, which allows 
to distinguish several sub-strategies linked to sub-intentions which refines the main 
one. The concept of variability [15] with MAP may be declined in ISiS according two 
ways: by choosing different strategy or by associating different operational solutions 
to a same strategy. ISiS manages a “tactical level” refining the modelization of strate-
gies by linking them to their typical solutions. 

 

 

Fig. 3. Graphical notations with MAP and ISiS 

From a graphical point of view, MAP and ISiS adopt a different approach. MAP 
proposes a process as a labeled directed graph with goals as nodes and strategies as 
edges between goals. Applied to complex example, this kind of representation may 
become quickly complex and require to decompose the problem by successive re-
finements. In order to be accessible to teachers-designers, ISiS proposes to organize a 
process as an oriented tree where nodes (intentions, strategies, items, solutions) be-
long to a defined vertical level. This may improve readability but impose some re-
strictions about the depth of the tree. Figure 3 shows a same example represented by 
MAP and ISiS graphical notations.  

This comparison shows probably that the two models may be confronted in order 
to enrich the expressivity of intention-driven notations for processes. 

5   Conclusion 

In this paper, we have presented an overview of ISiS Model, a “business-oriented 
process” whose purpose is to assist teachers in the design of learning scenarios and to 
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favour sharing and reuse practices. The model, co-elaborated with panel of users, 
seems to be efficient, according first experimentations. Our actual priority is to  
experiment the dedicated authoring environment we have developed from our concep-
tual model. This experimentation aims essentially to validate the visual representation 
of a scenario we propose and to enhance the system with patterns or components 
allowing new effective practices of sharing and reuse. 
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Abstract. Analysis of temporal properties of nonfunctional – i.e., qual-
ity – requirements (NFRs) has not received significant attention. In re-
sponse, this paper introduces basic concepts and techniques needed for
the specification and analysis of time properties of NFRs.

1 Introduction

Topic. Software can be characterized by what services it provides to stake-
holders, and how well it provides these services, i.e., dependably, rapidly, and
efficiently, among other. The former are usually called functional and the lat-
ter nonfunctional (i.e., quality) requirements [2]. Research and industry seem to
agree that several complementary approaches spanning various steps of the soft-
ware development process and software evaluation are needed to ensure a degree
of quality as close as feasible to the ideal levels desired by the stakeholders [3].
Assistance can be provided to the software engineer in the form of dedicated
concepts and techniques for the specification and analysis of software nonfunc-
tional requirements. Currently, such help relies to a considerable extent on the
theoretical foundations laid out in the established Nonfunctional Requirements
(NFR) framework [2] which combines the concept of nonfunctional requirement
for representation, with contribution relationships for reasoning about NFRs.

Problem and Contributions. One perspective on setting quality levels and as-
suring that they are met, which has remained outside the scope of the NFR
framework is the specification and analysis of how levels of satisfaction of NFRs
vary over time. The framework does not cover the definition and analysis of prop-
erties of time intervals over which a particular sastisfaction level is expected of
NFRs – instead, the implicit assumption seems to be that every nonfunctional
requirement is to be fixed and enforced during the entire duration of software
operation or the development and evaluation project. Change of environment
conditions, stakeholders’ requirements, and conflicts between NFRs make this
assumption unrealistic: there certainly are intervals in system operation, during
which some NFR is to be favored over other, only to reverse the preferences
at some other times. Specifying expected levels of satisfaction over time for
NFRs helps in detecting interdependencies between NFR satisfaction levels and
indicates the need for discovering conditions for the anticipated variation of sat-
isfaction levels. This paper suggests concepts and techniques for introducing the
information about time in the specification and analysis of NFRs, that is, to
enable temporal properties of NFRs to be rendered explicit and studied.

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 302–311, 2008.
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Running example. To illustrate the suggested concepts and techniques, initial
requirements expressed for Air-Traffic Management (ATM) information systems
were analyzed. Between 1994 and 1998, the European Organization for the Safety
of Air Navigation (Eurocontrol) organized a number of consultation workshops
for the aviation community in the aim of documenting these stakeholders’ ex-
pectations regarding the ATM information systems strategy for the period after
the year 2000. Information in workshop deliverables [1] contains actual initial
considerations expressed by the various stakeholders, including a large number
of quality-related concerns. In the present paper, fragments from the case study
are used to exemplify concepts and techniques introduced in the remainder.

2 Timeline, Condition and Policy Concepts

Introducing time in the analysis of nonfunctional concerns changes how the soft-
ware engineer proceeds to the selection of alternative combinations of satisfaction
levels, which in essence amounts to the selection of a particular set of desired soft-
ware properties among alternatives. Without considering the variation of NFR
satisfaction over time, the software engineer selects among static representations
of software alternatives. However, when time is accounted for, the software en-
gineer can compare the alternative sets of behaviors of the software in relation
to NFRs over time. Static representations of alternatives such as, e.g., NFR goal
contribution graphs ([2] and related) cannot provide such comparisons.

Overall, adding time information to an NFR proceeds as follows: A timeline,
composed of time points organized into intervals is defined for each NFR; con-
ditions for the variation of desired NFR satisfaction levels are given along with
policies (see below) to apply for ensuring the desired quality leves be met; a
condition starts an interval, and the interval is set to last until the change of
conditions (timing out can also be a condition, so that specific durations can be
accounted for) – the satisfaction level of the NFR is thus assumed stable accross
each interval. Timelines of different NFRs are then combined until the entire
NFR specification is accounted for in the general NFR timeline. As iterations
in specification due to incremental acquisition of NFR-related knowledge both
by the stakeholders and the software engineer make distributed and computer-
assisted NFR specification more likely than a sequential process executed ex-
clusively by the software engineer, it is not appropriate to work on the NFR
book timeline without having elaborated individual NFR timelines. Combining
timelines is partly automated through the timeline synchronization technique
(see, Technique 3) algorithm that generates alternative paths based on trade-
offs between satisfaction levels of distinct NFRs. From there on, selecting among
alternative timelines is a matter of analysis of the general NFR timeline using
techniques described below (§3).

The presence of labels make the timeline a particularly useful means for re-
lating within a single representation the conditions, policies, stakeholders, along
with time information, and metric values. This integration, along with time-
line merging, and creation and comparison of alternatives are discussed later on
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(§3), after the present discussion defines basic timeline conceptualization and
the subsequent one introduces the condition and policy concepts.

Definition 1. A timeline Tq
def= (Gq, Fq) for the NFR q ∈ Q consists of:

1. A graph Gq = (Nq, Eq, sourceq, targetq) defined over a set of nodes Nq and
multiset (i.e., bag) of edges, with sourceq : Eq −→ Nq and targetq : Eq −→
Nq, which map, resp., an edge to its source node and an edge to its target
node.

2. A set of functions Fq used to label the graph Gq, as follows:
(a) timingq : Nq �−→ T is a partial function mapping edges to time points,

whenever times can be specified, i.e., are known by the stakeholders or
the engineer. Intervals can be derived for successor edges, and interval
duration by substituting the left from right endpoint, provided the two are
known. The time domain is introduced in Def.2.

(b) conditionq : Eq �−→ P(VCondition) places sets of conditions on edges of Gq.
(c) policyq : Eq �−→ P(VPolicy) labels edges in Gq with sets of policies.
(d) agreedByq : Eq �−→ P(

⋃
q∈Q q.Agent.Name) maps an edge to a set of

agents specified in the Agent attribute of the given NFR q. The agents are
those who explicitly marked agreement with the valued metrics specified
for the given edge (§3).

(e) setMetricq : Eq �−→ P(M × VMetric) associates sets of valued metrics to
edges of the timeline graph.

Definition 2. The time domain (T, ≤t) is a set of time points T ordered by
the binary relation ≤t. As usual, t1 <t t2 iff t1 ≤t t2 and t1 �=t t2. The relation ≤t

is linear, i.e., if t1 ≤t t2 and t2 ≤t t1 then t1 =t t2 (antisymmetry), if t1 ≤t t2
and t2 ≤t t3 then t1 ≤t t3 (transitivity), and ∀t1, t2 ∈ T, t1 ≤t t2 or t2 ≤t t1
(totality—any two members of T are comparable under the relation ≤t).

Definition 3. An interval I is a convex subset of T.

Notational conventions. Right endpoint of an interval I, denoted r(I), is its
supremum (also called its greatest upper bound); left endpoint, l(I), of I is its
infimum (least upper bound). I = (ti, tj ] is a left-open (i.e., ti �∈ I) and right-
closed (tj ∈ I) interval.

When applied, the chosen conceptualization gives a graph in which labels
indicate (i) the conditions and policies provided and accepted by (ii) a group of
stakeholders for setting (iii) specific target values for metrics that measure the
degree of satisfaction of NFRs expected to be satisfied over the given interval.
An important property of the timeline is that it is not linear: it branches, so
that distinct edges can share same nodes. Timelines branch because of trade-offs
between NFRs that cannot be satisfied simultaneously to ideal levels or because
of change in conditions that require revision of target metric levels. However,
knowing that target values must change with variation of target values of other
metrics is helpful to a limited extent: in addition to variation, both the conditions
under which variation is expected to occur and the policies to adopt in the aim
of affecting the expected degree of the metrics are of interest. Consequently, each
interval in the timeline is labeled with the Condition and Policy attributes.
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Definition 4. A condition describes constraints on the context or part thereof
for the NFR (for which that timeline is being built), under which a given set of
metric target values is considered desirable by a set of stakeholders.

Knowing the conditions facilitates the identification of actions which will aim
at changing or maintaining the given conditions. In other words, the content
of Policy refers to the goals, processes, tasks, or actions whose achievement or
execution leads, for the given interval, to the balacing of metric target values
visible on the timeline for that interval.

Definition 5. A policy is a goal, process, task, action, or a set thereof that the
stakeholders believe needs to be achieved (for goals) or executed in the aim of
ensuring the metric target values be reached under the condition associated to
the policy in the given timeline.

3 Using Timelines, Conditions and Policies

Information on time, conditions, and policies is closely related: analyzing one
without the others is possible, but additional techniques can be applied if these
considerations are treated together within a single cadre. Herein, two techniques,
defensive NFR planning and NFR planning are presented. Each involves the ac-
quisition of time and condition/policy information and its combination in order
to arrive at a timeline for the given NFR. After timelines are acquired, they
are then combined first locally within the same context (i.e., meaningfully re-
lated set of NFRs, such as the NFRs obtained by decomposing some higher-level
NFR), and then accross contexts using in both cases the timeline synchroniza-
tion technique (Technique 3). As the said technique generates a large number
of alternative paths on synchronized timelines, pruning techniques are also sug-
gested to assist in selecting the most desirable one on which the stakeholders can
agree. The techniques presented in the remainder of the section thus integrate the
various information acquired for the time and condition/policy considerations.
Notice however, that timelines not only integrate this information, but also part
of preferences information and record agreement between the stakeholders par-
ticipating in the development process: preferences appear in the form of metrics
and branches which result from alternative sets of metric values, themselves the
result either of varying conditions, or disagreement of the stakeholders—those
agreeing on labels for timeline edges are specified in the labeled timeline. Elic-
itation and analysis of preferences and agreement is relegated to later sections
for clarity of presentation.

Technique 1. (Defensive NFR planning.) Defensive planning serves as a first
step in making the software and the relevant part of its environment responsive
to random events whose occurrence can affect the level of NFR satisfaction.
Because of inherent unpredictability, the duration of such events and hence the
starting and ending time are unlikely to be available. The construction of the
timeline is condition-driven, whereby combinations of conditions are identified,
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Fig. 1. Defensive NFR planning for the NFR Airport capacity utilization efficiency

desired (target) metric values are given for all metrics of NFR that interact with
the NFR for which the timeline is being built, stakeholders agreeing with the
set metric values are identified and noted, alternative values are written down
as well along with the stakeholders who suggested them, and finally, policies for
meeting the given quality levels are referenced on the obtained timeline. In case
an alternative is suggested, the condition line branches, as in Fig.1. In essence,
timelines used for defensive NFR planning are decision trees which provide an
overview of scenarios (i.e., sets of conditions) and associate with each a set of
stakeholders, policies, and target metric values. A simple way to visualize such a
timeline is with a table, as in Fig.1, where: conditions are noted above columns
in which corresponding target metric values, agreed upon by a set of referenced
stakeholders, are set; the bottom row identifies the policies the stakeholders
suggested to meet the target quality levels.

Example 1. Fig.1 is an example of the output obtained by application of Tech-
nique 1. The graph indicates that all columns in the table are alternatives. Metric
values are examples only. The metrics to list in the table are those that correlate
with the metrics of the NFR for which the timeline is being built (the latter
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Fig. 2. NFR planning with a timeline for the NFR Expenditure visibility

are included in the table as well). Each column in the table contains the condi-
tions, target metric values desired under the given conditions, the stakeholders
who agree on these metric values, and the policies whose application is expected
to lead to set metric levels. As discussed above, another visualization of the
same information is a decision tree in which leaves indicate conditions, policies,
stakeholders, and metric values, while branching occurs whenever conditions are
combined. Without going into the detail of NFRs for the NFR listed in Fig.1,
the metrics mentioned therein are specific to the ATM domain—for instance,
AirportCapUtil compares the estimated or real capacity utilization with theoret-
ical airport capacity, whereas T&LOverPopAreaZones may either compare levels
of noise in noise sensitive areas (i.e., populated areas) over which takeoff and
landing may be permitted under specific conditions, or the frequency of take-
off and landing over these areas. Notice that an arrow, oriented up for metrics
to maximize, and down for those to minimize is also mentioned in the table.
Observe further that combinations of conditions are indicated as for Short term
demand changes, and that alternative sets of metrics, stakeholders, or policies are
indicated by splitting the condition line, as for Heavy weather contingency when
combined with Short term demand changes.
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Technique 2. (NFR planning.) The NFR planning technique is applied instead
of Defensive NFR planning (Technique 1) if: (i) conditions are predictable (which
is often the case when defining quality levels for processes common in the given
domain – here, e.g., communication during landing or takeoff, various security
procedures, slot changes, and so on, as well as the project management processes
associated to the development or evaluation project – see, Ex.2), and (ii) sequence
of conditions may matter (in Defensive nfr planning, sequence is difficult to estab-
lish because of unpredictability). The graph representation of the timeline tends
then to differ in NFR planning in that the timeline does not involve alternatives
only (or mostly) as is the case in Defensive NFR planning. To simplify the reading
of the timeline, loops indicate edges that can be optionally taken, whereby it is
assumed that the loop is executed only once if no other indication is given in the
graph (such as the maximal number of times the loop can be executed).

Example 2. Fig.2 shows a tabular representation of timeline information and
gives a graphical representation of the timeline to show alternatives in the form of
branches and loops. Intervals in the timeline carry alphabetical labels to associate
the two parts of the visualization.

Technique 3. (Timeline synchronization.) Synchronization amounts to com-
bining timelines so as to build the general NFR timeline which integrates con-
ditions and policies associated with all of the individual NRF timelines. Accom-
plishing this manually while accounting for the various possible alternatives is
inappropriate, as the merging of two relatively simple timelines illustrates: in
Fig.3, the usual representation with loops is first expanded for both timelines
to show the alternative paths, while the rightmost part of the figure shows a
part of the combined timeline in which many alternatives are represented. Syn-
chronization is thus partly automated to make the task feasible; it proceeds as
follows:

1. Select two timelines Tq1 and Tq2 in the same context.
2. Apply the GenerateAlternatives algorithm (see below) to Tq1 and Tq2

generate a third timeline Tq3 which contains all possible alternative paths
obtained by combining the intervals from each of the two timelines.

3. Apply pruning techniques (see below) to reduce the number of relevant al-
ternative paths in Tq3 .

Example 3. Fig.3 shows the partial result of synchronizing two timelines. Fol-
lowing the notation established earlier (see, Fig.2), each label on the interval
is associated with conditions, target metric values, stakeholders, policies, and
durations. Combining these results in intervals which carry, at first simply com-
bined labels, but later require checking for consistency—the principal indicator
for checking and possible revision being the negative interactions (obtained from
correlations) between metrics whose trade-offs are not accounted for in individ-
ual timelines, but do need to be treated in the synchronized timeline (i.e., a
metric in Tq1 interacts negatively with a metric in Tq2). Observe in the middle
of Fig.3 that the time is represented above the extended timeline forms so that
the length of the intervals be proportional to their durations.
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Fig. 3. Synchronizing two arbitrary timelines

Technique 4. (GenerateAlternatives algorithm) The algorithm takes two time-
lines Tq1 and Tq2 to produce a third timeline Tq3 which contains all allowed al-
ternative paths obtained by combining Tq1 and Tq2 . First, the set of timepoints
is built for Tq3 . Let

Tq1 = (Gq1 , Fq1),
Tq2 = (Gq2 , Fq2),
Tq1 = {ti | ∀ni ∈ Nq1 , ti = timingq1

(ni)}, and
Tq2 = {ti | ∀ni ∈ Nq2 , ti = timingq2

(ni)}.

The first part of the algorithm generates the set of timed nodes Tq3 for Tq3 ,
provided a complete ordering of nodes in Tq1 and Tq2 is available (i.e., it is enough
to associate arbitrary times to nodes, while only ensuring their order corresponds
to what is expected by the stakeholders):

01 begin GenerateAlternatives
02 i ← 0; Tq3 ← ∅; Ntemp ← Nq1 ∪ Nq2

03 while ti ≤ Max (Ttemp) and ti ∈ Ttemp do
04 ti ← Min (Ttemp)
05 if ti �= ti−1 then Tq3 ← Tq3 ∪ {ti} end if
06 Ttemp ← Ttemp \ {ti}; i ← i + 1
07 end while

Paths from Tq1 and Tq2 are then combined to construct Pq3 (pi
q3

denotes the
i-th path in timeline Tq3). It is assumed that a function getPaths : {T } −→ {P}
returns the set of all paths of a timeline:

08 i ← 0; j ← 0; k ← 0; Pq1 ← getPaths(Tq1); Pq2 ← getPaths(Tq2)
09 while k ≤ |Pq1 | do
10 while j ≤ |Pq2 | do
11 while ti ≤ Max (Tq3) do
12 pi

q3 ← pi
q3 ∪ {Ei : l(Ei) = Min(ti ∈ pk

q1 , ti ∈ pj
q2) and

r(Ei) = Min({ti, ti+1 ∈ pk
q1} ∪ {ti, ti+1 ∈ pj

q2} \ {l(Ei)})
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13 E′ ← E ∈ Eq1 , E ⊆ E′; E′′ ← E ∈ Eq2 , E ⊆ E′′

14 setMetricq3(Ei) ← (setMetricq1(E′) ∪ setMetricq2(E′′))
15 agreedByq3

(Ei) ← (agreedByq1
(E′) ∪ agreedByq2

(E′′))
16 conditionq3(Ei) ← (conditionq1(E′) ∪ conditionq2(E′′))
17 policyq3

(Ei) ← (policyq1
(E′) ∪ policyq2

(E′′))
18 Pq3 ← Pq3 ∪ pi

q3 ; i ← i + 1
19 end while
20 j ← j + 1
21 end while
22 k ← k + 1
23 end while

Let pathsToEdges be the function that takes the set of paths and returns the
unique set of edges employed to build the given paths. The third timeline is then
defined as follows:

24 Eq3 ← pathsToEdges(Pq3)
25 Fq3 ← {setMetricq3 , agreedByq3

, conditionq3 , policyq3
, timingq3

}
26 Tq3 ← (Tq3 , Eq3 , Fq3)
27 end GenerateAlternatives

Example 4. Fig.3 illustrates the use of the algorithm by visualizing the two input
timelines and the result as a branching timeline, easily obtained from the formal
timeline definitions.

By progressively combining all NFRs’ timelines, the general NFR timeline can be
constructed. As visible from the algorithm, visual check of the obtained timeline
is required to ensure combined conditions, policies, and metric values are not
inconsistent. If inconsistencies are detected (taking the form of, e.g., incompatible
metric values or preferences, contradictory conditions or policies), they ought
to be resolved by either adjusting the problematic paths or eliminating them.
Ideally, these checks should be performed early, after each application of the
algorithm so that problems are detected and resolved before moving further
with timeline synchronization. It is apparent that combining timelines using
the GenerateAlternatives algorithm results in complex trees difficult to analyze
visually for more than a few NFRs. The following technique are used to reduce
the set of alternative paths to consider.

Technique 5. (Pruning criterion: Pareto efficiency) Under the reasonable as-
sumption of stakeholder rationality, and knowing that changing the metric target
values may affect, if interaction is present, other metrics’ target values, any path
to maintain in the timeline must be Pareto efficient.1 In the present terminology,
a path is Pareto efficient if there is no interval on it such that a target metric
value associated to this interval can be improved without degrading the target
value of another metric on the same path. That degradation will occur is known
from the correlation between metrics.
1 In economics, an allocation of resources between economic agents is Pareto efficient

if any change in the allocation intended to improve the part of some agents makes
at least some other agents worse off.
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Other criteria and associated techniques for path selection not discussed in
the present paper, though relevant are:

– Pruning by probable paths : If statistical data is available on the ocurrence of
conditions and the execution of processes fulfilling the policies indicated in
the timeline (data may come from, e.g., comparable processes put in place in
other project), probabilities can be associated with conditions and policies
in the aim of selecting the most probable paths.

– Pruning by risk : Identifying least preferred paths may be of interest (this
can be driven by identification of least-preferred intervals, which is simpler
to execute than by observing entire paths), as the conditions associated to
them clearly pose a risk in terms of quality levels. Knowledge of problematic
conditions may provide indications useful for revising conditions and policies
on preferred paths in order to make them more robust. Such revision can be
executed by applying Defensive NFR planning over preferred paths.

– Priority-based highest-metric pruning: A classification of paths by aggregate
priority level and aggregate metric target level may point automatically to
prioritized and most preferred paths to consider.

As no single technique guarantees by itself an appropriate choice of path,
combining several of the above techniques may provide insight from different
perspectives and reduce the set of interesting paths to a manageable number.

4 Conclusions

This paper opens up a discussion of the specification and analysis of time proper-
ties of NFRs. The aim has been to suggest basic useful concepts and analyses and
point to difficulties. More thorough study of both the specification and analysis
of NFR temporal properties is necessary, as the variation of NFR satisfaction
levels over time is a fact. Various temporal formalisms are available, and their
relative worth should now be studied in light of the likely (un)availability of
information. Methodological considerations will receive considerable attention,
given the difficulty to predict and plan for the variation of NFR satisfaction
levels. Our current focus is on additional analysis techniques, the integration of
the concepts discussed herein with NFR, and the automation of the techniques.
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Geographical Information Systems are nowadays considered as one of the most
challenging and promising areas that might beneficiate from research advances
in conceptual and semantic modeling. It has been largely recognised that the
integration of semantic and conceptual models within Geographical Informa-
tion Systems will help to develop innovative solutions for the benefits of urban
and environmental applications. This is very much the objective of the SeCo-
GIS workshop that serves as an integrated forum for disseminating research and
experience in conceptual and semantics issues associated to Geographical In-
formation Systems. It brought together leading researchers and developers to
discuss the state of the art, and to understand novel challenges and emerging
research directions.

The SeCoGIS workshop has been originally initiated from two successful series
of workshops, Conceptual Modeling for Geographic Information Systems (CoM-
oGIS), and Semantic-based Geographical Information Systems (SeBGIS). The
SeCoGIS workshop is organized in a single-track specialised session to highly
stimulate interaction amongst the participants. The co-location with the Entity-
Relationship Conference allows cross-fertilization and mutual interactions be-
tween the ER and GIS research communities.

The call for papers attracted 20 papers, which were submitted by authors
from 10 countries and 3 continents, clearly illustrating the international nature
of the domain. The program committee consisting of 31 researchers conducted
three to four reviews of each paper and selected 9 papers for presentation and
discussion at the workshop.

The workshop was organised in three sessions of 3 papers each. The first
session is devoted to foundational issues. The second session covers ontologies
and location-based services. Finally, the third session addresses the issues of
interoperability and spatial infrastructures.

Many people help in putting together this workshop. First of all the Steering
Committee was in charge of the initial conception and reality of the workshop.
The Program Committee has been very much efficient on carefully reviewing
the papers under a very tight schedule. Special thanks to Philippe Rigaux for
providing the MyReview program, which was used during the reviewing process.
We hope that you find the program and presentations beneficial and enjoyable
and that you had during the workshop many opportunities to meet colleagues
and practitioners.
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Abstract. For geographic applications, it is of great interest to study the  geo-
metric properties of the sphere. Spatial models that directly deal with geo-
graphic coordinates are able to contemplate such aspects that would be 
otherwise disregarded by flat 2D models. For example, on the Earth’s surface, a 
point which is to the East of another point could be reached travelling to West 
as well. Being situated at the North Pole, taking any direction would mean trav-
elling to South. In this paper, we study projective relations on the sphere, a 
category of spatial relations more general than cardinal directions and that, to-
gether with topological relations and qualitative distances, represent the essence 
of qualitative spatial relations.   

Keywords: Projective relations, Qualitative spatial relations, Spherical geometry.  

1   Introduction 

Most Geographical Information Systems (GISs) deal with 2D spatial data. The inter-
est of directly treating spherical coordinates has been recognized by many research-
ers, such as in [1, 2]. Developing geometric models of the globe is especially 
important in recent times with the increasing interest in global problems.   

If quantitative spatial analysis tools for the Earth surface are not much developed, 
the study of qualitative relations for human-computer interfaces has never begun on 
the sphere, with the notably exception of the work on topological relations [3], ex-
tending the 9-intersection model. The research issue of spatial relations on the sphere 
was identified, among others, by Usery [4]: the passage from a flat model to a global 
model is not obvious especially on a small scale map, depicting entire countries, when 
the terrestrial curvature is not irrelevant.  

In this paper, we describe a qualitative model for ternary projective relations 
among extended objects on the sphere. Models for projective relations among points 
in 2D [5] or among extended regions in 2D [6, 7] or 3D [8] are not directly applicable 
to a spherical surface. In detail, we take into consideration the 5-intersection model 
for 2D extended regions [6], revising the definitions of the basic relations and extend-
ing it with some new relations that can only be defined on the sphere. We obtain a set 
of jointly exhaustive and pair-wise disjoint (JEPD) set of 42 projective relations on 
the sphere (against the 34 on the plane). Finally, we apply the model to describe car-
dinal directions on the Earth, because cardinal directions can be considered a special 
case of projective relations.  
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In Section 2, we describe preliminary concepts about the geometry of the sphere. 
In Section 3, we briefly recall the 5-intersection model in 2D. In Sections 4 and 5, we 
introduce the model for projective relations among points and regions on the sphere, 
respectively. In Section 6, we customize the model of Section 5 to deal with cardinal 
directions on a spherical Earth. In Section 7, we draw short conclusions.  

2   The Geometry of the Sphere  

As a general introduction to the subject, in [9] authors describe eleven properties of 
the sphere (i.e., the 2D spherical surface) and discuss whether these properties 
uniquely determine the sphere. On the sphere, there are no straight lines in the usual 
sense. Straight lines in the  plane or in the space are characterized by the fact that they 
are the shortest paths between points. The curves on the sphere with the same prop-
erty are the great circles. A great circle subdivides the sphere in two hemispheres. 
Taking great circles as a replacement for lines, it is possible to define polygons and 
other geometric objects on the sphere. A notable property of great circles is that, 
given two distinct points A and B on the sphere, if the points are not antipodal, they 
determine a unique great circle, while if they are antipodal there are infinitely many 
great circles containing A and B. Such a property is called the first incidence relation 
for the sphere. The second incidence relation is that two distinct great circles meet in 
exactly two antipodal points.  

Contrary to the plane, on the sphere there exist polygons with two sides: any 
two great circles meeting in two antipodal points divide the sphere into four re-
gions, each of which has two sides. Such a region is called a lune or a biangle, 
from the analogy to the part of the moon that is illuminated by the sun and at the 
same time visible from the Earth. The vertices of a lune are antipodal points and 
the two angles of a lune are equal. A definition of a region on the sphere is not as 
intuitive as a region on the plane. In fact, a region on the plane can be defined as 
the portion that is inside a closed curve. The same definition on the sphere would 
be ambiguous because it is not straightforward what part of the sphere should be 
considered the “inside” and what part the “outside”, as any closed curve on the 
sphere subdivides the sphere in two finite parts. Therefore, to avoid the ambiguity 
in defining a region, it is necessary to state explicitly which part of the sphere is 
the interior of the region. Similarly to definitions in 2D [10], regions are simple if 
they are regularly closed (i.e., °= AA ) and without holes and disconnected com-
ponents. Regions are complex if they are regularly closed and have holes and dis-
connected components. The model that is developed in the paper refers to complex 
regions without restrictions.  

The convex hull of a region A, indicated as CH(A), is the intersection of all the 
hemispheres that contain A. The convex hull of a region can be defined if the region is 
entirely contained inside a hemisphere. A convex region is always contained inside a 
hemisphere. If a region cannot be contained inside a hemisphere, its convex hull de-
generates to the whole sphere.  
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3   The 5-Intersection Model on the Plane   

A ternary relation among three objects A, B, and C is denoted with r(A,B,C). We as-
sume that the first object A involved in the relation r has the role of primary object 
and the second and third objects have the role of reference objects. Therefore the 
relation r(A,B,C) should be read as “A is in relation r with B and C”. The order of the 
reference objects B and C affects the orientation, that is, an orientation from reference 
object B to reference object C is assumed. 

The basic projective relation in the plane is the collinearity of three points. Three 
points x,y,z are collinear if they lie on the same line. Given an oriented line connect-
ing the two reference points y and  z, the plane is subdivided in two half-planes and 
the line itself is subdivided in three parts. This gives rise to the five projective rela-
tions between (bt), rightside (rs), leftside (ls), before (bf), after (af). If two of the 
points are coincident, the three points are trivially collinear, since two points deter-
mine a line. If all three points are coincident, they are also trivially collinear because 
there are infinite lines incident in a point. In the case the two reference points are 
coincident, we refine the relation collinear in the relations inside  (in) and outside 
(ou). The set of ternary relations among points rs, ls, bt, bf, af, in, ou is a JEPD set of 
relations, as it was proved in [6]. 

The definitions for points are a special case of the definitions for regions. The rela-
tion collinear among regions can be introduced as a generalization of the same rela-
tion among points. For a complete discussion about definitions of collinearity for 
regions see [11]. If two reference regions B and C have disjoint convex hulls, then 
two pairs of common tangents are uniquely defined: the external common tangents 
and the internal common tangents (Fig. 1(a)). The internal common tangents subdi-
vide the plane in four cones. The external common tangents define the convex hull of 
the union of the two reference regions: such a convex hull corresponds to the accep-
tance area of the relation bt. By intersecting the convex hull with the four cones, we 
obtain the acceptance areas of the relations rs, ls, bf, af. As a special case, if the two 
reference regions have not disjoint convex hulls, internal common tangents cannot be 
defined and the plane can be partitioned in two areas, corresponding to relations in 
and ou (Fig. 1(b)).  

 

(a)  (b)  
                        
Fig. 1. (a) The partition of the plane into five areas for disjoint convex hulls of reference re-
gions; (b) the partition into two areas for non disjoint convex hulls of reference regions  
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The 5-intersection matrix can be defined by considering the empty/non-empty inter-
sections of the primary region A with the five acceptance areas:  
 

 A ∩ Leftside(B,C)  
A ∩ Before(B,C) A ∩ Between(B,C) A ∩ After(B,C) 
 A ∩ Rightside(B,C)  

 
The 5-intersection can have 25–1 different configurations. Each configuration corre-
sponds to a projective relation among three regions A, B, and C, where 

∅=∩ )()( CCHBCH . The matrix with all five values equal to zero does not corre-

spond to a relation. For ∅≠∩ )()( CCHBCH , we consider the following  

2-intersection matrix:  

A ∩ Inside(B,C) A ∩ Outside(B,C)
 

which can assume the values (0 1), (1 0), and (1 1). Overall, the model identifies a 
JEPD set of 34 projective relations among three regions of the plane.  

4   Projective Relations among Points on the Sphere 

The most primitive projective relation is collinearity, as discussed in [11]. Equiva-
lently, on the sphere three points are said to be collinear if they lie on the same great 
circle. If they do not lie on the same great circle, they are said to be aside. Notice that 
three points can be aside if none of them makes a pair of antipodal points nor coinci-
dent points; otherwise they are collinear. Let us find an equivalent of the 5-
intersection model for three points of the sphere. The line passing through two distinct 
reference points y and z should be substituted by the great circle passing through y and 
z, which is unique if y and z are not antipodal points. However, the concept of direc-
tion from point y to point z should be better defined: if on the plane this concept is 
unique, on the sphere we can connect y to z following the two opposite directions 
along the great circle. Therefore, it seems opportune to define the direction from y to z 
as the one following the shortest path. Equivalently, the chosen direction is the direc-
tion that permits to reach z from y remaining in the same hemisphere as y and z. We 
indicate with ],[ zy  the arc from y to z, extremes included. We indicate the longer arc 

from z to y with ),( yz , extremes excluded. In this way, we are able to define a parti-

tion of the sphere in 4 parts: the arc ],[ zy , the remaining part of the great circle 

),( yz , and the two hemispheres that are determined by the great circle (see Fig. 2). 

The hemisphere to the right of the arc ],[ zy  will be indicated as +
yzHS  and the hemi-

sphere to the left will be indicated as −
yzHS . The two hemispheres correspond to the 

relations rs and ls. The arc ],[ zy  corresponds to the relation bt. The arc ),( yz  corre-

sponds to the relation nonbetween (nonbt). With respect to the 5-intersection for 
points on the plane, on the sphere we cannot subdivide the relation nonbetween in the 
two relations af and bf. To build a JEPD set of relations, we additionally introduce the 
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Fig. 2. Projective relations identified by two reference points 

Table 1. The definitions of projective relations among points on the sphere 

name short name definition 
collinear coll(x,y,z) czcycxccirclegreat ∈∈∈∃ ,,:  

aside aside(x,y,z) ¬ coll(x,y,z) 
rightside rs(x,y,z) +∈ yzHSx  

leftside ls(x,y,z) −∈ yzHSx  

inside in(x,y,z) x=y ∧  y=z 
outside ou(x,y,z) yx ≠ ∧  y=z  

in_antipodal in_ant(x,y,z) (x=y ∨  x=z) ∧  antipodal(y,z) 
out_antipodal out_ant(x,y,z) yx ≠ ∧ zx ≠  ∧  antipodal(y,z) 

between bt(x,y,z) zy ≠ ∧ ¬ antipodal(y,z) ∧ ],[ zyx ∈  

nonbetween nonbt(x,y,z) zy ≠ ∧ ¬ antipodal(y,z) ∧ ),( yzx ∈  

relations inside, outside, in_antipodal, out_antipodal, which take care of particular 
cases (see Table 1).  

5   Projective Relations among Regions on the Sphere 

Two regions B and C are contained in the same hemisphere, same_hemisphere(B,C), 
if it is not possible to find a pair of antipodal points y and z in CH(B) and CH(C), 
respectively:  

same_hemisphere(B,C) = )]],()[()[( zyantipodalCCHzBCHy ¬∈∀∈∀  

For a region that contains two antipodal points, it is not possible to build the con-
vex hull, in the sense that the convex hull coincides with the sphere.   

When applied to the sphere, the 5-intersection model for regions maintains the desir-
able property of subdividing the space in five distinct acceptance areas and identifying 
five basic projective relations (single-tile) and their combinations (multi-tile relations). 
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This allows us to continue to use the same theoretical developments that applied to the 
plane in the case of the sphere.    

Given two reference regions B and C, embedded on the sphere, in making the con-
struction of the five acceptance areas in which the sphere is subdivided, the first step 
is to consider the equivalent of internal and external tangents to regions B and C. 
These tangents are obtained by replacing tangent lines with tangent great circles. A 
tangent great circle to a region (say B) is defined as follows: if we take the plane con-
taining the great circle and the tangent plane to the sphere at the point of intersection 
between the great circle and region B, the intersection between these two planes is a 
line tangent to region B. We can define an internal tangent for regions B and C on the 
sphere as a great circle that is tangent to both regions B and C and leaves the two 
regions in two opposite hemispheres. We can define an external tangent for regions B 
and C on the sphere as a great circle that is tangent to both regions B and C and leaves 
the two regions in the same hemisphere.  

B
C

ls
bt

rs

af

bf

 

Fig. 3. Projective relations identified by two reference regions 

Obviously, it is possible to make the above construction when internal and external 
tangents for the two reference regions do exist. The two internal tangents subdivide the 
sphere in four lunes: reference regions must be contained in a pair of opposite lunes (see 
Fig. 3). The condition for the existence of internal tangents is that the convex hulls of the 
reference regions must be disconnected. Regarding external tangents, they leave the two 
reference regions in the same hemisphere. It is not possible to find external tangents if 
reference regions B and C contain two antipodal points. Therefore, the two reference 
regions must be contained in the same hemisphere. Joining the two conditions, to apply 
the 5-intersection model, the two reference regions must be contained in the same hemi-
sphere and their convex hulls must be disconnected. The convex hull of the union of B 
and C determines the Between(B,C) acceptance area. The four lunes that are determined 
by the internal tangents minus the Between(B,C) area define the Before(B,C), After(B,C), 
Rightside(B,C), and Leftside(B,C) acceptance areas. The Before(B,C) and After(B,C) 
areas touch in the antipodal point of the internal tangents’ intersection. The same happens 
for the  Rightside(B,C) and Leftside(B,C) areas.  
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Table 2. The definitions of projective relations among regions in the sphere 

relation definition acceptance area 
coll(A,B,C) °∈∀ Ax  [ °∈∃ )(BCHy  

[ °∈∃ )(CCHz  [coll(x,y,z)]]] 
Coll(B,C) = ),( CBLunebf  ∪  

),( CBLuneaf ∪ °∪ ))(( CBCH  
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To make a JEPD set of relations, we have to contemplate various special cases. If 
the two regions lie on the same hemisphere, but their convex hulls are not discon-
nected, it is possible to build the convex hull of the union of the two regions: a pri-
mary region A can be either inside or outside this convex hull.  

If the two regions do not lie on the same hemisphere, but they lie on two opposite 
cones, there are no external tangents. Hence, it is not possible to define a between 
area. Also, it is not possible to define the shortest direction from B to C. Still the 
sphere is subdivided in four lunes by the internal tangents. A primary region A can be 
inside the lune of B (relation B_side), inside the lune of C (relation C_side), or inside 
one of the two other lunes (relation BC_opposite).  

If the two regions’ convex hulls are not disjoint and they do not lie on the same 
hemisphere, there are no internal tangents and the convex hull of their union coincides 
with the sphere. Therefore, this case can be considered as a separate projective rela-
tion, which we call entwined. In Table 2, there is a summary of definitions for all the 
relations discussed so far. The JEPD set of projective relations for three regions on the 
sphere is given by all possible combinations of the following basic sets: 

• between, rightside, before, leftside, after (31 combined relations); 
• inside, outside (3 combined relations); 
• B_side, C_side, BC_opposite (7 combined relations); 
• entwined (1 relation).  

In summary, in the passage from the plane to the sphere, we identify 8 new basic 
relations. The set of JEPD relations is made up of 42 relations.  

6   Mapping the 5-Intersection to Cardinal Directions   

Cardinal directions have been studied as a particular category of qualitative spatial 
relations between 2D points [12] and regions [7]. Cardinal directions between ex-
tended regions over geographic coordinates of the Earth can be easily expressed as a 
particular case of the 5-intersection model on the sphere. We make the simplified 
assumption that the Earth is spherical. We assume a set of four cardinal directions 
(North, East, South, West) applied between two regions: a reference region R2 and a 
primary region R1. Let us make a correspondence between a cardinal direction and a 
projective relation on the sphere as follows: replace the reference region C with the 
North pole, the reference region B by the reference region R2 of the cardinal direction, 
and the primary region A by the primary region R1 of the cardinal direction. The ac-
ceptance area for North is the Between(R2, North Pole). The acceptance areas for 
South, East, and West are the Before, Rightside, and Leftside, respectively. The After 
area corresponds to the antipodal lune of that containing R2 and we assume that it is 
undetermined with respect to the cardinal direction. The two internal tangents are the 
two meridians touching regions R2. For example, in Fig. 4, region R2 is Europe: Af-
rica is south of Europe, Americas are west of Europe, Asia is east of Europe. 

The North region, as we just defined it, corresponds to the Between region, 
including therefore the reference region. An alternative definition for the North is the 
difference between the Between area and the convex hull of the region R2. This would 
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Fig. 4. Mapping of the four cardinal directions to the 5-intersection  

also make a symmetry between North and South regions, which would both be  
defined as the two parts in which the lune containing the reference region R2 is sepa-
rated by R2 itself.  

7   Conclusions 

In this paper, we illustrated a model for projective relations on a spherical surface. We 
showed that the most of the concepts that were developed for projective relations on the 
plane can be reused by some adaptations. It is interesting that the model for points loses 
one relation passing from the plane to the sphere, since no after/before distinction can be 
made. Instead, the 5-intersection for regions in the sphere is able again to make such a 
distinction. To obtain a JEPD set of relations, we had to consider various peculiar cases 
that did not exist on the plane and, therefore, new relations on the sphere. Further work 
would be needed to find the composition table for reasoning with projective relations on 
the sphere and to integrate them with topological relations and qualitative distances. 
Finally, we showed an application of the model to the four cardinal directions in geo-
graphic coordinates, thus providing sound definitions of cardinal directions among ex-
tended regions on the sphere. With regard to this application, further work is necessary to 
refine the basic geometric categorization in four directions, taking also into account user 
and context-dependent aspects that influence the way people reason with cardinal direc-
tions. The diffusion of web tools, such as Google Earth, also suggests to investigate how 
to integrate qualitative projective relations within them.   
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Abstract. Although intensive work has been devoted to spatio-temporal quali-
tative reasoning models, some issues such as management of complex objects 
life and motion remain. In this paper, we propose a model dealing with exis-
tence and presence of object concepts. First, we introduce spatio-temporal 
states, which express existing spatio-temporal relationships between two ob-
jects at a given time. Spatio-temporal states decision tree is presented. Based on 
this new representation, we construct a finite set of life and motion configura-
tions which can be seen as a way to categorise spatio-temporal histories. Then, 
we present the model itself which is based on 25 generalized life and motion 
configurations. Indeed, these generalized configurations are assimilated to line-
line topological relationships obtained by projecting life and motion configura-
tions in a primitive space. Finally, generalized life and motions configurations 
conceptual neighbourhood diagram and their interpretation in natural language 
are given.  

Keywords: Spatio-temporal reasoning, spatio-temporal states, life and motion 
configuration, primitive space, spatio-temporal generalization, natural language 
interpretation. 

1   Introduction  

For years now, spatio-temporality has been key research issue in Geographic Informa-
tion Science [1]. Indeed, temporality is closely related to spatiality for most geographi-
cal applications. Furthermore huge amount of spatio-temporal data is now available; 
spatio-temporal acquisition techniques such as the GNSS, RFID, Wi-Fi…are becoming 
casual. Researches in this area concern data acquisition techniques, information model-
ling, information management, visualization, analysis, ontologies, continuity [2]…. 
Potential applications are numerous; movement description, crime mapping, epidemiol-
ogy, behaviour monitoring, robot navigation, way finding, battlefield information analy-
sis system, logistics, fleet management, cultural heritage management... It is therefore 
crucial to develop efficient spatio-temporal analyses and reasoning processes to fully 
exploit these incredible information sources. Spatio-temporal modelling concerns spa-
tio-temporal objects and also spatio-temporal relationships between these objects. De-
scription of spatial relationships, spatial representation and spatial reasoning are typical 
qualitative spatial reasoning topics [3]. This branch of AI has provided comprehensive 
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spatial calculus such as RCC [4] and 9-intersection [5]. Integrating time in such models 
was a quite logical evolution [6, 7]. For instance, Gerevini and Nebel [8] have “tempo-
ralized” RCC with the temporal logic of Allen. They have proposed the Spatio-temporal 
Constraint Calculus (STCC) which is based on a combination of the 8 connection rela-
tionships (RCC-8) between two regions [9] and the 13 temporal intervals relationships 
proposed by Allen [10] and which describes spatial constraints during a valid time in-
terval. Similarly, Wolter and Zakharyaschev [7, 11] have “temporalized” the RCC with 
the propositional temporal logic (PTL). There exists another way to develop spatio-
temporal reasoning models. As mentioned in [6, 12], spatio-temporal reasoning is not 
just the addition of space with time; the world itself can be seen as composed of spatio-
temporal entities. Thus, it is sensible to develop spatio-temporal reasoning based on 
spatio-temporal shapes [13]. Muller has proposed an integrated vision of spatio-
temporal entities which is described in [14]. He considers space-time histories of objects 
as primitive entities and analyses directly spatio-temporal shapes or histories. He defines 
a specific space-time to characterise classes of spatial changes, which is the first full 
mereotopological theory based on space-time as a primitive. Recent models also use 
integrated qualitative description of space and time parameters such as distance, speed, 
acceleration to reason with and infer new knowledge. The analysed values are repre-
sented qualitatively in regard of their stability or not. For example, the qualitative trajec-
tory calculus (QTC) [15] in its basic form describes in a qualitative way movement 
between two moving object assimilated to points. It assumes that two moving objects 
are disjoint most of the time. It is worth mentioning a work realized by Noyon et al [16] 
which introduces a relative representation of trajectories in space and time. Their objec-
tive was to represent space as it is perceived by a moving observer using basic primi-
tives such as relative position and velocities. However, some spatio-temporal issues are 
not fully handled by these models and still have to be explored. We wish to point out 
three of them. First, most of trajectories descriptions models focus on collision detection 
and postulate that two moving objects share most of the time spatial disjoint relation-
ships during their evolution. In many cases, it would be interesting to analyse what’s 
happening when two objects share the same place during a certain period of time, e.g. in 
the field of crime mapping when a murderer meets his victim or in epidemiology when 
a carrier meet a healthy person during more than on instant Secondly, most of the mod-
els consider only coexisting objects. However, it could happen that an object “disap-
peared” for a while (e.g. an object leaves the analysed zone or information’s cut occurs 
such as a GPS cycle-slip). Finally, using these reasoning models requires implementing 
new spatio-temporal operators (in STDMS or STIS). The model proposed in this paper 
attempts to answer these issues. Our aim is to develop a spatio-temporal reasoning 
model valid for coexisting and non coexisting moving objects, considering new vision 
of spatio-temporal relationships between them. At this stage of our research, we assimi-
late objects to points. This new representation of spatiality including life and existence 
properties is used to create a complete set of life and motion configurations. Theses 
spatio-temporal configurations represent all the possible interactions between two points 
from topological and temporal points of view. Having identified possible life and mo-
tion configurations, we wish to propose a spatio-temporal qualitative calculus that uses 
existing topological operators. The selected operators are those of the 9-intersection  
established for line-line relations [5]. To apply such operators, we need to link spatio-
temporal histories to life and motion configuration and project them in a primitive space 
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[14], i.e. a space where spatial and temporal dimensions are not differentiated. This 
projection allows us to generalize life and motion configurations into a small finite set 
of primitive relations between two moving objects (corresponding to two lines) with 
enough remaining information to perform spatio-temporal analyses. Thus, in a prelimi-
nary step, we will be able to reason about spatio-temporal information using already 
implemented topological operators. The paper is structured as follow. First we present 
the concept of “spatio-temporal states” and their representation. Then, we construct life 
and motion configurations by combining theses “spatio-temporal states”. After that, we 
present our reasoning model which is the projection of the life and motion configura-
tions in a primitive space and some common sense explanation in natural language of 
the generalised spatio-temporal relationships. Finally, we conclude. 

2   “States” Model and Spatio-temporal Representation 

2.1   Spatio-temporal States 

Spatio-temporal evolution of objects can be rather complex; it is not limited to sharing 
or not sharing common place during a given time interval. Questions like existence, 
appearance, presence… occur: does a baby exist before his birth? Will this retired 
soccer player play again? Does this guy who is not working in a company exist for 
this company? Does a key is still present when in a pocket? In the preliminary step of 
our research, we have decided to reduce somehow the scope of spatio-temporal evolu-
tion by considering only moving points. We do not deal with other spatial representa-
tions such as regions or solids, and consequently we do not consider change of 
shapes. In terms of temporality, we wish to consider first continuous concepts such as 
existence and presence. By continuous we mean concept that last during a certain 
time interval. Then we will discuss instantaneous concepts, such as birth or death, 
appearance and disappearance. We are going to define different kinds of spatio-
temporal states between two objects. By state we mean an existing relationship be-
tween two objects at a given time. We start with concept of existence. There is a time 
period where an object has not yet existed and one where it will not exist anymore. 
We also believe that an object which stopped to exist could not revive and that objects 
must have existed at least more than one instant to be considered. At a given time, 
four possibilities occur between points A and B: A does not exist and B does not exist 

{∄A ∧∄B}, A exist and B does not exist {∃A ∧∄B}, A does not exist and B exist {∄A 

∧∃B} and finally, A and B exist {∃A ∧∃B}. When existent, an object can be present 
or not. Examples of existing but non present objects could be a pedestrian who left a 
studied street, a thief who is in jail… In all theses cases, the object continue to exist 
but is not in the analysed space or it is not visible in this space. At a given time, four 
possibilities occur between points A and B: A is not present and B is not present {(A) 

∧(B)}, A is present and B is not present {A ∧(B)}, A is not present and B is present 

{(A) ∧B}, A is present and B is present {A ∧B}. Note that the presence concept  
depends on the existence concept. It is crucial to consider these existence and  
presence concepts to fully encompass spatio-temporal complexity. Up to now, we 
have considered temporality only. When two objects are present (and therefore are 
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existent), it becomes possible to consider spatial relationships between them at a 
given time. Topological relationships are by definition [5] associated to two spatial 
objects; a topological relationship can be identified between two objects if and only if 
they exist and are present. Possible topological relationships between points are 
“equal” or “disjoint”. In other words, at a given time, two possibilities occur between 
points A and B: A and B are equal {e} or A and B are disjoint {d}. Combining all 
these different possibilities regarding dependence relations between concepts, we 
obtain ten possible states between two objects and a decision tree (Fig. 1). The 
“states” compose a jointly exhaustive and pairwise disjoint set (JEPD).  

The conceptual neighbourhood diagram of spatio-temporal states has been 
sketched, the dominance theory of Galton [17] has also been applied. 

 

Fig. 1. Decision tree of the ten possible “states”. (A) means that the object A is not present. 
States can be gathered into topological states and non topological states or coexisting states and 
non coexisting states. 

3   Life and Motion Configurations 

Let us consider object’s spatio-temporal history. According to Hayes [18], (spatio-
temporal) regions traced over time are termed spatio-temporal histories. In a n-D 
space, the spatio-temporal history is a n+1 dimensional volume. Remembering that 
we consider only points in this study, spatio-temporal history of an object is a line, 
continuous or not depending on object’s presence. Note that line’s extremities are not 
necessarily their birth or death as an object can exist without being present. The fol-
lowing figures represent a representation of spatio-temporal histories in the frame-
work of spatio-temporal space [13].  

The figure 2A corresponds to a moving points in a 1D space (trains on railroads) 
with this interpretation in temporal space and the figure 2B represents two moving 
points in a 2D space (men moving at the surface of the Earth). In these cases, the 
starting point corresponds to the birth and the ending point corresponds to the death of 
the object. There is infinity of life and motion configurations when considering spa-
tio-temporal histories in a spatio-temporal space (one axis being time and the others 
being related to the Euclidean space dimension where points move). However, it is 
possible to characterise spatio-temporal histories using spatio-temporal states as de-
fined in the previous section. Indeed, spatio-temporal histories can be summarised 
into a set of successive states. Possible successions of states will define a finite  
number of spatial configurations. We have established the entire set of possible  
spatio-temporal configurations regarding spatio-temporal states. At this step of the  
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Fig. 2. Representation of spatio-temporal situations with the concept of temporal space. Case A 
presents moving train on a railroad and its interpretation in 2-D temporal space. Case B pre-
sents two moving persons on roads and their representation in 3-D temporal space. First dies 
when meeting the second. 

research, we will present only the ones related states where objects have a continuous 
presence. A good life and motion configurations representation of spatio-temporal 
histories can be done adopting a degenerated notion of spatio-temporal space where 
the space axis is limited to the representation of three positions to have efficient visual 
expression of topological relationships disjunction and equality. Formal construction 
of life and motion configurations relying on states succession is presented in [19]. 

Spatio-temporal histories of points in a n-dimensional space can be fully described 
with a life and motion configuration represented in a 2-dimentional space, because 
their respective position in space, whatever space dimension, is reduced to two possi-
ble topological relationships. 

 

Fig. 3. Representation of life and motion configuration {d,e, ∄A }represented in degenerated 
temporal space. Spatial dimension is limited to three possible positions for representing rela-
tionships (disjoint or equal). 
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Fig. 4. Extract of the life and motion configuration of level 3. The spatial axis of the temporal 
space is vertical and the temporal one horizontal.  

Life and motion configurations are obtained by ordering the different states in time 
(fig. 3). The set ε of states is composed by (e1, e2, …, e10),  the ten possible state val-
ues. They are combined a finite number of time n which is what we call the level of 
the life and motion configuration. Life and motion configurations are denoted as 
{e1,e2,…,en}. It would not be possible to represent here the entire set of created spatio-
temporal configuration. Some examples are represented in figure 4. In the following, 
we consider life and motion configurations created under two properties: objects 
could not revive and objects have a continuous presence, i.e. the spatio-temporal his-
tory is a continuous line. Based on these properties, there exist 4 spatio-temporal 
configurations at level 2, 88 at level 3, 778 at level 4… Note that this representation is 
compatible with the Allen’s time interval relationships. In a more general way, it is 
also possible to describe life and motion configurations without using the property of 
continuous spatio-temporal history. In this case, an object can appear and disappear 
more than one time during the analysis, e.g. workers leave every night their monitored 
working building and come back every morning. In this case, the number of spatio-
temporal configuration blows, e.g. for level 2 there is 100 configurations, 731 for 
level 3, 4435 for level 4, 24171 for level 5 and 127269 for level 6 … The exhaustive 
list of the life and motion configurations until level 6 is available at 
http://www.geo.ulg.ac.be/hallot. The figure 5 presents some extract of the life and 
motion configurations set. Dashed lines represent non present states. 

4   Spatio-temporal Generalised Model  

Although there are a finite number of life and motion configurations regarding spatio-
temporal states, it is still huge and rather difficult to reason with. We propose to general-
ize life and motion configurations into line-line topological relationships by projecting 
them into a primitive space. A primitive space is a spatio-temporal space where the 
spatial and the temporal dimensions are not differentiated [14, 20]. Our aim is to associ-
ate spatio-temporal meaning to these generalised spatio-temporal relationships (i.e. the 
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Fig. 5. From left to right, formalization of ST histories into a life and motion configuration and 
generalization of life and motion configuration into topological relationships through a primi-
tive space 

topological relationships between spatio-temporal histories in a primitive space) and 
take advantage of the existing calculus and operators already developed for such topo-
logical relationships. When the life and motion configurations are projected from the 2-
dimensional degenerated temporal space into a primitive space, spatial and temporal 
dimensions become undifferentiated. Thus, it is possible to use a topological calculus on 
the spatio-temporal histories (through their corresponding life and motion configura-
tions) to extract information from the life-lines. We switch from spatio-temporal analy-
sis of a moving point to analysis of lines in a two dimensional space. The figure 5  
presents the generalization processes from the formalization of spatio-temporal histories 
with life and motion configuration to their projection in a primitive space. Topological 
relationships are represented through their corresponding topological matrix intersection 
patterns [21]. 

From [5], we know that there are 33 topological relationships between two lines 
in a 2-dimensional space. Here, 8 of them are impossible (see fig. 7) and lead us to   
 

 

Fig. 6. Conceptual neighbourhood diagram of the twenty-five generalised life and motions 
configurations (inspired from [21]) 



330 P. Hallot and R. Billen 

25 generalised spatio-temporal relationships. The level of generalisation is high. 
Obviously, part of spatio-temporal information is lost during the generalisation 
process. We assume that generalized spatio-temporal relationships contain enough 
meaning to perform efficient spatio-temporal analyses. The full description of the 
generalization process is out of the scope of this article. The 25 topological intersec-
tion matrixes obtained from the generalization are represented into the figure 7. 
Topological relationships are represented through their topological intersection 
matrix pattern and with a sample relationship. 

Egenhofer and Herring [5] defined 15 conditions reducing the number of possible 
relationships between to lines to 33. We defined new condition which is necessary for 
representing generalized spatio-temporal relationships. This condition expresses that 
points can not move backward in time and that they can not instantaneously move in 
space. It reduces the number of possible generalized spatio-temporal relationships to 
25 (see fig 7). 

Condition: If A’s boundaries not intersect B’s exterior, then B’s boundaries 
may not intersect A’s interior and vice-versa. 

 

 

Fig. 7. Eight impossible topological relationships between spatio-temporal histories projected 
in a primitive space 

Some recent works including [16, 22] has shown the importance of associating to 
configurations and relationships common sense interpretation in natural language. It is 
necessary to improve their understanding and facilitate their integration into intelli-
gent systems. The next figure presents a natural language interpretation of the 25 
generalised spatio-temporal relationships (represented by their topological intersec-
tion matrix pattern). Theses interpretation may also be retrieve by analysing the topo-
logical intersection matrices. 

Currently, generalized spatio-temporal relationships model is only available for ob-
jects with continuous presence, i.e. continuous spatio-temporal history. Next step of 
the research will be to propose a generalization including cases of discontinuity pres-
ence. Further challenges will be to develop transitions tables and to confront our 
model with real valid cases studies. We believe that this model could be useful for 
application such as crime mapping giving shortly information’s such as: “Do theses 
persons meet?”, “Did they share time together?”, “Has a person ever left another?”… 
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Fig. 8. Commonsense interpretation in natural language of the twenty-five generalized of life 
and motion configurations 
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5   Conclusion 

Spatio-temporal reasoning models are needed to fully exploit increasing available 
spatio-temporal data. These models can be either combinations of spatial and tempo-
ral logic into a spatio-temporal logic or based on new mereotopology analysing spa-
tio-temporal shapes. Among others, our model has been developed following the 
latter way. Some of them, dealing with qualitative trajectory analyses and movement 
description, are very efficient to describe movement between two disjoint coexisting 
objects. However, they imply new operators (e.g. in STDBMS or STIS) and cannot 
deal with not existing and not present objects. Our model aimed to overcome these 
limitations. First, we have proposed an extended temporal representation of existence 
and presence of objects. We have used this representation combined with topological 
concepts between objects to define spatio-temporal states, i.e. particular spatio-
temporal relationships between two objects at a given time. We ended up with ten 
possible states which are a JEPD set. Based on this new representation, life and mo-
tion configurations, i.e. all the possible interaction between two points in a topological 
and temporal point of view, have been created to represent formally spatio-temporal 
histories. This exhaustive set was a strong basis to build our spatio-temporal general-
ized reasoning model. Indeed, the main idea of our research was to project life and 
motion configurations into a primitive space, i.e. where spatial and temporal dimen-
sions are not differentiated, and to use topological calculus between lines to extract 
information. This operation gives us a set of 25 generalized spatio-temporal relation-
ships. We have showed that out of the 33 spatial topological relationships between 
lines, 8 were impossible for representing spatio-temporal information. Finally, we 
have proposed a commonsense interpretation in natural language of the generalized 
spatio-temporal relationships. Future researches will be to check our model‘s validity 
with real dataset. Note that its implementation should be straightforward as topologi-
cal operators between lines are implemented in every S(T)DBMS. Among other  
future developments, integration of other line-line calculi should be envisaged to 
manage more general cases where life-lines are not continuous. 
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Abstract. The modelling of landscape environment is a cognitive ac-
tivity, that still requires novel kinds of spatial representations. This pa-
per introduces a structural categorisation of a landscape view based on
panoramic photographs that act a substitute of a given natural envi-
ronment. Verbal descriptions of a landscape scene provide the modelling
input of our approach. The structural-based representation identifies the
spatial, relational and semantic constructs that emerge from these de-
scriptions. A landscape view is modelled according to the structure of its
language description. Concepts in the environment are qualified accord-
ing to an ontological classification, their proximity to the observer, and
the relations that qualify them. The resulting model is schematised by
a music score-based representation that constitutes a modelling support
for the study of environmental descriptions.

Keywords: Landscape perception, spatial cognition, verbal descriptions.

1 Introduction

Early developments of Geographical Information Systems have been widely influ-
enced by quantitative representations of space. However, it has been recognised
that quantitative models do not reflect the way humans perceive, conceptualise
and describe their environment [1]. Over the past few years, novel approaches
based on spatial cognition and qualitative perceptions of space have emerged as
alternative solutions. In particular, the development of wayfinding and landscape
representations have emphasised the potential and role of verbal descriptions in
the modelling of large-scale spaces, including the way landmarks and spatial re-
lations are formalised [2]. It has also been long recognised that natural language
favours the understanding on how people conceptualise space [3].

The research presented in this paper addresses the conceptualisation and the
formalisation of a panoramic natural landscape perceived by an observer, and its
materialisation by a verbal description. Our study considers a verbal description
of an environmental scene as the initial context of the modelling approach whose
objective is to categorise the constructs and semantics exhibited. These environ-
mental scenes consist of 360˚panoramas materialised by photograph montages
presented to the observer with a dynamic interface. These photographs acts as
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a substitute of a given natural environment. The verbal descriptions considered
are extracted from a panel of observers who are given the task of depicting these
views in a way that allows recognition of the scene by an external addressee.
The study focuses on the identification and categorisation of the spatial and
structural constructs that emerge from these scenic perceptions. The modelling
purpose of the research is to formalise the way a panoramic scenic environment
is qualified by a verbal description. The forms that emerge from our modelling
approach should help identify the structure, rhythm, patterns and properties of
a scenic description. The schematisation results in a two-dimensional structural
representation, based on the notions of proximity spaces, and a linear ordering
of the verbal descriptions.

The remainder of the paper is organised as follows. Section 2 briefly introduces
related work on the cognitive representations of natural landscapes. Section 3
presents our experimental study, where a panel of observers are given the task
of producing verbal descriptions. Sections 4 and 5 provide a conceptualisation of
these verbal descriptions. Finally, section 6 draws the conclusions and outlines
further work.

2 Landscape Perception

It has been shown that many important features in landscape descriptions can-
not be observed by conventional cartographical representations. Photographs
have been recognised as substitutes for in-situ landscape observations as they
facilitate the acquisition of verbal descriptions [4]. Although photographs have
limited capabilities for the identification of small or detailed elements due to the
absence of depth, they provide a valuable support for a semantic interpretation
of descriptive observations.

Cognitive studies usually distinguish two levels in the mechanisms and ab-
stractions associated to mental interpretation. On the one hand, the internal
level, focussing on the neuropsychological process, which generates a mental rep-
resentation. On the other hand, the external level which reproduces the struc-
tural organisation of the observed phenomenon, for instance at the language
level. Our research concerns the latter. As it has been shown in early studies, an
observer acting in a given environment, organises space according to proximities
and senses [5,6]. The “proximate environment” is defined as the area perceived
by the senses, while the “landscape area” is perceived by sight alone. The land-
scape area extends to the horizon separating the earth from the sky. The notion
of mental spaces has been introduced and “schematised by eliminating detail
and simplifying features around a framework consisting of elements and the re-
lations among them” [7]. Tversky makes the difference between “the space of the
body”, “the space around the body”, “the navigational space” and “the space
of graphics” [8]. Similarly, Montello categorises the “figurative”, “vista”, “envi-
ronmental” and “geographical” space [9]. These cognitive studies clearly show
that the perception of environment is organised at different levels, according to
the perception and the behaviour of the observer.
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Studies on the perception of distances show evidence that proximity to con-
cepts composing an environment is particularly influenced by salient features.
Concepts act as references when they are salient and permanent in the environ-
ment [6]. The term concept includes regions, parcels of land and water bodies,
structural features such as mountains, hills or valleys, and human-made features
such as roads or buildings. Although they are not always precisely located in the
environment, concepts often serve as frames of reference. This is largely due to
the nature of concept boundaries and the distinction made between “fiat bound-
aries”, i.e., the one defined by human demarcation, and “bona fide boundaries”,
i.e. the ones that refer to physical discontinuities, such as a mountain, valley or
meadow [10].

3 Experimentation

This study has been carried out in the context of a semi-natural landscape lo-
cated in the Alpine region of France. The experimentation was conducted using
a panel of 22 participants, 17 males and 5 females, mainly non-experts in spatial
cognition studies. After a quick overview of the panoramic photograph using a
dynamic interface1, they were asked to spontaneously describe the photograph
for an external addressee whose goal was to recognise the scene. Verbal de-
scriptions were recorded using a data storage device and were not to exceed 5
minutes.

Fig. 1. Experimental panorama of a semi-natural environment

The 360˚panoramic images were displayed on a computer screen. The pho-
tographs were presented interactively and non interactively. When the user chose
a non-interactive method, the panorama was displayed with a constant rotational
speed. The panoramic view was also presented in an interactive manner: the ob-
server was able to explore the scene by rotating the view, just as he would have
done it by rotating his body in a natural environment. Photographs were dis-
played in a large size in order to limit the restriction due to the difference of
size between an environment perceived in situ, and the one perceived through a
photograph.

An example of description that emerges from the landscape presented in
figure 1 is as follows: “I’m in a mountainous region. In front of me, there is
a house with a little garden. 500 meters behind the house, a footpath crosses a
large meadow. Far away, behind the meadow, I can see a huge town in a valley.
1 The experimental setup is available at http://experimentation.yaou.org/

http://experimentation.yaou.org/
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On the horizon, there is a mountain range. Behind me, there is a large road that
runs around a hill and a footpath winding around it. There is a little cottage
along the road, and crossroads on the right of the cottage.”

The verbal descriptions generated by the panellists have led the following re-
sults. Most of the participants describe the panoramic photograph from left to
right, taking a reference point to begin their description. Most verbal descrip-
tions are implicitly organised with a hierarchy. 60 % of the participants first
describe the scene as a whole with sentences like “I am in a mountainous re-
gion”. The salient concepts structuring the scene are first mentioned but not
localised. Next, participants describe the content of the landscape, and the way
these concepts are related to each others. This shows evidence of a hierarchi-
cal perception of space where the landscape is first perceived and described as
a whole, before being detailed. This confirms previous studies and evidence of
hierarchies in the perception of spatial information [11]. When observing the
environment, humans perceive distinct concepts that are part of the landscape.
Most descriptions attempt to identify this variety of concepts which are directly
related to the cultural and ontological background, and common sense of the ob-
server. The scene description is largely based on salient concepts, as their role is
prominent in the structure and organisation of the environment [12]. Concepts
are qualitatively associated to others using spatial relations, preferably with
landmarks as frames of reference. With respect to the considered environment,
participants used man-made (50% of the identified entities), relief (30%) and
vegetation (15%) concepts, where landmarks are assimilated to punctual enti-
ties, and forms to extended entities. The salience and legibility of these concepts
largely influence their role in the perception process.

The observers interpret photographs of an environmental scene by using spa-
tial relations to qualify the position of the concepts such as “behind the moun-
tain”, “in front of the house”, “in the background”, “in the foreground”, “in
the long distance”, proximity adjectives such as “near”, “close to”, “far from”,
“further”, directional relations such as “to the right of” and a few tridimen-
sional constructs such as “above” or “below”. These concepts refer to ”image
schematas” used in the perception of large-scale spaces [13]. These terms are
either egocentric constructs and vary depending on the observer’s location, or
relative constructs associated to the location of another concept identified in
the landscape. This shows the complementary roles played by egocentric and
relative frames of reference in scene perception. It also appears that the roles
played by the frames of reference selected by the observer, are determined by
their contribution to the hierarchical organisation of the environment. This con-
firms Tversky’s intuition on the organisation of environment that impacts the
structure of a verbal description and precedes its linear structure [14]. The fact
that different frames of reference are used within a description may also reflect
the fact that speakers tend to use a greater variety of terms and rhythms which,
in turn, generate the richness of the description. The location of these concepts
depends on their proximity to the observer. Proximate spaces which emerge from
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these descriptions, vary according to the terms used and the spatial extent of
the concepts.

The experiment has also highlighted the prominent role played by direction
relations (50%) which are twice as often used as proximity (30%) and topolog-
ical constructs (20%). This stresses the fact that direction relations are among
the most appropriate in structuring a panoramic view. It is also worth noting
the low role played by quantitative measures in the descriptions although two
participants used metric data in their description to specify a proximity. More-
over, these quantitative measures are associated to a fuzzy linguistic term such
as “about 500 meters from my position” or “around 400 meters from the house”.

4 Modelling Approach

We define an environmental scene as the 360˚environment perceived and de-
scribed by an observer from a static point of view. An environmental scene is
composed of a combination of concepts associated by using spatial relations.
These concepts are perceived as forms in the landscape i.e., mountains, hills,
vegetal and cultivated areas, or as landmarks, i.e. buildings and all other man-
made features, salient in the environment. A landscape scene is qualitatively
divided into proximity spaces which are defined according to their distance to
the observer. These proximity spaces correspond to the ones visually accessible
to the observer. Our classification also considers the space on the horizon in or-
der to mark the boundary between the environment accessible to the observer,
and the geographical space beyond the line of sight. These proximity spaces are
defined as follows:

– The space around the body as introduced by Tversky [8] that is described
by terms such as “near me”.

– The experienced space that can be easily experienced through locomotion.
It is described by terms such as “not so far”.

– The distant space is the environment, between the experienced space and
the space on the horizon. It is is described by terms such as “far away”.

– The space on the horizon is the scene in the far distance, and made of
silhouettes that constitute landform boundaries. It is described by terms
such as “in the background” or “on the horizon”.

A verbal description is made of a corpus of sentences. A sentence contains
several concepts associated using relations that create the structure of the scene.
We characterise a sentence by the concepts, i.e., forms and landmarks, modelled
as entities, and the relations that relate them. More formally, a verbal description
D is formalised as an ordered set of sentences si ∈ S, the set of sentences, i.e.,
D = [s1, s2, . . . , sn]. A sentence is an ordered set of entities and relations where
every relation has an entity as a predecessor, and an entity as a successor. Let
E be the set of entities and R the set of relations, a sentence si is defined as
follows:
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– si = [t1, t2, . . . , tn] with t1, t2, . . . , tn ∈ E ∪ R such as
– ∀tj ∈ si/tj ∈ R then ∃tj−1, tj+1 ∈ si/tj−1, tj+1 ∈ E

Let us consider the sentence “500 meters behind the house, a footpath crosses
a large meadow” taken from the example introduced in section 3. This sen-
tence is formalised as si = [t1 =“500 meters”, t2 =“behind”, t3 =“house”,
t4 =“footpath”, t5 =“crosses”, t6 =“large meadow”]. Entities and relations are
instanced, labelled by attributes and associated to a semantics (figure 2).

Fig. 2. Sentence description principle

5 Schematisation of a Verbal Description

This modelling approach constitutes a preliminary logical and structural repre-
sentation of the verbal description of a landscape scene. The next objective is its
schematisation in order to facilitate the understanding of the concepts and struc-
tures that appear in the description. The main notions that play an important
role are the:

– hierarchical and linguistic properties that emerge from the sentences,
– proximity spaces,
– concepts, i.e., forms and landmarks,
– relations, i.e., direction, proximity and three-dimensional constructs,
– ontology references that classify the identified forms and landmarks.

We consider that a verbal description is ordered by two orthogonal dimen-
sions: the boundaries and rhythm given by the sentences, and the proximity
spaces. This leads us to retain a graphical representation designed by analogy to
scores used in music, and where notes rhythm the time line, and where the pitch
and duration characterise every note. Within our representation, the rhythm is
given by the sentences, forms, landmarks and relations. Proximity spaces model
the pitch of every concept in the landscape, its extent and its duration on the
music score-based notation (figure 3). The following subsections illustrate the
instantiation of the ontological and music score-based schematisation.
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5.1 Ontological View

The ontological view is a semantic schematisation linked to the properties of the
forms and landmarks that appear in the verbal description. Concepts and rela-
tions are represented by their linguistic terms associated to a semantic derived
from the ontology of foot-orienteering. This ontological view combines a concep-
tual diagram with a proximity-based structural representation, and a phrasing
structure that reproduces the rhythm of the verbal description (figure 3). This
example shows that different frames of reference, located in different proxim-
ity spaces, are used in the scenic description (e.g, the observer, the house, the
meadow, the valley and the road).

Fig. 3. Ontological view of a verbal description with the proximity spaces. 1. is the
space around the body, 2. is the experienced space, 3. is the distant space and 4. is the
space on the horizon.

5.2 Music Score-Based View

The music score-based view is an interpretation of the ontological view where
concepts are preferably represented by their extent in space, by similarity to the
way notes are time-stamped on a music score (figures 5 and 6). With respect
to the different levels of proximity spaces, concept symbols are appropriately
located and indicate their distance to the observer. Note values show the spatial
extent of the concepts rather than the relative duration as it is the case with
a musical notation. For example, a one dimensional concept is represented by
a sixteenth note as it is punctual in space. Similarly, the half note refers to a
valley and the whole note to a chain of mountains. As the boundaries of proximity
spaces are not always well-defined, the concepts identified are likely to extend
over several proximity spaces.
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Not surprisingly, the analogy with a music score is not complete. With a mu-
sical notation, a bar is a segment of time defined as a given number of beats of a
given duration. This constraint is not respected by the music score-based view as
sentences do not contain a regular quantity of information. This is due to the fact
that the number of landmarks and forms contained in a two-dimensional space
is practically not constraint, as it is in a one-dimensional space. The rhythm
that emerges from this representation reflects the richness of the sentences, and
overall, of the verbal description. Figures 4, 5, and 6 provide two scenes, with
examples of ontological and music score-based views derived from a linguistic de-
scription produced by an observer. It appears that this observer first describes
nearby, and then distant features. We also observe that the rhythm diversity,
and the number of sentences exhibited by scene 1 is higher than the one of scene
2. This reflects the fact that the observer has perceived scene 1 as semantically
richer than scene 2.

(a) Scene 1 (b) Scene 2

Fig. 4. Studied environmental scenes

The ontological and music score-based representations can be combined in
order to provide a global schematisation of an environmental scene. The approach
provides a mean for the analysis of differences and similarities in the linguistic
descriptions of landscape scenes.

The formalism is adapted to the identification of the rhythm given by the
structure of the sentences, and the depth of the landscape as reflected by the
properties of identified concepts. The formalism and its graphical expression can
be used for analysing similarities and differences across either a same or different
landscape scenes. This gives a methodological support for ethnophysiography
studies where the objective is to characterise linguistic and cultural patterns
used in landscape perception [15]. It also provides a preliminary resource for the
development of a mapping between a verbal description and a computational
representation. This formalism constitutes a complementary representation to
conceptual and spatial models oriented to the semantics of geographical data.
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Fig. 5. Ontological and music score-based views - scene 1

Fig. 6. Ontological and music score-based views - scene 2

6 Conclusion

This paper introduces a language-based and cognitive approach that models a ver-
bal description of a landscape scene. A verbal description is modelled by a struc-
turalandproximity-based representation that reflects its semantics.The structural
properties of a verbal description are linked to a music score-based schematisa-
tion, where sentences are characterised by staves, and proximity spaces by their
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distance from the observer. Ontological-based and music score-based shematisa-
tions provide a symbolic view of a landscape scene.

This approach relies on a semantic-based analysis of verbal descriptions as
used in landscape perception. It potentially allows cross-comparison of different
types of descriptions and environments, comparing their structures, the patterns
that emerge, and the different terms and relations used. Further work concerns
an extension of the ontological background of the model, and additional experi-
mentations in different natural environments and user contexts.
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Abstract.  In this paper we present a methodology for the semantic enrichment 
of trajectories. The objective of this process is to provide a semantic interpreta-
tion of a trajectory in term of behaviour. This has been achieved by enhancing 
raw trajectories with semantic information about moves and stops and by ex-
ploiting some domain knowledge encoded in an ontology. Furthermore, the rea-
soning mechanisms provided by the OWL ontology formalism have been 
exploited to accomplish a further semantic enrichment step that puts together 
the different levels of knowledge of the domain.  A final example application 
shows the added power of the enrichment process in characterizing people  
behaviour.  

1   Introduction 

A flood of data pertinent to moving objects is available today, and will be more in the 
near future, particularly due to the automated collection of telecommunication data 
from mobile phones and other location-aware devices. These floods of data enable a 
novel class of applications, where the discovery of consumable, concise, and applica-
ble knowledge is the key step. The presence of a large number of location-aware wire-
lessly connected mobile devices presents a growing possibility to access space-time 
trajectories of these personal devices and their human companions: trajectories are 
indeed the traces of moving objects and individuals. These mobile trajectories offer 
interesting practical opportunities to find behavioural patterns, to be used in various 
application settings, ranging from recreational activities monitoring, to traffic and 
sustainable mobility management.  

However, raw space-time trajectories, encoding position coordinates equipped with 
a timestamp, do not provide any information about the travelling object, geographical 
space and background knowledge.   To be really useful to the end-user, raw trajectory 
data must undergo to a semantic enrichment process that permits the integration of 
different kinds of knowledge (spatio-temporal, trajectory, geographic, background, 
domain, etc) in a seamless and progressive manner.    
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Besides, trajectory semantics must be manipulated or extended directly by the user 
using some expressive language that can be human consumable. With this require-
ment, we avoid hiding trajectory semantics inside some artefact (e.g. like conceptual 
data model does using graphical notation). The last but not least requirement is that 
trajectory semantics must provide support to inference tasks that help user to validate 
and gain more knowledge about trajectory data. Thus, a good candidate for accom-
plishing all these requirements is a formal ontology.  

Ontologies [10] have certainly become a research topic in several disciplines, rang-
ing from philosophy, geography, geomatics up to machine learning and artificial intel-
ligence. Several approaches have been proposed for the development of formal 
ontologies. They may differ from each other in terms of methods for defining con-
cepts, for identifying relations between these concepts and for building reasoning 
tasks [21].  In particular, [4] suggests that semantic models are unique sources for 
deriving ontologies because they already include appropriate definitions of concepts. 
However, most of the data models developed so far have considered moving objects 
with an absolute representation of space, and have proposed query languages and data 
mining functions that support their manipulation in space and time [11]. Within these 
semantic models, a moving object is usually represented using its location as a func-
tion of time. A different formal model has been proposed by [13] where the basic 
primitives are the relative positions and relative velocities of the neighbouring objects 
and regions, as perceived by an observer acting in the environment. 

In this paper, an enrichment process is proposed to derive trajectory ontology from 
the abstraction of a semantic model of trajectories. The objective of this process is to 
provide a conceptual semantic model centred to a trajectory rather than a moving 
object of interest. This has been achieved by enhancing raw trajectories with semantic 
information about moves and stops. Furthermore, the reasoning mechanisms provided 
by the ontology formalism have been exploited to accomplish a further semantic en-
richment step that puts together the different levels of knowledge of the domain.  

Structure of the paper follows. Section 2 describes the process of defining semantic 
enrichment of trajectories . Section 3 defines semantic trajectories as stop and moves  
and gives an ontological representation. Section 4 presents the application domain 
that exemplifies the approach and ontology reasoning. Conclusions and open issues 
are reported in  Section 5.   

2   The Semantic Enrichment Process  

Trajectories captured by positioning systems (e.g. GPS and GSM equipments) suffer 
from a lack of semantics. Data acquired by those mechanisms are usually represented 
in a form of a sequence of (sample point, time) pairs, which rigorously reveals the 
geometric facet of a trajectory (called raw trajectory). Actually, a geometric facet is a 
limited concept to describe the semantics of trajectories because it does not provide 
any information about the travelling object, geographical space and background 
knowledge. Therefore, there is a need for enhancing raw trajectories with semantic 
information.  

The semantic enrichment process we propose starting from the geometric represen-
tation of the trajectory of an individual, enriches it with contextual information in  
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Fig. 1. The Semantic Enrichment Process 

terms of geography and domain knowledge. The obtained semantic trajectories can be 
easily represented and integrated in a formalism that allows for a further reasoning 
step capable of characterizing movements in terms of people behaviour. This process 
is illustrated in Fig.1.  

The first step of the semantic enrichment process takes a raw trajectory and pro-
duces as output a new trajectory representation where semantic context information is 
taken into account. Typically,  a semantic trajectory will be richer than the original 
raw trajectory in terms of geographical and application semantics. On the other hand, 
it has less informative content in terms of geometric details. It is worth noticing that 
the semantic enrichment step strongly depends on the application and reasoning re-
quirements. Moreover, semantic representation of a trajectory typically is simpler 
than the geometric trajectory, thus allowing an easier manipulation in terms  of 
knowledge representation language.  

In the following sections, we introduce a definition of semantic trajectory that 
has been proposed by Spaccapietra et al in [20] as Stop and Moves. However, other 
definitions could be proposed for semantic trajectories. For example, in an ethologi-
cal application it would be more interesting to explicitly represent animals trajec-
tory by means of the geographical areas where animals move thorough, than the 
stops themselves.   

The second step of the enrichment process integrates the semantic trajectory represen-
tation into a more general ontology where both geographical and application domain 
knowledge are encoded. As a result, the last step exploits the reasoning capabilities of the 
chosen representation language to perform automatic inferences that characterize seman-
tic trajectories in terms of behaviour, as illustrated in Section 4. 

3   From Raw Trajectories to Semantic Trajectories 

From the user’s perspective, trajectory is a semantic spatio-temporal concept because 
it is viewed as the evolving position of some object travelling in some space during a 
given time interval, having a specific meaning or goal. Raw and user view of trajecto-
ries are not necessarily the same because the segmentation of a raw trajectory path 
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into semantic trajectories depends upon the user’s mental model. Thus, a precise defi-
nition of semantic trajectory is required in order to allow users to choose their concep-
tualisation of the raw trajectory data. In [21], a spatio-temporal conceptual model is 
proposed to provide constructs and rules that enable the designer of a database that 
uses movement data to think about these data as sets of identifiable trajectories trav-
elled by application objects. Apart from the work cited above, the state of the art of 
conceptual models for spatio-temporal databases does include the moving point con-
struct e.g. [12, 15]. Another example is [3] where the authors aim at enriching the 
semantics of a moving object model. However, the trajectory is the polyline connect-
ing the sample points that define the discrete representation of movement, i.e. a se-
quence of spatio-temporal segments, rather than a sequence of semantic steps. 

3.1   The Semantic Trajectory: Definition 

Here we use the following concepts that settle trajectories as a semantic object as one 
of the following: 
 
Definition 1 (Trajectory). A trajectory is the user defined record of the evolution of 
the position of an object that is moving in space during a given time interval in order 
to achieve a given goal. 

trajectory: [time interval] → space. 
 

Travelling objects do not necessarily continuously move during a trajectory. Conse-
quently, trajectories may themselves be semantically segmented by defining a tempo-
ral sequence of time sub-intervals where alternatively the object position changes and 
stays fixed. We call the former the moves and the latter the stops. We can then see a 
trajectory as a sequence of moves going from one stop to the next one (or as a se-
quence of stops separating the moves). Yet, identifying stops (and moves) within a 
trajectory is the responsibility of the application. 

 
Definition 2 (Stop). A stop is a part of a trajectory, such that the user has explicitly 
defined this part of the trajectory to represent a stop. More formally, a stop has a non-
empty time interval and the spatial extent is a single point. 

 
Definition 3 (Move). A move is a part of a trajectory delimited by two extremities 
that represent either two consecutive stops, or trajectory beginning or end. A move is 
represented by spatio-temporal line (not a point) defined by the trajectory function. 

 
Different levels of semantic specification are necessary in order to provide different 
levels of interpretation. For example, a very basic semantic concern is supporting the 
definition of the stops, if any, which decompose the trajectory into a sequence of 
moves. Another standard semantic concern is giving a meaning to trajectory compo-
nents, i.e. defining their semantic interpretation in terms of the application objects 
they represent. Actually, this process of semantic enrichment shall not be limited or 
rigid, which means that a user must be able to describe its interpretation of the facts 
by using an expressive language that permits the reuse of predefined semantics.  
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3.2   The Semantic Trajectory: Ontology Representation 

A formal representation of concepts requires a "specification of a conceptualisation", 
according to Gruber's definition of ontology [8]. A formal ontology is based on "a 
conceptualisation of objects, concepts and other entities that exist in a given domain 
and their relationships" [9]. They rely upon a logical theory that defines the basic 
concepts along with their relations, and formal axioms to constrain the possible inter-
pretation of terms. Concepts are defined as taxonomic hierarchies of classes, thus the 
most important type of relation is the subsumption, commonly known as “is a” rela-
tionship. Ontology may also include individuals, the ground facts or concrete objects 
that are instances of a class in a database. The set of individuals represents the knowl-
edge base of a formal ontology.  

The semantic conceptualisation of a trajectory is represented as a sequence of 
Stops connected by Moves.  Notice that we have four explicit different relations con-
necting Stops to Moves, namely, fromStop, toStop, fromMove, toMove. 

 

Fig. 2. The semantic trajectory representation in the ontology 

More precisely, almost every Stop is connected to other two Stops by two Moves. 
This is graphically shown in Figure 2. Furthermore, every Stop is connected to an 
interval that represents the duration of the stop.  

Actually, a specification of trajectory semantics is application dependent, which 
means that a generic trajectory semantic characterization is not suitable for all kinds 
of application. Besides, semantics of trajectories must be contextualised according to 
users’ mental model. For example, the same child trajectory can be described differ-
ently according to his parents or a recreational planner. The parents knowing their 
child habits may classify their trajectory having dangerous and suspicious behaviour, 
whereas a recreational planner may interpret this trajectory as a common behaviour. 

Therefore, in the following section we introduce an example of application domain on 
recreational planning, and we show the added value given by the final reasoning step. 

4   A Recreational Planning Application and Its Ontological  
     Representation 

Mobility is an integral part of the process of recreation planning. The latest achievements 
in the field of mobile networks and ubiquitous computing enable the integration and 
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combination of technologies like Internet, Java, and multimedia in a new kind of applica-
tions for outdoor recreation that employs distribution, wireless networking, localisation, 
and movement – mobile movement-aware multimedia games. The term mobile game 
typically stands for an isolated interactive game on a mobile device which does not utilise 
location and movement of the player. The availability of positioning technology such as 
GPS, together with more powerful mobile devices, and mobile networking infrastructures 
can allow us to develop mobile location-based multimedia games. Existing mobile games 
that introduce location in their application context often go into the direction of aug-
mented reality, using extensive hardware and software. 

Paper chase (also known as scavenger hunt) is an old children’s game in which an 
area is explored by means of a set of questions and hints on a sheet of paper. Each 
team tries to find the locations that are indicated on the questionnaire. Once a place is 
found, they try to best and quickly answer the questions on the sheet, note down the 
answer, and proceed to the next point of interest (POI). Based on this game idea, we 
have used the mobile location-aware game Frequency 1550 developed by Waag Soci-
ety, in the Netherlands for students in the age of 12-14. It is a research pilot examin-
ing whether it's possible to provide a technology supported educational location-based 
experience. Students are transported to the medieval Amsterdam of 1550 via a me-
dium that is familiar to this age group: the mobile phone.  

The game mainly consists of a set of geo-referenced checkpoints associated with 
multimedia riddles. With the mobile game client a player logs in to the game server, 
receives a map and the player has to find checkpoints during the game. Each of check-
points is transformed into a screen coordinate and drawn on the map. The player’s de-
vice includes a GPS receiver which continuously tracks the current position of the 
device. The player tries to solve the riddle not only correctly but also as quick as possi-
ble, because the time needed to solve all the riddles is accumulated and added to the 
overall score. The answer to the riddle is communicated to the game server. It is possi-
ble for the player to interact with the system but also with other people, e. g., by asking 
them for help with the riddles. 

One main application requirement has been selected based on the general lack of 
knowledge of recreation planners about the actual movement of players within a rec-
reation site. The assumption is that game activities are not always performed in 
planned recreational zones. Thus an analysis of movements would allow a better un-
derstanding of how people behave during the game.  

4.1   Reasoning on Recreational Activities  

Ontology languages are formal languages used to construct ontologies. They allow 
the encoding of knowledge about specific domains and often include reasoning facili-
ties that support the processing of that knowledge. Among all the ontology languages, 
we considered Web Ontology Language (OWL), that is a well known standard arisen 
from the Semantic Web and it is now a W3C recommendation [22].  An interesting 
feature of OWL is that it relies upon a family of languages known as Description 
Logics (DL) that provide an inference system based on a formal well founded seman-
tics [2].  The basic components of DL are concepts, roles (properties), termed as 
TBox, and individuals, termed as ABox. Concepts describe the common properties of  
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a collection of individuals and roles are binary relations between concepts. Further-
more, a number of language constructs, such as intersection, union and role quantifi-
cation, can be used to define new concepts and roles. The main reasoning tasks are 
classification and satisfiability, subsumption and instance checking. Classification is 
the computation of a concept hierarchy based on subsumption, whereas instance 
checking verifies that an individual is an instance of a concept.  

OWL currently has three sublanguages (sometimes also referred to as 'species') of 
increasingly expressive power that are: OWL Lite, that is the syntactically easiest 
version, that can define hierarchies and simple constraints; OWL DL that allows the 
maximum expressiveness while retaining computational completeness, corresponds to 
Description Logics. Finally, OWL Full allows for maximum expressiveness and the 
syntactic freedom of RDF with no computational guarantees. In this paper we exploit 
OWL DL for the formalization of the semantic trajectories, background/domain 
knowledge and reasoning. Here, ontological representation of semantic trajectories is 
immersed in an application ontology expressing domain knowledge. Indeed, domain 
knowledge is composed both of geographical knowledge, where the game takes place 
(Amsterdam), and expert knowledge about the game itself. The geographical knowl-
edge is derived from a urban ontology that describes the taxonomy of places where 
the players move through (e.g. buildings, squares, bridges, parks). Temporal knowl-
edge is encoded as discretization of time interval in short, medium and long. Further-
more, expert knowledge is described by means of axioms. Each axiom is a 
combination of logical operators that implicitly describes a class of objects.  

In the following, we are interested in finding bad behaviour of kids. Indeed, we 
show an example of axioms that allow characterizing possible malicious player 
movements in terms of domain knowledge. 

We first define which are the stops that could be inferred as being part of the game 
(used to solve the riddles), respect to other stops that could be lunch break or other 
not-game activities. 

From the expert knowledge, we know that a GAME_STOP is a stop that is inferred 
to be related to a riddle solving, and has typically a medium duration. On the contrary, 
a stop not connected to the game has a long or short duration. Examples of not game 
stops are the lunch breaks and stops over the bridges launching stones in the water. 
Therefore, a possible characterization of a malicious behaviour of a kid is a trajectory 
with a not game stop that has duration short  (hasDuration) and is located (is_at) 
over a bridge.  
 
NOT_GAME_STOP ≡ (StopHasTime some (hasDuration some LONG)) or 
(StopHasTime some (hasDuration some SHORT))  
GAME_STOP ≡ StopHasTime some (hasDuration some MEDIUM)  
MaliciousTrajectory ≡ trajIsCompOfStop some (NOT_GAME_STOP and 
(StopHasTime some (hasDuration some SHORT)) and (is_at some 
BridgePlace)) 

 
This example, despite its simplicity, shows how OWL axioms allow performing 

automatic reasoning over semantic trajectories taking into account additional back-
ground information, such as geographical and application-dependent knowledge. As a 
result, the reasoner classifies semantic trajectories into people behaviour. This semantic 
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enrichment process allows a user to query the ontology asking, for example, which are 
malicious trajectories and therefore derive bad behaviour of kids. It is worth noticing 
that such query could not be asked in a standard GIS or a Moving Object Database 
storing raw trajectories, due to the lack of encoded (application dependent) semantics. 

This ontology has been developed using Protégé ontology editor [19], integrated 
with Pellet reasoner [18].  In this experiment Stops and Moves have been defined by 
means of spatial and temporal operators on a DBMS where data are stored [17]. For 
example, a stop has been found as the place and the time where the object does not 
move (or its movement is below a given threshold) [1]. After the Stop and Moves 
tables have been populated,  they have been imported into Protégé by means of the 
DataMaster plugin [6]. Similarly, places have been extracted from spatial data and 
imported into Protegè.  

However, despite the fact that knowledge representation by means of a formal on-
tology brings a fundamental advantage of having ready-to-use inference system pro-
viding useful reasoning services for granted, reasoning on individuals (i.e. ABox 
reasoning) is not scalable in any of DL language flavours. Clearly, this limitation is 
the major obstacle for combining ontologies with very large databases such as spatial 
and spatio-temporal datasets. Actually, reasoning scalability is an important open 
issue investigated in DL research domain.  

Recent researches [16, 5] have pointed out some solutions for this problem. Cal-
vanese et al, in [5] proposed to maintain data inside database and create mappings 
from ontology terms to database queries, exploiting database when reasoning on the 
data.  In this approach, an ontology query is translated into several database queries, 
which means that query answering becomes the basic reasoning services for the on-
tology. A direct consequence of this approach is to devise (1) an ontological language 
that include the main modelling features of conceptual data models (e.g. ER model), 
and (2) a query language for the ontology that include at least conjunctive queries 
(corresponding to the select-project-join fragment of SQL). Thus, from the result of 
(1), the expressive power of DL language is reduced in order to correspond to concep-
tual data model. However, reducing DL language expressiveness jeopardizes the 
representation of complex axioms, extremely important for trajectory application 
domain. For example, trajectory patterns in our ontology are defined by axioms that 
cannot be represented using DL-Lite language proposed by Calvanese et al.  

Another approach to cope with ABox reasoning on large knowledge bases is to ex-
ploit Oracle Semantic Technologies [14]. Indeed, in its latest 11g release, Oracle 
provides OWL support for knowledge representation and reasoning, namely the 
OWLPRIME language. Currently, we are working on translating the movement on-
tology in OWLPRIME to experiment both the potentialities and the limitations of this 
technology. 

5   Conclusions and Future Work 

In this paper we presented a trajectory semantic enrichment process for the interpreta-
tion of people movement. Indeed, raw trajectories as collected by mobile devices do 
not embed any kind of information about the travelling object itself neither about a 
possible interpretation of its movement in an application context. In order to provide a 
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user with some encoded semantics, we propose a methodology that starts from a defi-
nition of semantic trajectories as stop and moves, translates it into an ontological 
formalism and then enriches the trajectory ontology with an application ontology 
equipped with reasoning axioms. This allows getting the maximum semantics in term 
of encoded application knowledge. 

Future work includes defining new notions of semantic trajectories and the inte-
gration of data mining algorithms with ontological description. Indeed, some concepts 
defined in the ontology could be computed by complex data mining algorithms. For 
instance, moves and stops can be computed differently according to application re-
quirements, or large sets of people movements need to be summarized as movement 
patterns.  To this end, an approach that permits linking concept definition with data 
mining tasks is needed. 

Privacy is a big concern when dealing with people movements [7]. It could be in-
teresting to extend the semantic enrichment process to explicitly deal with privacy 
issues.  
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Abstract. The administrative units have been created with the purpose
of covering specific territorial and functional scopes over time. Therefore,
there are heterogeneity not only among states but also at any level of
subdivision. In the context of Spatial Data Infrastructures, administra-
tive units are part of the core data model and they are often exploited
in the development of web services. International, cross-border, even na-
tional web services may face different and superposed administrative
models. The administrative models are complex and they may not be
well understood by users and developers in some scenarios, i.e. a query
in boundary areas with different administrative models. This paper pro-
poses an ontology that can describe administrative models and also serve
as a knowledge base that may facilitate mappings between different types
of administrative units.

Keywords: SDI, Ontology, Interoperability, Administrative Model.

1 Introduction

Spatial Data Infrastructures (SDI) are a coordinated approach to technology,
policies, standards, and human resources necessary for the effective acquisition,
management, distribution and utilization of geographic information at different
organization levels and involving both public and private institutions. This effort
has resulted in the formation of cross-jurisdictional partnerships as is stated in
Rajabifard et al. [15]. Cross-jurisdictional partnerships often implies services and
data models able to deal with different kinds of administrative. For example, the
European Union (EU) directive establishing an Infrastructure for Spatial Infor-
mation in the European Community (INSPIRE), that promotes the development
of SDIs in Europe, includes the administrative units as one of the spatial themes
that should be harmonized first.

Modern life requires clearly bounded territorial spaces which act as geograph-
ical containers of social processes. Territorial space means here a social con-
structed place (e.g. Spain) generically dependent on a physical place (e.g. a
region on Earth bounded by coordinates). Along with the territorial space, the
society construct special social organizations for the governance of portions the
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territorial space over time. These entities are units of administration for local, re-
gional, national or international governance with specific roles separated by crisp
administrative boundaries. In this paper we use the term jurisdictional domain
(JD) to identify them. This term comes from the context of business transac-
tions [9]. A jurisdictional domain is a territorial jurisdiction that is source of
legal constraints for rational agents (e.g. an human being, an organization) and
other jurisdictional domains, often dependent (e.g. a county). Each jurisdictional
domain controls a geographical extent that governs and can create other juris-
dictional domains within the extent of its jurisdiction. These new jurisdictional
domains are recognized by law as distinct legal and/or regulatory frameworks.
For example, in order to ease the territorial management, states often allows ad-
ministrative divisions (e.g. provinces, territories, cantons, länders, etc.) to create
their own administrative subdivisions. Jurisdictional domains can also be com-
bined to form new entities with an associated extent as big as a continent (e.g.
EU) or as small as a river island (e.g., Pheasant Island, condominium of Spain
and France located in the River Bidasoa).

Jurisdictional domains are not static entities. They are created, destroyed
or merged. Their properties may also vary: their associated extension can be
modified, and even they can be transformed into another type of entity. In the
same way, the original purpose of the entity can evolve along time.

Administrative units are far from being adjusted to a stable and uniform hier-
archy of types and instances. The complexity in their diversity and peculiarities
mixed with its evolving nature has created the necessity to provide a coherent
model that might simplify their use in SDI systems. This paper proposes a rep-
resentation of administrative units based on a reusable domain ontology, which
defines the general structure of the units and their relationships. Additionally the
paper provides an example of application ontology describing the administrative
units system of Spain.

The paper is organized as follows. Section 2 presents the state-of-art. Section
3 describes the domain ontology and its characteristics. Section 4 presents the
application ontology. Section 5 shows the uses of the ontology in an SDI. The
paper ends with conclusions and further work.

2 State-of-Art

In the SDI context there are works such as Irie et al. [10], Manov et al. [12]
and international standards such as ISO 19109:2005 Geographic information -
Rules for application schema (ISO 19109) that propose general purpose mod-
els able to represent any type of geographical entity. In the narrower scope of
the administrative units, there are administrative schemes based on different
knowledge organization models such as lists [14, 16], thesauri [6] or ontologies
[4] to describe the structure of the different countries. They use the generic defi-
nition of feature as “a meaningful object in the selected domain of discourse”
(ISO 19109) and support geographic relation types. Others, as the interna-
tional standard ISO 19112:2003 Geographic information - Spatial referencing by
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geographic identifiers, describe the logical model of an authorized dictionary of
names (gazetteer) and present the administrative units as a hierarchy.

However, as some experts suggest in Bleakly [1], they do not consider impor-
tant issues such as the unique identification of items (unique name ID), multilin-
gualism, duration (time frame for names), reliability of data (source reliability,
data accuracy), spatial characteristics (elevation, map and image files, and both,
point and bounding box for coordinates) and tabular data (population data);
moreover, the most common characteristic of the above models and schemes is
the lack of an appropriate semantic representation of the types of administrative
units and their spatial and temporal relations.

3 Ontology of Administrative Units

3.1 Framework

Our proposal is the result of the analysis of three existing standard models: the
Nomenclature of Territorial Units for Statistics (NUTS) developed by the EU;
the FIPS 10-4 standard for countries, dependencies, areas of special sovereignty
and their principal administrative divisions developed by the United States Fed-
eral Government; and the ISO 3166 Codes for the representation of names of
countries and their subdivisions.

It has been possible to identify the common elements used for referencing real
or instrumental countries, dependent areas, and subdivisions with a political,
statistical, environmental or commercial purpose. This analysis has detected
among others problems that the provided set of units might not be exhaustive
(lack of some subdivisions of the administrative units), there is no guarantee
that the name used to identify the unit is administratively recognized and there
is no consistency in the representation of the spatial properties.

Furthermore, the most difficult problem detected is that these models follow
the vernacular hierarchical view based on the perception of the administrative
unit as a geographic container. To deal with this issue we propose an approach
based on the development of dual geographic and administrative hierarchies.

We follow the scheme proposed by Guarino [8] for building domain and ap-
plication ontologies. This scheme has three layers:

– (1) A high-level ontology that defines data types and general relations which
are independent of context.

– (2) A domain ontology which defines concepts and relations that can be
reused in the context of the administrative models of different countries.

– (3) And an application ontology per country, which represents the specific
types of administrative units of each country, along with specific instances
of existing units.

As high-level ontology, DOLCE [5] has been selected because it contains all the
basic concepts and relationships needed to build the domain ontology. DOLCE
is SHION (D) in description logic. OWL-DL closely correspond to it with some
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limitations on datatypes. The use of this high-level ontology in other environ-
ments simplifies the combination of our domain ontology with existing ones. The
predicates previously presented in DOLCE literature [2, 3, 11, 13] we will refer
to are:

– ORG (x) standing for “x is an organization”, a socially-constructed person with
a complex articulation of tasks, roles and figures that has sovereignty over a
definite territory.

– PGO (x) standing for “x is a political geographic object”, i.e. a geographical
place, conventionally accepted by a community.

– COL (x) standing for “x is a collection”, i.e. a federation is collection of states.
– INST (x, y) standing for “x institutionalizes y” when such a concept “x” is

used by a description that is valid for “y”, i.e. public administration can be
applied as a province description.

– PRE (x, t) standing for “x is present at time t”, i.e. France is present now.
– MEM (x, c, t) standing for “x is member of c at time t”, that implies “c” is a

collection by definition, i.e. Spain is member of the EU.
– PC (x, y, t) standing for “x is part of y at time t”
– GP (x, y, t) standing for “x is geographic part of y at time t”, that implies “x”

and “y” are political geographic objects by definition.

3.2 Domain Ontology

The next step is of defining what a jurisdictional domain is and its basic taxon-
omy (see Fig. 1). To deal with the hierarchical view based on the perception of
the administrative unit as a geographic container we need to define a concept
that only holds spatial information. We introduce the concept of jurisdictional
geographic object (JGO). It is the spatial area on which a jurisdictional domain
rules and depends on. Here it is sufficient to point that jurisdictional geographic
objects are political geographic objects whose spatial properties may vary over
time.

JGO(x) → PGO(x) (1)

A jursidictional domain (JD) is defined as any social entity recognized by the
law as a distinct legal and/or regulatory framework with the role of public ad-
ministration. Jurisdictional domains are organizations which are described by
the role public administration and are grounded by dependant jurisdictional ge-
ographic objects during the whole period in which the jurisdictional domain is
present:

JD (x) → ORG (x) ∧ INST (PublicAdministration , x) (2)
∧∃t (PRE (x, t)) ∧ ∀t (PRE (x, t) → ∃y (JGO (y) ∧ PC (y, x, t)))

The jurisdictional domain may be described playing other roles which are de-
fined upon the functions that the administrative unit may have. For example,
“local power” is the role of municipality (the closest to citizens). The jurisdic-
tional domain concept may be specialized in states, administrative divisions and
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Fig. 1. The jurisdictional domain taxonomy: main concepts and a subset of concepts
drawn from an application ontology

authority frameworks. An administrative division (AD) represents any division
in a jurisdictional domain. This concept is characterized by the temporal part-
hood relation which relates with their parent jurisdiction. Examples of instances
are Saragossa, Huesca and Teruel which are Municipalities of Spain.

AD(x) → JD(x) ∧ ∀t (PRE (x, t) → ∃y (JD(y) ∧ PC (x, y, t))) (3)

An authority framework (AF) represents any jurisdictional domain constructed
as aggregation of other jurisdictional domains. Jurisdictional Domains have no
restriction in the number of memberships. Examples of instances are the EU
(an aggregation made of States) and the Warsaw voivodeship in Poland (an
aggregation made of counties), which is also an administrative division.

AF(x) → JD(x) ∧ ∀t (PRE (x, t) → ∃y (JD(y) ∧ MEM (y, x, t))) (4)

A state (ST) consist of a bordered territory under effective and civil government.
In Max Weber’s words, [17] have the “monopoly on the legitimate use of physical
force within a given territory”. This concept disjoint administrative division.
State instances are often the root element in many administrative code lists (e.g.,
FIPS 10-4, ISO 3166, NUTS). Examples of instances are the French Republic,
United Kingdom and Spain.

ST(x) → JD(x) ∧ ¬AD (x) (5)

3.3 Application Ontology

The administrative unit model of Spain is quite complex. Table 1 shows the most
important types. Territorial areas separated from the mainland have their own
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Table 1. Spain administrative units[14]

Name Description Units ADL Feature Type
Comunidad Autónoma autononomous community 17 countries,

Ciudad Autónoma autonomous city 2 1st order division
Provincia province 50 countries,

Isla island 11 2nd order division
Veguería group of district (Catalonia) 6
Comarca district (Aragon, Basque Country, 81 countries,

Castile and Leon, Catalonia) 3rd order division
Mancomunidad municipality association 1.019

Área metropolitana metropolitan area 4
Facería common land (Navarre) 64

Municipio municipality 8.111
E.Á.T.I.M. minor civil unit 1.019 countries,
Parroquia parish (Galicia) 3.781 4th order division

Fig. 2. Elements of the application ontology

special administrative units (Isla, Ciudad Autónoma). Some autonomous com-
munities have their own administrative subdivisions (Aragon, Basque Country,
Castile and Leon, Catalonia, Galicia and Navarre). Fig. 2 shows only a subset of
the application ontology in the scope of the autonomous community of Catalo-
nia. The following conventions are assumed: concepts are represented in capital
letters, individuals are represented in small letters, relations between individuals
are represented by dashed labeled arrows and the relation between an individ-
ual and the concept is labeled by i-of. The jurisdictional domains shown here
are state (ST), autonomous community (ES.CA), province (ES.PRO), district
(ES.COM) and municipality (ES.MUN). Each jurisdictional domain is related
with their jurisdictional geographic object which represents the physical area
where the unit governs. Fig. 3 shows the geographic containment among the
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Fig. 3. The geographic containment hierarchy

jurisdictional geographic objects. This is the typical geographic containment hi-
erarchy that can be found in models such as Geonames [7]. Our application
ontology can model the more complex relations among jurisdictional objects as
figure 4shows. This figure shows that Catalonia, Barcelona and Cubelles are part
of Spain. Garraf is also part of Catalonia because is a subdivision of Catalonia
and because the part relation is transitive is also part of Spain. Cubelles is also
part of Catalonia as constituent. Barcelona (province) and Garraf (district) are
defined by law as an aggregation of municipalities. Why Garraf is not part of
Barcelona? Why Barcelona is not part of Catalonia? Because they belong to
different but spatially superposed administrative hierarchies.

4 Applications of the Administrative Unit Ontology

The administrative relations added by the ontology improve the conceptual
search. The addition of spatial restrictions allows the construction of more pow-
erful queries. Furthermore, the ontology can facilitate the identification of equiv-
alent units from different administrative structures thanks to the alignment of
roles, their spatial characteristics and their position in the hierarchy. The proper
management of different administrative organization models is crucial for the
behaviour of SDI services and service chaining functionality. Assuming that two
administrative units are equivalent when they play equivalent roles, one can cre-
ate a complete map of roles shared among units of different administrative unit
models. This approach could facilitate the management of resources in border
areas. For example, let us think about the search for local ski facilities in munic-
ipalities of the Pyrenees. Spanish users may ask for “Municipios” and queries are
made about “Muncipios” and “Communes” because we may have inferred that

Fig. 4. The multipath administrative hierarchy
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Fig. 5. Municipalities and ski resorts

they play a similar role (Fig. 4) as they have a similar position in their respective
hierarchies and are responsible of ski facilities.

5 Conclusions and Future Work

This paper has presented an administrative unit ontology to model the admin-
istrative structure of a country and it has described possible advantages derived
from the use of such ontology.

The following steps of this work will be the development of a semiautomatic
process to generate the administrative instances for the cases of France, United
Kingdom, Portugal and Spain. This task can be more complex than expected
because of the complexity and diversity in the administrative structure of each
country, and the difficulty of obtaining official data. For example, in Spain, the
Ministry for Public Administration has a registry of local administrative units,
but each autonomous community may have its own registry for their specific
administrative subdivisions. Therefore, a whole model always needs to merge
data form quite different sources.

It is important to stress that the high frequency of changes in the administra-
tive organization (shape, structure, name or administrative capabilities) makes
necessary to establish specialised policies and techniques for updating all the
elements of the infrastructure that uses this model. Also the quality of the data
sources is an issue that should be considered. If the official name, code or coor-
dinates of a unit are not accurate, associated services in the SDI that use this
information will obtain poor results.

With the resulting administrative knowledge base, the efforts will focus on pro-
viding mechanisms for service chaining and semantic annotation for SDI based
on the knowledge base.
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Abstract. Knowledgable Location-based Services (LBS) aim at enab-
ling mobile users to specify their requests and profiles on the move and
providing them with context-aware and personalized local information
relevant to their current activity and request. Therefore, it opens up new
challenges in data infrastructure, knowledge representations and data
management etc. In this paper, firstly we will discuss the characteristics
of LBS in terms of data management, and then present our data archi-
tecture. Finally, we will explain how the knowledge is incrementally set
up and maintained in a modular manner.

1 Introduction and Motivation

Traditional data management applications operate in well-structured informa-
tion environments and benefit from full-fledged strategies (e.g. SQL) that provide
the needed functionality to represent, manage and query well-structured data.
Web-based application environments, on the other hand, face a cumbersome task
trying to provide the same functionality for the huge amount of heterogeneous
data resources that reside on the Web. This new framework entails an emphasis
on elicitation of data semantics, to improve the chances for correct interpreta-
tion of the data by heterogeneous partners (users and agents) that do not adhere
a priori to common coordinated behavior. In parallel, users’ increased mobility
has lead to the development of Location-Based Services (LBS), i.e. services tai-
lored to provide information that is selected taking into account the current
location of the user on the move. Current LBS rely on traditional data man-
agement techniques, integrating all the data they need into a single centralized
repository and providing all their users with the same services. We foresee that
a new generation of LBS, which we call knowledgeable LBS, will be developed
to provide enhanced services, namely contextualized and personalized informa-
tion retrieval, and constant evolution to acquire new knowledge as available and
as requested by users. Given the commonality between knowledgeable LBS and
semantic web services in terms of facing an unbounded information space, LBS
will likely use semantic web technology, enabling them to be used not only by
users on the move, but also via the web, and exchange data and services with
any agent within the semantic web. LBS services will nevertheless retain their
specificities, namely:

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 364–374, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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– Locality, Mobility and Dynamics. LBS web services will provide in-
formation about a specific region, in particular information related with the
current real or virtual location of the user. To fulfill this capability, LBS have
to build and maintain knowledge repositories describing all locally relevant
data stored in a limited number of data sources. When the user moves from
her/his current place to a remote one (e.g. from Paris to London), the pre-
vious sources and knowledge become useless for upcoming queries from the
user. Therefore, LBS need the capacity to dynamically acquire new sources
and build the corresponding new knowledge into its repositories. Alterna-
tively, LBS can be specialized to only serve a specific region. In this case, it
will be up to users to switch from one LBS to another (just like cellphone
users today switch from one telecommunication provider to another one).
This paper gives some hints on how LBS may become knowledgeable about
a specific region, which we see as a basic functionality for 2nd generation
LBS.

– Trading comprehensiveness for rapidity. LBS intend to serve people
on the move, i.e. they have to provide rapid rather than comprehensive
responses to user queries. Well-known centralized management strategies
that call for long set up processes and static solutions are not well suited to
LBS needs. This departs significantly from e.g. data warehousing frameworks
[4] that have similar data heterogeneity problems but different data quality
and comprehensiveness requirements. Suitable query processing strategies
need to be developed.

– Modularity. LBS obviously have a strong specific focus on spatial and tem-
poral information and related constraints. In addition to space and time
challenges, LBS aiming at context-awareness have to be highly sensitive to
the current state of affairs when responding to user requests. Similarly, they
have to care about personalizing services based on knowledge they can ac-
quire about user’s characteristics. This multiplicity and diversity of concerns
make LBS a complex software whose processes constantly need to adjust to
running circumstances. To make this possible while keeping performance
we propose a modular data architecture, more easily manageable than the
centralized approach in current LBS.

2 Related Work

Many different strategies can be applied in a LBS to organize, acquire and main-
tain the heterogeneous data involved in LBS. Earlier LBS were mainly concerned
about a specific application, for instance, Active-Badge [9] to obtain the latest
target’s location, EasyLiving [7] to ’find a colleague in the building’. In these sys-
tems, LBS infrastructures were relatively simple and mostly oriented towards to
a single application supported by a central database. From a practitioners’ view-
point, a middleware-based architecture [1] is well-suited for LBS design due to its
application-independence, adaptability to multiple platforms and dynamicity. A
positioning service, for example, is an obvious component of a LBS middleware
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model [3]. Similar proposals are also embodied in [2] and commercial products at
IBM, ORACLE and Microsoft. In CRUMPET project [6], client-mediator-server
three-tier approach was employed to improve the context-aware interactions be-
tween the user and services.

Crucial components for knowledgeable LBS are those supporting semantic
interoperability and data reusability. As we have learnt from semantic web re-
search, knowledge sharing and reasoning capabilities call for ontology manage-
ment services. LBS need an ontological approach to solve typical issues about
concept classification, knowledge inference, and concept similarity evaluation,
just to name a few. We therefore propose a knowledge infrastructure relying on
a domain ontology, alike e.g. a tourism ontology. In line with a web services view,
we see the LBS ontology as an ontology of services and service usability. Because
of this service orientation, the LBS ontology is to be equipped with specific fea-
tures, such as links between services to show functional equivalence used to plan
alternative services. Beyond service descriptions, our LBS ontology includes rel-
evant contextual information that is essential to refine service usability given
the current state of the local world. Similarly, it includes knowledge about user
characterization used for personalization purposes. This makes up three knowl-
edge modules that together define what we call the modular core ontology [5]
as shown in Figure 1. Different from most ontologies, the LBS ontology has to
have the generic knowledge and know-how to deal with space and time aspects
and reasoning. For example, it has to know about points, lines and areas and
about topological constraints. To emphasize this, Figure 1 shows two knowledge
containers about space and time included in the core ontology. However, they
are drawn differently because of the difference in nature wrt the user, context
and service modules. Notice that Figure 1 only shows the repositories in the
infrastructure, not the corresponding process components (cf. Section 6) used
to build and maintain the repositories. Complementing the core ontology with
rich terminological knowledge is important to support the variety of cultural
and linguistic habits of LBS partners, through flexibility of vocabulary in the
exchanges between the LBS and its partners (users, service providers, knowledge
providers). The framework for these exchanges is provided by the mappings (cf.
Figure 1) between LBS knowledge and the specific descriptions of the current
LBS partners. We denote the latter as user/service/context profiles.

This paper presents and discusses the knowledge architecture that organizes
the various components mentioned above, and how this knowledge is incremen-
tally set up and maintained.

3 Our LBS’s Data Infrastructure

By definition, a LBS holds an integrated view of data and services from sources
local to a specific region (e.g. a city and its suburbs). Occasional extension of
the geographic coverage can be achieved by considering the LBS as a peer in
a peer-to-peer architecture [10]. Whenever the LBS is unable to answer a user
query because the local data does not lead to a possible answer, before replying
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negatively it may forward the query to geographically neighboring LBSs. For
instance, let us assume that user Shirley, currently in Lausanne, has to attend
a meeting in Geneva later in the day. She asks for time-tables of relevant buses
in Geneva. The LBS serving Lausanne, aware it is unable to answer her query,
may forward the query to the neighboring LBS in Geneva. This paper does not
address such typical P2P issues, it focuses instead on semantic data management
for a single LBS.

Regarding data management for a single LBS, we do not propose to inte-
grate or align all data from the sources into a single repository. Instead, LBS
knowledge only includes an abstract view of the source data. Thus, for example,
the detailed description of a service as stated by the service provider remains
at the source, while the abstract view maintained in the LBS only records the
main characteristics of the service, i.e. the minimal information that is needed
to quickly estimate if, given a specific query, the service may be relevant or not
for the querying user. Whenever more detailed information about a service is
needed, the sources are directly queried to extract the instantiations and other
properties of services that may be of interest to the requesting user. This ap-
proach shows two benefits: firstly, sources can autonomously maintain their data,
while the LBS is just responsible for suggesting users where to find appropriate
services. Secondly, the sources can protect their data based on their own privacy
regulations and can constrain users’ access so as to only provide their data if
certain conditions are satisfied.

In order to build a knowledgeable LBS system capable of actually relating con-
cepts from different sources, disambiguating the terms in queries, and supporting
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query-service matching according to multiple criteria, so as to efficiently respond
to user queries, the data infrastructure we propose includes six repositories inter-
connected via corresponding mappings (see Fig. 1). Two repositories, called Core
Ontology and Shared Terminology, contain the domain-relevant knowledge built
by the LBS and LBS administrators, and its related terms. Three other repos-
itories contain knowledge on the external actors with whom the LBS interacts,
i.e. users, services, and context providers. We say these repositories respectively
contain the user profiles, the service profiles and the context profiles. Finally, the
last repository (not shown in Fig. 1) is a working repository that contains the
queries being processed by the LBS, thus holding data specific to a given query,
and possibly the historical record of this data. For term similarity, we refer to this
query data as query profiles. The infrastructure components are briefly described
hereinafter to give an overall but intelligible view of the proposed infrastructure.

4 The Modular Core Ontology

The core ontology (CO) is the repository for the semantics of the data managed
by the LBS. It is the kernel of the LBS’s data infrastructure and it is used to
structure the diverse aspects of service-related information and perform reason-
ing about it. It basically describes taxonomies of interest, encompassing a set of
definitions of classes, properties, relations, axioms and constraints. These tax-
onomies organize information in complementary sub-domains. Services, users,
context, space and time are the main sub-domain we have identified as essential
to LBS. These sub-domains are quite heterogeneous and each one can be pretty
complex in itself. Therefore, for better management and improved performance,
we propose that the core ontology be a modular ontology composed by one mod-
ule per sub-domain. A module is defined as a smaller ontology, which covers a
sub-domain within the domain of the larger ontology. This fits perfectly with
the LBS core ontology and its multiple taxonomies. Moreover, building mod-
ular ontologies is nowadays feasible. Several proposals exist on how to build a
modular ontology, how to maintain modules individually as well as maintain the
inter-module links that allow interactions between modules, and how to perform
distributed reasoning within a modular organization [5]. Modular ontologies have
been claimed to solve scalability issues and speed up reasoning, benefits that are
for sure also relevant for LBS. However, the primary benefit we see in a modular
ontology is its improved understandability and easiness of design and adminis-
tration. A modular organization allows autonomous development of each module
by an administrator with specific expertise in the sub-domain. Moreover, consid-
ering the semantic web and its world of specialized services, the development of
modular approaches can improve the ontology’s reusability. If good sub-domain
repositories are available, it is much easier to reuse them than to elaborate a
brand new one from scratch.

Whether modular or not, reuse is anyway the approach to follow when start-
ing building the core ontology. Initializing the core ontology means inserting all
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concepts that are assumed to be useful for the targeted application(s). Once
the targeted knowledge domain identified, a clever designer looks for existing
ontologies in the same or similar domain. If any one is found, its import can
form the initial set-up for the core ontology. For example, if a tourist-support
application is targeted, the designer will look for, and find, a tourism ontology
whose concepts include accommodation, food, transport, and leisure services.
Very likely, many of the imported concepts will be generic enough to be suit-
able for the new LBS and its service module. However, not all of them will be
relevant for local use, and not all of them will be formulated in a way that
is consistent with local habits. Therefore, in a second step, the core ontology
is turned into a local domain ontology (e.g. tourism support in the Canton de
Vaud, Switzerland). This can be done by acquiring and adding location-specific
information (i.e. contextual data), such as local landmarks and local calendars,
and enriching existing information, such as adding the preconditions for using a
given available service, e.g. to use a motor-boat rental service the user needs to
hold a valid sailing licence. Conversely, making the ontology local also includes
removing generic concepts that are locally irrelevant (e.g. downhill skiing for an
LBS about Amsterdam).

At this point, the LBS is fully ready to start operation. As long as the LBS
is in use, the core ontology is expanded based on the queries received and an-
swers given. Identification of new requirements by the ontology manager will
also lead to ontology expansion, but this is very much similar to normal ontol-
ogy evolution, not specific to LBS, and will not be discussed here. Notice that
for the administration of the core ontology given this incremental strategy it is
advisable that elements in the ontology be qualified as either prospective or con-
firmed. A prospective element is one that has been entered in the initialization
phase but has not yet been used (up to now). A confirmed element is one that
has been actually used during the processing of at least one query. Prospective
elements should sooner or later become confirmed elements. Elements that re-
main prospective elements for too long are candidate for deletion, to be triggered
by the ontology managers whenever it is felt that this is a reasonable enhance-
ment to ontology performance (smaller ontologies may be explored and updated
faster than large ontologies). More sophisticated maintenance strategies may be
defined, based on usage metrics, relevance feedback and other usability criteria.
They are not investigated here.

5 The Shared Terminology

In our proposal, the set of terms hold by the shared terminology is a superset
of the terms in the core ontology. This superset is intended to provide extended
terminological support to facilitate interoperability among components of the
data infrastructure. It helps in solving heterogeneity issues (from the syntactic
level to semantic level) such as differences in the vocabulary of data sources, core
ontology and user queries, and related ambiguities. A typical example is the use
of synonyms, e.g. a user querying for soccer matches while the ontology records
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information on football matches. The shared terminology is queried by the LBS
whenever the core ontology cannot identify a concept used in a query. For in-
stance, a multi-lingual shared terminology may be used to overcome language
limitations of a LBS based on a monolingual core ontology. An English-based
LBS may thus be able to answer queries from French-speaking user.

We propose to initially populate the shared terminology with the concepts in
the core ontology, which we call internal terms. Next, each internal term is com-
plemented with its definition(s) extracted from certain thesauri. Subsequently,
the shared terminology is further enriched by introducing what we call external
terms, i.e. terms (from the thesauri) that are somehow relevant to the internal
terms, but are absent from the core ontology. Relevant means there is a relation-
ship between the internal term and the imported external term. For instance,
the internal term ’car rental’ may be related to the external term ’hire a car’
with a semantic equivalence (synonymy) relationship. During LBS operation any
new term appearing in user queries or in service-profiles will be identified thanks
to the shared terminology manager and added to it in order to capture the ter-
minologies of users and services that differ from the terminology of the LBS
designers. Because the shared terminology manager can use any external ontol-
ogy to identify the unknown term, we do not expect the identification process to
fail. Should this happen, the query or service description using the term cannot
be accepted and further human interaction is needed to solve the issue.

6 Information Profiling and Semantics Matching

Service Profiles. In our proposal, the descriptions of specific services are au-
tonomously created by service providers and are kept and maintained at the
corresponding data sources, external to the LBS. These service descriptions, to-
gether with some metadata about the data source (e.g. owner name, last update
date), form what we call a service profile (see detailed definitions in [11]). Ser-
vice profiles are acquired by the LBS when the data source joins the LBS. The
acquisition process includes
Service Profile Matcher. This process component, the SP matcher, is respon-
sible for acquiring the service profiles, recognizing the terms and concepts in the
service descriptions, evaluate their matching with the knowledge in the service
module of the core ontology, and accordingly establish the mappings between
service profiles and service module. This mapping is used at query time to re-
trieve the services relevant to users’ queries. The matching process uses a set of
pre-defined syntactic and semantic rules to transform the heterogeneous service
profiles into the format consistent with the LBS core ontology. The matching
also produces the mapping of the core ontology into service descriptions, i.e.
the syntactic and semantic support needed to transform users’ queries into the
format that the data sources can understand. The process is repeated for the
classes, properties, and other features that the service profile encodes. The goal
is not to fully copy the service profile descriptions into the ontology, but to en-
sure that the core ontology service module holds enough information about the
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service to be able to evaluate the effectiveness of the service as a response to
users’ queries.
User Profiles. The LBS needs to know about its users to achieve its person-
alization goal. Descriptions of users, mostly in terms of ¡attribute, value¿ pairs
about e.g. age, profession, preferences and dislikes, are traditionally called user
profiles. We assume these profiles are stored in a dedicated repository that may
be within the LBS or in a site elsewhere located but accessible by the LBS.
Same as for service profiles, user profiles need to be understood by the LBS,
i.e. the LBS must identify what the data in the user profile means and how it
can be related to context and service data. The LBS user module maintains the
concepts generically related to users, possibly abstracted from the actual user
profiles.
User Profiles Matcher. This process component, the UP matcher, plays for
user profiles management the same role and functionality the SP matcher plays
for service profiles. A specificity of the UP matcher is to extract from the user
profile information to guide the presentation of the query results to the user.
Context Profiles. The LBS needs to know what information participates into
the description of the local framework (e.g., local events and places worth record-
ing, local cultural habits such as shops opening hours), and the current status
of the local world (e.g., local traffic conditions and whether the current day is
a working day or a holiday). The LBS also needs to know existing correlations
between context data and user/service data. This information identifies e.g. user
preferences and service accessibility that are context-dependent.. These spec-
ifications form the context module, while factual context data is dynamically
acquired from given data sources, e.g. weather data is extracted from the web
pages of the local meteorological station. For each data source, we call context
profiles the description of the locally available context data. They may contain,
for example, a set of URLs with associated description of which kind of data is
available and how it can be extracted, or a pointer to a tourist office database
or set of XML files such as an event schedule.
Context Profiles Matcher. Similarly to the other matchers, this one is respon-
sible for establishing and maintaining the mapping between the context module
and the context profiles.
Query Profiles and Query Relaxation Profiles. The components in the
basic infrastructure are those needed to understand user queries, refine it us-
ing contextual and user knowledge, and identify services that may match user’s
interest. Additional functionality may be achieved in terms of smarter query
processing and calls for additional information that we define hereinafter as
query profiles and query relaxation profiles (not shown in Figure 1). A query
profile holds for each user query a description of its successive reformulations
computed by the multi-step query processing strategy, as well as the relevant
subsets of the user profile (conveying the user data that has been found rele-
vant for this specific query) and of the context data (conveying the contextual
data that has been found relevant for this specific query). Query profiles are
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stored within the LBS as element of a sequence of queries that we makes up a
user interaction, i.e. an exchange between the user and the LBS that leads the
user, through a series of questions & answers, to get the desired information. In
addition, query relaxation is a very common topic in LBS. Whenever the user
needs additional results or a perfect matching can not be accomplished, a query
relaxation strategy is activated. The strategy calls for user specifications about
what can be relaxed (i.e. which selection criteria can be softened to a larger
selection) and which ordering of relaxations is to be preferred. We call query
relaxation profile this user-driven and query-specific specification. The analysis
of query profiles can assist to refine the relaxation rules and ranking functions
for better recommendation and more efficient query relaxation.

7 Interactions between Components

This section briefly shows a usage scenario to illustrate the interplay of the
different components in the data infrastructure. We first show a set-up scenario,
followed by a query scenario.
Set-up Scenario. Let us assume a software company has an LBS skeleton, i.e.
all the software to run the planned location-based services, and wants to set-up
a first version of its LBS servicing tourists visiting the city of Lausanne. Setting
up this specific LBS is a knowledge acquisition process. As we already men-
tioned, the first task is to find and import one of the existing ontologies for the
tourism domain. The imported concepts form a first draft for the service mod-
ule, generically describing standard services in support of traveling tourists. The
second initialization step is acquisition of the local context. This can be achieved
through import of data files acquired from local providers (e.g. the local tourism-
related organizations such as cultural associations, local press, movie distribu-
tors, transport companies, and so on). Alternatively, data can be captured from
public websites using knowledge extraction techniques (e.g. [8]). Captured and
acquired data are formatted to define and populate the context module. Such a
priori knowledge of context may be needed to perform the following step, which
is acquisition of service descriptions from local service providers. As stated, we
assume that local providers will make their service descriptions available, not
necessarily following a fixed format or adhering to a fixed terminology. This is
where the LBS will start building the shared terminology, in its attempt to un-
derstand what a given service description means. For example, retrieving the
service description term from WordNet and associating it to the corresponding
term already in the service module. Acquiring service knowledge is a sophisti-
cated task, as the goal is not to import service descriptions but to build the
abstract view of services that forms the service module. This knowledge ab-
straction step relies on linguistic techniques (to identify major relevant terms)
as well as on semantic techniques (to only retain what is useful in differentiating
the service from the other services). Building the service module obviously in-
cludes building the mapping between the module and the service profiles. Once
the service and context modules are set up, the LBS is ready to start receiving
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queries from users. Here the question is whether user profiles will come from the
user device or will have to be retrieved from some external repository of user
profiles. Given the sensitivity of the issue, the former is likely to prevail. This
means the LBS has to run a user profile understanding process, equivalent to the
service profile understanding process. However, some generic knowledge about
users characteristics can be initialized a priori within the user module. Actual
user profiles will be matched against this initial set-up, the matching possibly
leading to enriching the user module and the shared terminology.
Query Scenario. Here we just sketch what happens in the proposed LBS. User
queries in our approach are formulated by stating which kind of service the
user is interested in, and the spatial (e.g. proximity) and temporal (e.g. current
availability) conditions that are to be taken into account while selecting specific
services in response to the query. The user query can also specify thematic
(non-spatial and non-temporal) conditions to refine the search for services of the
given kind. The hypothetical query ”Give me nearby restaurants still serving
Swiss traditional cuisine after 2pm today” denotes restaurant as the desired a
kind of service, together with the specification of spatial, temporal, and thematic
conditions. Query processing within the LBS includes the following phases: 1)
understanding the query (are the terms and the service they denote known in the
core ontology or in the shared terminology? If not, search external ontologies);
2) retrieving from the service module the prototypical description of this kind of
services in order to check preconditions for using services of this kind and check
that conditions stated in the query can be actually evaluated (e.g. that the type
of cuisine offered by a restaurant is known); 3) personalizing the query, i.e. check
if relevant knowledge in the user profile allows refining the query, e.g. refining
a query for a restaurant into a query for a restaurant within the price-range
defined in user’s preferences; 4) contextualizing the query, i.e. check if context
data allows further refinement, e.g. replacing the qualitative expression ”cheap
restaurant” with the quantitative expression ”restaurant with average price less
than 40 CHF”; 5) executing the query, i.e. find relevant services in the order of
preference, if any, as stated in the reformulated query. Notice that the order in
which to execute phases 2, 3, and 4 can be changed without influencing the final
result.

8 Conclusion and Future Work

In this paper, we first discussed the features characterizing data management
in a LBS, i.e. locality, mobility, dynamics, heterogeneity, on the fly interoper-
ability, and modularity. We emphasized the split in data organization between
knowledge that is elaborated by the LBS itself (the core ontology and the shared
terminology) and knowledge that is provided by external partners (users, con-
text, and service providers). The core ontology represents the domain-specific
conceptual views in a unified fashion. In addition, the shared terminology pro-
vides terminological support to overcome the heterogeneity problem that often
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results from the diversity of the cultures and languages, as well as from the lack
of the knowledge of the LBS’ structure and naming for users.

Our modular data infrastructure is mainly based on OWL (W3C recom-
mended Web Ontology Language). Its full-fledged support to processing queries
and reasoning over a large scale of ontology repositories still calls upon the con-
vergence of many efforts from both the semantic web community and industrial
practitioners. We can envision many potential challenges in deploying the future
LBS, e.g. defining a robust ontology query language, developing more powerful
ontology management tools, enhancing reasoning capabilities on complex data
types such as spatio-temporal data etc.
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Abstract. Web Processing Services (WPS) expose processing function-
ality using Web Service technology. The WPS specification describes
the interfaces to publish geospatial processes on the Web. It includes a
platform-neutral and several platform-specific versions of its interfaces.
Some of the platform-specific interfaces are mandatory and others are
optional. In this paper, we present a method to support the automatic
derivation of the optional SOAP interfaces and WSDL metadata from
the mandatory ones in any WPS. These interfaces can then be used to
facilitate the chaining of the WPS with other Web Services, using for
example BPEL, and to improve the interoperability of these services. In
addition to that, we have created a tool to validate the proposed method.

1 Introduction

The Open Geospatial Consortium (OGC) Web Processing Services (WPS) spec-
ification [1] describes the interfaces needed to design a service in which geospa-
tial process is offered on the Web. It includes a platform-neutral and several
platform-specific versions of its interfaces. Some of the platform-specific inter-
faces are described as mandatory while some others are optional, nevertheless
offering support to all of them is recommended. At the same time, multiple en-
coding ways for requests and responses are described, each of them appropriate
for one or more platforms.

The aim of this paper is to propose a method to support the automatic deriva-
tion of the optional Simple Object Access Protocol (SOAP) interfaces and Web
Services Description Language (WSDL) metadata from the mandatory ones in
any WPS, as well as a tool to test its viability. These interfaces can then be
used to facilitate the chaining of the WPS with other Web Services, using for
example Business Process Execution Language (BPEL).

This method helps developers to avoid the tedious task of programming the
different platform-specific interfaces to the geoprocessing operations encapsu-
lated by the WPS. They only need to create the mandatory ones and the others
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are automatically generated. It also helps to avoid mistakes and unwanted differ-
ences among the different platform-specific interfaces to the same service. Then,
it will be easily maintained and adapted to specific requirements.

The method can be applied to any compliant OGC WPS because they must
support at least the mandatory parts of the specification. It does not require
access to the source code or the binaries of the WPS, it only needs network
access to the mandatory interfaces of the WPS.

The paper shows how the mandatory platform-specific interfaces define a
model of the service, that can be used to automatically create actual instances of
the service that support different technologies. The mandatory interfaces could
be seen as the “canonical” specification which is used to generate its many op-
tional interfaces, facilitating thus interoperability of the WPS. This would pre-
vent problems coming from different behaviours of the service under its different
interfaces.

The rest of the paper is organized as follows: Section 2 summarizes related
work including a WPS standard description. Section 3 describes the automatic
derivation method to offer SOAP/WSDL support in a WPS. Then, Section 4
tests the feasibility of the method showing an implemented tool and giving an
example of use of this tool. The last sections introduce some ideas on future
work and conclude.

2 Related Work

There is a wide set of published works dealing with the issue of SOAP/WSDL
adaptation method for OGC services. Those works use automatic adaptation
methods which must then be checked.

In [2] there is an analysis of the use of BPEL in comparison to Web Services
Modelling Ontology (WSMO) and a state-of-the-art composition approach. It
states that current implementations of OGC services are some kind of hybrid
Representational State Transfer (REST)-based services, whereas BPEL requires
SOAP services, so OGC services, which do not provide SOAP interfaces, need
a wrapper, which acts as a proxy to the OGC services. In this paper we review
this wrapping method in order to support the automatic derivation from the
optional interfaces to the mandatory ones.

The suitability of the Web Service Orchestration (WSO) technology as a pos-
sible solution for disaster management scenarios has been evaluated in [3]. It
analyses and describes data format adaptation for OGC services with a proxy
server acting as binary transcoding service. The proxy launches an OGC compli-
ant request to the OGC service and receives the response from the service. The
proxy stores the physical part of the response on a simple http-server directory
and returns the Uniform Resource Identifier (URI) of the stored data to the
BPEL process. Using a proxy method is a suitable idea for automatic adapta-
tion. E The first steps in developing a Web service framework for heterogeneous
environmental information systems are presented in [4]. With a framework which
allows an easy assembly of data and method services which are distributed over
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the entire Web. The framework [4] uses the Web Service Framework, which allows
users to create their own services by combining the existing ones. This frame-
work uses a generic adapter which allows a technical encapsulation of different
middleware technologies.

The aim of [5] is to present a discussion of technology issues considered in
an initiative of the OGC Interoperability Program. It is focused on creating
general recommendations and guidelines for WSDL/SOAP support to existing
OGC Web Services. In this paper these recommendations are followed as much
as possible.

2.1 The WPS Standard

The specified WPS provides client access to pre-programmed calculations or
computation models that operate on spatially referenced data. The data re-
quired by the service can be delivered across a network, or be available at the
server. The info can be provideded as image data or through data exchange stan-
dards such as Geography Markup Language (GML). The calculation can be as
simple as subtracting one set of spatially referenced numbers from another (e.g.
determining the difference in influenza cases between two different seasons), or
as complicated as a global climate change model [1].

The WPS interface specifies three operations that can be requested by a client
and performed by a WPS server and that are considered as mandatory and must
be implemented by all WPS servers. These operations are: GetCapabilities,
which allows a client to receive service information, DescribeProcess, which
should return detailed information about server’s processes and Execute, which
runs a specified process implemented by the WPS. The mandatory platform-
specific interface of these operations must be implemented and the optional
platform-specific interface is recommended to be supported.

In table 1, each operation includes its optional and mandatory platform-
specific interfaces. A compliant WPS must contain the mandatory platform-
specific interface, although the implementation of the optional ones would
improve interoperability with different clients.

Table 1. Optional and mandatory platform-specific interfaces

Operation GET/KVP POST/XML SOAP

GetCapabilities Mandatory Optional Optional
DescribeProcess Mandatory Optional Optional
Execute Optional Mandatory Optional

The WPS standard recommends including WSDL metadata for each opera-
tion. Despite being less comprehensive mechanism, WSDL makes dynamic bind-
ing to dynamic services easier. It offers a widely adopted alternative to the
publishing mechanism built into the WPS interface specification.
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The aim of this paper is to describe a method in which only the mandatory
platform-specific interface has to be defined, while the others may be automat-
ically derived, allowing to add optional platform-specific interfaces to a WPS
without requiring access to its source code or binaries.

This method allows all WPS to comply with World Wide Web Consortium
(W3C) standards using SOAP/WSDL without code modification [5]. The reason
for this mapping is the fact that certain developments only focus on supporting
SOAP services and do not define GET and POST bindings. The reason for this
is that this work heavily relies on mainstream standards such as Security Asser-
tion Markup Language (SAML), eXtensible Access Control Markup Language
(XACML) and the WS-* family which is oriented to support SOAP.

3 Automatic Derivation Method

In order to offer SOAP/WSDL support, we propose a method which combines
several standardization efforts with a flexible and extensible Web service frame-
work, supporting a higher interoperability between different resources.

It is necessary to create an intermediate proxy which adds a new SOAP/WSDL
interface to the WPS that does not offer it. This proxy could remain separated or
embedded in the processing service, being able to connect with the WPS through
the mandatory interfaces. The proxy design consists of two modules. The first
one generates the WSDL metadata through WPS request obtained data, and the
second one adapts a SOAP request (generated from a WSDL metadata) to the
mandatory WPS request.

Carrying out the adaptation task through a proxy allows us to incorporate it
to the implementation of a WPS, no matter if it is under our control or not. If
it is decided to use the adaptation proxy as part of a WPS which belongs to us,
we can avoid the tedious chore of having to program the different interfaces over
each one of the offered operations: it is only necessary to program the mandatory
operations, which are the ones that provide more information.

Figure 1 shows an example of a proxy integration into a WPS in order to define
a new SOAP interface. The mentioned WPS contains only a definition of the
offered services and only an interface per public-accessible operation. The proxy

Fig. 1. Example of proxy integration
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accesses internally (through the mandatory interface) to the WPS operations
offering a new WSDL/SOAP interface.

3.1 WSDL Automatic Generation

The WSDL automatic generation method provides the WSDL metadata docu-
ment by using data obtained WPS requests, following through the WPS struc-
ture as far as possible. The WSDL generated describe the WPS SOAP interface
to provide it over the Internet. A client program connecting to a WPS can parse
the WSDL to determine what functions are available on the server.

The WSDL generation request for a WPS is sent directly to the proxy URL
which does not know the WPS URL. That is the reason why the WPS URL
needs to be included as a parameter of the request. With this URL the proxy may
perform the necessary requests against the WPS using the mandatory interface
to compose the WSDL.

Following, as far as possible, the best practices of the OGC WPS 1.0.0 specifi-
cation, the WSDL service description can be requested as a single WSDL docu-
ment (including all the operations) or as a document per operation. An example
of a WSDL request for all the WPS operations as a single WSDL document:
http://URLProxy?URLWPS=http://URLwps&WSDL.

Attending to the WSDL request of an individual process, it keeps the same
structure including the operation identifier as in http://URLProxy/identifier?
URLWPS=http://URLwps&WSDL.

Each WSDL request contains a GetCapabilities and a DescribeProcess
methods specification, but as many Execute method specifications (with their
own parameters) as operations offered in the WPS. Figure 2, shows that GetCapa-
bilities and DescribeProcess requests contain the parameters described in the
WPS specification but are codified as SOAP parameters. The GetCapabilities
operation includes (in WSDL document) the parameters AcceptVersions and
language and in case of the DescribeProcess operation, version, language and
identifier are included.

The responses received from these two operations comply with the XML
Schema Definition (XSD) defined in the standard but with the difference that
these responses are wrapped as a SOAP response.

In order to fit the WPS request optimally and in an automatic way, each of
the parameters of the Execute operation have to be defined as much as possible
in the WSDL document. The DescribeProcess response is parsed to obtain the
necessary information required to generating the WSDL Execute request and
response; each input and output is codified as a different element in the SOAP
body using the identifier as name and the most similar type defined in the WSDL
specification. The operations containing state=true are enabled, but they are
added as if they do not have that option; this is due to the fact that, in the
prototype, no mechanism allowing this request is implemented while the option
of allowing the calculation is intended.

Each of the DescribeProcess response parameters are included into the re-
sponse and are reconverted into a WSDL element, in which the number of

http://URLProxy?URLWPS=http://URLwps&WSDL
http://URLProxy/identifier?
URLWPS=http://URLwps&WSDL
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<xsd:element name="GetCapabilities">
<xsd:complexType>
<xsd:sequence>

<xsd:element minOccurs="0" name="acceptedVersion"
type="xsd:string"/>
<xsd:element minOccurs="0" name="language" type="xsd:string"/>

</xsd:sequence>
</xsd:complexType>

</xsd:element>
<xsd:elememnt name="DescribeProcess">

<xsd:complexType>
<xsd:sequence>

<xsd:element minOccurs="1" name="identifier"
maxOccurs="unbounded" type="xsd:string"/>
<xsd:element minOccurs="1" name="version" type="xsd:string"/>
<xsd:element minOccurs="0" name="language" type="xsd:string"/>

</xsd:sequence>
</xsd:complexType>

</xsd:element>

Fig. 2. GetCapabilities and Describe method specification in the WSDL generated

occurrences is specified with a maximum and a minimum limitation. This element
contains a complexType field composed with each one of the DescribeProcess
response attributes specifying their possible and default values. Code example
shows an automatic conversion from WPS ComplexType specification to WSDL
specification.

As seen in Figure 3, additional information is included specifying, for exam-
ple, diverse parameters in the request attributes. In this example, just with the
WSDL specification, it is possible to know that in the complexData attribute,
it has to be specified an encoding attribute as well as a schema attribute (which
has a default value); it can also be deduced that the output data are to be codi-
fied in a 64 base, and also, that the attribute may appear zero or more times in
the request.

<complexType name="IDOperation_IDParameter_complex">
<sequence>
<element name="encoding" type="xsd:anyURI"/>
<element name="schema" type="xsd:anyURI"

default="http://schemas.opengis.net/wfs/1.1.0/wfs.xsd" />
<element name="data" type="xsd:base64Binary"/>

</sequence>
</complexType>
<element name="IDOperation_IDParameter_type">

<complexType>
<sequence>

<element name="input"
type="tns:IDOperation_IDParameter_complex" minOccurs="0"
maxOccurs="unbounded"/>

</sequence>
</complexType>

</element>

Fig. 3. Execute method specification in WSDL
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3.2 Automatic SOAP Adaptation

Once the WSDL has been generated, this can be used by any user as a descrip-
tion to generate requests to the SOAP WPS interface. The requests are sent to
the proxy URL transparently to the user. The WPS URL is contained in the
proxy URL like a parameter towards which the operation is finally going to be
performed as seen below:

<wsdl:service name="OperacionesService">
<wsdl:port name="\textbf{ServicioOperaciones}" binding="impl:WPS_Binding">

<wsdlsoap:address
location="http://URLProxy?URLWPS=http://URLwps"/>

</wsdl:port>
</wsdl:service>

The proxy parses the SOAP request to obtain its attributes, values and
the WPS URL. Once it is done, the proxy generates the request following the
mandatory interface and sends it to the WPS. For example by POST in case
of Execute, and by Key Value Pairs (KVP)/GET in case of GetCapabilities
and DescribeProcess. When the WPS has performed the required operations,
the response is generated and sent to the proxy. This proxy parses the XML
parameters and generates a SOAP response that corresponds to the one defined
in the WSDL document.

The automatic adaptation SOAP service can be located in a different server to
the WSDL generator due to fact that they are two independent services. SOAP
adapter works independently and without having information about the request
WSDL description which is going to adapt, making a streaming adaptation. This
automatic adaptation is possible thanks to the above guidelines on the generation
of WSDL description types, since these types contain enough information to
generate a valid request to the WPS from the SOAP request.

4 Testing Tool

Following the described method, a tool has been designed to test its viability.
This tool provides the mentioned features and can be used to add new WPS
platform-specific interfaces to any WPS.

As shown in Figure 4, the proxy generates the WSDL metadata in accordance
with the WPS and performing the request conversion between SOAP and the
mandatory WPS platform-specific operation. The proxy is completely transpar-
ent for the WPS client, so it can use it as another service interface.

The first steep is the WSDL generation: the proxy needs to know all the
operations that the WPS offers in order to generate the WSDL description; with
this aim a GetCapabilities request is made using the standard (GET/KVP).
Once all the operations are known, a DescribeProcess request is performed
(GET/KVP) per each operation to know all operation parameters. With these
data and a collection of guidelines justified above, it is possible to build a WSDL
in an automatic way; the second steep is SOAP adaptation: the tool simply
follows the proposed method to SOAP encoding and decodes the requests and
responses, providing that WSDL metadata has been well defined.
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Fig. 4. Proxy design

4.1 Composition Example

To give an example of the use of this tool, a WPS without SOAP interface has
been adapted in order to be chained with BPEL engine. The final target opera-
tion is an intersection between a vectorial and a raster from several operations
of the same WPS. This series of operations can be chained in a simple and
fast way, allowing creating more complex operations with scalability. For the
BPEL composition, only Execute methods of each sub-operation are needed,
since GetCapabilities and DescribeProcess methods list and describe the
operations.

TheSpanishSpatialData Infrastructure (IDEE)WPSareusedwith thepurpose
of testing this tool. It has been implemented using the degree [6] framework which
uses the 0.4.0 WPS version. This implementation does not provide the optional
SOAP/WSDL interfaces. IDEE develops the operations vectRastConversion,
which converts a vector data to a raster data, and rasterIntersect, which in-
tersects two raster maps in a new one.

In order to make the BPEL’s composition operation has been chosen the
use of Apache Orchestration Director Engine (ODE) [7] which executes business
processes written following the BPEL standard. It talks to Web services, sending
and receiving messages, handling data manipulation and error recovery as de-
scribed by the process definition. It supports both long and short living process
executions to orchestrate all the services that are part of an application.

In Figure 5 a scheme of the operation desired to make can be seen. In the first
WPS operation the conversion from a vectorial map to a raster one is made, next
the intersection with other raster is done. These operations can be independently
reused as belonging to a complex processing service.

BPEL’s process that composes the operations in Figure 6 consists of a se-
quence that includes all the described operations since it is a not parallelizable
operation. The results of each sub-operation are assigned to the inputs in the
next operation with the necessary parameters that are defined in the process in-
put. Each one of the sub-operations makes a SOAP request to an adapter in an
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Fig. 5. Schema of the operation

automatic way and following the WSDL scheme that has been used to make the
composition. In the adapter server, each SOAP request is processed in different
instances. In each instance, the requests are decoded and the POST Execute
request is composed to be sent to the specified WPS. When the WPS execution
has been finished a POST response is sent to the Adapter which encodes the
SOAP response and sends it to the BPEL process to continue the execution.

Fig. 6. BPEL’s process

5 Conclusions

Processing services provide a new way of offering geoprocessing capabilities
adapted to different user needs. Interaction among processing services is pos-
sible, in spite of the fact that they are independent, providing a new way to
create new complex geoprocessing operations.

The WPS standard opens the possibility to implement several platform-specific
interfaces as SOAP/WSDL needed by mainstream standards such as SAML,
XACML and the WS-* family. The method presented in this paper allows adding
the optional SOAP platform-specific interfaces to any WPS, without requiring ac-
cess to the source code or the binaries of this service; it only needs network access
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to its mandatory interfaces. Using this method in order to provide optionals in-
terfaces, it is possible to avoid errors that could be committed when programming
different platform-specific interfaces to offer the same functionality. It alsomakes it
easier to integrate WPS with other Web Services, facilitating thus interoperability.

In spite of the fact that the described method follows as much as possible the
OGC SOAP recommendations [5], new additional information has been added
using all WSDL and SOAP implementation resources in order to approach SOAP
and mandatory requests. For example, input parameter types, units of measure,
default values, formats, schemes and encodings have been added instead of an
undefined list of String parameters as recommended [5]. It allows automatic
derivation but it also allow increasing the WSDL description information pro-
vided. To allow SOAP adaptation without information stored, the WPS URL
has been added to the SOAP description, consequently to the SOAP request
that has been added too.

A tool has been designed to validate the presented method. The designed
tool works correctly and, to test it, a BPEL composition, using IDEE WPS, has
been implemented due to the fact that IDEE WPS has not got any SOAP/WSDL
interface. The incorporation of this tool in IDEE WPS is currently being studied.
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Abstract. Sensor data on traffic events have prompted a wide range of
research issues, related with the so-called ITS (Intelligent Transporta-
tion Systems). Data are delivered for both static (fixed) and mobile (em-
barked) sensors, generating large and complex spatio-temporal series.
Research efforts in handling these data range from pattern matching
and data mining techniques (for forecasting and trend analysis) to work
on database queries (e.g., to construct scenarios). Work on embarked
sensors also considers issues on trajectories and moving objects.

This paper presents a new kind of framework to manage static sensor
data. Our work is based on combining research on analytical methods to
process sensor data, and database procedures to query these data. The
first component is geared towards supporting pattern matching, whereas
the second deals with spatio-temporal database issues. This allows dis-
tinct granularities and modalities of analysis of sensor data in space and
time. This work was conducted within a project that uses real data, with
test conducted on 1000 sensors, during 3 years, in a large French city.

1 Introduction

This paper analyzes problems in managing spatio-temporal data obtained at real
time, from a large network of urban traffic sensors. These sensors continuously
capture distinct kinds of data on traffic, to be used for analysis in traffic man-
agement and planning. At all times, experts must also take into account sensor
failures, to avoid incorrect decisions.

Intelligent Transportation Systems (ITS) research is multidisciplinary, encom-
passing people from many distinct areas – from computer scientists to psycholo-
gists. The goal is to improve the overall transportation infrastructure offered to
all kinds of travelers – from those who need to cross a street to overseas flight pas-
sengers. Improvements can be felt at distinct levels – increased safety, economic
gains or efficiency of the transportation system itself. The design and develop-
ment of software embarked in intelligent vehicles, sensitive to GPS positioning,
is another area in which geospatial information management is adopted.

Computer Science research in ITS spatio-temporal patterns is largely dedi-
cated to either algorithmic manipulations of objects on road networks, or on

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 385–394, 2008.
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data structures and models to process and store information on mobile objects.
A large percentage of this research, moreover, concerns mobile sensors embarked
on vehicles, providing information on vehicle movement. Both research trends
require sophisticated models and algorithms to process spatio-temporal queries,
and to support ITS requirements.

As will be seen, our work is based on a different kind of approach. Rather than
manipulating the original sensor spatio-temporal data series, we first preprocess
these data, eliminating noise, filling missing values, and reducing their dimen-
sionality. The result are clean series with nice properties. Next, these data are
stored in a DBMS, on which ITS queries and pattern analyses can be performed.
Our work thus combines research results in spatio-temporal databases to those
in mathematical modeling of complex temporal series. We do moreover take into
account the influence of human activity in urban areas (e.g., street markets, or
accidents) to derive better evaluation of traffic conditions.

Section 2 presents an overview of the context of our work. Section 3 presents
our solution for preprocessing and summarizing sensor produced data. Section
4 discusses the spatio-temporal queries that can be posed in our framework.
Section 5 briefly comments on related work, and section 6 concludes the paper.

2 Overview of the Problem

Our research is conducted within the CADDY project (Control of the acquisi-
tion and storage of massive temporal Data volumes and DYnamic models) [1].
CADDY involved a multidisciplinary research team composed of computer sci-
entists and experts in traffic management and planning. The goal was to develop
a computational framework for decision support in urban traffic management.

The sensors used in our research are fixed along street networks, and con-
tinuously collect and broadcast several kinds of data on traffic movement. Data
are sent to stations, and forwarded to a central data storage facility. Two major
traffic variables are used by experts in this context, producing two distinct (but
interdependent) spatio-temporal series – see section 3 for their relationship:

– the vehicle flow rate (q), i.e., the number of vehicles that have passed in front
of the sensor for a given time period, usually minute or hour;

– the occupancy rate (τ), i.e., the average space between vehicles in a given
time period. An occupancy rate of 100% means there is no space between
vehicles, while 0% means no vehicles.

Figure 1 shows the flow rate and average occupancy in a weekday. One can
see traffic peaks between 8 and 10 AM, for instance. Our source data cover
1000 sensors for 3 years, where each sensor collects data every three minutes.
Each day is delivered in a separate set of files (for q and τ), for a grand total
of approximately 420x106 values. Our data were provided by the CLAIRE traf-
fic supervision system [2] from INRETS (the French National Transportation
Research Institute). CLAIRE models an urban street network through an ori-
ented graph, where each edge corresponds to a street segment. Sensor data are
provided on each edge, associated with the corresponding spatial location.
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Fig. 1. Flow and occupancy rates, for one sensor, in a given street segment

Processing these data presents several challenges, since q and τ must be com-
bined to allow experts an overall view, complicating the mathematical analysis.
Data are kept separate for each sensor and each day. This means that there are
at least two kinds of long series that can be constructed – (a) per sensor, over
time, and (b) per timestamp, for all sensors. Each kind – (a) or (b) – supports a
distinct analysis. The first allows studying the behavior, for one sensor, through
time (fixed point in space, varying time), while the second presents a snapshot
of the entire network, at a given timestamp (fixed time, varying space). Joint
analyses need to correlate these factors, resulting in a complex multidimensional
data space, as will be seen in section 3.

Another issue is quality – the data transmitted by the sensors are very noisy,
and contain many gaps, mainly due to sensor failures and/or network break-
downs. Thus, the data must be cleaned before they can be processed. The next
section presents our solution for the dimensionality and missing value problems.
It shows how these two series can be cleaned, and represented with very small
errors by a compact descriptor (thus reducing dimensionality).

3 Summarizing Sensor-Based Data

This section presents our solution to pre-process the spatio-temporal sensor data
series, summarizing them and reducing their dimensionality. It starts by present-
ing a method that dramatically reduces the dimensionality of each series (q and
r), for all sensors, while managing to maintain almost all the original informa-
tion. Next, it shows how to derive missing values. Finally, it combines both kinds
of series (flow rate and occupancy), to describe the overall state of each sensor
per day, mapped to the interval [0,1]. This interval can be divided into several
classes, which represent specific traffic states defined by experts (e.g., “heavy”,
“bottleneck”), thus supporting subsequent queries not only on values but also
on semantically meaningful states.

3.1 Reducing Dimensionality – The STPCA Method

In [3], we introduced the Space-Time Component Analysis (STPCA), a new
method to develop descriptors of spatio-temporal data series. This method is
based on applying Principal Component Analysis (PCA) [4] to both spatial and
temporal dimensions, as follows.
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Assume that there are data available for N days. Data collected on the flow
rate or occupancy rate are stored in a matrix Xd, where d symbolizes the day.
The time series corresponding to measurements collected by sensor i at day d is
given by row xd

i . The following steps are applied separately to flow rate and to
occupancy rate, obtaining two sets of time series processed by STPCA.

1. Assemble day matrices horizontally, for spatial analysis, in a single matrix Y,
and vertically for temporal analysis in a matrix Z. In matrix Y, each column
contains all values obtained in a timestamp, and each row corresponds to one
sensor, with values varying through time, through all days (fixed location). In
matrix Z, columns are the timestamps of one day and each row corresponds
to data from one sensor, for one single day (fixed time); there are as many
rows for each sensor as there are capture days.

2. Compute singular value decomposition for matrices Y and Z, as follows
For spatial correlation matrix Ms = YYT , compute the K first spatial
eigenvectors (Ψk)k=1...KM , with K � KM , storing them in matrix P. For
temporal correlation matrix Mt = ZT Z, compute the L first temporal eigen-
vectors, with L � LM , (Φl)l=1...LM , storing them in matrix Q.

P = col
(
Ψ1, Ψ2, . . . , ΨK

)
.Q = col

(
Φ1, Φ2, . . . , ΦL

)
.

3. Finally, the STPCA estimate X̂d of a day matrix Xd is defined by:

X̂d = PPT Xd QQT .

We point out that the reduced order matrix is given by:

Xr
d = PT Xd Q,

of size K × L where K and L are chosen to be small. Experiments done with
very small values of these parameters, namely, K = L = 3, corresponding to a
reduction factor of order 104, demonstrate the ability of STPCA to compute a
good approximation. – see [3] for details.

Intuitively, STPCA summarizes the “average” typical traffic behavior for
a sensor, over all days in a period. Figure 2 illustrates flow rate time series
measured by 4 sensors randomly chosen (grey curves), and their STPCA esti-
mate (black curves), for K = L = 3.

Filling missing values STPCA cannot be directly applied to a data set
containing missing values. Our solution to this problem [5] is the following. We
use the Expectation Maximization (EM) [6] algorithm to estimate separately
the spatial correlation matrix Ms and the temporal correlation matrix Mt. We
compute a complete estimation of the data set by using the k nearest time series
of each time series. We then project this estimation on the principal component
of Ms and Mt approximations. Our experiments [5] show that results obtained
by STPCA on data sets with an incompleteness degree higher than 20% stay
very close to those obtained by STPCA on the corresponding complete data sets.
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Fig. 2. Illustration of the flow rate time series, for one day, of 4 randomly chosen
sensors. Original and STPCA time series using K = 3 and L = 3.

3.2 Attaching Semantics to Traffic Variables

Experts need to combine r and τ . To do that, we used the fundamental car-
traffic law described in transportation theory, which defines the relation between
r and τ . This relation built by approximating the set of couples (r, τ) observed
at a sensor can be graphically represented by the fundamental diagram – the
black curve on figure 3, which shows the correlation between τ (vertical) and q
(horizontal) rates, for one sensor, over one day.

We propose a new variable, the circulation state (E), derived from the fun-
damental diagram. This variable is based on computing two kinds of value for
each sensor i, per day:

– the average maximum flow rate (q̃i) is given by the mean of the maximum
flow rate measured at sensor i for each day. It corresponds to a near optimal
flow rate value with respect to traffic in front of sensor i ;

– the variable τ̃i computes the daily average occupancy rate value when traffic
reaches its maximum flow rate in a day.

At a fixed time t for day d, the vehicle flow rate and the occupancy rate
of a sensor i are respectively given by qd

i,t and τd
i,t. For each measurement, we

compute θd
i,t the angle between the line given by y = τ̃i and the line linking the

points (0, τ̃i) and (qd
i,t, τ

d
i,t). From θd

i,t, we define ed
i (t) the value of the circulation

state E at sensor i at day d and time t:

Fig. 3. Fundamental diagram with circulation state variable E
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ed
i (t) = 1/2 + 1/π × arctg

((τd
i,t − τ̃i)
100

× q̃i

qd
i,t

)
.

We point out that values of E are normalized, between 0 and 1. If the value
of E is close to 0, traffic is very calm and fluid (low flow and occupancy rates). A
circulation state with a value of 1 represents an immobile congested circulation
whereas a value close to 0.5 symbolizes a nearly optimal traffic with high flow
rate. The circulation state thus combines two different variables into one without
loss of information. Moreover, it gives a normalized and intelligible view of traffic.

Once we obtained these normalized values (per sensor, per day), we considered
information from domain experts to define seven distinct traffic states based on
the values of ed

i (t) – Heavy, Fluid, Bottleneck, etc., thereby transforming the
numeric description into a symbolic description – e.g., see [7].

4 Querying and Mining Traffic Data

In [8] we described the structure of a data warehouse to store the raw sensor
data. The design of this warehouse took into consideration the multiple spatial
and temporal aspects that must be considered when dealing with traffic data,
hence allowing aggregation along several dimensions.

We now extend this proposal by supporting the storage of all kinds of data
discussed previously together with the raw data – i.e., the series with missing
values filled, circulation (E) as well as STPCA summarizations (for q, τ and E),
as well as their symbolic discretization. This multitude of data representations
allows several kinds of analysis that are not reported elsewhere. This section
indicates the classes of queries that can be posed. Though not implemented,
they exemplify new kinds of analyses that we can obtain.

4.1 Pattern Analysis

Pattern analysis is deeply related with similarity search. The goal of similarity
search is to find, in a database, all series which are similar to another series
provided as input. Similarity mechanisms are based on the notions of feature
descriptor and distance function. A feature descriptor is typically a set of values,
summarizing the evolution of values in a series – e.g., in our case, STPCA. Two
series are considered similar if the distance between their descriptors is below a
threshold. Threshold values and distance functions must be validated by experts
for each application domain. Storing the raw and clean series, and their STPCA
representation, supports several kinds of similarity search, assuming that some
distance function has been defined by the experts.

Let I be an input series, which can represent τ , q or E series. Q1, Q2 and Q3
are standard pattern analyses, whose implementation can be solved by similarity
processing algorithms typical of data mining processes – see section 5. Thus, they
can be processed on the cleaned data set using these standard procedures. Q4
through Q7, however, are new kinds of query. They can only be answered due to
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Fig. 4. Comparison of actual measured values for a sensor series (gray) and their
STPCA estimate (black), for an atypical date - outliers

our spatio-temporal representations, e.g., a query on “typical behavior” requires
STPCA.

– Q1 - Retrieve all series which are similar to I
– Q2 - Retrieve all series which are similar to I, but only for sensor i
– Q3 - Retrieve all series which are similar to I, but only for day d
– Q4 - What is the circulation behavior of sensor i for day d (on E)
– Q5 - What is the typical q behavior of sensor i (returns its STPCA estimate)
– Q6 - Show the sensors whose typical circulation behavior is closest to that

of sensor i on day d (on STPCA applied to E)
– Q7 Show all sensors with a high margin of outliers for day d

Outliers can be detected by comparing a curve created by applying STPCA
to q or τ , and the original series, for a given day and sensor. Figure 4 shows
examples of such a difference – values computed for a typical day, for a sensor,
and values captured on Christmas. The possibility of describing typical behavior
allows checking for anomalies, and also detecting for which kinds of day an
approximation must be tuned – e.g., eliminating these days from global matrices
Y and Z, and computing STPCA for them alone.

4.2 Spatio-temporal Database Queries

Two kinds of spatio-temporal database queries can be considered – those on
the different numeric series, and those on symbolic representations applied to
E. The first can be divided into two basic situations – temporal and spatial
queries; spatio-temporal queries are classically a result of the combination of
both. Examples on queries on numeric series are

– Q8 - Spatial information – retrieve all series on q (or τ , or E) for sensors
within a given area (i.e., a standard spatial window query that returns data
on all sensors whose coordinates fall within the input region). This query
returns a set of series (assuming each day is stored separately)
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– Q9 - Temporal information – retrieve all series on q (or τ , or E) within a
given period (i.e., a standard temporal query where the predicate will be
checked against sensor timestamps). Screen copy on figure 5 is an example
of the kind of output display of this query.

– Q10 – Spatio-temporal information – a combination of Q9 and Q10.

We finally come to queries on symbolic data. This allows users to retrieve
information with associated semantics, closer to the user mental framework.

- Q11 – What are the sensors that on day d had more than 30% of Heavy
circulation values

- Q12 – What are the sensors within a given region that in at least one day
had more than 30% of Heavy circulation values (spatial restriction to a region,
and then executing Q11 repeatedly for each sensor in that region)

- Q13 – Which sensors within a given spatio-temporal frame had more than
30% of Heavy circulation (combination of Q11 and Q12)

Last but not least, database queries can be combined with pattern matching
queries using the symbolic representation, e.g., ”Q14 – Which sensors within
a given spatio-temporal frame had a symbolic circulation pattern similar to a
symbolic input pattern”.

5 Comparison to Related Work

Our research combines work on time series summarization, management and
pattern mining, and work on spatio-temporal databases for handling sensor data
for traffic management. Many dimensionality reduction methods for time series
have been proposed [9,10], e.g., to mine for patterns. Approximation methods
can be categorized into two main families - functions that transform sequences
into segments, and those that transform the initial dataset. The first category
includes for instance methods PAA, or TIDES [11]. Transformation methods
map the time series into some function space, e.g., Discrete Fourier Transform,
or Wavelet Transformations. Symbolic representation allows representing a series
by a sequence of discrete symbols, that can be applied for instance to each
line segment [7], or to angles between lines [11]. STPCA belongs to the first
family.

Spatio-temporal database research on traffic networks involves many issues.
In many cases, the network is transformed into a (spatial) graph, which is used
as a basis for planning maintenance and expansion of the network. Hence, opera-
tions research and graph theory play important roles in this activity – e.g., [12] is
concerned with routing models, using computation of flow in the network graph.
The work of [13] also takes advantage of network graphs and graph properties to
optimize kNN and distance range queries in traffic. Graphs and network struc-
tures are used to forecast and analyze trajectories of mobile objects (e.g.,[14]
in indexing trajectories). There is also extensive research on models for mobile
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objects and trajectories – e.g., [15,16]. These models assume that the identity of
each object is known, and that the sensors are placed on the moving objects.

6 Conclusions and Ongoing Work

This paper presented research conducted within a multidisciplinary project, in
the domain of spatio-temporal sensor data processing for urban traffic. It com-
bines research on analytical methods to pre-process, clean and summarize multi-
ple sensor data sources, and research on spatio-temporal database management.
Introduction of STPCA improves data analysis considering the spatio tempo-
ral aspect of the dataset, offering a compression factor which outperforms those
obtain by classical S-mode PCA and T-mode PCA with an equivalent recon-
struction error. STPCA also dominates both other methods to estimate missing
values and atypical cases. As part of the work in CADDY, we have constructed
a prototype that allows the visual exploration of sensor data, shown in figure 5.

Fig. 5. Screen copy of prototype

Future work involves theoretical and implementation issues. The latter mainly
concern developing more tools within the prototype to directly support the
classes of queries described. This will require, among others, linking the pro-
totype to pattern recognition algorithms. We furthermore need to explore other
extensions to STPCA. This method is geared towards studying individual sen-
sors, for specific patterns, to determine an average typical behavior for each
sensor. STPCA can be extended to spatial aggregation (several sensors) over an
area. Another issue concerns deriving other kinds of traffic behavior description
– e.g., for atypical days, due to variation in human activity in a given area, such
as holidays or festivals. A combination of these two extensions would support a
wider variety of traffic pattern descriptions – e.g., for distinct events. This, in
turn, would allow new kinds of decision support in real time traffic management,
including interaction with intelligent car systems.
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Abstract. Both Geographic Information Systems and Information Re-
trieval have been very active research fields in the last decades. Lately, a
new research field called Geographic Information Retrieval has appeared
from the intersection of these two fields. The main goal of this field is
to define index structures and techniques to efficiently store and retrieve
documents using both the text and the geographic references contained
within the text.

We present in this paper a new index structure that combines an
inverted index, a spatial index, and an ontology-based structure. This
structure improves the query capabilities of other proposals. In addi-
tion, we describe the architecture of a system for geographic information
retrieval that uses this new index structure. This architecture defines a
workflow for the extraction of the geographic references in the document.

1 Introduction

Two research fields that have received much attention during the last years are
those of Information Retrieval [1] and Geographic Information Systems [2]. These
fields have produced industry product lines such as digital libraries, document
databases, web search engines, and spatial data infrastructures [3]. During the
last decades these two research fields have advanced independently. Although
it is very common that textual and geographic information occur together in
information systems, the geographic references of documents are rarely used
in information retrieval systems. Few index structures or retrieval algorithms
take into account the spatial nature of geographic references embedded within
documents. Pure textual techniques focus only on the language aspects of the
documents and pure spatial techniques focus only on the geographic aspects of
the documents. None of them are suitable for a combined approach to infor-
mation retrieval because they completely neglect the other type of information.
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As a result, there is a lack of system architectures, index structures and query
languages that combine both types of information.

Some proposals have appeared recently [4,5,6] that define new index structures
that take into account both the textual and the geographic aspects of a docu-
ment. These proposals are the origin of a new research field called Geographic
Information Retrieval (GIR). However, there are some specific particularities
of geographic space that are not taken into account by these approaches. Par-
ticularly, concepts such as the hierarchical nature of geographic space and the
topological relationships between the geographic objects must be considered in
order to fully represent the relationships between the documents and to allow
new and interesting types of queries to be posed to the system.

In this paper, we present an index structure that takes these issues into ac-
count. We first describe some basic concepts and related work in Section 2.
Section 3 describes our index structure and the procedures used to built it.
Then, in Section 4, we present the general architecture of the system and de-
scribe its components. After that, in Section 5, we describe some types of queries
that can be answered with this system and we sketch the algorithms that can
be used to solve this queries. Furthermore, Section 6 presents some experiments
that we made to compare our structure with other ones that use a pure spatial
index. Finally, Section 7 presents some conclusions and future lines of work.

2 Related Work

Inverted indexes are considered the classical text indexing technique [1]. The
main drawback of these indexes is that geographic references are mostly ignored
because place names are considered words just like the others. If the user poses a
query such as as hotels in Spain, the place name Spain is considered a word, and
only those documents that contain exactly that word are retrieved. Regarding
indexing geographic information, many different spatial index structures have
been proposed along the years. A good survey of these structures can be found
in [7]. A drawback of spatial index structures is that they do not take into
consideration the geographic ontology of the real world. Internal nodes in the
structure are meaningless in the real world and it is not possible to associate
location-specific information to these nodes because there is no relation at all
between the nodes in the spatial index structure and real world locations.

Some work has been done to combine both types of indexes. Finding geo-
graphical references in text is a very difficult problem and there have been many
papers that deal with different aspects of this problem and describe complete
systems such as Web-a-where [8], MetaCarta [9], and STEWARD [4]. The pa-
pers about the SPIRIT (Spatially-Aware Information Retrieval on the Internet)
project [10,11,12,13] are a very good starting point. In [12], the authors conclude
that keeping separate text and spatial indexes, instead of combining both in one,
results in less storage costs but it could lead to higher response times. More re-
cent works can be broadly classified into two categories depending on how they
combine textual and spatial indexes. On the one hand, some proposals have



Retrieving Documents with Geographic References 397

appeared that combine textual and spatial aspects in an hybrid index [14,15].
On the other hand, other proposals define structures that keep separate indexes
for spatial and text attributes [4,5,6]. Our index structure is part of this second
group because this division has many advantages [6]. Nevertheless, none of these
approaches take into account the relationships between the geographic objects
that they are indexing.

A structure that can properly describe the specific characteristic of geographic
space is an ontology, which is a formal explicit specification of a shared concep-
tualization [16,17]. An ontology provides a vocabulary of classes and relations to
describe a given scope. In [18], a method is proposed for the efficient management
of large spatial ontologies using a spatial index to improve the efficiency of the
spatial queries. Furthermore, in [10,13] the authors describe how ontologies are
used in query term expansion, relevance ranking, and web resource annotation
in the SPIRIT project. However, as far as we know, nobody has ever tried to
combine ontologies with other types of indexes to have a hybrid structure that
captures both the spatial and the semantic relationships between the geographic
objects indexed.

3 Index Structure

Our index architecture has three main components, a textual index, a spatial
index, and a place name hash table to optimize the resolution of a particular type
of very common queries. The textual index is built using Lucene [19] by parsing
and inserting each of the documents into the index. The place name hash table
stores for each location name its position in the spatial index structure. This
provides direct access to a single node by means of a keyword that is returned
by the Geographic Space Ontology Service (see Figure 2) if the word processed
is a location name.

The spatial index is based on an ontology [16,17] of the geographic space that
describes the concepts in our domain and the relationships that holdbetween them.
There are different ontology languages that provide different formal and reasoning
facilities. OWL [20] is a W3C standard language to describe ontologies and can be
categorised into three species or sub-languages: OWL-Lite, OWL-DL and OWL-
Full. Our spatial ontology is described in OWL-DL and it can be downloaded from
the following URL: http://lbd.udc.es/ontologies/spatialrelations.

OWL classes can be interpreted as sets that contain individuals (also known as
instances). Individuals can be referred to as being instances of classes. Our ontol-
ogy describes eight classes of interest: SpatialThing, GeographicalThing, Geograph-
icalRegion, GeopoliticalEntity, PopulatedPlace, Region, Country, and Continent.
In our ontology there are hierarchical relations among SpatialThing, Geographi-
calThing, GeographicalRegion, GeopoliticalEntity because:

– GeopoliticalEntity is subclass of GeographicalRegion
– GeographicalRegion is subclass of GeopoliticalEntity
– GeopoliticalEntity is subclass of GeographicalThing and
– GeographicalThing is subclass of SpatialThing.

http://lbd.udc.es/ontologies/spatialrelations
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That is, these four classes are organised into a superclass-subclass hierarchy,
which is also known as a taxonomy. Subclasses specialise (are subsumed by)
their superclasses. GeopoliticalEntity has four subclasses: PopulatedPlace, Coun-
try, Continent, and Region. All the individuals are members of these subclasses.
These four subclasses have an additional necessarily asserted condition regarding
their relations with each other. They are connected by the property spatially-
ContainedBy that describes the existence of an spatial relationship among them.
For instance, all the individuals of class PopulatedPlace are spatiallyContainedBy
individuals of class Region (described in OWL as PopulatedPlace spatiallyCon-
tainedBy only (AllValuesFrom) Region). Figure 1 shows an example of these
relationships. Ontology classes are represented as circles, individuals as rectan-
gles, and the relationships as labelled lines.

Fig. 1. Ontology instances

We build the ontology using a Gazetteer (in our test implementation we use
Geonames [21]). However, Geonames (and Gazetteers in general) does not pro-
vide geometries for the location names other than a single representative point
whereas our spatial index needs the real geometry of the location name (for
example, the boundary of countries). Hence, we defined a Geometry Supplier
service to obtain the geometries of those location names. As a base for this ser-
vice we used the Vector Map (VMap) cartography [22]. The Geographic Space
Ontology Service is composed of both the Gazetteer service and the Geometry
Supplier service.

The spatial indexing stage comprises three steps. First, the system extracts
candidate location names (words that are likely to be location names) from the
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text. The documents are parsed in order to discover the place names contained
within. We use the Natural Language Tool LingPipe [23] to find the candidate lo-
cation names. In the system prototype we use LingPipe trained with the MUC6
corpus (http://www.ldc.upenn.edu) labelled with locations, people and organi-
zations. After the LingPipe processing, the module filters the resultant named en-
tities selecting only the locations and discarding people and organization names.

In a second step, the candidate locations are processed in order to determine
whether the candidates are real location names, and, in this case, to compute
their geographic locations. There are some problems that can happen at this
point: a location name can be ambiguous (polysemy), and there can be multiple
names for the same geographic location. We developed a module, called Geo-
graphic Space Ontology Service, based on the ontology of the geographic space
to geo-reference location names. This module returns for a candidate location
name an ontology graph with the individual that represents the location name
and all the individuals related by means of spatiallyContainedBy relationships.
If the ontology does not have an individual for the candidate location name, it
is discarded.

Finally, the third step consists in building the spatial index with the ontology
graphs of the geo-referenced locations computed in the previous step together
with references to the documents containing them. The spatial index is a tree
composed by nodes that represent location names. The tree structure depends
on the ontology that is used in the system. In the case of the ontology described
previously, the nodes are connected by means of inclusion relationships (for in-
stance, Galicia is included in Spain). In each node we store: (i) the keyword (a
place name), (ii) the bounding box of the geometry representing this place, (iii)
a list with the document identifiers of the documents that include geographic
references to this place, and (iv) a list of child nodes that are geographically
within this node. If the list of child nodes is very long, using sequential access
is very inefficient. For this reason, if the number of children nodes exceeds a
threshold, an R-Tree is used instead of a list.

This structure has two main drawbacks. First, the tree that supports the struc-
ture is possibly unbalanced penalizing the efficiency of the system. We present
some experiments in Section 6 trying to prove that this is not a very impor-
tant problem. Second, ontological systems have a fixed structure and thus our
structure is static and it must be constructed ad-hoc.

4 System Architecture

Figure 2 shows our proposal for the system architecture of a geographic infor-
mation retrieval system. The architecture can be divided into three independent
layers: the index construction workflow, the processing services, and the user
interfaces. The bottom part of the figure shows the index construction workflow,
which, in turn, consists of three modules: the document abstraction module, the
index construction module, and the index structure itself.
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Fig. 2. System Architecture

The processing services are shown in the middle of the figure. On the left side,
the Geographic Space Ontology Service used in the spatial index construction is
shown. On the right side, one can see the two services that are used to solve queries.
The rightmost one is the query evaluation service, which receives queries and uses
the index structure to solve them. Section 5 describes the types of queries that
can be solved by this service, as well as the algorithms that are used to solve
these queries. The other service is a Web Map Service following the OGC specifi-
cation [24] that is used to create cartographic representations of the query results.
On top of these services a Geographic Information Retrieval Module is in charge
of coordinating the task performed by each service to response the user requests.

The topmost layer shows the two user interfaces that exist in the architecture:
the Administration User Interface and the Query User Interface. The adminis-
tration user interface was developed as a stand-alone application and it can be
used to manage the document collection. The Query User Interface interface
was developed as a web application using the Google Maps API [25]. This user
interface allows the user to indicate both the textual and the spatial aspects of
queries. The spatial context can be introduced in three ways that are mutually
exclusive: typing the location name, selecting the location name in a tree, and
visualizing the spatial context of interest in the map.

5 Supported Query Types

The most important characteristic of an index structure is the type of queries
that can be solved with it. Our index structure support three types of queries:
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pure textual queries, pure spatial queries, and queries with a textual and a
spatial component. In this last type, the spatial component can be given both
as a location name or as a geographical area.

Pure textual queries such as “retrieve all documents where the words hotel
and sea appear” can be solved by our system because a textual index is part of
the index structure. Similarly, pure spatial queries such “retrieve all documents
that refer to the following geographic area” can also be solved because the index
structure is built like a spatial index. Each node in the tree is associated with
the bounding box of the geographic objects in its subtree. Therefore, the same
algorithm that is used with spatial indexes can be used with our structure.

Furthermore, the index structure that we propose can be used to solve queries
that involve a textual and a spatial component. In this case, the textual index
is used to retrieve the list of documents that contain the words, and the spatial
index structure is used to compute the list of documents that reference the
geographic area. The result to the query is computed as the intersection of both
lists. In the case of queries such as “retrieve all documents with the word hotel
that refer to Spain”, our system uses the Geographic Space Ontology Service to
discover that Spain is a geographic reference and then it uses the place name
hash table to retrieve the index node that represents Spain. Thus, we save some
time by avoiding a tree traversal.

Another improvement over text and spatial indexes is that our index structure
can easily perform query expansion on geographic references because the index
structure is built from an ontology of the geographic space. Consider the fol-
lowing query “retrieve all documents that refer to Spain”. The query evaluation
service will discover that Spain is a geographic reference and the place name
index will be used to quickly locate the internal node that represents the geo-
graphic object Spain. Then all the documents associated to this node are part
of the result to the query. Moreover, all the children of this node are geographic
objects that are contained within Spain (for instance, the city of Madrid). There-
fore, all the documents referenced by the subtree are also part of the result of
the query. The consequence is that the index structure has been used to expand
the query because the result contains not only those documents that include the
term Spain, but also all the documents that contain the name of a geographic
object included in Spain (e.g., all the cities and regions of Spain).

6 Experiments

In the previous section we showed that our structure has a qualitative advan-
tage over systems that combine a textual index with a pure spatial index because
query expansion can be performed directly with our index structure. Hence, our
index structure supports a new type of query that cannot be implemented with
a pure spatial index. However, unlike pure spatial index structures, our index
structure is not balanced and therefore, the query performance can be worse.
In this section we describe the experiments that we performed to compare our
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structure with other ones based on a pure spatial index. We used the TREC FT-
91 (Financial Times, year 1991) document collection [26], which consists of 5,368
news documents. Then, we built two indexes over this collection: one using our
index structure as described in this paper, and another one using a textual index
and an R-Tree. Furthermore, we developed an algorithm to generate random
spatial query windows based on the performance comparisons of the R*-Tree
in [27]. We compared the structures with respect to four different query window
areas, namely 0.001%, 0.01%, 0.1% and 1% of the world. We generated 100,000
random query windows for each area, and we averaged the computing time of
each query execution. Table 1 shows the results of this experiment.

Table 1. Ontology-based index versus R-Tree

Overall High density Low density

Query area (%) 0.001 0.01 0.1 1 0.001 0.01 0.1 1 0.001 0.01 0.1 1

Our index 0.013 0.017 0.052 0.360 0.03 0.11 1.05 9.84 0.02 0.03 0.09 0.4
R-Tree 0.010 0.016 0.057 0.370 0.07 0.22 1.64 12.85 0.02 0.03 0.07 0.2

The first row of the table shows the results obtained with our structure (in
milliseconds), and the second one shows the results obtained with the structure
using an R-Tree. Both index structures have similar performance. The perfor-
mance of our structure is a bit worse than the R-Tree when the query window is
small but, surprisingly it is a bit better than the R-Tree when the query window
is bigger. In order to explain this surprising result, we analyzed the performance
in particular zones. We distinguished two relevant types of zones and we repeated
the experiment generating random queries in both zones.

First, we studied the performance of the structures when the document density
is high. In this case, the performance of our structure is higher than the R-Tree
performance. We believe this is because our structure stores a list of documents
for each location while the R-Tree uses a node for each document.

Then, we studied the performance when the document density is low. In this
case, the R-Tree performance is better because the number of nodes in both
structures is similar and the R-Tree is balanced whereas our structure may be
unbalanced. For this reason, in the general case, when the query window is small
the probability of that query window being in a high document density zone
is small and, therefore, the R-Tree performance is better. However, when the
query window is bigger that probability is higher and, therefore, the R-Tree
performance is lower.

7 Conclusions and Future Work

We have presented in this paper a system architecture for an information retrieval
system that takes into account not only the text in the documents but also
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the geographic references included in the documents and the ontology of the
geographic space. This is achieved by a new index structure that combines a
textual index, a spatial index, and an ontology-based structure. We have also
presented how traditional queries can be solved using the index structure, and
new types of queries that can be solved with the index structure are described
and the algorithms that solve these queries are sketched. Finally, we performed
some experiments that show that the performance of our structure is acceptable
in comparison with index structures using pure spatial indexes.

Future improvements of this index structure are possible. We are currently
working on the evaluation of the performance of the index structure, partic-
ularly we are performing experiments to determine the precision and recall.
Moreover, Toponym Resolution techniques must be implemented to solve am-
biguity problems when we geo-reference the documents. Another line of future
work involves exploring the use of different ontologies and determining how each
ontology affects the resulting index. Furthermore, we plan on including other
types of spatial relationships in the index structure in addition to inclusion (e.g.,
adjacency). These relationships can be easily represented in the ontology-based
structure, and the index structure can be extended to support them. Finally, it
is necessary to define algorithms to rank the documents retrieved by the system.
For this task, we must define a measure of spatial relevance and combine it with
the relevance computed using the inverted index.
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The international workshop on Web Information Systems Modeling (WISM) aims at
covering the latest developments for model-driven design of Web Information Systems
(WIS). This is the fifth edition of the workshop, after four successful editions organized
in Trondheim (2007), Luxembourg (2006), Sydney (2005), and Riga (2004).

The first paper, the invited paper, by Ma et al. discusses Abstract State Services as an
abstraction of Web services. Abstract State Services use a hidden database layer com-
bined with a function-enabled view layer. These abstractions enable easy integration
and composition of existing WIS components for building new WIS.

The second paper by De Virgilio and Torlone proposes the General Hypertext Model,
a reference meta-model for WIS navigational design. The proposed hypertext model
generalizes both data-oriented and object-oriented approaches for navigational design.
The authors discuss three scenarios that make use of General Hypertext Model: hyper-
text exchange, hypertext integration, and hypertext adaptation.

The third paper by Luinenburg et al. applies situational engineering to the develop-
ment of WIS. The approach is based on identifying the key features for WIS design and
subsequently selecting the ones required by a WIS. After that, fragments of possibly
different design methods that support these features are selected and assembled in a
specific design method for the desired WIS.

The fourth paper by Alpuente et al. presents a rule-based specification and verifica-
tion language for WIS. The language makes use of an ontology which allows the use of
semantic information during rule expansion. The integration between the rule-language
and the ontology is achieved by extending OWL-DL with variables and function calls.

The fifth paper by Rigo and de Oliveira proposes the acquisition of user stereotypes
by using Web usage mining and domain ontologies. The access patterns have associ-
ated semantic contexts that describe the semantic relations between pages as well as
page content similarity. Based on the semantic context and user current information,
the system is adapted by suggesting links and topics of possible interest to the user.

The sixth paper and last one in this workshop by Milea et al. aims at supporting WIS
that make use of Semantic Web technologies for modeling the temporal context. The
paper proposes TOWL, an extension of OWL-DL with temporal constructs based on
concrete domains and fluents. One of these extensions refers to temporal cardinality
that lifts the OWL-DL cardinality restrictions in a temporal dimension.

We do hope that the topics of the selected papers will appeal to the reader and in-
vite her/him to have a closer look at the articles gathered in the proceedings. Last, but
not least, we would like to thank all the authors, reviewers, and participants for their
contributions and support making thus the organization of the workshop possible.
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Abstract. Abstract State Services (ASSs) have been introduced re-
cently as an abstraction of web services that exploit the fundamental
approach of Abstract State Machines. An ASS combines a hidden data-
base layer with an operation-equipped view layer, and can be a simple
function, a data warehouse or a full-fledged Web Information System
(WIS). In this paper we provide a language for ASSs, and show how
ASSs capture all these instantiations of “services”.

1 Introduction

Since its introduction the role of the world-wide web has shifted from enabling
access to a pool of documents to the provision of services. Such web services can
in fact be anything from a simple function to a fully functional Web Information
System (WIS). The unifying characteristic is that content and functionality are
made available for use by human users or other services. Therefore, web service
integration has become a highly relevant research topic, and a lot of work has
been investigated into it [1]. However, despite the existence of conference series
on web services and a lot of buzz around “service-oriented architecture” (SOA)
the notion of “service” has surprisingly been defined only vaguely.

In this paper we are particularly interested in an abstract, conceptual ap-
proach to service integration and composition that has recently been introduced
by means of postulates for Abstract State Services (ASSs) [2]. ASSs adopt
the fundamental idea from WISs that a service can be described by two lay-
ers: a hidden database layer consisting of a database schema and transactions,
and a visible view layer on top of it providing views and functions based on
them [3]. The postulates for ASSs follow the line of thought of the ASM
thesis [4], for which Blass and Gurevich formalised sequential and parallel al-
gorithms by requiring a small set of intuitive, abstract postulates, and proved

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 406–415, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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that these postulates are captured by (sequential) Abstract State Machines
(ASMs) [5].

We show that ASSs capture services as diverse as simple functions, data ware-
houses and WISs. In particular, our focus is on describing WISs in general as
particular ASSs. For this we pick up the concept of Abstract Database Trans-
formation Machines (ADTMs), a modification of ASMs that captures the postu-
lates for database transformations [6], and enhance ADTMs by integrating them
with a declarative query language that is based on fixed-point construction and
identifier creation.

Regarding WISs as ASSs allows us to benefit from the approach to ASS in-
tegration and composition that was developed in [2]. In this way we enable the
construction of WISs by means of plugging in components from various existing
WISs, i.e. we achieve WIS interoperability. Furthermore, as the concept of ASS
is not bound to WISs, we may even be able to integrate WISs with any kind
of web service. In particular, the close relationship between ADTMs and ASMs
permits the easy integration of web services that have been specified by means
of ASMs [7].

The remainder of this paper is organised as follows. In Section 2 we briefly
introduce the model of Abstract State Services without detailed reference to
the postulates for database transformations. We discuss how functional web
services, data warehouses and WISs can be seen as a special case of ASSs. In
Section 3 we develop an abstract language for ASSs based on the results in [6]
and the media type concept for WISs from [3]. We demonstrate the language
by a concise WIS example. We conclude with a brief summary and discussion of
future research.

2 Abstract State Services

Following the general approach of Abstract State Machines [4] we may consider
each database computation as a sequence of abstract states, each of which rep-
resents the database (instance) at a certain point in time plus maybe additional
data that is necessary for the computation, e.g. transaction tables, log files, etc.
In order to capture the semantics of transactions we distinguish between a wide-
step transition relation and small step transition relations. A transition in the
former one marks the execution of a transaction, so the wide-step transition
relation defines infinite sequences of transactions. Without loss of generality we
can assume a serial execution, while of course interleaving is used for the imple-
mentation. Then each transaction itself corresponds to a finite sequence of states
resulting from a small step transition relation, which should then be subject to
the postulates for database transformations [6].

A database system DBS consists of a set S of states, together with a subset
I ⊆ S of initial states, a wide-step transition relation τ ⊆ S × S, and a set T
of transactions, each of which is associated with a small-step transition relation
τt ⊆ S × S (t ∈ T ) satisfying the postulates of a database transformation
over S.
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A run of a database system DBS is an infinite sequence S0, S1, . . . of states
Si ∈ S starting with an initial state S0 ∈ I such that for all i ∈ N (Si, Si+1) ∈ τ
holds, and there is a transaction ti ∈ T with a finite run Si = S0

i , . . . , Sk
i = Si+1

such that (Sj
i , Sj+1

i ) ∈ τti holds for all j = 0, . . . , k − 1.
Views in general are expressed by queries, i.e. read-only database transforma-

tions. Therefore, we can assume that a view on a database state Si ∈ S is given
by a finite run Si = Sv

0 , . . . , Sv
� of some database transformation v with Si ⊆ Sv

�

– traditionally, we would consider Sv
� −Si as the view. We can use this to extend

a database system by views.
In doing so we let each state S ∈ S to be composed as a union Sd∪V1∪· · ·∪Vk

such that each Sd ∪ Vj is a view on Sd. As a consequence, each wide-step state
transition becomes a parallel composition of a transaction and an operation
that switches views on and off. This leads to the definition of an Abstract State
Service (ASS).

An Abstract State Service (ASS) consists of a database system DBS, in which
each state S ∈ S is a finite composition Sd ∪ V1 ∪ · · · ∪ Vk, and a finite set V of
(extended) views. Each view v ∈ V is associated with a database transformation
such that for each state S ∈ S there are views v1, . . . , vk ∈ V with finite runs
Sd = Sj

0 , . . . , S
j
nj

= Sd ∪ Vj of vj (j = 1, . . . , k). Each view v ∈ V is further
associated with a finite set Ov of (service) operations o1, . . . , on such that for
each i ∈ {1, . . . , n} and each S ∈ S there is a unique state S′ ∈ S with (S, S′) ∈ τ .
Furthermore, if S = Sd ∪V1 ∪· · ·∪Vk with Vi defined by vi and o is an operation
associated with vk, then S′ = S′

d ∪ V ′
1 ∪ · · · ∪ V ′

m with m ≥ k − 1, and V ′
i for

1 ≤ i ≤ k − 1 is still defined by vi.
In a nutshell, in an ASS we have view-extended database states, and each

service operation associated with a view induces a transaction on the database,
and may change or delete the view it is associated with, and even activate other
views. These service operations are actually what is exported from the database
system to be used by other systems or directly by users.

A formalisation of database transformations by means of postulates is beyond
the scope of this paper and excluded due to space limitations. In a nutshell, the
postulates require a one-step transition relation between states (sequential time
postulate), states as (meta-finite) first-order structures (abstract state postu-
late), necessary background for database computations such as complex value
constructors (background postulate), limitations to the number of accessed terms
in each step (exploration boundary postulate), and the preservation of equivalent
substructures in one successor state (genericity postulate) [2]. In [6] the language
of Abstract Database Transformation Machines (ADTMs) has been developed,
which captures all database transformations.

Examples. Let us now look at examples for ASSs. We will concentrate on func-
tions, which are quite often taken as web services, Data Warehouses and Web
Information Systems.

Functional Web Services. Suppose we have a database with employee in-
formation, in particular salaries. Individual salaries will be kept hidden, but
building averages for groups for employees will be offered as a service. In this
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case, we could have a quaternary relation with employee id, name, department
and salary in the database schema. Using ASMs [5] we would model this by
a controlled 4-ary function employee. Then employee(43,Lisa,Cheese,4100)=1
means that there is an employee with id 43, name Lisa, and salary 4100 in the
Cheese department, while employee(552,Bernd,Milk,8000)=0 means that in the
Milk department there is no employee named Bernd with id 552 and salary 8000.

The averaging operation would be made available in combination with an
empty view. We would allow either a grouping by department or no grouping at
all. The result would leave the database as it is but display a new view with the
resulting relation and the same operation associated to it. Using ASM notation
we could define the averaging operation by department simply by the rule

result := {(d, a) | ∃i, n, s. employee(i, n, d, s) = 1∧a = avg〈s | ∃i, n, s. employee(i, n, d, s) = 1〉}

Data Warehouses. A more interesting example of ASSs is given by data ware-
houses, which could be turned this way into web warehouses. The ASM-based ap-
proach in [8] used three linked ASMs to model data warehouse and OLAP applica-
tions. At its core we have an ASM modelling the data warehouse itself using star or
snowflake schemata. For instance, here we could have controlled functions sales,
product, and store all of arity 3, and a static ternary function time. As before,
sales(003,14,27-2-2008)=1represents the fact that product 003 was sold in store 14
on27February2008,product(003,hammer,27.5)=1means that theproductwith id
003 is a hammer, which is sold at a price of 27.5, store(14,Awapuni,Palmerston)=1
means that the store with id 14 is located in Awapuni in the city of Palmerston,
and time(27,2,2008)=1 indicates that 27 February 2008 is a valid time point.

A second ASM would be used for modelling operational databases with rules
extracting data from them and refreshing the data warehouse. This ASM is of
no further relevance for us and thus will be ignored.

The third ASM models the OLAP interface on the basis of the idea that
datamarts can be represented as extended views. Such a view may e.g. extract
all sales in store 14 in 2008 together with product description and price. That is,
the view defining database transformation could be described (using relational
algebra operations liberally) by the simple rule

result := πp-id,description,price,day(date),month(date)(σs-id=14∧year(date)=2008(sales) �	 product)

Service operations associated with such a view could be roll-up and drill-down
operations, e.g. aggregating sales per day or month, or slicing operations, e.g.
concentrating on sales of a particular product. Furthermore, we could permit
operations for changing the selected year or store. We omit further details.

Furthermore, the main rule in the OLAP ASM in [8] mainly serves the purpose
of opening and closing datamarts and selecting operations associated with them.
This has been already captured by the notion of a run.

Web Information Systems. Another even more complex example is given
by Web Information Systems (WISs), following the modelling approach in [3],
which among others provides the notion of media type. At its core, a media type
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is a view on a database schema that is extended by operations (and more), which
is exactly what we capture with ASSs.

However, in this case the view-defining queries must be able to create the link
structure between instances of media types, the so-called media objects, which
implies that the creation of identifiers is a desirable property in such queries. As
already stated the non-determinism in database transformation is motivated by
such identifier creation. In this sense WISs provide an example for the necessity
of non-determinisn in the small-step transition relations.

3 A Language for ASSs

In this section we develop a formal language for ASSs. Different from our work
in [6] our emphasis is not so much completeness, but simply providing a language
that is handy for capturing a wide class of WISs as ASSs.

ADTMs. As the definition of ASSs is mainly built on top of database transfor-
mations, we adopt the language of ADTMs from [6], which captures all database
transformations. In the following we use the notation atom(p) referring to all
atomic elements appeared in terms of a program p.

For a database transformation t let S be a state of t, f a dynamic function
symbol of arity n in the state signature of t, and a1, ..., an, v be elements in the
base set of S, then an update of t is a pair (l, v), where l is a location f(a1, ..., an).
An update set is a set of updates; an update multiset is a multiset of updates.

An update set U = {(l1, v1), ..., (ln, vn)} is consistent iff the locations of up-
dates in U are distinct. With respect to a given state S, the execution of a
non-trivial update set U over S is denoted as S ⊕ U such that S ⊕ U = S′ where
lS

′

i = vi (i = 1, ..., n) iff U is consistent, otherwise it is undefined.
An Abstract Database Transformation Machine (ADTM) Λ has a fixed vo-

cabulary H over a finite set of base domains, consisting of a set SΛ of states of
vocabulary H , a set IΛ ⊆ SΛ of initial states and a set FΛ ⊆ SΛ of final states,
states in IΛ, FΛ and SΛ are closed under Z-isomorphisms for Z = atom(PΛ) and
Z ⊂ H , a program PΛ of vocabulary H , and a relation πΛ over SΛ is determined
by PΛ such that {Si+1|(Si, Si+1) ∈ πΛ} = {Si ⊕ u|u ∈ U(PΛ, Si)}.

Thevocabulary of anAbstractDatabaseTransformationMachine is constituted
by a state vocabulary and a background vocabulary. If Λ is an Abstract Database
Transformation Machine, Z is a finite set of elements from the base domains of Λ.
Then taking sets X and F of dynamic nullary function names (i.e. variables) and
a set of non-nullary function names in the vocabulary of Λ, respectively, then a set
T of terms of Λ is defined as the smallest set satisfying t ∈ T for all t ∈ U with
atom(t) ⊆ Z, X ⊆ T , and f(t1, ...tn) ∈ T , where f ∈ F and ti ∈ T (i ∈ [1, n]).

We still have to define the programs PΛ used in the definition above. For this
we will need location operators. For this let M(D) be the set of all non-empty
multisets over a domain D, then a location operator ρ over M(D) consists of a
unary function α : D → D, a commutative and associative binary operation �
over D, and a unary function β : D → D, which define ρ(m) = β(α(b1) � · · · �
α(bn)) for m = 〈b1, ..., bn〉 ∈ M(D).
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Using a location function that assigns a location operator or ⊥ to each loca-
tion, an update multiset can be reduced to an update set. For convenience, we
use ∆Υ (r) and ∆̈Υ (r) to denote an update set and an update multiset produced
by executing a rule r ∈ R on structure Υ , respectively. A term t is a Boolean
term iff valueSet(t, Υ ) = {true} or valueSet(t, Υ ) = {false}.

For an Abstract Database Transformation Machine Λ, let Υ be a state of Λ, T
and X be the sets of terms and variables of Λ, respectively, then PΛ is inductively
defined by a set R of rules.

Update Rule: f(t1, ...tn) := t0, where f(t1, ...tn) and t0 are terms in T , with
update set ∆Υ (f(t1, ...tn) := t0) = {(f(a1, ...an), a0)}, where ai ∈ valueSet
(ti, Υ ) for i ∈ [0, n].

Conditional Rule: if t then r endif, where t is a Boolean term and r ∈ R.
The update set is ∆Υ (if t then r endif) = ∆Υ (r) if valueSet(t, Υ ) = {true},
otherwise ∆Υ (if t then r endif) = ∅.

Forall Rule: forall x with ϕ(x) do r enddo, where x ∈ X , ϕ(x) is a Boolean
term containing x and r ∈ R. The rule first produces the update multi-
set ∆̈Υ (forall x with ϕ(x) do r enddo) =

⊎
i∈[1,n] ∆̈

Υ ([ai/x]r) where
{x | valset(ϕ(x), Υ ) = {true}} = {a1, ..., an} and [ai/x]r means that vari-
able x is bounded to value ai within the rule r. Then this update multiset
is reduced to the update set ∆Υ (forall x with ϕ(x) do r enddo).

Choose Rule: choose x with ϕ(x) do r enddo, where x ∈ X , ϕ(x) is a
Boolean term containing x and r ∈ R. ∆Υ (choose x with ϕ(x) do r enddo)
= ∆Υ ([a/x]r), where a ∈ {x|valueSet(ϕ(x), Υ ) = {true}} and [a/x]r means
that variable x is bounded to value a within the rule r.

Parallel Rule: r1‖r2 with r1, r2 ∈ R and the update set ∆Υ (r1‖r2) = ∆Υ (r1)∪
∆Υ (r2).

Sequence Rule: r1; r2 with r1, r2 ∈ R. In this case the update set is ∆Υ (r1; r2)
= ∆Υ (r1) � ∆Υ (r2), which results from first applying ∆Υ (r1) on structure
Υ and then applying ∆Υ (r2) on the resulting structure.

Let Rule: let θ(t) = ρ in r, where θ is a location function, ρ a location opera-
tor, t ∈ T and r ∈ R. This gives ∆Υ (let θ(t) = ρ in r) = ∆Υ ([ρ/θ(t)]r) with
l ∈ {x|x ∈ valueSet(t, Υ )}, and [ρ/θ(t)]r means that the location operator
associated with l is bounded to ρ within the rule r.

Queries as Database Transformations. Let us now take a look at the
fixed-point query language in [3] that has been used for defining views in WISs.
In order to adapt this language to the formalism of ASSs we have to make
some assumptions regarding the background. One of the domains used in the
background should correspond to a set of abstract identifiers, so we can use
a base type ID to refer to values in this domain. Identifiers in views will be
interpreted as abstract surrogates for URIs.
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Then we assume the existence of a tuple constructor (·) and a set constructor
{·}. Note that the minimum requirement for a background structure given in [2]
already contains the existence of a pair-constructor that would be sufficient for
building the tuple constructor on top of it.

Furthermore, let us assume that the database part in each state consists of
relations and that identifiers are used for all tuples. These assumptions allow
us to define extended terms (eterms), and each term will be typed. For each
type t we take a countable set of variables Vt. These sets are to be pairwise
disjoint. Blurring the distinction between a value in a domain and a constant
term that is always interpreted by that value, variables and constants of type
t become eterms of that type. In addition, each relation R ∈ S is an eterm of
type {(ident : ID , value : tR)}. For each variable ı of type ID there is a term ı̂
of some type t(ı). If τ1, . . . , τk are eterms of type t, then {τ1, . . . , τk} is an eterm
of the set type {t}. If τ1, . . . , τk are eterms of type t1, . . . , tk, respectively, then
(a1 : τ1, . . . , ak : τk) is an eterm of the tuple type (a1 : t1, . . . , ak : tk).

If τ1, τ2 are eterms of type {t} and t, respectively, then τ1(τ2) is a positive
literal and ¬τ1(τ2) is a negative literal. If τ1, τ2 are eterms of the same type t,
then τ1 = τ2 is a positive literal and τ1 �= τ2 is a negative literal. A ground fact
is a positive literal without variables.

A rule is an expression of the form L0 ← L1, . . . , Lk with a fact L0 (called
the head of the rule) and literals L1, . . . , Lk (called the body of the rule), such
that each variable in L0 not appearing in the rule’s body is of type ID . A logic
program is a sequence P1; . . . ; P�, in which each Pi is a set of rules.

Finally, a query Q on S is defined by a type tQ and a logic program PQ such
that a variable ans of type {(url : ID , value : tQ)} is used in PQ. A Boolean
query can be described as a query Q with type tQ = 1l assuming a trivial type 1l
in the background with exactly one element in its domain.

A program P1; . . . ; P� is evaluated sequentially. Each set of rules is evaluated
by computing an inflationary fixed point. That is, start with the set of ground
facts given by a database as part of a state S. Whenever variables in the body
of a rule can be bound in a way that all resulting ground literals are satisfied,
then the head fact is used to add a new ground fact. Whenever variables in the
head cannot be bound in a way that they match an existing ground fact, the
variables of type ID will be bound to new identifiers.

According to the result in [6] this language canof course be expressedbyADTMs,
but due to its declarative nature we prefer to preserve it as a language for express-
ing the views in WISs. In order to link the views or any other query to ADTMs,
which we will need for the transactional database transformations, we want to in-
corporate query expressions as some form of syntactic sugar into ADTMs.

This can be done by extending the definition of terms in ADTMs by expres-
sions of the form 〈〈P 〉〉(ans) with a program P using the answer variable ans.
Such a term will be interpreted by the value associated with ans after executing
the logic program.



Abstract State Services 413

Fig. 1. The start of the discussion process for PC members

Example. Let us take a web-based conference management system (paper
submission and reviewing PSR) as a familiar example. Let us further concentrate
on the task of PC-members to discuss papers after they have been reviewed, and
reviews of other reviewers for the same paper become visible. In this case an
appropriate view would present the reviews and comments on a given paper,
and the basic operations available to reviewers would be to enter a comment,
and to revise the review. In order to do so, it may further be appropriate to
obtain an anonymised overview of the ranking of all papers. If access rights
permit, a discussant (usually a PC-co-chair, but the role of discussion convenor
may also be created) may access all reviews of the participating PC-members to
get an idea of their general attitude, i.e. whether they are usually hard or more
generous towards authors.

The BPMN (Business Process Modelling Notation) diagram in Figure 1 dis-
plays the opportunities of the system for PC members. A PC member starts the
subsystem and views first the reviews for the papers he or she reviewed. If the
reviews are contradicting and the PC member wants to contribute to the dis-
cussion the discussion can either be directly started with all those PC members
that have been reviewing at least one of the papers the PC member had or may
revise the reviews accordingly or may delegate the discussion to the external
reviewers the PC member asked or may first have a look onto all scores of the
papers.

We left out the details of revision for own reviews. The diagram does not
contain the message flow to other associated processes. The start process is only
used for the start of the PC discussion. In a similar form we may model the
discussion session of the PC. The diagram may also be enhanced by processes
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aiming in negotiation among reviewers of a paper and in mediating in the case
of conflicts among the PC members.

Furthermore, the system may have a formalised treatment of subreviewers so
that in case a review was actually done by a subreviewer, the PC-member has the
choice to delegate the discussion to the subreviewer or to involve the subreviewer
in the discussion or to only communicate with the subreviewer without letting
him participate in the discussion. However, in order to keep things simple we
will only add the subreviewer’s name to a review. We also ignore the possibility
of comments.

For such a system we could model a simple relational database schema. At
its core – omitting all parts that are not relevant for the discussion task – we
would have the following signature (using functions with arity in parentheses to
represent relations): paper(7), member(9), assigned(2), review(17).

All these functions are dynamic and controlled, i.e. they can be updated
by the system. The seven components of paper correspond to attributes such
as paper id, title, contact email, password, abstract, submission date and ac-
cept code. The components of member correspond to attributes member id,
name, address, email, phone, rights, user id, password, type. Components of
assigned correspond to member id and paper id. The 17 attributes for review
could be id, member id, subreviewer, paper id, submission date, contribution,
positive aspects, negative aspects, confidential remarks, details, confidence, orig-
inality, significance, technical quality, relevance, presentation, recommendation.
Paper authors are handled separately.

Using these functions we may have paper(19,“Abstract State Services”,kdsch-
ewe@acm.org,“dr0w33@p”,“.. . ”,10-04-08,und) = 1 in some state indicating that
on 10 April 2008 a paper with title “Abstract State Services” and abstract
“. . . ” was submitted. The contact email-address is kdschewe@acm.org, the paper
received the id 19, and the chosen password is “dr0w33@p”. The acceptance of
the paper is undecided.

Now take the query expressed by the following logic program:

pap(p, t, ab, R) ← paper(ip, (p, t, e, pw, ab, d, c));

R̂(i, n, n′, c, pos, neg, dc, co, o, s, q, r, pr, or) ← pap(p, t, ab, R),
review(ir, (m, n, n′, p, d, c, pos, neg, cf, dc, co, o, s, q, r, pr, or)),
member(im, (m, n, a, e, ph, rg, u, pw, ty));

ans(i, (p, t, ab, R̂)) ← pap(i, p, t, ab, R).

This will produce a set of tuples, each of which represents a paper with its
paper id, title, abstract and the set of reviews associated with it. So each tu-
ples represents the data presented to a PC-member when working on the paper
discussion task.

An obvious service operation is revise review, which would replace the review
in the database – a simple assignment rule will be sufficient for this. In the view
only the modified review would be replaced.
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Another service operation is overview, which would create an additional view
with an overview of the ranking of papers. We omit the details of the logic
program needed for this view.

4 Conclusion

In this paper we used Abstract State Services (ASSs) as a formal abstraction of
web services in a very general sense, capturing functional services, data ware-
houses and WISs. The fact that ASSs are grounded in the theory of Abstract
State Machines (ASMs) shows the potential of ASMs to push Conceptual Mod-
elling to new levels [9]. On the other hand, ASSs offer the opportunity to develop
a theory for Meme media [10] thereby linking the theory to a very powerful prac-
tical instrumentarium for editing, extracting and composing services.

We exploited the language of ADTMs as a very powerful instrument for mod-
elling ASSs, as it captures all database transformations encompassing queries
and uopdates, and enriched it with integrated declarative query expressions. In
doing so, we opened the pathway for WIS integration and composition along
the lines discussed for ASSs in general, which will lead us to web interoper-
ability. Nevertheless, the means by which ASSs can be composed still have not
been explored in full detail, thus providing opportunities for further research.
Furthermore, applying ASSs for web interoperability in practical case studies is
another field that could be fruitfully explored.
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Abstract. Modern Web Information Systems (WIS) are called to manage a huge
amount of pieces of information, in a way that is often difficult to share, correlate
and maintain. This is mainly due to the fact that the engineering of such systems
is often based on proprietary and ad-hoc modeling languages and this makes hard
the interoperability between different WISs. In this scenario, an important task
of a modern Web application is the development of its navigation model, which
provides an hypertextual view of the underlying data. It follows that the inter-
operability of Web applications relies often on the comparison, integration and
exchange of information expressed in terms of hypertext structures. In this pa-
per, we present a metamodel approach to the representation and development of
navigational models of Web Information Systems supporting the definition of
different models and the translations from one model to another. To this aim, we
present a General Hypertext Model that covers a variety of Hypertext modeling
methods and show how this metamodel can be profitably used in different appli-
cation WIS scenarios.

1 Introduction

The Web has become a world-wide standard platform for information system devel-
opment and the design of Web interfaces for data sources has imposed itself as a
new and challenging database problem. This issue has justified a number of proposals,
coming from the database area, for the the effective and efficient management “data-
intensive” Web sites [2,3,11]. Other relevant works in the field have investigated the
problem of extending traditional design methodologies and CASE tools for the devel-
opment of these application [1,4,8,16]. From a software engineering point of view, the
development of applications requires proper modelling methods in order to guaran-
tee architectural soundness and system maintainability and it is widely recognized that
the development of Web applications differs from that of traditional information sys-
tems [5,7]. Therefore, several proposals have been done for enhancing the capabilities
of Web site design tools and introducing suitable design methodologies [6,8,13,15,20].
The various approaches have both similarities and differences. A common goal is sup-
porting all the activities involved in the process of Web development, from conceptu-
alization to maintenance. All of these solutions agree on the separation of the domain
analysis from the specification of the navigation space structure, and the design of the
user interface. Also, the existing methodologies tackle the modelling of a Web appli-
cation using a model-based approach. Typically we observe a model that describes the
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content (domain) as a first step in the approach. On the basis of the content model ,the
approaches help the designer to specify the navigation over that content. After con-
structing the Web interface, many of the approaches allow the designer to configure
how this conceptual navigation structure is rendered with specific presentation details.

Unfortunately however, the various proposals are based on different models, methods
and techniques. Furthermore, most Web modeling languages have been designed with-
out providing a metamodel based, unifying view and are focused on notational aspects
of the language. With no explicit metamodel representations however, it is difficult to
define transformations and exchanges between heterogeneous models, since no com-
mon and sharable format is available. The Web Modeling Language (WebML) [8] is
one example that does not rely on an explicit metamodel: it is implicitly defined within
the accompanying tool WebRatio [1] in terms of a DTD (i.e., a grammar-like textual
definition for specifying a structure for XML documents), models are represented in-
ternally in XML, and XSLT is used for structural transformations and code generation.
In addition, due to the high growth of the commercial activities in the Internet, many
systems are being implemented in very short periods of time, without support of appro-
priate tools. For this reason, Web applications are often of low quality and are difficult to
maintain. In this scenario, we believe that a metamodel-based design approach strongly
simplifies the interoperability between Web applications, by providing a framework for
the definitions of different models and the translations from one model to another. In
particular, transformation rules can be expressed in a more compact and readable way.
For this reason, we propose a metamodel, called General Hypertext Model, that allows
the definition of a hypertext structure on a content domain and covers a large variety of
navigation model.

The requirements that this meta-model has to meet are the following: (i) formaliza-
tion: it should describe a Web application and its components in a formal manner; (ii)
reproducibility: it should describe a Web application and its components at an abstract
level so that repeated executions/adoptions are possible for specific subject domains;
(iii) compatibility: it should adhere to the available standards and specifications; (iv)
reusability: it should allow the identification, isolation, decontextualization, exchange
and re-use of the components of a Web application.

The rest of the paper is organized as follows. In Section 2 we discuss related works.
In Section 3 we illustrate our approach and, in Section 4, we discuss some application
scenarios where such an approach can play a central role. Finally, in Section 5 we draw
some conclusions and sketch future work.

2 Related Work

In the Web engineering research field various modeling approaches have been proposed,
aiming at supporting a model-driven development of Web applications. The modeling
methods have their origins in different communities. Among them, we distinguish be-
tween the data-oriented and the object-oriented approaches. The former are mainly
based on the Entity-Relationship (ER) model [9] and the Dexter Reference Model [14],
such as RMM [15], Araneus [16], HDM [13], HDM lite [12] and WebML [8]. The
latter rely on Object Modeling Technique (OMT) [18] and Unified Modeling Language
(UML) [19], such as OOHDM [20], Baumeister et al. [6] and Conallen [10] approaches.
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Data-Oriented Approaches. The modeling formalism of HDM is one of the first meth-
ods to define the structure and interaction in hypermedia applications. It is based on
concepts borrowed from the ER Model and from the Dexter Model, introducing new
primitives as units (i.e. corresponding to nodes). An entity is a hierarchy of compo-
nents, made of units. At the hypertext level, HDM models the application domain in
the hyperbase layer, and manages the access layer, defining a set of collections that
provide users with the patterns to access the hyperbase such as index and guided tour.
HDM distinguishes three types of links: structural (connecting components), perspec-
tive (connecting units), and application links (connecting components and entities of
the same or different type). RMM uses slice units and slice relationships to compose a
navigational structure over the data (i.e. entity and relationship). Slices are presentation
units which appear as pages of hypermedia applications. RMM specifies different ac-
cess primitive such as grouping, index, guided tour and indexed guided tour. Araneus,
like RMM, embraces content level, hypertext level, and presentation level but empha-
sizes the content and hypertext level, only. A unique characteristic of Araneus is that
content and hypertext level are refined independently from each other. Similar to RMM,
the content level of Araneus relies on the ER Model. Considering the hypertext level, the
Hypertext Conceptual Design formulated by the Navigation Conceptual Model (NCM)
is refined by the Hypertext Logical Design, using Araneus Data Model (ADM) as for-
malism, tailoring the design towards the Web. Likewise RMM, just structural aspects
are considered for the content level as well as for the hypertext level. WebML [8] uses
a hypertext model to describe how the data from the domain model is published in a
hypertext format, by distinguishing site views, areas, pages and content units. It also
uses access primitives as index, scroller and filter.

Object-Oriented Approaches. OOHDM is based on a conceptual model represented
by a class diagram. A Web application is a view on this conceptual model. Classes of
these views represent navigation classes. Navigation objects can be grouped in differ-
ent navigation contexts. The access to these navigation elements is made by navigation
structures as indexes and guided tours. The abstract interface specifies interface objects
that the user will perceive. OOHDM uses the Abstract Data Views model to define sta-
tic aspects of the interface and a Statecharts based technique to model dynamic aspects.
Other methods use similar constructs of OOHDM such as the navigational context for
making node and link-based views over OO structural descriptions. The approach pro-
posed by Baumeister et al. is based on OOHDM but instead of using a mix of differ-
ent formalisms throughout the levels, UML is used as the basic modeling technique.
Conallen defines a set of UML stereotypes for the Web modeling, but does not present
a method for the design of Web applications. These stereotypes are appropriate to model
layout and implementation aspects, but not to define the navigation structure of the Web
application.

The first aim of this paper is to classify the main concepts of each method, con-
sidering the relationships between them and provide a metamodel for Web application
definition. Figure 1 illustrates the different origins of these methods and the interdepen-
dencies between them [17].
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General Hypertext Model

Fig. 1. Web Application Modeling

3 A Meta-model Approach

In this section we provide a common abstract representation of the various modeling
approaches to the representation of the navigational structure of a Web application. In
particular we identify the basic constructs of each model used to describe the organi-
zation of a Web site, and classify them into a set of meta-constructs that constitute our
metamodel.

3.1 GHM: The General Hypertext Model

According to the classical organization of a Web resource (content, navigation, and pre-
sentation) [8], our model provides an hypertext definition describing a way to organize
the elements of the content into a hypertext. Figure 2 presents a class diagram of our
model. More precisely, it organizes a page in a set of meta containers related by links. A
metacontainer is atomic if it represents an atomic portion of a linked page and includes
a direct reference to the elements of a content from which it takes data. It can be basic
if it shows information about a single object (e.g. an instance of an entity) or multi if it
shows information about a set of objects. A metacontainer is a linker if it contains an
anchor between containers. Otherwise a metacontainer is complex if it is articulated in
other containers (atomic, complex or linker). So a page represents a complex container.
Each metacontainer is identified by a name and presents different properties (e.g. the
attributes of the content to include). We can surf the containers through several naviga-
tional structures such as Indexes to show a list of objects without presenting the detailed
information of each one, Guided Tours to show commands for accessing the elements
of an ordered set of objects, and Entries to show edit field for inputting values used for
searching within a set of objects meeting a condition. Metacontainers do not exist in
isolation. They have to be connected by links to form a hypertext structure. Links can
be contextual, if they connect containers carrying some information from the source
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Fig. 2. UML diagram of our Web Site Model

container to the destination one (i.e. they have assigned properties in the model). Oth-
erwise they are non-contextual if they connect containers in a totally free way. Finally,
a logical style sheet describes the actual look and feel of metacontainers mentioned in
a hypertext definition. It is based on a predefined set of Web object types (Wots). Pos-
sible Wots are text, image, video, form, and so on. Each Wot is associated with a set
of presentation attributes (i.e. properties): they identify possible styles (e.g. font, color,
spacing, position) that can be specified for it. Each attribute is associated with a domain
of possible values for the attribute. Figure 2 illustrates the symbolic notation of each
concept.

Moreover our metamodel provides a textual representation of an hypertext definition.
It is a couple {MC, L} where MC is a set of metacontainers and L a set of links
between elements of MC. Each container has a textual representation as follows

COMPLEX CONTAINER < Name > BASIC/MULTI CONTAINER < Name > LINKER < Name >
PROPERTIES {prop1, . . .} PROPERTIES {prop1, . . .} PROPERTIES {prop1, . . .}
CONTAINS {mc1, mc2, . . .} DATASOURCE < Name > CONTAINS {l1, l2, . . .}

Each link provides the following representation

LINK < Name >
SOURCE < Namemc1 >
DESTINATION < Namemc2 >
PROPERTIES {prop1, prop2, . . .}

3.2 Representation of Web Models in GHM

Let us consider the main definition languages for database systems (HDM, RMM,
WebML) and for object-oriented systems (OOHDM, Baumeister). We can describe
principal constructs of each model in terms of GHM primitives, by a comparative con-
cept based study. The resulting comparison is illustrated in Figure 3. It groups the design
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concepts of some of mentioned methods in the three typical design levels: conceptual,
navigation and presentation level. These methods present a clear separation of the do-
main analysis. The Figure lists the most important concepts in each modeling level. At
content level database systems use entity and relationship to design main data concepts
and relations between them, while object oriented systems use class and oo-relationship.
The main goal of this level is to select contents to organize in a hypertext. So GHM use
content as a selection on entity (or class) and association as a relation (relationship or
oo-relationship) between contents. At navigation level each method is characterized by
link design, information nodes and access structure to navigate across nodes. Typically
database systems distinguish between different types of link due to carrying parame-
ters or not between nodes. Object oriented systems do not operate distinctions. GHM
considers two types of links due to presence of parameters to carry or not. Therefore
GHM uses non contextual links for object oriented systems. In the hypertext a node is a
view on selected content. Database systems consider a node as a container that can or-
ganize information in different ways. For instance WebML distinguishes different units
as data or multidata units. In object oriented systems a node is a class with attributes
and methods. Finally both systems use different access primitives to surf across nodes
as indexes, guided tour and so on. GHM uses the idea of metacontainer to represent
different levels of detail. So an HDM node, a RMM slice or a WebML data unit are
atomic containers while composition of nodes, slices, units or navigational classes are
complex containers. At presentation level each method exploits HTML style elements.
Therefore following them, GHM uses an idea of logical style sheet. It defines a set of
multimedia types such as text, link, image, video and so on, and provides a set of pre-
sentation properties for each one. These properties determines the style rendering of
elements in a hypertext definition using a mechanism similar to CSS one.

For instance, let us consider the example shown in Figure 4. It organizes a Web
site referring to a management system of research paper reviews. In the Figure we
show two different representations: the Baumeister (left side) and WebML (right side)
models. Principally there is a main menu linking to Persons details (as Authors or as
Reviewers) and Papers details across indexes. Then each Paper presents the Topic and
the relative Reviews. Figure 5 illustrates the GHM representation of the same Web site.
The hypertext definition shown is linked to the content level, expressed in terms of
contents and associations, and to the presentation level, in terms of two Wots as Text
and Link.

4 Application Scenarios

In this section we briefly illustrate some possible interesting scenarios in which Hyper-
text Management and the use of the General Hypertext Model can play a central role. In
particular we describe the Hypertext Definition Exchange, the Hypertext Definition In-
tegration and the Hypertext Definition Adaptation. The goal of this section is to provide
interesting problems to which GHM is a valid instrument to support the solutions.

Hypertext Exchange. It recalls the well/know problem of data exchange. In that prob-
lem given a set of correspondences between a source and a target schema, a set of



422 R. De Virgilio and R. Torlone

HDM RMM WebML OOHDM Baumeister GHM

C
o
n
t
e
n
t
M
o
d
e
l
i
n
g

N
a
v
i
g
a
t
i
o
n

M
o
d
e
l
i
n
g

P
r
e
s
e
n
t
a
t
i
o
n

M
o
d
e
l
i
n
g

o entity
o relationship

o class
o oo-relationship

o content
o association

o slot
o frame

o Abstract
Data View

o inContext

o Wot

o link:
•Structural
•Application
•perspective

oo node
o component

o navigation
structure

• collection
• index
• guided tour

o link:
•unidirectional
•Bidirectional

o slice

o navigation
structure

• grouping
• index
• guided tour
• indexed
guided tour

o link:
•contextual
•non-contextual

o site view, 
area, page

o unit (data, 
multi)

o navigation
structure

• index
• scroller
• filter
• direct

o link

o navigation
class

o navigation
context

o navigational
class

o navigational
context

o link

o navigation
structure

• index
• guided tour

o navigation
structure

• index
• guided tour
• menu

o link:
•contextual
•non-contextual

o metacontainer
(complex, atomic, 
basic, multi, 
linker)

o navigation
structure

• index
• guided tour
• entry

Fig. 3. A comparative concept-based study

Main
Menu

Persons Papers

Person

alphabetical

Paper

by title

by type

Review

by paper

Topic

by name

Fig. 4. Two Web modeling examples: Baumeister and WebML
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queries have to be generated (automatically) to translate data from the source into a
representation conforming to the target. In our scenario we consider a set of Web appli-
cations that present a similar Hypertext Structure. Then, given a set of correspondences
between a source and a target Hypertext Structure we need a mechanism to translate
any Hypertext schema conforming to the source into an Hypertext schema conforming
to the target. Let’s consider an online merchant selling books application. Many Web
sites share a similar hypertext structure with respect to that domain. But the organiza-
tion of some items (e.g. use of indexes or guided tours) can differ from an application to
another. Moreover the applications can dynamically evolve over the time. So if we want
to insert a new application into this domain we have to translate the structure of the new
application into the common one. Therefore our metamodel supports this situation. We
represent each Hypertext Schema (expressed in a particular model) into an Hypertext
Definition and we define an Hypertext Structure as a set of couple 〈mc, pr〉 where mc
is an occurring meta-construct and pr the set of properties of mc. So given a source and
target Hypertext Structure, HS1 and HS2, an Hypertext Definition H1 conforming to
HS1 and a set of correspondences between couples of HS1 and HS2, we generate an
Hypertext Definition H2 conforming to HS2. The metamodeling approach permits to
define a general translation mechanism (e.g by using production rules).

Hypertext Integration. Information integration is one of the oldest classes of applica-
tions. We face this problem in our scenario. Referring to the previous example of a Web
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application selling books, we would integrate two different Web sites that share an Hy-
pertext Structure and then insert the integration into the common domain. In particular,
given a source and target Hypertext Structure, HS1 and HS2, two Hypertext Defini-
tions H1 and H2 conforming to HS1 and a set of correspondences between couples of
HS1 and HS2, we generate an Hypertext Definition H3 conforming to HS2 and con-
taining all the information of H1 and H2. In this case we have to apply the Hypertext
Definition Exchange to H1 and H2 generating two Hypertext definitions H ′

1 and H ′
2

conforming to HS2 and then produce H3 as the merge between H ′
1 and H ′

2.

Hypertext Adaptation. The proliferation of the rich, entertaining and interactive ap-
plications available on the Web justifies the need of a universal framework to any-
time/anywhere access any data or information from any networked computer or device
and by using any access network. Therefore this scenario challenges the ability of Web
applications to adapt their behavior respect to the context of a client. In particular a Web
application has to adapt its Hypertext Definition to the organization of a mobile device,
to the irregular quality rate of the network and son on. Also in this case the metamod-
eling approach is a valid support for the task. It permits to define a general adaptation
mechanism covering the existing modeling space.

5 Conclusion and Future Works

In this paper, we have illustrated a new approach to model Web applications. Various
modeling languages in the Web engineering field are not based on metamodels and stan-
dards but rather constitute proprietary solutions mainly focused on notational aspects.
An important task of these systems is the construction of a navigation model from the
conceptual data model. The result is a hypertext definition, representing a view over a
given database. In order to simplify this activity, we have proposed a metamodel that is
an abstraction of existing formats for Hypertext applications. We have discussed sev-
eral application scenarios in which our metamodel provides a valid support. There are
some issues that need to be investigated to fully realize the potentiality of this approach.
These include: (i) extending the set of basic primitives to capture a larger number of for-
mats, (ii) the definition of a language to query and manipulate a hypertext definition,
and (iii) the application of the approach to challenging real scenarios of use.
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Abstract. Development of a new software product is a complex process, in 
which requirements, release deadlines, and technical challenges fight for prior-
ity. These products are designed with the first release in mind which can some-
times cause software developers to have to make extensive design changes in 
subsequent releases. This paper presents an approach that creates design meth-
ods for product software design projects. The resulting design method is used to 
create a complete, maintainable, and durable product design. The approach has 
been applied in a practical case study of a series of web information system de-
sign projects. In this paper we describe the part of the case where key features 
were gathered and associated to method fragments, and how they were vali-
dated by an expert group. 

1   Introduction 

Today’s software product vendors face several development challenges such as deal-
ing with fast-changing business requirements, negotiating with a large number of 
stakeholders, and reducing the technical complexity of software products. While try-
ing to find balance between these development challenges, software vendors also 
need to guarantee the success of their software product implementations in terms of 
efficiency and cost-effectiveness. When implementing a software product at a cus-
tomer, a vendor has to once again deal with fast-changing requirements. In many 
implementation projects, a generic software product is adapted to and extended to-
wards the needs of an organization. In addition, these requirements have a high im-
pact on the architecture and design of an application. Once captured, it is hard to 
translate these business requirements into the pre-existing features of a software prod-
uct. To make this translation transparent, flexible and less complex, design methods 
are needed for the implementation of software products. However, there are a myriad 
of software engineering domains and even more software products that are part of 
these domains. Additionally, it is a difficult task for software vendors to create a de-
sign method that meets the situational design context of a design project. When look-
ing at the current body of knowledge in this field, no generic approaches or methods 
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exist to support product software design with the aim to create durable and maintain-
able product software designs during implementation projects.  

In this paper we propose an approach for design projects, using situational method 
engineering. Situational method engineering has been applied successfully in several 
cases and is an approach for finding the right method for an organization [1]. “Method 
engineering is the engineering discipline to design, construct and adapt methods, 
techniques and tools for the development of information systems” [2]. A special type 
of method engineering is situational method engineering which allows for creating 
methods that are tuned towards the unique development project situation [1, 20, 21]. 
Assembly-based situational method engineering is an approach in which method 
components are extracted and stored in a method base driven by situational method 
requirements [14, 20]. A method fragment is a description of an IS (Information Sys-
tems) engineering method, or any coherent part thereof [10]. 

The approach for design projects provides a guide in the selection and assembly of 
suitable method fragments into a product software design method. The approach helps 
a method engineer to assemble a design method, deriving development project situa-
tions, storing relevant methods, and selecting the right method fragments based on 
product-related situational factors. We call this approach the Association and Assem-
bly approach (AaAa). 

We continue this paper by presenting related work. In the third section we describe 
the AaA approach.  Section 4 presents a WIS case and the derivation of key feature 
groups. Section 5 provides an overview of key feature groups established in the WIS 
case. The last section presents some comments and conclusions. 

2   Creating the Association and Assembly Approach 

Creating a design method that addresses every gathered functional requirement of a 
software product in a certain domain is complex. When looking at the domain of web 
engineering [6] many WIS design methods seem to be suitable for the design of data-
intensive and process-intensive web applications. Examples of these methods are: 
OO-H [8], WebML [5], OOWS [13], Hera [22], and UWE [12]. However, these 
methods focus on web applications that are built from scratch without any pre-
existing components and ignore domains in which pre-existing components are used 
to develop new applications. An example of a domain where pre-existing components 
are reused for new projects is the domain of Web Content Management Systems 
(WCMSs).  

The Association and Assembly approach (AaAa) consists of the following steps: 

1. Identify web engineering project situations 
2. Identify feature groupings of a software product 
3. Select candidate methods for the identified feature groupings 
4. Model relevant method fragments in a method base 
5. Associate feature groupings with candidate method concepts 
6. Assemble situational web design method. 
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In order to address the fact that pre-existing components and functionality are 
available, we have adapted an existing assembly-based situational method engineer-
ing approach by adding two extra steps [20]. The first additional step (step 2) decom-
poses a software product into its main feature groups, in order to get more insight into 
its key features and product characteristics. The second additional step (step 5) creates 
an association table wherein selected method fragments and software product feature 
groups are formally compared.  

In the first step, development project situations can be specified by means of cate-
gorizing unique development project characteristics. Basically, different development 
situations allow for the development of situational methods. For each development 
project situation, specific project needs can be defined, such as applying UML for 
modeling since all developers have knowledge of this modeling language.  

Second, key feature groups of a software product domain are identified. These fea-
ture groups provide selection criteria for the assembly of a new method from a func-
tional perspective.  

Third, the domain of the software product is determined and in that domain rele-
vant candidate methods are selected. This can be done by means of a literature study 
which provides an overview of the available methods. For scoping and relevancy 
purposes, it is important to narrow down the list of candidate methods into a compre-
hensive set of methods by means of useful selection criteria (e.g. acceptance in the 
community).  

Fourth, method fragments of the selected candidate methods are extracted and 
stored in a method base. A method base structures the method fragments and thus 
captures knowledge about engineering methods [10]. For a uniform specification of 
all methods, a meta-modeling technique needs to be used which addresses the process 
as well the product perspective of a method [3].  

Fifth, the selected candidate methods are compared by means of positioning the 
feature groups against the method fragments from a product perspective (e.g. deliver-
ables in a meta-model) in an association table. This provides insight into which fea-
ture groups are addressed by the selected design methods. Next, it shows overlap 
between the methods in a way that a feature group is addressed by multiple method 
fragments. The association table also shows which feature groups are partly or not at 
all addressed by a method fragment.  

In the final and sixth step, the results from the association table and the identified 
project needs are input for the assembly process in order to create a situational design 
method for the implementation of a software product. To ensure that all selected 
method fragments are assembled in a meaningful way, assembly guidelines should be 
taken into account. Brinkkemper et al. [3] have proposed logic rules for the assembly 
of a meaningful method addressing five quality requirements, such as completeness, 
consistency, efficiency, applicability and reliability. Having knowledge about feature 
groups allows a method engineer to analyze and select method fragments taking the 
feature groups and functionalities into account.  

The final result of the AaA approach is a situational design method for the imple-
mentation of a software product taking the product’s feature groups and development 
project situations into account. The resulting design method comprises of design ac-
tivities and deliverables that allow for the translation of requirements into designed 
features that are ready for development in the follow-up phase. For each development 
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situation, a specific route map can be chosen that influences the type and number of 
design deliverables produced during a project (step 1). Using this approach, a com-
pany can decide to use a more light-weight design approach for regular projects which 
enables them to produce design deliverables in an efficient way.  

3   Derivation of Key Feature Groups in Practice: WIS Case 

The AaA approach has been validated by means of a case study. This case has been 
performed within GX, a Web Content Management software company. GX develops 
and implements its proprietary Web Content Management System called GX Web-
Manager [19]. As part of the Web Engineering Method (WEM), a situational WCMS 
design method has been constructed. WEM is a web engineering approach for the 
implementation of WCMSs and is consists of six traditional development phases: 
acquisition, orientation, definition, design, realization and implementation [17]. The 
AaA approach is evaluated through an expert validation and validated by practical 
projects according to Yin [23]. 

Souer et al. [17] positioned the term CMS-based web application which is a web 
application for the management and control of content. This type of web application 
can be seen as a subtype of a web information system and a WCMS. In figure 1, the 
implementation of AaA approach in a WCMS situation is depicted. In the first step, 
two development project situations have been defined, namely standard and complex 
development projects. Standard development projects were defined as development 
projects that did not need any customization from a component perspective. During 
the second step, fourteen key feature groups were identified. 
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Fig. 1. The application of the Association and Assembly approach in a WIS case 
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These feature groups including the identification process are explained in the fol-
lowing sections. After the identification of feature groups, four mature WIS design 
methods and a propriety design method were selected. Three main selection criteria 
were applied: acceptance in the community, evolution of the approach and advanced 
tool support. In the fourth step, all relevant method fragments (e.g. requirements en-
gineering, design and implementation fragments) were stored by means of using a 
meta-modeling technique called Process Deliverable Diagram (PDD) [20]. In total, 32 
method fragments have been stored.  

In step five, all candidate methods and key feature groups have been compared for 
selection purposes. During this association process it became clear that only three 
feature groups were well addressed by all methods: site management, personalization 
and e-forms. The domain and navigation models were suitable for these feature 
groups. Finally, a situational WCMS design method was assembled using the associa-
tion table results and taking into account the development project needs. The situ-
ational WCMS design method consisted of four main activities: conceptual design, 
architecture design, presentation design and detail component design.  

4   Key Feature Groups 

Software product design addresses the requirements gathered during requirements 
engineering, therefore these product-related requirements have influence on the de-
sign of a software product. In this paper we call these design requirements feature 
groups. We define a feature group as “a class of functional design requirements.” The 
purpose of such feature groups is to enable the association, selection and analysis of 
method fragments in order to assemble a situational method which is tailored mainly 
toward the design needs of a software product on a functional level. Please see the 
following section for more details on this process. 

4.1   The Process of Establishing Key Feature Groups 

No architectural reference models or frameworks are available in scientific literature 
concerning WCMSs that can be used for decomposing requirements into feature 
groups [17]. There is not much scientific literature present about WCMSs within the 
domain of web engineering. When analyzing the market of WCMSs and comparing it 
to the current state of literature, it can be argued that the business is ahead of the cur-
rently available scientific research. Therefore, the business of WCMSs is investigated 
in order to decompose a WCMS’s functionalities into feature groups.  

Despite the presence of many business selection tools, scientific well-founded ref-
erence models or standardized classifications of WCMSs are absent. Therefore, a 
marketing hype trend analysis has been performed in order to extract main feature 
groups from available market resources. Two of these WCMS feature groups are 
presented and described in the following section. 

To gather key feature groups a literature review has been conducted wherein seven 
useful market resources have been identified. During this review step, a document 
analysis was also performed on the requirements and architectural documents of three 
complex development projects. The aim of this analysis was to find additional feature 
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groups and to match already found features with feature groups implemented during 
development projects at GX. From these resources, all categories and features are 
derived which led to a total of 113. 

Next, all features have been categorized based on occurrence. When a feature was 
mentioned more than once, it was listed. After this, the remaining features were ana-
lyzed and categorized by means of adding labels to the features. After labeling all the 
remaining features, all features were again counted and organized. During this catego-
rization process, some features were left out since they were not relevant (e.g. speed). 
This step resulted in a list with 26 preliminary feature groups and their accompanying 
sub features. The last refinement step of all the feature groups was done by means of 
two expert validation interviews within GX. Based on the discussion and the com-
ments, the list of feature groups has been refined and narrowed down to a final list of 
14 feature groups. 

5   A WCMS Feature Group Overview 

In this section an overview of all feature groups identified during the WIS case is 
given. First, we elaborate on two of these fourteen feature groups, namely: e-forms / 
transaction management and personalization. The reason for elaborating on the per-
sonalization feature group is that is has been an important subject within literature in 
relation to e-commerce. Nowadays, personalization plays still an important role in 
web applications. E-forms are a means of user interaction and transactional services. 
The importance of this feature group has risen, since business processes run more and 
more via the web.   

E-forms / Transaction management - E-forms are the means that allows a user to 
interact with a web application as well as its services and data. Moreover, e-forms 
enable companies to provide transactional services to customers in an easy way (e.g. 
application for insurance, banking, etc.). The design of e-forms requires a systematic 
approach to control the structure, appearance, semantics, user assistance information 
and validation logic [9]. A special language to design e-forms are XForms, which is 
an embeddable XML language, which means that it is designed to be incorporated 
into other XML languages. XForms provide a consistent and declarative structure for 
dynamic e-forms [4].  

Personalization - Srivastava et al. [18] state that personalization of the web experi-
ence for a user is the holy grail of many web applications, pointing to individualized 
marketing for e-commerce. According the authors the following data categories can 
be collected for personalization: content, structure, usage and user profile. In concep-
tual WIS design modeling, personalization is about tailoring content, presentation, or 
navigation based on user preferences or user behavior [7, 11]. Besides, personaliza-
tion on the web is often used for campaign management, such that context-aware or 
customized information is published for a particular user target group.  

The other twelve identified feature groups are: (1) Authoring; (2) Authorization 
management; (3) Community technologies; (4) Connectivity management; (5) Con-
tent repository; (6) Deployment and replication; (7) Digital Asset Management; (8) 
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Layout and presentation management; (9); Multi-channel delivery and syndication; 
(10) Site Management; (11) Web usage Mining; and (12) Workflow.  

5.1   Using Feature Groups for Association and Selection 

After the identification of the key feature groups of a software product, the feature 
groups can be used for the association and selection of relevant method fragments 
which support the design of a software product (see step 5).  The list of feature groups 
is made situational by means of mapping the feature groups onto the existing func-
tionalities of the software product. The reason for doing this is that a design method 
of a software product must address the implementation of these groups in the product 
itself. This makes the situational method specific for a particular software product. 
The feature group e-form was translated in several functionalities of the WCMS like 
validation, step, handler, router and field.  

Referring to figure 2, the navigation models of OOWS and OO-H are associated 
with the specialized e-form and personalization feature groups. From the association 
table, the most suitable method fragments were selected with regard to coverage of 
the feature groups. These method fragments were also mapped onto the project needs 
defined in the first step of the AaA approach. The situational method has been assem-
bled by means of creating relationships between all method fragments. For instance, 
concepts of the domain model were connected to navigation model concepts in order 
establish a mapping between those concepts. During the assembly of the situational 
method, we have applied assembly guidelines (e.g. consistency) in order to raise the 
quality of design [3]. 

For the association and selection of method fragments, an association table is cre-
ated which positions feature groups and their product specializations against method 
fragments on three granularity layers: method, model and concept [3]. By comparing 
WCMS key feature groups with method fragments, a functional overview of all meth-
ods included from a WCMS perspective is obtained. Next to that, the association table 
gives insight into the coverage of all feature groups by several methods and therefore 
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Fig. 2. The association table (excerpt) 
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supports the selection of relevant method fragments. At the same time, the association 
table provides a path of evolution for the existing WIS design methods as well for 
situational design methods within a particular product domain.  

5.2   Validation 

We have applied two types of validation. First, the situational WCMS design method 
has been validated by means of an expert validation. Second, the complex route map 
of the conceptual design activity has been evaluated in two projects.  

During the expert validation the completeness and correctness was evaluated in or-
der to improve the design. The expert group consisted of two software architects and 
two consultants. Based comments provided by the experts, the design of the method 
has been improved.  

The situational WCMS design method has been applied in a practical case study of 
a series of web information system design projects. The projects have been performed 
at a large Dutch Telecommunications Provider (Tel) and at a Dutch Governmental 
Organization (Gov). For the Tel project, sixteen use cases regarding a personal online 
space have been designed from retrospective, and for the Gov project, two complex 
use cases regarding an intranet web application have been designed conceptually.   

Two consultants and three software developers were involved during the design 
phase. After creating the conceptual models, the project members filled out a survey. 
In the survey, questions were asked per conceptual design deliverable, addressing the 
following aspects: readability, abstraction level, correctness, tool supportability and 
applicability. Only for the Gov project questions were asked about the design process 
relating to aspects such as structure, involvement and communication. Subsequently, 
informal interviews were held in order to discuss the situational WCMS design 
method addressing topics such as customer communication, usefulness, superfluity 
and redundancy of information.  

From these two projects, we observed that the situational WCMS design method 
was positively valued by all project members. However, software developers and 
consultants had different perceptions on the usefulness of several conceptual design 
models. In contrast to the software developers, consultants were less positive about 
the domain model, since they considered the models as too complex to understand for 
customers. Though, both groups stated that the domain model was useful for design-
ing components that require customization. Next, it was commented that user model-
ing should not be a separate design step, but integrated with domain modeling. The 
two consultants had different opinions about the supportability of navigation models. 
The Gov consultant on the one hand considered the navigation model as supportive in 
order to get a better understanding in the information structure of a web application. 
On the other hand, the Tel consultant questioned the added value of the navigation 
model concerning communication and conceptual design in general. Furthermore, the 
Business Process Diagram (BPD) was perceived as the most readable and useful 
model in comparison to all other models.  

In figure 3, a BPD is given that represents an illness notification process for em-
ployees of the Gov project. A user can fill in an illness notification and when con-
firmed, and based on this request the WCMS tries to get user information from a DB, 
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Fig. 3. A BPD that represents the ‘notify illness process’ of the Gov project 

evaluates the results and based on that information, the user is able to provide addi-
tional user information. The process ends by retrieving relevant e-mail addresses for 
sending a notification to direct superiors of a particular employee. 

6   Discussion 

Before we can claim that the AaA approach is applicable to other domains, more case 
studies are required in different product domains. Currently, only one case has been 
used in order to validate the AaA approach.  

Situationality was introduced into the generic design method for recurrent devel-
opment projects in order to increase the method’s applicability and productivity. We 
speculate that feature groups are related to product roadmaps, in that the product 
roadmap will include new feature groups, whereas feature groups might be able to 
assist in the creation of the product roadmap [15].  

The AaA approach has been successfully applied to the assembly of a design 
method for recurring WIS design projects. The approach can provide a first design 
method to domains that are in need of more formal methods, tools or techniques.  

7   Conclusions and Further Research 

In this paper we presented an approach for creating a fitting software product design 
method for any type of software product implementation project. The approach pro-
vides a guide in the selection and assembly of suitable method fragments that create a 
product software design method. The approach helps a method engineer to assemble a 
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method, derive development project situations, store relevant methods, and select the 
best-fitting methods based on product-related situational factors. We call this a feature 
group. Next, we showed how to use these feature groups for the association and selec-
tion of relevant method fragments. The approach was validated by applying it to one 
WIS design case. 

Future research includes the investigation of applying metrics to the association ta-
ble in order to support the selection of the right method fragments [16]. Finally, it is 
interesting to investigate the applicability of the AaA approach for the development of 
product line design methods.  

References 

1. Aydin, M., Harmsen, F.: Making a Method Work for a Project Situation in the Context of 
CMM. In: Proceedings of the 4th International Conference on Product Focused Software 
Process Improvement, pp. 158–171 (2002) 

2. Brinkkemper, S.: Method Engineering: Engineering of Information Systems Development 
Methods and Tools. Information and Software Technology 38(4), 275–280 (1996) 

3. Brinkkemper, S., Saeki, M., Harmsen, F.: Meta-Modeling Based Assembly Techniques for 
Situational Method Engineering. Information Systems 24(3), 209–228 (1999) 

4. Cardone, R., Soroker, D., Tiwari, A.: Using XForms to Simplify Web programming. In: 
Proceedings of the 14th international Conference on World Wide Web, pp. 215–224 
(2005) 

5. Ceri, S., Fraternali, P., Bongio, A., Brambilla, M., Comai, S., Matera, M.: Designing Data-
Intensive Web Applications. Morgan Kaufman, San Francisco (2003) 

6. Deshpande, Y., Murugesan, S., Ginige, A., Hansen, S., Schwabe, D., Gaedke, M., White, 
B.: Web Engineering. Journal of Web Engineering 1, 3–17 (2002) 

7. Eirinaki, M., Vazirgiannis, M.: Web mining for Web Personalization. ACM Transactions 
on Internet Technologies 3(1), 1–27 (2003) 

8. Gomez, J., Cachero, C.: OO-H Method: Extending UML to Model Web Interfaces. In: In-
formation Modeling for Internet Applications, pp. 144–173. IGI Publishing, Hershey 
(2003) 

9. Gouscos, D., Rouvas, S., Vassilakis, C., Georgiadis, P.: An Object-Oriented Approach for 
Designing Administrative E-forms and Transactional E-services. In: Bellahsene, Z., Patel, 
D., Rolland, C. (eds.) OOIS 2002. LNCS, vol. 2425, pp. 19–30. Springer, Heidelberg 
(2002) 

10. Harmsen, F.: Situational Method Engineering. Ph.D thesis, University of Twente, Moret 
Ernst & Young Management Consultants, The Netherlands (1997) 

11. Kappel, G., Proll, B., Retschitzegger, W., Schwinger, W.: Customisation for Ubiquitous 
Web Applications a Comparison of Approaches. International Journal on Web Engineering 
Technologies 1(1), 79–111 (2003) 

12. Koch, N., Kraus, A.: The Expressive Power of UML-based Web Engineering. In: 
Schwabe, D., Pastor, O., Rossi, G., Olsina, L. (eds.) Second International Workshop on 
Web-oriented Software Technology, pp. 105–119 (2002) 

13. Pastor, O., Fons, J., Pelechano, V., Abrahao, S.: Web Engineering: Theory and Practice of 
Metrics and Measurement for Web Development. In: Mendes, E., Mosley, N. (eds.) Con-
ceptual Modeling of Web Applications: The OOWS Approach, pp. 277–301. Springer, 
New York (2005) 



436 L. Luinenburg et al. 

14. Ralyte, J., Deneckere, R., Rolland, C.: Towards a Generic Model for Situational Method 
Engineering. In: Eder, J., Missikoff, M. (eds.) CAiSE 2003. LNCS, vol. 2681, pp. 95–110. 
Springer, Heidelberg (2003) 

15. Regnell, B., Brinkkemper, S.: Market-Driven Requirements Engineering for Software 
Products, Engineering and Managing Software Requirements. In: Aurum, A., Wohlin, C. 
(eds.) Engineering and Managing Software Requirements, pp. 287–308. Springer, Berlin 
(2005) 

16. Rossi, M., Brinkkemper, S.: Complexity Metrics For Systems-Development Methods And 
Techniques. Information Systems 21(2), 209–227 (1996) 

17. Souer, J., van de Weerd, I., Versendaal, J., Brinkkemper, S.: Situational Requirements En-
gineering for the Development of Content Management System-based Web Applications. 
International Journal on Web Engineering Technologies 3(4), 420–440 (2007) 

18. Srivastava, J., Cooley, R., Deshpande, M., Tan, P.-N.: Web Usage Mining: Discovery and 
Applications of Usage Patterns from Web Data. ACM SIGKDD Explorations Newslet-
ter 1(2), 12–23 (2000) 

19. Van Berkum, M., Brinkkemper, S., Meyer, A.: A Combined Runtime Environment and 
Web-based Development Environment for Web Application Engineering. In: Persson, A., 
Stirna, J. (eds.) CAiSE 2004. LNCS, vol. 3084, pp. 307–321. Springer, Heidelberg (2004) 

20. Van de Weerd, I., Brinkkemper, S., Souer, J., Versendaal, J.: A Situational Implementation 
Method for Web-based Content Management System-applications: Method Engineering 
and Validation in Practice. Software Process: Improvement and Practice 11(5), 521–538 
(2006) 

21. Van Slooten, K., Brinkkemper, S.: A Method Engineering Approach to Information Sys-
tems Development. In: Proceedings of the International Federation on Information Proc-
essing Working Group 8.1 Working Conference on Information System Development 
Process, pp. 167–186. North-Holland Publishing Co., Amsterdam (1993) 

22. Vdovjak, R., Frasincar, F., Houben, G.J., Barna, P.: Engineering Semantic Web Informa-
tion Systems in Hera. Journal of Web Engineering 2(1-2), 3–26 (2003) 

23. Yin, R.K.: Case Study Research: Design and Methods. SAGE Publications, Thousand 
Oaks (2003) 



Semantic Verification of Web System Contents�
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Abstract. In this paper, we present a rule-based specification language
to define and automatically check semantic as well as syntactic con-
straints over the informative content of a Web system. The language is
inspired by the GVERDI language and significantly extends it by inte-
grating ontology reasoning into the specification rules and by adding new
syntactic constructs. The resulting language increases the expressiveness
of the original one and enables a more sophisticated treatment of the
semantic information related to the contents of the Web system.

1 Introduction

Web systems are very often collaborative applications in which many users freely
contribute to update their contents (e.g. wikis, blogs, social networks,. . . ). In this
scenario, the task of keeping data correct and complete is particularly arduous,
because of the very poor control over the content update operations which may
easily lead to data inconsistency problems.

In this paper, we propose a rule-based specification language which allows one
to formalize and automatically check semantic as well as syntactic properties over
the static contents of any Web system. The language is inspired by the GVerdi
specification language [2,4] and extends it in the following ways.

(i) Web contents (typically, XML/XHTML data) are frequently coupled with
ontologies with the aim of equipping data with semantic information. Our specifi-
cation language provides ontology reasoning capabilities which allow us to query
a (possibly) remote ontology reasoner to check semantic properties over the data
of interest, and to retrieve semantic information which may be combined with
the syntactic one for improving the analysis.

(ii) We extend the GVerdi specification language with new rule constructs
for the definition of conjunctions and disjunctions of patterns which can be

� This work has been partially supported by the EU (FEDER) and the Spanish
MEC under grant TIN2007-68093-C02-02, Integrated Action HA 2006-0007, UPV-
VIDI grant 3249 PAID0607, and the Italian MUR under grant RBIN04M8S8, FIRB
project, Internationalization 2004.

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 437–446, 2008.
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recognized inside XML documents. The new constructs increase the expressive-
ness of the original language, since they enable the specification of a larger set
of semantic as well as syntactic constraints.

(iii) Along with the specification language, we formulate a novel verification
methodology which automatically checks a specification against the considered
Web contents and discovers incorrect as well as incomplete information.

Related Work. In recent years, several rule-based methodologies for validat-
ing the content of Web systems have been developed. In [6] constraint logic
programming is applied to constrain the static content and the structure of a
Web site, while [7] defines type systems and type checking techniques which are
basically natural generalizations of DTDs and XML Schema definitions for de-
scribing and validating the structure of XML documents. Finally, the framework
xlinkit [8] allows one to check the consistency of distributed, heterogeneous docu-
ments as well as to fix the (possibly) inconsistent information. All the mentioned
approaches, albeit very useful in their specific domains, share the same limita-
tion: the syntactic as well as semantic constraints they specify only rely on the
data to be checked. Our approach tries to overcome such a limitation, on one
hand, by introducing external sources of information (i.e. ontologies), which en-
rich the Web system content with additional semantic data; on the other hand,
by enabling ontology reasoning for refining the verification process.

2 Description Logics and Ontologies

Description Logics (DLs) are logic formalisms for representing knowledge of ap-
plication domains and reasoning about it. In particular, they are suitable means
to model the semantics of XML data by defining ontologies which endow the
raw XML data with semantic information.

Ontologies are complex data structures which basically consist of concepts
(classes), individuals (instances of classes) and roles (relations). An ontology
can be queried to retrieve semantic data or to verify semantic properties related
to a given XML repository.

In the following, we present a description logic language for querying on-
tologies, which extends the well-known description logic formalized within the
OWL-DL[10] framework by (i) admitting the use of variables as placeholders for
atomic concepts, roles and individuals; (ii) letting function calls compute atomic
concepts, roles and individuals. Due to lack of space, we present a DL language
without the description of the DL constructs. For a thorough discussion about
them, please see [3].

Let A be the set of all atomic concepts, R be the set of all atomic roles, I
be the set of all individual names. Concepts are formalized via the following
abstract syntax:

C →A | X | f(t1, . . . , tn)| � | ⊥ | ¬C | C � C | C � C | ∀R.C | ∃R.C |≥n R | ≤n R

where C represents a (complex) concept, A an atomic concept, R a role, n
a natural number, X a concept variable, f(t1, . . . , tn) a call to the function
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f : D �→ A that maps elements of a given domain D into the set of atomic
concepts A.

Roles can be described using the following abstract syntax:

R → S |X |f(t1, . . . , tn)

where R represents a role, X a role variable, S an atomic role, f(t1, . . . , tn) a
call to the function f : D �→ R that maps elements of a given domain D into the
set of atomic roles R.

Finally, individuals are formalized via the following abstract syntax:

I → a | X | f(t1, . . . , tn)

where a represents an individual name, X an individual variable, f(t1, . . . , tn) a
call to the function f : D �→ I that maps elements of a given domain D into the
set of individual names I.

Concepts, roles and individuals, which are built by applying the grammar
rules given above, can be used to query ontologies using the standard query
constructs of Table 1. Therefore, given an ontology ont and a query construct
cst, an ontology query on ont is an expression of the form: ont.cst(a1, . . . , an),
where ai, i = 1, . . . , n, are the arguments of the query construct cst. An ontology
query whose execution returns a boolean value (respectively, a set of values) is
called boolean (respectively, non-boolean) ontology query.

Table 1. Ontology query constructs

Query construct Description
allConcepts() All concepts defined in the ontology

allRoles() All roles defined in the ontology

allIndividuals() All individuals defined in the ontology

satisfiable(C) Is C satisfiable?

subsumes(C1, C2) Does C2 	 C1?

disjoint(C1, C2) Does C1 
 C2 ≡ ∅?

children(C) All concepts which are children of C
equivalents(C) All concepts which are equivalent to C
instances(C) All individuals which belong to C
instanceOf(a,C) Does a belong to C?

roleFillers(a, R) All individuals b such that R(b,a) holds

related(R) All pairs (a,b) such that R(a,b) holds

Example 1. Let ++ denote the string concatenation operator. Assume an ontol-
ogy univ modeling an academic domain is given, the boolean ontology query

univ.instanceOf(X++Y, professor� female)

would check whether the individual, which is computed by concatenating the
values associated with variables X and Y, is a female professor (i.e. an instance
of the concept professor � female).
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Ontology Query Execution. Typically, ontology queries are sent to an on-
tology reasoner and then executed against an ontology of interest. Standard
ontology reasoners are able to execute only ground, flat ontology queries, that
is, queries without variables and function calls. Note that our language allows
one to generate ontology queries containing variables as well as function calls.
Thus, in order to execute such queries using a standard reasoner, we need to
made the query ground and to evaluate all the functions calls before sending the
query to the reasoner. This process of query manipulation will be made explicit
in the following sections.

3 The Web Specification Language

Our specification language allows us to formalize and verify properties over the
content of a Web system.

Web Content Denotation. Throughout this paper, we assume that the data
to be checked are stored into an XML repository. Moreover, since XML data are
provided with a tree-like structure, we model XML repositories as finite sets of
ground terms (that is, terms not containing variables) of a suitable term algebra.
In the following, we will also consider Web templates, which are terms of a non-
ground term algebra, which may contain variables. Web templates are used for
specifying patterns to be recognized in XML repositories. See [2] for more details.

Web Specifications. The language provides constructs for specifying two kinds
of rules: correctness rules and completeness rules. The former describe con-
straints for detecting erroneous information into a given XML repository, while
the latter recognize incomplete/missing information. Both kinds of rules may be
conditional, that is, they can be fired if and only if an associated condition holds.

A condition is a finite (possibly empty) sequence c1, . . . , cn, where each ci may
be (i) a membership test w.r.t. a regular language of the form X ∈ rexp1, (ii) an
equation s = t, where s and t are expressions which may contain nested function
calls to be evaluated w.r.t. a given term rewriting system (TRS) R formalizing
the considered functions2, and (iii) a boolean ontology query.

Given a substitution σ, which takes an expression and replaces its variables
with ground terms and a condition C ≡ c1, . . . , cn, we say that C holds for σ iff
each ciσ is ground and

– if ci ≡ X ∈ rexp, then Xσ ∈ L(rexp), where L(rexp) is the regular language
described by rexp;

– if ci ≡ (s = t), then the equality (s = t)σ holds in the TRS R.
– if ci ≡ B, with B boolean ontology query, then the execution of Bσ returns

true3.
1 Regular languages are denoted by the usual Unix-like regular expression syntax.
2 In our framework, equation evaluation is handled by standard rewriting [9].
3 We assume that all the function calls appearing in Bσ are evaluated before executing

the query.
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Now, we are ready to introduce correction as well as completeness rules.

Definition 1 (Correctness Rule). A correctness rule is an expression of the
form ∧n

i=1
li ⇀ error | C

where each li is a Web template, error is a reserved constant, C is a condition.

Informally, the meaning of a correctness rule l1 ∧ . . . ∧ ln ⇀ error | C is as fol-
lows. Whenever an instance liσ of li for each i ∈ {1, . . . , n} is recognized in
some Web page p, and the rule condition C holds for σ, then Web page p is
signaled as an incorrect page.

Example 2. Consider an XML repository containing academic information along
with an ontology univ modeling such a domain. Suppose we want to verify the
following property: if an associate professor has more than three Ph.D. students,
then he cannot teach more than one course. Then a possible correctness rule
formalizing such a property might be

use ’./Ontologies/UniversityDomain’ as univ
course(cId(X),professor(name(Y)))
∧ course(cId(Z),professor(name(Y))) ⇀ error |

univ.instanceOf(Y, AssocProf � (≥3hasStd � ∀hasStd.PhDStudent)),
X =/= Z

To define completeness rules, we need the following auxiliary notion. Given an
expression e, by V ar(e) we denote the set of all the variable appearing in e.

Definition 2 (Completeness Rule). A completeness rule is an expression of
the form

n∧
i=1

li ⇀

m∨
j=1

rj | C containing ct 〈q〉

where each li, rj are Web templates, C is a condition, containing ct is an
optional clause, where ct is a ground term, q ∈ {A, E}, and

⋃m
j=1 V ar(rj) ∪

V ar(C) ⊆ V ar(l).

Completeness rules are called universal (resp., existential), whenever q ≡ A
(resp., q ≡ E).

Intuitively, given an XML repository W , the interpretation of a universal
(resp., existential) rule l1 ∧ . . . ∧ ln ⇀ r1 ∨ . . . ∨ rm | containing ct 〈A〉 (resp.,
〈E〉) w.r.t. W is as follows: if an instance liσ of li for each i ∈ {1, . . . , n} is
recognized in some p ∈ W and the condition C holds for σ, then an instance
rjσ of at least one rj , j ∈ {1, . . . , m} must be recognized in all (resp. some)
XML documents of W containing the ct term. Roughly speaking, ct provides
the “scope” of the quantification and allows us to compute the part of the XML
repository which is checked by the rule; if ct is not specified the rule is applied
to the whole repository.



442 M. Alpuente et al.

Example 3. Consider again an academic XML repository along with the usual
ontology univ. We want to verify that for each course, given by a full professor,
at least two exam dates must be provided. A completeness rule formalizing this
property might be

use ’./Ontologies/UniversityDomain’ as univ
course(cId(X)) ⇀ course(cId(X),examDate(),examDate()) |

univ.instanceOf(X,∃CourseGivenBy.FullProf) 〈E〉

Finally, we define a Web specification as a triple (IN , IM , R), where IN is a set
of correctness rules, IM is a set of completeness rules and R is a TRS which
defines the functions appearing in the conditions of the rules.

Web Specifications with Meta-symbols. Sometimes, it is particularly fruit-
ful to consider rules containing Web templates which may subsume several mean-
ings. To this purpose, completeness and correctness rules may include special
meta-symbols into those Web templates which are associated with non-boolean
ontology queries.

Web specification rules containing meta-symbols have to be pre-processed
before being executed on a given XML repository.

The following definition is auxiliary. Let e be a (syntactic) expression of our
language, m be a meta-symbol, v be a symbol. By e[m/v] we denote the expres-
sion e′ obtained from e by replacing each occurrence of m with v.

Basically, we expand each rule r containing meta-symbols as follows:

– for each meta-symbol m appearing in r, we execute the associated ontology
query and we collect the results {v1, . . . , vn};

– if m appears in the left-hand side of r, we replace r with the rules r1[m/v1],
. . . , rn[m/vn].

– if m appears in a disjunct ρ of the right-hand side of r, we replace ρ in r
with ρ[m/v1] ∨ . . . ∨ ρ[m/vn].

A full description of the expansion algorithm is available in [1].
For the sake of clarity, let us see an example.

Example 4. Consider again an academic XML repository along with the usual
ontology univ. We want to specify that email or post address have to be specified
for each university professor. Assume that the ontology univ contains (i) the
concept contactInfo whose subconcepts are email and address; and (ii) the
concept Professor whose subconcepts are AssociateProf and FullProf.
We might model the considered property using a universal completeness rule
containing two meta-symbols (namely, contact and prof).

use ’./Ontology/UniversityDomain’ as univ
metasymbol contact: univ.getChildren("contactInfo")
metasymbol prof: univ.getChildren("Professor")
prof(name(X)) ⇀ prof(name(X),contact())| containing member() <A>
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By expanding the considered completeness rule, we generate the following set of
rules without meta-symbols.

use ’./Ontology/UniversityDomain’ as univ
AssociateProf(name(X)) ⇀ AssociateProf(name(X),email()) ∨

AssociateProf(name(X),address()) |
containing member() <A>

FullProf(name(X)) ⇀ FullProf(name(X),email()) ∨
FullProf(name(X),address()) |

containing member() <A>

4 Verification Methodology

In this section we present a methodology to automatically verify a given XML
repository w.r.t. a Web specification. Without loss of generality, we only con-
sider Web specifications without meta-symbols, since any Web specification with
meta-symbols can be transformed into an equivalent one without meta-symbols
as explained in Section 3.

We proceed as follows: first we describe the partial rewriting [2] mechanism
which allows us to detect patterns inside XML documents and rewrite them.
Then, we will employ this evaluation mechanism to check correctness and com-
pleteness of an XML repository.

Simulation and Partial Rewriting. Simulation allows us to recognize the
structure and the labeling of a given Web template into a particular XML doc-
ument. It can be formally defined as follows.

Definition 3. The simulation relation � on terms is the least relation satisfying
the rule f(t1, . . . , tm) � g(s1, . . .sn) iff f ≡ g and ti � sπ(i), for i = 1, . . .m,
and some injective function π : {1, . . .m} → {1, . . . , n}.
W.l.o.g., we disregard quantifiers from Web specification rules.

Definition 4 (Partial rewriting). Let s,t be terms and or, error two fresh
constructor symbols. We denote by s|e the subterm of s rooted at position e. We
say that s partially rewrites to t via rule r ≡

∧n
i=1li ⇀ Rhs|C and substitution σ

(in symbols s ⇀r t) if and only if there exist positions u1, . . . , un in s such that
(i) liσ � s|ui

for all i ∈ {1, . . . , n}; (ii) C holds for σ; (iii) if Rhs ≡
∨m

j=1 rj then
t ≡ or(r1σ, . . . , rmσ); and (iv) if Rhs ≡ error then t = error(s, u1, . . . , un)

Detecting Correctness Errors. Given a Web specification (IN , IM , R), to
detect erroneous or undesirable data included in an XML repository W , we have
to execute all the correctness rule in IN against each XML document p belonging
to W . The procedure is described in the following definition.

Definition 5. Let W be an XML repository and (IN , IM , R) be a Web specifi-
cation. Given p ∈ W , we say that p is incorrect w.r.t. (IN , IM , R), if there exists
a correctness rule r ≡ (

∧n
i=1li ⇀ error | C) ∈ IN such that
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(i) p partial rewrites to error(p, u1, . . . , un) via r and substitution σ;
(ii) C holds for σ. We say that (

∧n
i=1li)σ is an incorrectness symptom for p.

Note that the generated term error(p, u1, . . . , un) provides all the needed infor-
mation to precisely locate the incorrectness symptom inside p.

Detecting Completeness Errors. The verification of an XML repository
w.r.t. a set of completeness rules of a Web specification needs a more complex
analysis. In the following, we introduce some semantic foundations we require to
formalize the analysis.

A completeness requirement (or simply requirement) is a triple 〈e, q, ct〉,
where e and ct are ground terms and q∈{A, E}. A requirement is called universal
whenever q = A, while it is called existential whenever q = E. Sometimes the
components q, ct of a requirement can be left undefined, in this case we simply
omit them and write 〈e, , 〉. Such requirements are called initial requirements.

Let 〈e, q, ct〉 be a requirement, r ≡ Lhs ⇀
∨m

j=1 rj | C containing ctr 〈qr〉 ∈
IM be a rule such that s ≡ e ⇀r or(h1, . . . , hm). We define the tree Ts associated
with the partial rewriting step s as or(〈h1, qr, ctr〉, . . . , 〈hm, qr, ctr〉).

Definition 6 (Production Step). Let (IN , IM , R) be a Web specification and
re≡ 〈e, q, ct〉 be a requirement. Let s1, . . . , sk be all partial rewriting steps which
rewrite e using the rules in IM . Let Ts1 . . . , Tsk

be the trees associated with the
partial rewriting steps s1, . . . , sk. The production step on re w.r.t. IM builds the
tree re(Ts1 , . . . , Tsk

).

Note that, if there is no rule r ∈ IM such that e ⇀r t, we say that re ≡
〈e, q, ct〉 is irreducible. Let us now use the production step to define the maximal
derivation tree for a requirement.

Definition 7 (Derivation Tree). Given a requirement re and a Web spec-
ification (IN , IM , R), a derivation tree for re w.r.t. the set IM , is defined as
follows:

– re is a derivation tree for re w.r.t. the set IM ;
– if T is a derivation tree for re w.r.t. the set IM and re′ is a requirement

labeling a leaf of T , then the tree T ′ obtained from T by replacing re′ with the
tree generated by applying a production step on re′ w.r.t. IM , is a derivation
tree for re w.r.t. the set IM .

A maximal derivation tree Tre for re w.r.t. IM is a derivation tree where all
leaves are labeled with an irreducible requirement and the set of requirements
labeling Tre nodes is finite.

It follows that the maximal derivation tree for a requirement re w.r.t. IM con-
tains all the requirements that can be derived from re w.r.t. IM . Since the deriv-
able requirements from re w.r.t. IM could be infinite, a maximal derivation tree
for re might not exist. In [1], we propose some syntactical restrictions on Web
specifications to ensure that the set of derivable requirements for a requirement
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re w.r.t. a set of completeness rules is finite and hence a maximal derivation tree
for re exists. Moreover, we provide a way to obtain from a maximal derivation
tree, an equivalent finite structure.

Let (IN , IM , R) be a Web specification, W be an XML repository. An XML
document p ∈ W is associated with the initial requirement rep = 〈p, , 〉. Thus,
we can compute the maximal derivation tree for rep w.r.t. IM , which contains
all the requirements that can be derived from p using the rules in IM by partial
rewriting.

Now, to diagnose completeness errors in W , we can proceed as follows. For
each p ∈ W , (i) we compute the maximal derivation tree Tp for 〈p, , 〉 w.r.t.
IM , then (ii) we traverse Tp and we check whether the requirements occurring in
Tp are not satisfied. The verification process terminates delivering the detected
completeness errors.

Definition 8 (Requirement Unsatisfiability). Let W be an XML reposi-
tory, (IN , IM , R) be a Web specification and re≡ 〈e,q,ct〉 be a requirement. Let
TESTre = {p ∈ W | ct � p}.

– If re is a universal requirement, then re is not satisfied in W if one of the
following conditions hold:

1. TESTre = ∅;
2. there exists p ∈ TESTre s.t. e � p.

– If re is an existential requirement, then re is not satisfied in W if for each
p ∈ TESTre, e � p.

Dually, we can define universal/existential requirement satisfiability.
By using the previous definitions, we formalize the following completeness

analysis.

Definition 9 (Maximal Derivation Tree Analysis). Let W be an XML
repository, p ∈ W , (IN , IM , R) be a Web specification, and Tp be the maximal
derivation tree of 〈p, , 〉 w.r.t. IM . The completeness analysis of a maximal
derivation tree is inductively defined on the structure of Tp by the following
function:

Verify(or(T1 , . . . ,Tk )) =
{
error(e1, . . . , ek) if ∀i rt(Ti) is not satisfied in W
Verify(Ti ) ∀i s.t. rt(Ti) is satisfied in W otherwise

where rt(Ti) = 〈ei, qi, cti〉.

Verify(re(T1 , . . . ,Tk )) = Verify(Ti ) ∀i = 1, . . . , k

The term error(e1,. . .,ek) represents a completeness error which means that
no disjunct ei for i ∈ {1, . . . , k} is recognized into the considered document.
Roughly speaking, the execution of Verify(Tp) finds all the completeness errors
inside an XML document p w.r.t. IM . By applying this verification method to
all XML documents in W , we can check the completeness of the whole W .
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5 Conclusions

In this paper we presented a rule-based specification language, inspired by
GVerdi [2,4], for formalizing and automatically checking semantic and syntactic
properties over Web system contents. We increased the GVerdi language expres-
siveness by adding new constructs for defining conjunctive as well as disjunctive
Web patterns. Moreover, we exploited ontology reasoning capabilities to retrieve
semantic information which is useful to refine the verification process. In our
framework, the integration between the language and the ontology reasoner is
achieved by means of a description logic which extends the well-known OWL-
DL[10] framework by admitting variables and function calls among the usual DL
constructs. We are currently developing a prototypical system of our framework
that implements ontology reasoning via the DIG Interface [5], which is an XML
API for connecting applications to description logic reasoners.
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Sandro José Rigo1,2 and José Palazzo Moreira de Oliveira2

1 Universidade do Vale do Rio dos Sinos (UNISINOS) São Leopoldo RS Brasil
rigo@unisinos.br
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Abstract. This work describes the implementation of automatic user
profile acquisition, using domain ontologies and Web usage mining. The
main objective is the integration of usage data obtained from user ses-
sions, with semantic description, obtained from domain ontology. In this
way it is possible to identify more precisely the interests and needs of a
typical user.

1 Introduction

During the last years, the Web continuous growth can be observed with the
large document number and the flexibility in the access and interaction with
Web applications. This scenario is a problem in daily tasks, as accessing and
collecting desired data. One of the main reasons for this can be found in the
one-to-many interaction model observed in traditional Websites.

Adaptive Hypermedia systems [1], [2] can reduce this problem by adapting
content and structure of the Websites based on information about users pro-
file, application domain and navigational behavior. Briefly, the actions to adapt
the Website are based on the combination of the three aforementioned sets of
information. The users profile information provides insights about adjustments
that indicate feasible solutions. The application domain can be used to restrict
or indicate some possible and coherent relations between the Website items.
The navigational behavior provides current patterns, as observed from the ac-
tions of users accessing the Website. This information is processed together with
adaptation rules or with pattern discovery techniques providing the system with
elements to perform content or structure adaptation. The navigational patterns
indicate specific and characteristic users behavior in one Website, allowing gen-
eralizations. When a pattern is identified as valid for an arbitrary number of
users, then it may be considered in the generation of adaptations for new users.
This is particularly important when the new user behavior is similar to this gen-
eral pattern. The content and structure descriptions allow the detection of useful
relations between the Website components. When a highly accessed Web page
has relations with other pages, such as specialization or complementation, then
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these relations make possible the generation of relevant adaptations. Finally,
the users interests and preferences can indicate the adequate characteristics for
the content presentation and can also indicate the necessity for complementary
content or for content restrictions, along with other possibilities.

However, in this approach usually the semantic information is not taken into
account and this cause the results obtained not to present the possible quality.
The lack of semantic information in a navigational pattern does not allow the
identification of relations concerning structure, dependencies or complementary
issues. The frequent access pattern describes the access sequence pages, but do
not qualify and relates this accesses among themselves. This paper describes an
Adaptive Hypermedia application that addresses solutions to the user profile
acquisition problem. The adaptations are generated from classes of navigational
behavior, identified with frequent accesses patterns improved with semantic in-
formation, described in domain ontology. The patterns identified allow the gener-
ation of adaptations that modify the structure of the Website, adding hyperlinks
to possible users interests contents. These adaptations are generated based on
usage information and semantic information relating the accessed pages, in order
to describe tasks being performed by the users. Only the short term information
is treated, such as the user session information. The process developed in this
work is a general approach that can be applied to different Web applications.

The main contributions of this work are the improvements achieved with the
integration of usage and semantic information concerning an application area.
This integration process is performed without the user identification in the ac-
quisition or in the adaptation steps. The objective of the system is the detection
of tasks being performed by users in a specific session. With the semantic and
usage information, the identification of a session probable objective can be used
for evaluation of possible adaptations. Some problems related to users profiles
also are avoided in this approach, such as the need for periodic updating or the
limited set of information in the initial stages.

2 Related Works

Web Usage Mining applications focused on user profile acquisition can
apply different algorithms, such as clustering [14], classification [15], association
rules [3] and frequent sequences [16], [17], [18]. The main objective of most of
these works is the efficiency in the algorithms implementation. Approaches con-
sidering semantic information are recent [19]. Some of these works generate the
user profile with clustering and semantic annotation on the Web pages content
[6],[4]. In others [5] , Web Content Mining is used to create taxonomies relations
among Web pages. Web usage Mining is applied with the taxonomy terms to
generate the users profiles. Domain ontology describing the Website structure
can also be integrated with usage information. In the work of Mrabet [13], the
users profiles are obtained with usage mining and domain ontologies describing
the Website contents. The use of this information in combination with semantic
information is reported in the work of Dai and Mobasher [6], where semantic
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information contained in the ontology of a Website is used together with the
usage data for the generation of clusters and association rules. Thus the clusters
and association rules generated allow integrate relevant details of each section
of the site observed in the usage data.

There are methods for the identification of users based on the integration
between Web usage and semantic information [7], [8]. In some works there is
the use of clustering techniques that take into account the set of concepts iden-
tified in a group of pages that has been previously reported as a commonly
followed path with associative rules or as a cluster [5], [4]. There can be found
several techniques to acquire the user knowledge, abilities, goals and prefer-
ences. Most systems have identification interfaces and profile characterization
facilities [9], [10], [11] while others seek to automatically obtain data that can be
used in the creation or maintenance for the user model [12]. It has been shown,
in this brief literature review, that there is a trend toward the use of semantic
models from which are produced better adaptations to improve the Web user
experience. The adaptations result is more interesting when complementary in-
formation is known, describing the application domain, the contents and the
user profile. Most of the related works are content based or depend on user iden-
tification to drive the adaptations. The main differential of the present work is
the exploration of semantically described Website structure and anonymous user
navigation patterns.

3 General View of the Developed Architecture

The system implemented enables the integration of usage information and se-
mantic information described in domain ontology. This integration allows iden-
tifying behavior classes, based on tasks carried out in the Website. These classes
are associated with adaptation rules, which drive changes in the overall navi-
gation structure of the Website. The first step in the process is the ontology
description and the semantic content annotation. The system observes then the
following periodic steps: the acquisition of Web usage data, the processing of
these data for the generation of frequent access patterns, the integration of these
patterns with semantic information, and, finally, the adaptation process. The ap-
plication treats sequential access patterns, indicating the most frequent paths
followed by the Website users.

As one of the objectives is the identification of tasks being performed in the
Website, the domain ontology is defined manually by domain area experts, with
respect to the Website structure and complementary relations. These relations
are context dependent. Some experiments were performed in the educational
area, and some examples for meaningful relations in this case are the precedence
between elements, requisites or the content elements type.

The elements involved in the overall process of adaptation are illustrated
in Figure 1. The figure illustrates that the requests generated by the Website
users are stored and composes the “access log” which will be processed in the
Usage Mining component. After the preprocessing of data and generation of
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Fig. 1. Developed architecture general view

frequent access patterns, the system performs the integration of these pathways
and semantic information. This result is evaluated and used to generate the
adaptation rules that will be employed in the system. A cookie helps to identify
when a user have any occurrence of access similar to the frequent access patterns
already identified. This information will be used to generate the final result,
composed by the content originally requested and by adaptation elements of the
interface, in accordance with the detection of the access pattern.

The adaptation stage receives information from the domain ontology as well,
in addition to the sequential patterns already obtained from the processing of
the access log data. With these two sources of information, it is possible not only
to identify the page access sequences, but also to identify the concepts present
in each page and their relationship.

The information originated in the observed frequent sequential patterns is
added to the original structure of the Website. Following the information al-
ready collected and processed, the system has a description of frequent sequen-
tial paths and specific relationships derived from the domain ontology. Based
on the behavior observed from a user session the information is employed as
complement to the original structure of the Website and is published in specific
areas of the interface. Thus, the pages accessed by the user are correlated by
sequential patterns. The identification that a certain number of pages accessed
during a user session belong to a pattern can be assumed to indicate that the
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user in question is part of a group of users sharing a specific content or navigation
interest, found in this set of pages.

The preprocessing of usage data and the generation of patterns is carried out
periodically. During the users sessions, the system detects, from a recent access
history that includes only accesses made in the current session, any coincidence
of the observed behavior with the behavior patterns previously established and,
if there exists such coincidence, carries out the associated adaptation. In these
cases, as covered in the experiment, the adaptation was composed of alterations
applied to the structure of the resulting page with the addition of new naviga-
tion possibilities derived from the patterns that have been established. Content
adaptation could be carried out by the addition of material related to the content
being accessed on the basis of some relationship given in the ontological descrip-
tion. The semantic annotation of the content permits the identification of specific
situations, from the identification of the type of complementary resources.

4 Web Usage Mining and Semantic Information
Integration

The usage information treated in this work is the frequent access patterns. The
identified patterns are applied in the semantic integration. In the first step of this
integration, each element in the access patterns is related with other elements in
the pattern, based on the relations described in the domain ontology. This step
allows the acquisition of semantic profile, containing the observed relations. The
Figure 2 illustrates one example of this process. In the first part there is a typical
access pattern, with Web pages identification. In the second part there are the
relations observed in the domain ontology, when the Web pages identification is
consulted. It can be observed relations as composedBy and partOf, indicating
composition between pages and representing the Website structure. Can be ob-
served relations indicating different element types and contents published, such
as type, typeOfMaterial and typeOfContent.

In the second part of the Figure 2 can be observed that the Web pages identi-
fied as 49 and 50 are related with the composedBy relation, indicating that the
Web page 49 is composed with the Web page 50. The Web pages 50 and 51 have
several relations in common, as the typeOfMaterial with the value Classes and
the typeOfContent with the value Programing Languages. These relations allow
the detection of contexts existent in the frequent access patterns. As an example,

Fig. 2. Access patterns and semantic patterns
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Fig. 3. Semantic context details

in the Figure 3 illustrate the same access pattern identified in the Figure 2, but
describes the semantic information associated.

The semantic context can be applied to differentiate the access patterns and
to generate resources to adaptation. The semantic information, described in the
semantic context, can be applied to identify similar contexts. This can not be
done with the access patterns only, because the lack of semantic information. In
the case of a frequent access pattern that describes the browsing of a general page
and its sub-pages, then this pattern can be identified as similar to the context
of figure 3. The semantic context is generated with base on the domain ontology
relations. These can be described regarding each specific application domain.
The process applied in this work is independent of specific relations. Each access
pattern L = {l1, l2, l3, ..., lm}, composed with m pages, is processed by SPARQL
queries with each elements pair (li, li+1) and with each element and its relations
with any other concept in the ontology.

To improve the adaptation possibilities the Website contents are semantically
annotated. This is accomplished with the description of relations concerning
structure and content description. In the work developed is applied a domain
ontology. This decision implies in the description of the domain ontology for
each new application. The validation of the proposal involved an application
in the educational area. The domain ontology was described manually with
the ontology editor Protg, and the ontology language OWL was used to their
representation, helping posterior manipulation. In this case, the ontology repre-
sents the concepts, relations and content available on a Website with educational
material.

There are relations between the concepts topic and course. The relations
“partOf” and “composedOf” indicates the type of the composition. The rela-
tions “hasRequisite” or “isRequisiteOf” indicate dependency between the topics
of one course. The relation “contain” allows to qualify each component in the
Website. The relation between the Website and the ontology is established by
the semantic annotation of the Website elements. Each page of the Website is
described as an ontology instance, along with the necessary relations. These
instances are used in the integration process along with the usage information.
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Fig. 4. Obtained access patterns and semantic contexts

5 Experiments Analysis

The experiment in discussion was carried out over a period of ten months during
which the material was available for users, with the necessary information for the
adaptation being generated. Periodically the system generates frequent access
patterns which are integrated with the semantic information described in the
ontology. Each content item published is described in the domain ontology and
this method allows the integration of usage and semantic information.

After the semantic integration process, the system can manipulate the se-
mantic context obtained. In Figure 4 there are some examples of these contexts,
ob-tained in the experiment performed. In the figure there is an association be-
tween the access pattern (displayed in the Patterns column) and the semantic
context (Semantic Contexts column). Each context relates the component items
of the access pattern. For instance, in line 1 there is an access pattern composed
by the elements 13, 12 and 33. In the Semantic context column there is the
information that the element 13 is composed by element 12 and is also requisite
for this element. Both elements 13 and 12 are of type topic and their type of
material is TM ORGANIZATION. The element 12 is composed by element 33
and they are also topic and TM ORGANIZATION elements.

The semantic contexts described in Figure 4 are analyzed in Figure 5. In
this table there is a figure illustrating the structural relations of each pattern
and there is also an interpretation of the context and the similarity with other
contexts. This initial evaluation can indicate some advantages of the semantic
context when compared with the access patterns. Some differences and similar-
ities between the patterns will not be detected without the semantic contexts.
This detection can be useful in the adaptation process, relation correctly the
needs of a user session, with best suited information.

The patterns number 4, 5 and 6 present similarities when only the structural
rela-tion are considered, as in the first column of the Figure 5. But with the
analysis of the other relations, it can be seen that they have different function
in the Website. The elements in the pattern 6 are associated with organization,
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Fig. 5. Visualization and interpretation of semantic contexts

Fig. 6. Example of structure adaptation

while the elements in the patterns 4 and 5 have the objective to describe classes
material. There is another distortion that would not be detected concerning pat-
terns 6 and 1. Despite their struc-tural differences, both have the same type of
material, or the same function in the Website, which is detected with the very
close similarity measure. In other cases, as in the elements 1 and 2, there is a very
close visual and similarity measure result. The same occurs with patterns 3 and
4, even with different elements number. The adaptation step uses the semantic
contexts and the information about the user session. This session information is
obtained with a cookie that helps in the pathway identification. The adaptation
possibilities are generated with the semantic context that shown higher similarity
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with the present session. Also the ontology relations concerning the accessed
item can be used.

An example of the adaptation results can be observed in the Figure 6. Two
areas were used for the generation of adaptation items, which are on the left,
below the area from the main navigation menu and in the center, below the con-
tent area. In the first area can be seen the message “Suggested links” followed
by a set of links related to the task identified by the adaptation rules. In the
second can be seen the message ”Topics requisites” followed by a link created
with a query for information from the ontology. To generate data for the adjust-
ments evaluation, the access to these items will be received by the system with
an additional parameter.

6 Conclusion

This article presented an approach for the acquisition of user stereotypes based
on Web Usage Mining and domain ontologies. In this case, the domain ontology
describes important relations for the application. The relations in the ontology
are combined with the usage patterns obtained by Web Usage Mining tech-
niques. The integration of semantic with usage information was described and
some related works were presented, in order to illustrate the possibilities of bet-
ter identification of the interests and needs of a typical user with these resources.
The main contribution of this work is the study of the possibilities for discovering
navigational behavior related to tasks executed in a Website, adding semantic
information and without the necessity of user identification. It is shown that
adaptations using a domain ontology which associates Web pages with applica-
tion concepts is useful and can lead to better results that those observed when
only usage information is applied.
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Abstract. The TOWL language is a temporal ontology language built
on top of OWL-DL that enables descriptions involving time and tem-
poral aspects such as change and state transitions. Extending OWL-DL
into a temporal context does not only relate to providing the adequate
expressiveness for such a goal, but also ensuring that static concepts pre-
serve their meaning in a temporal environment. One such concept relates
to cardinality. In this paper, we discuss temporal cardinality in the con-
text of the TOWL language, and provide a possible approach towards
representing temporal cardinality in this context.

1 Introduction

The role of Web Information Systems (WIS) on the Web is constantly increasing
in importance. The Web 2.0 transformed Web pages from static pieces of text
into dynamic applications with desktop-like functionality on a Web scale. It has
thus become possible to exploit Web features, such as being able to integrate
functionality of different applications into a new Web application. The Semantic
Web adds a new dimension, as now not only functional blocks can be exchanged,
but also knowledge, allowing information to be processed in entirely new ways.
An important feature of the Semantic Web consists of its explicit semantics:
metadata about the information is explicitly modeled in terms of classes and
relationships between them. This provides rich descriptions that can be reasoned
upon.

By using the state-of-the-art Semantic Web language OWL [1] we can, for
example, model that an instance of the class Person is married with another
instance of the class Person. If we want to be a bit more explicit we might
consider modeling that a person is only married with one other person, i.e., that
a marriage is symmetrical (x is married to y, implies y is married to x) and not
all persons are married. In OWL this can be represented as follows.

I.-Y. Song et al. (Eds.): ER Workshops 2008, LNCS 5232, pp. 457–466, 2008.
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ObjectProperty(:marriedTo Symmetric
domain(:Person)
range(:Person))

Class(:Person partial
restriction(:marriedTo maxCardinality(1))
restriction(:marriedTo minCardinality(0)))

However, this is a static model. If we want to be able to account for re-
marriage, e.g. due to divorce or to the death of one of the partners, we might
want to slightly change our restrictions and state that a person is only married to
one other person at any point in time. Expressing such a restriction requires the
existence of a construct for the representation of temporal cardinality. However,
such a construct is not available in OWL, nor in its temporal extension, TOWL.

Different application domains motivate the need for a temporal ontology lan-
guage. In this paper, we focus on two specific application domains: first, the
trading domain (StockBroker), which is a highly dynamic application domain,
and second, the cultural heritage domain (CHI). In StockBroker we utilize the
Semantic Web to meet the increased technological demands emerging in the
world of trading. The information that one seeks to represent in such a con-
text relates mostly to news. With the increased popularity of the Web as a
broadcasting medium, the latter has also become the main source of informa-
tion and signals for financial traders. Different large players among multimedia
news agencies already provide professional products that come to meet the in-
creased need for tools supporting automated trading. Reuters, for example, pro-
vides a range of such products, such as the NewsScope Archive1 – an annotated
archive of news messages aimed at “customers seeking to develop news-based pro-
grammatic trading strategies with a comprehensive, machine-readable archive of
Reuters global news.” NewsScope Real-Time2 is similar to the ‘archive’ version
of this tool, with the main difference that the annotated feeds are provided
in real-time, thus enabling automatic reactions to market-moving events. The
StockBroker application is aimed at employing market knowledge from several
Web sources for assisting in making better trading decisions.

CHI is a real-life application for Regional Historic Centre Eindhoven (RHCe),
an institute that governs cultural heritage related to the region around the city
of Eindhoven. The purpose of the CHI application is to open up a large dataset of
multimedia documents with the help of additional metadata (in [2] we describe
how to acquire this metadata by relating tags to concepts in an ontology). Time
is a major dimension in this application, as most objects refer to a time in the
past and since time is an essential aspect of the disclosure of the collections.
A major issue with respect to time is to describe how we model change and
evolution. For example, we represent locations of objects in our datamodel, say
the location of the “city hall”. If we have a picture that shows the city hall, we
annotate this object with the “city hall” concept. The “city hall” concept has
an address and the city hall coordinates so that we can show its location on a

1 http://about.reuters.com/productinfo/newsscopearchive/
2 http://about.reuters.com/productinfo/newsscoperealtime/

http://about.reuters.com/productinfo/newsscopearchive/
http://about.reuters.com/productinfo/newsscoperealtime/
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map. However, the location of “city hall” changes over time, e.g. because the old
building is replaced or municipalities merge.

Possible problems we want to detect and bring to the attention of the RHCe
domain experts are, for example, “This picture shows building X and has been
annotated with date Y, but we also have in our knowledge base that building X
was built on date Z and Z>Y, so this might be an inconsistency”.

The most expressive fragment of the Web Ontology Language (OWL) that
maintains desirable computational properties for reasoning is OWL-DL [1]. How-
ever, this language only provides limited support for the representation of time.
The TOWL language [3], built as an extension of OWL-DL, comes to address
this shortcoming by providing support for the representation of time and time-
related aspects such as change and state transitions. In this paper, we discuss
how the static OWL-DL concept of cardinality changes in a temporal context.
More precisely, we discuss the concept of temporal cardinality in the context
of the TOWL language, and provide a possible representation of the semantics
of temporal cardinality when timeslices are employed for the representation of
change, as provided by TOWL.

This paper is structured as follows. In Section 2. we provide an overview
of related work. An overview of the TOWL language is given in Section 3. A
discussion on the issue of temporal cardinality in the context of the TOWL
language is given in Section 4. We discuss our results and give some insights for
future work in Section 5.

2 Related Work

In this section, we overview existing works that tackle time-related issues for
semantic representation. The representation of temporal semantics has for long
been subject of investigation from the research community. It relates to several
domains such as artificial intelligence, temporal databases or schema evolution
[4]. The rise of the Semantic Web has lead to new attempts to integrate the
temporal dimension into semantic languages. Some approaches choose to extend
RDF triples (to quadruples) with time based information (e.g. [5]). The setbacks
of extending RDF with time however are inflexibility and incompatibility: inflex-
ibility in the sense that for every property a time interval has to be repeated
while this might not be necessary by just using additional modeling primitives,
incompatibility in the sense that no Semantic Web frameworks support quadru-
ples which is why we would prefer to have a solution that chooses a modeling
approach.

Many approaches in literature are built on description logic-based languages
such as OWL [1] that have been widely adopted by the community, by extend-
ing these languages with temporal semantics in diverse ways [6,7,8,9]. These
approaches rely on the notions of instant and time interval to describe temporal
events.

In [6], an ontology of time is proposed for the semantic Web. This ontology is
now accepted as a W3C working draft. As an extension to this work, the notion
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of temporal aggregates is introduced in [7]. Temporal aggregates are useful for
describing recurrent events such as “every Tuesday”. The authors rely on set
theory in order to describe temporal aggregates as ordered sets of time intervals.

In [8], the notion of complex temporal events is also introduced as a set of
instants or time intervals, but the authors describe the temporal aspect of data
with an object-oriented conceptual data model called MADS that is integrated
into OWL. Time is represented with the help of MADS-OWL classes that link
MADS constructs to OWL descriptions. The practical approach presented by
the authors relates to spatio-temporal schema integration. The validation of
schemas from a temporal perspective is performed by introducing additional
properties and constraints over MADS-OWL classes, thus specifying and re-
stricting the way information can be described. For instance, two classes with
the same spatial properties are labeled with a “s equal” property that expresses
spatial equivalence.

In [9] an approach is presented for the description offluents in OWL. In this con-
text, fluents arenothingmore thanproperties that holdbetween timeslices (tempo-
ral parts of an individual), and indicate what is changing. This approach builds on
a perdurantist (or 4D) view where temporal objects are spatially represented over
three dimensions, with time as the fourth dimension. This view is opposed to the
previously described endurantist (or 3D) view that makes the distinction between
objects and events. In a 3D view, objects remain always present and the temporal
aspect is represented by different events occurring at certain times.

In the 4D view, temporal objects are described as spacetime worms made of
slices, where each slice represents the state of the object at a time t. Spacetime
worms have properties (fluents) that hold within certain time intervals (i.e. they
span over several timeslices). This 4D view simplifies temporal representation as
the time dimension is equally important to the other dimensions of the objects.
Also, it has the benefit not to affect the use of several OWL constructs such
as the inverse or transitivity operators. However, when it comes to cardinality
representation, the fluent-based approach appears to be very verbose and suffers
from several limitations. For instance, cardinality restrictions over the number of
timeslices at a certain time cannot be represented. We tackle this problem and
propose appropriate OWL constructs for cardinality description in the remainder
of this paper.

3 The TOWL Language

The TOWL language [3] is an extension of OWL-DL that enables the repre-
sentation of time and temporal aspects such as change and state transitions.
It comes to meet some shortcomings of previous approaches, such as [6,9] that
only address this issue to a limited extent and do not seek to enable automated
reasoning in a temporal context. The language is designed by means of layers
built on top of OWL-DL, each adding to the expressive power of the language.
The TOWL layer cake is presented in Figure 1. In what follows, we present an
overview of the different layers and their representational characteristics.
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O W L - D L

C o n c r e t e  D o m a i n s

T i m e  R e p r e s e n t a t i o n

T O W L

T i m e S l i c e s / F l u e n t s

Fig. 1. The TOWL layer cake

DL Notation TOWL Abstract Syntax
∃u1, u2.pd dataSomeValuesFrom(u1 u2 pd)

∀u1, u2.pd dataAllValuesFrom(u1 u2 pd)

Fig. 2. Existential and universal quantification in TOWL

The concrete domains layer enables functional role chains in the language, of
the DL form shown below.

f1 ◦ f2 ◦ ... ◦ fn ◦ g

Such chains consist of compositions of functional roles fi with a concrete
feature g that points to the concrete domain. Due to their nature, such chains
are denoted as concrete feature chains in TOWL, and can be represented in
TOWL abstract syntax as:

ConcreteFeatureChain(f1 f2 ... fn g)

where f1, ..., fn are abstract features and g is a concrete feature pointing to some
value in the concrete domain.

Based on such chains and concrete domain predicates, TOWL enables exis-
tential and universal quantification, as shown in Figure 2, where ui is a concrete
feature chain and pd denotes a concrete domain predicate.

The time representation layer includes basic representations of time in the
form of temporal intervals, as well as Allen’s 13 interval relations that may hold
between pairs of intervals. The core of this layer consists of a particular type of
concrete domain in the form of a constraint system [10].

The timeslices/fluents layer, building upon the approach in [9], enables the
representation of change and state transitions. This is achieved by extending the
OWL-DL syntax and semantics to include timeslices and fluents. Additionally,
the two other TOWL layers presented in this section contribute to the repre-
sentational power of this layer by enabling more specific semantics at a concrete
level. It thus becomes possible to express the fact that fluents may only connect
timeslices that hold over the same interval [3].
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Timeslices, as employed for the purpose of the TOWL language, are aimed at
representing some concept (static individual) over a certain period of time (inter-
val). Two main properties describe timeslices, namely the timeSliceOf property,
that connects the timeslice to the static concept it represents, and the time prop-
erty, indicating the time interval across which the timeslice holds. Additionally,
fluent properties are employed to describe what is changing, i.e., what only holds
true for a bounded period of time.

Fluents are the properties that hold for timeslices, and thus indicate what
is changing. The semantics of fluents allows timeslices to be related to other
timeslices, or to datatypes as attribute values. This differentiation in the range
of fluents comes to address the proliferation of objects, inherent to the current
approach. Hence, timeslices are created each time something is changing. How-
ever, creating timeslices for concrete values is deemed meaningless in the current
context. Thus, for this case only, a timeslice may be connected to something else
than another timeslice, namely a datatype. It should also be noted that the
semantics of fluents enforce that the connected timeslices must invariably hold
over the same time interval.

Finally, it should be remarked that the issue of cardinality has a strong relation
with the identity of timeslices. For this purpose, two timeslices (TS1 and TS2)
are defined as identical (eqTS), if the following holds true:

(TS1, TS2).eqTS ≡ (TS1.time, TS2.time).equal ∧
∧(TS1.timeSliceOf, TS2.timeSliceOf).sameAs

4 Temporal Cardinality

The concept of temporal cardinality becomes relevant in the context of timeslices,
as employed for the representation of change in the TOWL language. In what
follows, we present an illustrative example of how the concept of cardinality
changes semantics in a temporal context, and present a possible formalization
of this concept.

The timeslices approach introduced in TOWL allows for the representation of
change through the creation of timeslices. These temporal parts of individuals
are related by fluents - the properties that connect timeslices and thus indicate
what is changing and how. However, some of the OWL-DL constructs lose their
meaning in this context of change, mostly due to the static semantics that pin-
point their definition. One such concept is the cardinality construct, present in
OWL-DL in three closely related forms [11]:

– minCardinality: if stated to have the value a on a property P , with respect
to a class C, then any instance of C will be related through P to at least a
individuals (of which the type may further be restricted by the range of P );

– maxCardinality: if stated to have the value a on a property P , with respect
to a class C, then any instance of C will be related through P to at most a
individuals (of which the type may further be restricted by the range of P );
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– cardinality: if stated to have the value a on a property P , with respect to
a class C, then any instance of C will be related through P to exactly a
individuals (of which the type may further be restricted by the range of P ).
In other words, both the minCardinality of a and the maxCardinality of a
are simultaneously satisfied.

Moving to a temporal context, an extension of the static concept of cardinal-
ity may be envisioned in the sense that, at any point in time, only a restricted
number of timeslices may describe a concept. In other words, temporal cardinal-
ity is meant to restrict the number of timeslices that may overlap, at any point
in time for the same individual. These restrictions should be stated on fluents,
with respect to static individuals whose timeslices are described by those fluents.

One example of a context where such restrictions are meaningful comes from
the financial domain, and is also discussed in [9]. The example is built around
the Company, Person, and hasCEO entities. In the current context we seek to
represent the fact that, at any point in time, a company must have exactly 1
Chief Executive Officer (CEO), in the form of a person. This restriction targets
two situations:

– fluent cardinality: the (static) cardinality of the hasCEO fluent should be
equal to one, following the description above. In other words, the hasCEO
fluent must be associated to exactly one timeslice of a static individual of
type Person each time it is defined for a timeslice of an individual of type
Company. This issue can easily be addressed by employing the OWL-DL
cardinality construct, as done in [9];

– overlapping timeslices: the (temporal) cardinality of the hasCEO fluent
should be equal to 1. In other words, at any point in time, the hasCEO
relation must be described by one timeslice of a static individual of type
Person 3.

These two situations are graphically illustrated in Figure 3, for the CEO
example discussed above. Here Company1-TS1 and Company1-TS2 are times-
lices of the static Company1 individual, and Person1-TS1 and Person2-TS1 are
timeslices of the Person1 and Person2 static individuals, respectively.

Extending the static concept of cardinality to a temporal setting, we introduce
the following constructs:

– temporalMinCardinality: the equivalent of the minCardinality OWL-DL con-
struct in a temporal setting;

– temporalMaxCardinality: the equivalent of the maxCardinality OWL-DL
construct in a temporal setting;

– temporalCardinality: the equivalent of the cardinality OWL-DL construct in
a temporal setting.

3 It should be noted that the TOWL semantics enforce equal intervals for timeslices
connected by a fluent.
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Fig. 3. Static vs. Temporal Cardinality

A more formal description for each of the introduced constructs is provided
in definitions 1 through 3.

Definition 1 (temporalMinCardinality)
Given a fluent property f , a class C, an individual i of type C and a value a
such that a ∈ N, we represent by temporalMinCardinality(f, a) the restriction
on f with respect to timeslices of i for which f is defined that, at any point in
time, any timeslice of i is described by at least a timeslices through f .

Definition 2 (temporalMaxCardinality)
Given a fluent property f , a class C, an individual i of type C and a value a
such that a ∈ N, we represent by temporalMaxCardinality(f, a) the restriction
on f with respect to timeslices of i for which f is defined that, at any point in
time, any timeslice of i is described by at most a timeslices through f .

Definition 3 (temporalCardinality)
Given a fluent property f , a class C, an individual i of type C and a value
a such that a ∈ N, we represent by temporalCardinality(f, a) the restriction
on f with respect to timeslices of i for which f is defined that, at any point
in time, temporalMinCardinality(f, a) and temporalMaxCardinality(f, a)
simultaneously hold.

We next focus on giving a more formal semantic representation of the three
types of temporal cardinality we introduced. In achieving this, we first define
a function g that, given a fluent f , a static individual i and a point in time t,
returns the number of timeslices of different individuals j holding at t, for which
f is explicitly defined and linked from a timeslice of i that also holds at t. The
result of this function is a natural number, obtained by counting the unique
individuals returned by the g(f,i,t) function.

g(f,i,t) = |{j ∈ CI | ∃x, y, s, e s.t. x, y ∈ TSI ∧ (x, i) ∈ timeSliceOfI ∧
∧ (y, j) ∈ timeSliceOfI ∧ (x, y) ∈ fI ∧ s = start(time(y)) ∧
∧ e = end(time(y)) ∧ s ≤ t ≤ e}|
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Moving to Description Logics, the semantics of the three constructs relating
to temporal cardinality can be represented as follows, where ≥T , ≤T and =T
denote temporalMinCardinality, temporalMaxCardinality and temporalCardinal-
ity, respectively, a, f and t preserve their meaning as previously, and C denotes
a concept.

(≥T a f)I = {x ∈ TSI | ∀t ∃i, i ∈ CI ∧ (x, i) ∈ timeSliceOfI ∧ g(f,i,t) ≥ a}
(≥T a f)I = {x ∈ TSI | ∀t ∃i, i ∈ CI ∧ (x, i) ∈ timeSliceOfI ∧ g(f,i,t) ≤ a}
(=T a f)I = (≥T a f)I ∩ (≤T a f)I

Based on this definitions, a syntactic and semantic extension for TOWL can
be proposed, that enable the representation of temporal cardinality when change
and state transitions are represented by employing TOWL timeslices and fluents,
as in the example presented in Figure 3.

5 Conclusions and Future Work

This paper provides a discussion of temporal cardinality in the context of the
TOWL language. One of the challenges of representing such a concept is related
to how the language enables the representation of change, i.e., by means of
timeslices. This representation alone poses difficulties due to the fact that, unlike
in the case of static cardinality, one should consider the case of overlapping
timeslices in addition to just the property (or in this case fluent) alone. However,
the representational power provided by the TOWL layers proves to be sufficient
for enabling such a construct. Feature chains, as enabled by the concrete domains
TOWL layer, and Allen’s relations, as enabled by the time representation TOWL
layer, allow the introduction of a function that enables counting the number of
overlapping timeslices at some point in time, given a fluent and a static concept.
Based hereon, we have shown that the static concept of OWL-DL cardinality can
be extended with a temporal dimension, and more particularly in the context of
the TOWL language.

Currently, the specification of the TOWL language is being finalized. Part
of the future work will be aimed at building implementations for querying and
reasoning support for TOWL. Furthermore, we aim at incorporating TOWL in
a number of practical Semantic Web applications, such as StockBroker and CHI,
as presented in the introductory part of this paper.
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