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Abstract. In this paper method of design and optimization of stable IIR
digital filters with non-standard amplitude characteristics using contin-
uous ant colony optimization algorithm ACOg is presented. In proposed
method (named ACO-IIRFD) dynamical changes of parameters in de-
signed filters are introduced. Due to these dynamical changes of filter
parameters, design of IIR digital filters with small deviations between
designed filter characteristics and assumed characteristics is possible.
Three IIR digital filters with amplitude characteristics: linearly-falling,
linearly-growing, and non-linearly-growing, which can have application
in amplitude equalizers, are designed using proposed method.

1 Introduction

Methods based on evolutionary algorithms [1] are used to design of digital filters
since several years. As an example we can mention following papers [2-5]. How-
ever, only few papers describe applications of ant colony optimization algorithm
to design digital filters; one of them is article [6]. Generally, a very few number
of articles in this subject is connected with fact, that ant colony optimization
algorithms [7] concern global optimization with discrete domains. However, in
the case of many optimization tasks, the domains are continuous (as for example
in design of digital filters). To use the ant colony optimization algorithms to the
problem of continuous optimization some modifications of these algorithms have
been created in last years. These modifications are as follows: (1995) CACO
(Continuous Ant Colony Optimization) [8], (2000) API [9], (2002) CIAC (Con-
tinuous Interacting Ant Colony) [10], and (2008) ACOp [11]; the last algorithm
(in opposition to other continuous ant colony optimization algorithms) maintains
a general idea of ant colony optimization algorithms depending on step-by-step
building of solution, and shows to be a very effective tool in continuous functions
optimization, including multi-modal functions [11].

Generally, the transfer function H(z) of designed IIR (n-th order) digital filter
in z domain is described as follows:
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Stability of IIR digital filter depends on poles location of transfer function (1)
in z domain. If all poles are inside unitary circle (it means |z| = 1), then filter is
stable. The main goal in digital filter design is searching a such set of values of
a;, and b; coefficients for given characteristic, that obtained filter fulfills design
assumptions and is stable.

2 ACO-IIRFD Method

Method ACO-IIRFD (based on ACOp algorithm [11]) is operating according to
following steps: In the first step, the initial set T consisting of SizeT potential
solutions of given optimization problem is randomly created. Each solution t;
from the set T consists of 2 - n + 1 filter coefficients which are coded in the
following order:

ti = [bo bl bz bn—l bn ay az ... QAp-—1 an} (2)
that is: ti)lzbo, ti)gzbl, ti)gzbg, ceey ti)gn:anfl, ti)2n+1:an. The value of each
filter coefficient variable t; ; (j € [1; 2-n+1]) is in the range t; ; € [Low;; High;];

in this paper, it is assumed, that the initial values are: High; = 1, Low; = -1.
For each j-th in the i-th solution, its value is selected using following formula:

ti; = R- (H’Lghj - LO'lUj) + LO’LU]‘ (3)
where: R-pseudo-random number with uniform distribution in the range [0; 1).

In the second step, each potential solution from the set T is evaluated using
objective function COST(.). The amplitude characteristics H(f) is obtained:

H (f) =20- lOglO (\/Hreal (f)2 + Himag (f)2> [dB] (4)

Top P ;
-iconstra?ntm(f)-- Amplitude ... Forbidden ___ | (N

characteristic: area

___ Allowed
area

Allowed

LA A e
I N Bottomn J

- constraint C2( 1
___ Forbidden Amplitude

area 7~ _Charactenstics

@
=]

H [dB]

Forbidden area
Bale USpPpPIgIOH

N
=)

0 Normalized frequency {Nyquist = 1) 1 270

Fig. 1. Amplitude characteristics of designed digital filter with assumed constraints
(a), poles of stable transfer function (b)
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Accordingly to Figure 1, the objective function COST(.) is defined as follows:

COST(.) ZError fi) +ZStab (5)
[H(fi) — C1(f:)|, when H(f;) > C1(f;)
Error(f;) = < |H(fi) — C2(f:)], when H(f;) < C2(f;) (6)
0, when H(f;) € [C2(f:); C1(fi)]
|zl - w, when (2] > 1)
Stab; = {0, when (|z;] < 1) (™)

where: m - number of poles of transfer function (m=n), k - number of frequency
samples (k=256), w - value of penalty (assumed w=10%), f; - value of i-th nor-
malized frequency, |z;| - module value of i-th pole of transfer function in z do-
main. The result of evaluation of i-th solution using function COST(.) is stored
in variable eval; assigned to each solution ¢; from the set 7. The ACO-IIRFD
algorithm, presented in this paper minimizes the value of objective function
COST(.). In the third step, the solutions ¢; from the set T are sorted accord-
ing to eval; values. After sorting process, the best solution (with the smallest
value of eval) is located under index number 1 in the set 7, and the worst so-
lution (with the highest value of eval) is stored under index number SizeT in
the set 7. In the fourth step, the value of w; is computed for each solution
t;. This value determines, the selection chance of the i-th solution from the set
T to creation of new solution (new set of a;, b; coefficients), and is higher when
i-th solution is located under lower index in the set T. The value of w; is defined
as follows:

1 (i—1)

u)Z_quS’izeT-\/Zw emp( 2-q2-SizeT2> (8)
The variable w; is defined by a function with normal distribution for argument
i, mean equal to 1.0, and standard deviation ¢ - SizeT, where g € [0;1] is the
parameter of algorithm. In the case, when the value of ¢ is small, then better
solutions, that is, solutions having smaller values of indices after sorting process
are stronger preferred (solutions located close to the best solution are selected
more often), and in the case, when the value of ¢ is large, then selection of
solutions is taken from wider range with respect to the best solution. In the
fifth step, each ”ant” marked as an Ant, (g €[1; NoA|, NoA represents number
of ants, and it is a parameter of the algorithm) generates one new solution
marked as the S,. This operation is executed according to following schema,
which is repeated separately for each "artificial ant”:
a) choose one solution from the set T using roulette selection method [1] scaled
by values w;, and remember its index in variable h;
b) compute value of standard deviation marked as the o; for each j-th variable
of new created solution S, using following formula:

SizeT

_ lte,
=& Z SzzeT— 1

9)
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where: £-real number higher than zero, and having similar sense as a coefficient
of pheromone evaporation in discrete ant colony optimization algorithms. When
the value of coefficient £ is higher - the convergence of the algorithm is slower;
c) determine mean value marked as a p; for each j-th variable of new created
solution Sy (the value of j-th variable in the solution S, will be selected us-
ing normal distribution with mean value p; and standard deviation o), using
following formula: j1; = 3 ;;

d) the value of the j-th variable for new created solution Sy is defined as follows:
Sg.; = randn (u;,0;), where: randn(p;, oj)-random value with normal distribu-
tion having mean value p;, and standard deviation ;. In the sixth step, each
new solution S, is evaluated using function COST(.), and the obtained value is
assigned to variable eval,y. In the seventh step, the new obtained solutions are
included into the solution set T, which size is increased to the value SizeT+NoA.
Next, all solutions are sorted with respect to the value of parameter eval (the
best solution with the smallest value eval obtains index number 1). Then, NoA
last solutions are deleted from set T, and the original size of this set equal to
SizeT is restored. In the eighth step, it checked whether COST(t1)=0. If
yes, then solution ¢; is remembered as the TheBest solution, and the objective
function COST(.) is modified by decreasing the value of accepted deviations of
amplitude characteristics, and then the new value eval; is computed for each
solution ¢;. If COST(t1)#0, then ninth step of the proposed algorithm is exe-
cuted. In the ninth step, it is checked whether the result stored in solution t;
has not been improved by d iterations of the algorithm. If the result stored in
solution t; has not been improved, then the result stored in TheBest is returned,
and the operation of algorithm is stopped. If the result stored in solution ¢; has
been improved before reaching of d iterations of algorithm, then the third step
of the ACO-IIRFD algorithm is executed.

3 Description of Experiments

Proposed method has been tested by the design of the 10 order (n=10) three
IIR digital filters with amplitude characteristics: linearly growing (for normalized
frequency f=0 the value of gain was equal to -40 [dB], for normalized frequency
f=1 the value of gain was equal to 0 [dB]), linearly falling (for normalized fre-
quency f=0 the value of gain was equal to 0 [dB], for normalized frequency f=1
the value of gain was equal to -40 [dB]), and non-linearly growing (the attenu-
ation is represented by quadratic characteristics; for normalized frequency f=0
the value of gain was equal to -40 [dB], and for normalized frequency f=1 the
value of gain was equal to 0 [dB]. The values of parameters in the ACO-IIRFD
method were as follows: filter order n=10, size of solutions set Size T=800, num-
ber of ants NoA=100, ¢=0.01, £&=0.085, d=200. At the start was assumed that
the deviation values of the attenuation characteristics from ideal case can not
be higher than 10 [dB] at any frequency point. Then, during the algorithm op-
eration the values of assumed attenuation deviations were decreased by 1 [dB|
step, and after achieving the value of deviation equal to 1 [dB], the values of
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attenuation deviations were decreased by 0.1 [dB] step. The main purpose of
the experiment was a design of 10-order digital filters having possibly lowest
deviations of their amplitude characteristics from ideal characteristics.

In Figures 2a - 2¢, the differences (deviations) between ideal characteristics H,
and characteristics H” obtained using ACO-ITRFD method for designed filters
are presented and in Figures 2d - 2f, the number of generations required to obtain
designed digital filters with prescribed deviations of attenuation values between
obtained characteristics, and ideal characteristics is shown.
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Fig. 2. Deviations between ideal characteristics, and characteristics obtained using
ACO-IIRFD method for 10-order digital filters having characteristics: linearly growing
(a), linearly falling (b), and non-linearly growing (c); Number of generations required
to obtain designed digital filters with prescribed deviations of attenuation values of
amplitude characteristics: linearly growing (d), linearly falling (e), and non-linearly
growing (f)

It can be seen that in the case of filters with linearly growing (Figure 2a),
and linearly falling (Figure 2b) characteristics, the deviations of attenuation
values between obtained characteristics and ideal characteristics do not exceed
+/- 0.5 [dB], however, in the case of filter with non-linearly growing charac-
teristics (Figure 2c), these deviations of attenuation values do not exceed +/-
0.4 [dB]. All designed filters are stable (all poles are located inside unitary
circle in the z plane). In performed experiments the ACO-IIRFD algorithm has
been stopped after 1267 generations for linearly growing characteristics, after
728 generations for linearly falling characteristics, and after 452 generations for
non-linearly growing characteristics. To obtain smaller deviations of attenuation
values higher order filter is required.
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4 Conclusion

It has been shown that it is possible to design and optimize digital filters with
non-standard amplitude characteristics using the continuous ant colony opti-
mization algorithm. Three digital filters designed using described ACO-IIRFD
method fulfill all design assumptions and are stable. The full automation of the
design and optimization process of digital filters with non-standard amplitude
characteristics is possible with the use of proposed ACO-IIRFD method, and the
expert knowledge concerning the filter design, and digital signal processing is not
required. The ACOp algorithm is newly developed technique (in year 2008) for
continuous optimization based on ants colony. Because of that, this paper is
probably the first application of this algorithm to design and optimization of
stable IIR digital filters with non-standard amplitude characteristics.
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