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Preface

This volume contains the proceedings of the Eighth Asian Symposium on Com-
puter Mathematics (ASCM 2007), which was held at the Grand Plaza Park
Hotel City Hall, Singapore, December 15–17, 2007. Previous ASCM meetings
were held in Beijing, China (1995), Kobe, Japan (1996), Lanzhou, China (1998),
Chiang Mai, Thailand (2000), Matsuyama, Japan (2001), Beijing, China (2003),
and Seoul, Korea (2005).

Amongst 65 submissions by authors from 20 mostly Asian countries, the
Program Committee selected 23 regular papers and 13 posters for presentation
at the symposium. The presentations and papers went through another round of
reviewing after the symposium, and 22 regular papers and five short papers on
posters were selected for the proceedings. The international Program Committee
of ASCM 2007 had strong Asian participation, and the reviewing process was
aided by numerous reviewers from around the world. I am very grateful to the
Program Committee members and the reviewers for their work in evaluating the
submissions before and after the conference.

In addition to contributed papers, ASCM 2007 had three invited talks—
by Rida Farouki on computational geometry, by Xiaoyun Wang on cryptology,
and by Georges Gonthier on a computer proof of the celebrated Four Color
Theorem. I would like to thank the speakers for their excellent talks. A pa-
per by Prof. Farouki and his coauthors is included in the proceedings. Prof.
Wang’s research activities and publications can be found at her home page
http://www.infosec.sdu.edu.cn/2person wangxiaoyun2.htm. Details about
Dr. Gunthier’s computerized proof of the four color theorem can be found by
visiting his home page http://research.microsoft.com/∼gonthier.

It is my hope that ASCM continues to provide a forum for participants, espe-
cially from Asia, to present original research, to learn about new developments,
and to exchange ideas and views on doing mathematics with computers.

ASCM 2007 was organized by the School of Computing of the National Uni-
versity of Singapore, and supported by the Lee Foundation, Kim Seng Holdings,
and the Institute of Systems Science, Beijing, China. I thank Eng-Wee Chionh,
who served as the General Chair, and the staff of the School of Computing of
the National University of Singapore. Finally, I am grateful to Stephan Falke for
his help in preparing this volume.

June 2008 Deepak Kapur
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Computing the Minkowski Value of the

Exponential Function over a Complex Disk

Hyeong In Choi1, Rida T. Farouki2, Chang Yong Han3, and Hwan Pyo Moon1

1 Department of Mathematics, Seoul National University,
Seoul 151–747, South Korea

2 Department of Mechanical and Aeronautical Engineering,
University of California, Davis, CA 95616, USA

3 School of Electronics and Information, Kyung Hee University,
Yongin–si, Gyeonggi–do 446–701, South Korea

hichoi@snu.ac.kr, farouki@ucdavis.edu, cyhan@khu.ac.kr, hpmoon@snu.ac.kr

Abstract. Basic concepts, results, and applications of the Minkowski
geometric algebra of complex sets are briefly reviewed, and preliminary
ideas on its extension to evaluating transcendental functions of complex
sets are discussed. Specifically, the Minkowski value of the exponential
function over a disk in the complex plane is considered, as the limit of
partial–sum sets defined by the monomial or Horner evaluation schemes.

1 Introduction

The Minkowski sum and Minkowski product of complex–number sets1 A, B are
defined by

A ⊕ B = { a + b | a ∈ A and b ∈ B } ,

A ⊗ B = { a × b | a ∈ A and b ∈ B } . (1)

For “simple” operand sets A and B — e.g., circular disks (see Figure 1) — these
expressions admit exact boundary evaluation [14]. For more general complex
sets, bounded by piecewise–analytic curves, algorithms are available [10,11,13] to
approximate Minkowski sum and product boundaries to any specified precision.
Minkowski sums and products are commutative and associative, but products do
not distribute over sums: we have, instead, the subdistributive inclusion relation

(A ⊕ B) ⊗ C ⊆ (A ⊗ C) ⊕ (B ⊗ C) . (2)

The sum and product (1) are basic operations in the Minkowski algebra of
complex sets, which is concerned [14] with complex–number sets generated by
certain combinations of complex values that vary independently over given set
operands. Specifying the negation and reciprocal of set B by

−B = {−b | b ∈ B } and B−1 = {b−1 | b ∈ B }
1 Following prior use [13,14] we denote real values by italic characters, complex values

by bold characters, and sets of complex values by upper–case calligraphic characters.

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 1–21, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Left: visualization of the Minkowski product of two circles as the region bounded
by a Cartesian oval (a quartic algebraic curve) through a Monte Carlo experiment using
products of randomly–sampled points on the circles. Right: Cartesian ovals realized as
products of one circle with points of the other, and vice–versa. See [14] for more details,
and [15] for a general theory accommodating the Minkowski product of N > 2 circles.

one can also introduce the “simple” Minkowski difference and division operations
A � B = A ⊕ −B and A � B = A ⊗ B−1. Note, however, that � and � are not
inverses of ⊕ and ⊗. Another type of Minkowski difference is defined [19,34] by

A � B = (A′ ⊕ −B )′ , (3)

where C′ denotes the complement of set C. This difference (also known [19] as a
Minkowski decomposition) does satisfy (A ⊕ B) � B = A — although it is not
always true that (A�B)⊕B = A. The Minkowski sum in (1) and the difference
(3) can be interpreted, respectively, as set unions and intersections

A ⊕ B =
⋃

b∈B
A + b and A � B =

⋂

b∈B
A − b

of the translates A+ b and A−b of set A by the points of B and −B. This can
be verified using de Morgan’s laws

(A ∪ B)′ = A′ ∩ B′ and (A ∩ B)′ = A′ ∪ B′ (4)

— i.e., set unions and intersections are exchanged under complementation.
Consider, for example, the case of circular disks. Taking A = D(cA, rA) and

B = D(cB , rB) where D(c, r) denotes the disk with center c and radius r, we have
A⊕B = D(cA +cB, rA + rB). Then A�B = A⊕−B gives D(cA −cB, rA + rB),
so that (A � B) ⊕ B = D(cA, rA + 2rB) 
= A if rB 
= 0. On the other hand, the
definition (3) gives A�B = D(cA − cB, rA − rB) when rA ≥ rB , and the empty
set ∅ when rA < rB . Hence, definition (3) yields (A�B)⊕B = A when rA ≥ rB ,
but (A � B) ⊕ B = ∅ when rA < rB.

By analogy with (3), an alternative Minkowski division can be defined by

A � B = (A′ ⊗ B−1 )′ . (5)
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This satisfies (A⊗B)�B = A, but (A�B)⊗B = A does not always hold. The
Minkowski product in (1) and the division (5) can be interpreted, respectively,
as set unions and intersections

A ⊗ B =
⋃

b∈B
Ab and A � B =

⋂

b∈B
Ab−1

of the scalings/rotations Ab and Ab−1 of set A by the points of B and B−1 —
again, one can invoke de Morgan’s laws (4) to verify this.

The Minkowski algebra can be usefully extended in many ways. For example,
replacing the binary operations a+b and a×b by an analytic bivariate function
f(a,b) we obtain the “implicitly–defined” set denoted [13] by A©f B. Whereas
the sum A⊕B and product A⊗B can be regarded as unions of translations and
scalings/rotations of set A by the points of set B (or vice–versa), respectively, the
implicitly–defined set A©f B can be regarded as a union of conformal mappings
of one set, dependent upon the points of the other set [13].

Fig. 2. A single loop of the ovals of Cassini, a quartic algebraic curve (left), specifies
the Minkowski square root of a circular disk (right) that does not include the origin [5]
— this result is also generalized in [5] to identify the nth Minkowski roots of a disk

Unary set operations can also be introduced. For example, the nth Minkowski
power ⊗nA and nth Minkowski root ⊗1/nA of a set A are specified by

⊗nA = { z1z2 · · · zn | zi ∈ A for i = 1, . . . , n } ,

{ z1z2 · · · zn | zi ∈ ⊗1/nA for i = 1, . . . , n } = A ,

and are also amenable to closed–form evaluations [5,15] if A is a circular disk —
see Figure 2. Another important unary operation corresponds to evaluation of a
function f(X ) with a set argument X . This is, however, a more subtle problem
than in the case of a scalar argument. Since Minkowski sums and products do
not obey the distributive law, a specific algorithm for the evaluation (describing
the exact order of its arithmetic operations) must be specified to uniquely define
f(X ). The case of a polynomial f with a circular disk X as argument was studied



4 H.I. Choi et al.

-1.5 -1 -0.5 0.5

-0.5

0.5

1

1.5

2 4 6 8

-4

-2

2

4

6

Fig. 3. Envelope curves (boundary supersets) for the Minkowski Horner values of two
cubic polynomials over circular disks in the complex plane: see [6] for complete details

in [6], in the context of both the monomial and Horner evaluation algorithms
— see Figure 3 for some examples.

The solution of elementary equations in the Minkowski algebra, involving an
unknown set X and given “simple” coefficient sets A,B . . ., was considered in [7].
For circular disks A and B, sufficient–and–necessary conditions were specified
for the existence of a solution X (see Figure 4) to the linear equation

A ⊗ X = B , (6)

and the nature of the solution was determined. The generalization of (6) to the
case where X is replaced by the nth Minkowski power ⊗nX was also treated, and
the extension to linear systems in several unknown sets was discussed.

The Minkowski algebra of sets in C has diverse applications and connections.
It may be regarded as the natural extension of (real) interval arithmetic [29,30]
to complex–number sets. Its two–dimensional nature, however, endows it with
a richer geometrical content. It offers an elegant “shape operator” language for

0 0.5 1 1.5 2 2.5

−1.5

−1

−0.5

0

0.5

1

1.5

0 0.5 1 1.5 2 2.5

−1.5

−1

−0.5

0

0.5

1

1.5

Fig. 4. Left: solution of the equation A ⊗ X = B when A, B are disks (shown dotted)
— see [7]. The solution X is the region bounded by the inner loop of the Cartesian
oval shown as a solid locus. Right: as x traces the inner loop of the Cartesian oval, the
envelope of the one–parameter family of disks A ⊗ {x} yields the boundary of disk B.
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planar domains, with connections to direct and inverse wavefront constructions
in geometric optics [3,4,14], stability analysis of dynamic systems with uncertain
parameters [8,9,12], and image analysis and mathematical morphology [32,33].
The Minkowski sum is a basic operation [20,26,28] in Euclidean geometry, with a
natural generalization to Rn for n ≥ 3, and important applications in geometric
design, computer graphics, path planning, and related fields [18,22,23,24,25,27].

We are interested here in extending the repertoire of Minkowski set operations
to accommodate transcendental functions of complex sets — in particular, the
Minkowski exponential of a circular disk A in the complex plane. This is defined
by evaluating the Taylor series of the exponential function, up to the n–th order
term, using the Minkowski monomial or Horner algorithms described in [6], and
considering the proper limit as n → ∞ of the infinite sequence of complex sets
thus defined. The resulting complex sets, expm(A) and exph(A), differ because
of the disparate ways in which complex values z ∈ A are used in their generation:
whereas the truncated series for expm(A) employs 1

2n(n+1) independent z values
(each monomial term is evaluated independently), that for exph(A) incurs only
n values of z in the “nested multiplication” process. Furthermore, expm(A) and
exph(A) both differ from the simple image of A under the exponential map
z → ez, which we denote here by eA.

2 Random–Coefficient Differential Equation

We illustrate here one possible application of the Minkowski exponential, in the
set–valued solution to a differential equation whose coefficients exhibit random
variations over prescribed sets. By “random variations” we do not mean that
the coefficients are stochastic functions of the independent variable (e.g., time),
but rather that they are regarded like quantum variables, i.e., each time they are
invoked they exhibit independent random values, in accordance with a definite
probability distribution over some prescribed domain.

Consider the complex function z(t) = x(t) + i y(t) satisfying the linear first–
order differential

dz
dt

= kz , (7)

where k = λ+ iμ is a complex value. For initial conditions z(0) = z0 = x0 + iy0,
the formal solution is

z(t) = z0 ekt . (8)

Equation (7) is equivalent to a system of coupled first–order equations
[

x′

y′

]
=
[

λ −μ
μ λ

] [
x
y

]

for the real functions x(t) and y(t), specified by a skew–symmetric matrix. With
A =
√

x2
0 + y2

0 and cosφ = x0/A, sin φ = y0/A these functions have the form

x(t) = A eλt cos(φ + μt) , y(t) = A eλt sin(φ + μt) .
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Now in (8), we consider the value of the exponential with complex argument kt
to be defined by

ekt = lim
n→∞

[
1 + kt +

(kt)2

2!
+ · · · +

(kt)n

n!

]
, (9)

where the partial Taylor series, up to the n–th order term, is to be evaluated by
a particular algorithm.

We now consider the solutions to (7) when the parameter k is interpreted as
a random variable, confined to a disk A in the complex plane. There are several
possible models for such an interpretation. The simplest is to consider complex
numbers k ∈ A selected a priori that are regarded as deterministic, constant
values during the integration of (7). Then we simply have a family of solutions
of the form (8) with k varying over A. A perhaps more–interesting model is
to consider k exhibiting some kind of random variation with t, confined to the
domain A. This is in the spirit of the so–called stochastic differential equations
[1,16,17,31] used to model price fluctuations in financial markets.

Our interest is in a third, and even more general, interpretation — namely k
is interpreted as a kind of “quantum variable” that yields a random value2 from
within A whenever it is measured or used (quantum variables have inherently
indeterminate values, and only the relative probabilities for the outcome of their
measurements are known). Equation (7) then has a set–valued solution, that can
be described in terms of the Minkowski exponential as

{z0} ⊗ expm(A t) or {z0} ⊗ exph(A t) ,

according to whether the monomial or Horner algorithm is used in evaluating
the partial Taylor series in (9).

3 Minkowski Exponential of a Real Interval

Before studying the Minkowski exponentials of complex sets, it is instructive to
consider first the simpler case of real intervals. According to the usual rules of
real interval arithmetic [29,30] we have

[ a, b ] + [ c, d ] = [ a + c, b + d ] ,

[ a, b ] − [ c, d ] = [ a − d, b − c ] ,

[ a, b ] × [ c, d ] = [ min(ac, ad, bc, bd), max(ac, ad, bc, bd) ] ,

[ a, b ] ÷ [ c, d ] = [ a, b ] × [ 1/d, 1/c ] . (10)

Division is usually restricted to intervals with 0 
∈ [ c, d ]. Sums and products of
intervals are commutative and associative, but products do not distribute over
sums — instead, we have the sub–distributive inclusion relation

[ a, b ] × ( [ c, d ] + [ e, f ] ) ⊆ ( [ a, b ] × [ c, d ] ) + ( [ a, b ] × [ e, f ] ) .

Note also that the interval operators −, ÷ are not inverses to +, ×.
2 As a default, we assume that k has a uniform probability distribution over A — but

any probability density function could, in principle, be used.



Computing the Minkowski Value of the Exponential Function 7

Consider a non–degenerate interval I = [ a, b ]. To compute the Minkowski
exponential of I, it is convenient to identify four distinct cases:

case (1) : 0 ≤ a < b ,

case (2) : a < 0 < b and |a| < b ,

case (3) : a < 0 < b and |a| > b ,

case (4) : a < b ≤ 0 . (11)

The exponential ex of a real variable x is defined by the infinite series

ex = 1 + x +
x2

2!
+

x3

3!
+ · · · ,

convergent for all x. To uniquely define a value for the Minkowski exponential
of a set argument, we interpret it as the limit of a sequence of sets obtained by
evaluating the partial sums of the above infinite series using a specific algorithm
— since, in general, the algebra of sets does not satisfy the distributive law. We
consider two algorithms: monomial evaluation, in which the terms of the series
are independently evaluated and then summed, and Horner evaluation, in which
“nested multiplication” is used to evaluate the partial sums.

Consider the monomial form of the Minkowski exponential of I, denoted
expm(I). We need to compute the Minkowski powers of I, defined by

⊗kI = [ a, b ] × · · · × [ a, b ]︸ ︷︷ ︸
k times

,

with ⊗0I = [ 1, 1 ]. The following results can be easily verified by induction

case (1) : ⊗kI = [ ak , bk ] for k = 1, 2, 3, 4, . . . ,

case (2) : ⊗kI = [ abk−1 , bk ] for k = 1, 2, 3, 4, . . . ,

case (3) : ⊗kI =

{
[ ak , ak−1b ] for k = 1, 3, . . .

[ ak−1b , ak ] for k = 2, 4, . . .
,

case (4) : ⊗kI =

{
[ ak , bk ] for k = 1, 3, . . .

[ bk , ak ] for k = 2, 4, . . .
,

using the product rule in (10) with [ c, d ] = [ a, b ]. The Minkowski monomial
value for the exponential of the real interval I, defined by

expm(I) =
∞∑

k=0

1
k!

⊗kI ,
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is an (infinite) weighted sum of the Minkowski powers ⊗kI. Using the addition
rule from (10) and taking the appropriate limits, we deduce that

case (1) : expm(I) = [ ea , eb ] ,

case (2) : expm(I) = [ 1 +
a

b
(eb − 1) , eb ] ,

case (3) : expm(I) = [ 1 + sinh a +
b

a
(cosh a − 1) ,

b

a
sinh a + cosha ] ,

case (4) : expm(I) = [ sinh a + cosh b , sinh b + cosha ] .

These expressions agree in the three transitional cases a = 0, |a| = |b|, b = 0.
On the other hand, the Horner value exph(I) for the Minkowski exponential

of the interval I is defined as the limit

exph(I) = lim
k→∞

Hk ,

where the intervals Hk are “partial Horner sums” generated by the recursion

Hr = (Hr−1 ⊗ I) ⊕
{

1
(k − r)!

}
for r = 1, . . . , k

with H0 = {1/k!}. The k–th Horner sum can be equivalently expressed as

Hk =
{

t1 · · · tk
k!

+
t2 · · · tk
(k − 1)!

+ · · · + tk−1tk
2!

+ tk + 1
∣∣∣∣ t1, . . . , tk ∈ I

}
.

For case (1), the lower and upper bounds of Hk are evidently realized by choosing
t1 = · · · = tk = a and t1 = · · · = tk = b, respectively. In case (2), the upper
bound is again obtained with t1 = · · · = tk = b, and the lower bound is achieved
with t1, . . . , tk−1 = b and tk = a. Hence, we have

case (1) : Hk =

[
k∑

r=0

ar

r!
,

k∑

r=0

br

r!

]
,

case (2) : Hk =

[
1 +

a

b

k∑

r=1

br

r!
,

k∑

r=0

br

r!

]
.

Case (3) is more subtle, since there is no simple universal rule that identifies the
combinations of t1, . . . , tk values generating the lower and upper bounds of Hk —
the choice depends on the relative magnitudes of a and b. For example, with k = 7
and [ a, b ] = [−1.2, 0.7 ] the lower bound is generated by t1, . . . , t6 = b and t7 = a,
and the upper bound by t1 = · · · = t7 = b, as in case (2). However, for k = 6 and
[ a, b ] = [−5.2, 0.3 ] the lower bound is obtained with t1, . . . , t6 = b, a, a, a, a, a,
and the upper bound with t1, . . . , t6 = b, b, a, a, a, a. For the case k = 7 and
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[ a, b ] = [−3.6, 1.7 ] the upper and lower bounds are generated by the choices
t1, . . . , t6 = b, b, b, b, a, a, a and b, b, b, b, b, a, a respectively. The same phenomenon
is observed in case (4) — the numerical values of a, b must be known in order to
identify the lower/upper bounds for each Horner sum Hk.

Cases (3) and (4) indicate that, in general, it is not possible to express each
Horner sum Hk symbolically in terms of a and b without knowing their precise
magnitudes. This complicates determining the Horner value for the Minkowski
exponential of an interval, as compared to the monomial value discussed above.
However, in the “simple” cases (1) and (2), taking the limit as k → ∞ gives

case (1) : exph(I) = [ ea , eb ] ,

case (2) : exph(I) = [ 1 +
a

b
(eb − 1) , eb ] .

Comparing the Minkowski monomial and Horner values expm(I) and exph(I)
with the image of the interval I under the exponential map, defined by

eI = { et | t ∈ I } = [ ea , eb ] ,

we have the following inclusion relations

case (1) : eI = exph(I) = expm(I) ,

case (2) : eI ⊂ exph(I) = expm(I) .

Also, eI ⊂ expm(I) for the Minkowski monomial value in cases (3) and (4).
In computing the Minkowski sum or product of complex disks A and B with

centers a and b, it is convenient to transform the operands to certain “canonical”
positions [14]. For the Minkowski sum this amounts to moving the disk centers
to the origin by the translations −a and −b, while for the Minkowski product
one moves the centers to the point 1 of the real axis by the complex scalings
1/a and 1/b. The Minkowski sum or product of the original operands is then
obtained from that of the transformed operands by the translation a + b or the
scaling/rotation defined by multiplying with ab, respectively.

In general, however, the Minkowski exponential of a set does not admit such
transformations to and from canonical position. We show this in the case (1) of
a real interval I = [ a, b ] with center c = 1

2 (a + b) and half–width w = 1
2 (b − a)

for the monomial Minkowski exponential. Translating by −c gives the interval
Ĩ = [−w, +w ] centered on the origin, and we might try to recover expm(I) from
expm(Ĩ) by multiplying with ec, since the exponential function satisfies ecex =
ec+x. In case (1) we have I = [ a, b ] with 0 ≤ a < b, and expm(I) = [ ea, eb ]. On
the other hand, we find that expm(Ĩ) = [ 2 − ew, ew ] and hence

ec expm(Ĩ) = [ 2 e
1
2 (a+b) − eb, eb ] .

Clearly, ec expm(Ĩ) 
= expm(I) since a < b by assumption.
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Similarly, for two real intervals I1 = [ a1, b1 ] and I2 = [ a2, b2 ] one can readily
verify in case (1) that

expm(I1 + I2) = expm(I1) expm(I2) , exph(I1 + I2) = exph(I1) exph(I2) ,

but for cases (2)–(4) we have

expm(I1 + I2) 
= expm(I1) expm(I2) , exph(I1 + I2) 
= exph(I1) exph(I2) .

4 Exponential Image of a Circular Disk

Consider the image eA of the complex–plane disk A with center c and radius r
under the exponential map z → ez. It will be of interest to compare eA with the
Minkowski exponentials expm(A) and exph(A). Without loss of generality, we
may use the canonical disk

Ã = A � {c}
with center at the origin and radius r. The images of A and Ã are related by

eA = {ec} ⊗ eÃ

— i.e., eA is a scaling/rotation of eÃ by the complex number ec. The boundary
of the disk with center 0 and radius r has the parameterization

z(θ) = r eiθ = r cos θ + i r sin θ

for 0 ≤ θ < 2π, and under the exponential map this curve becomes

ez(θ) = er cos θ [ cos(r sin θ) + i sin(r sin θ) ] . (12)

Since Re(ez(−θ)) = Re(ez(θ)) and Im(ez(−θ)) = − Im(ez(θ)), it is symmetric about
the real axis. It has the two points

ez(0) = er and ez(π) = e−r ,

on the positive real axis. These are the only points on the real axis if r < π, but
for r ≥ π there are additional real points — they correspond to the values

θ = ± sin−1 kπ

r
for k = 1, . . . , n

where n = �r/π�. Similarly, ez(θ) has points on the imaginary axis only when
r > 1

2π — they correspond to the values

θ = ± sin−1 (k − 1
2 )π

r
for k = 1, . . . , n − 1 .

Examples of these curves are shown in Figures 5 and 6. The number of nested
loops increases with r, and the boundary of eA is defined by the outermost loop,
which (when r > π) corresponds to restricting (12) to the domain

− sin−1 π

r
≤ θ ≤ + sin−1 π

r
.
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Fig. 5. The curve (12) with r = 1
4π, 1

2π 3
4π (left to right). The dots indicate the points

1 and e on the real axis. For r < 1
2π the curve lies in the right half–plane; for r = 1

2π
it is tangent to the imaginary axis; and for r > 1

2π it crosses into the left half–plane.

Fig. 6. The curve defined by (12) for r = π (left), r = 3
2π (center), and r = 6π (right).

Note that, for clarity, these three plots employ different scales.

5 Monomial Minkowski Exponential

For a compact simply–connected domain A in the complex plane, the monomial
Minkowski exponential may be formally expressed as

expm(A) =
∞⊕

k=0

1
k!

⊗kA ,

which can (in some sense) be interpreted as the limit of the partial sums

Sn =
n⊕

k=0

1
k!

⊗kA . (13)

A well–established means of defining the limit of an infinite sequence of sets
is the Painlevé–Kuratowski convergence. For a given sequence of sets {Cn} in a
Banach space X , the Painlevé–Kuratowski limit is defined by

lim
n→∞ Cn = {x ∈ X | lim

n→∞ dist(x, Cn) = 0 } ,
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dist(x, Cn) being the distance from x to Cn, measured in the metric induced by
the norm of the Banach space X — see [2] and references therein for a detailed
formulation of the Painlevé–Kuratowski convergence. A rigorous definition of the
monomial Minkowski exponential of a complex set may be formulated in terms
of the Painlevé–Kuratowski convergence as follows.

Definition 1. For a compact simply–connected set A in the complex plane, the
monomial Minkowski exponential expm(A) is the Painlevé–Kuratowski limit of
the sequence of sets {Sn} specified by the partial sums (13).

The following proposition describes methods for identifying points in the mono-
mial Minkowski exponential of a complex set A.

Proposition 2. Let A be a compact simply–connected domain in the complex
plane, let Mk = 1/k! ⊗kA be the kth monomial term,3 and let Sn be the partial
sum (13). Then, for any complex number x, the following are equivalent:

(a) The complex number x is contained in expm(A).
(b) A sequence of complex numbers {zk} with zk ∈ Mk exists, such that

x =
∞∑

k=0

zk .

(c) A doubly–indexed sequence of complex numbers {wjk} exists, such that wjk ∈
A for 1 ≤ j ≤ k < ∞ and

x =
∞∑

k=0

⎛

⎝ 1
k!

k∏

j=1

wjk

⎞

⎠ . (14)

Proof: (a) ⇒ (b) For a compact domain A, every partial sum Sn is also compact,
since it is a Minkowski sum of a finite number of scaled Minkowski powers of A.
Hence, from every Sn we can choose a point sn for which the distance from x to
Sn is realized — i.e.,

dist(x,Sn) = |x − sn| for some sn ∈ Sn .

Since x is contained in the Painlevé–Kuratowski limit of {Sn}, we have

lim
n→∞ |x − sn| = lim

n→∞ dist(x,Sn) = 0 .

Thus, x is the limit point of the sequence {sn}. Now let zk = sk − sk−1 for k ≥ 1
with z0 = 1. Then we have

sn =
n∑

k=0

zk and
∞∑

k=0

zk = lim
n→∞ sn = x .

3 Note here that M0 = {1}. Also, the k = 0 term of the sum (14) has the value 1.
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The fact that zk ∈ Mk follows immediately by noting that sk = sk−1 + zk and
Sk = Sk−1 ⊕ Mk.

(b) ⇒ (c) Let {zk} be the complex sequence for which condition (b) holds.
Since zk ∈ Mk, the kth Minkowski power ⊗kA contains k! zk. Hence, for each k,
we can choose a k–tuple (w1k, · · · ,wkk) from A such that

zk =
1
k!

k∏

j=1

wjk .

Condition (c) holds for such a choice of the doubly–indexed sequence {wjk}.
(c) ⇒ (a) Let {wjk} be the doubly–indexed sequence chosen from A for which

condition (c) holds. Then the partial sum given by

sn =
n∑

k=0

⎛

⎝ 1
k!

k∏

j=1

wjk

⎞

⎠

is contained in Sn, and the point x can be expressed as

x = sn +
∞∑

k=n+1

⎛

⎝ 1
k!

k∏

j=1

wjk

⎞

⎠ .

We can estimate the distance from x to Sn as follows:

dist(x,Sn) ≤ |x − sn| ≤
∞∑

k=n+1

∣∣∣∣∣∣
1
k!

k∏

j=1

wjk

∣∣∣∣∣∣
≤

∞∑

k=n+1

Ck

k!
,

the constant C being an upper bound on the norm of the elements in A. The
last expression in the above inequalities converges to 0 as n → ∞. Hence, x
is contained in the Painlevé–Kuratowski limit of {Sn}, which is the monomial
Minkowski exponential of A.

In order to elucidate the nature of the monomial Minkowski exponential of a
given compact set A, we focus on its boundary ∂ expm(A). We note first that
the monomial Minkowski exponential is a compact set whenever the given set
A is compact. The fact that ∂ expm(A) is a closed set follows directly from
the definition of the Painlevé–Kuratowski limit, and its boundedness is easily
deduced from condition (c) of Proposition 2. The following theorem gives a
characterization of the boundary points of expm(A).

Theorem 3. Suppose the complex number x lies on the boundary ∂ expm(A) of
the monomial Minkowski exponential of a compact set A in the complex plane.
Then each point of the doubly–indexed sequence {wjk} that generates x through
(14) lies on the boundary ∂A of A, provided that 0 
∈ ∂A.

Proof: Let {wjk} be a doubly–indexed sequence generating the boundary point
x by (14). When 0 
∈ ∂A, the origin must lie in the interior or exterior of A.
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Assume first that 0 is in the exterior of A. Now if an element wj0k0 of the
sequence {wjk} lies in the interior of A, we can choose a positive real number ε
such that the complex number wj0k0 +t eiθ is contained in A for all t ∈ [ 0, ε ] and
θ ∈ [ 0, 2π). Now let {w̃jk} be the doubly–indexed sequence obtained from {wjk}
by replacing wj0k0 by wj0k0 + t eiθ. Then the monomial Minkowski exponential
expm(A) contains the complex number

x̃ =
∞∑

k=0

⎛

⎝ 1
k!

k∏

j=1

w̃jk

⎞

⎠ . (15)

This complex number x̃ can be expressed as

x̃ = x + t eiθ 1
k0!

∏

1≤j≤k0
j 	=j0

wjk0 .

Now the modulus
c =

1
k0!

∏

1≤j≤k0
j 	=j0

|wjk0 |

is a positive real number since A does not contain the origin. So x̃ describes a
circular disk centered at x of radius cε as we vary t from 0 to ε for θ ∈ [ 0, 2π).
But this contradicts the assumption that x ∈ ∂ expm(A).

We now assume that 0 is in the interior of A. If none of the elements wjk is
zero, we can apply the same argument as in the preceding case. Otherwise, let
k0 be the smallest index such that

k0∏

j=1

wjk0 = 0 .

We choose a positive real number ε such that the disk centered at the origin
of radius ε is contained in A. Then we construct the doubly–indexed sequence
{w̃nk} from {wjk} by replacing zeros in {w1k0 , · · · ,wk0k0} with t eiθ for t ∈ [ 0, ε ]
and θ ∈ [ 0, 2π). Then the complex numbers x̃ given by (15) form a neighborhood
of x as t varies in [ 0, ε ]. So we have a contradiction.

Consider now the case where A is a circular disk in the complex plane with
center c and radius r. In computing expm(A) it would be convenient if we could
transform A to some “canonical” position. For the Minkowski sum of two disks,
the canonical positions correspond to placing their centers at the origin through
appropriate translations. For the Minkowski product of two disks, it is convenient
to place their centers at the number 1 on the real axis through a complex scaling
by the reciprocal of each center. For the Minkowski exponential of a disk, it
seems natural to place the center at the origin rather than at the real number
1, and consider the translated disk

Ã = A − c = A ⊕ {−c} .
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Unfortunately, there is no obvious relationship between expm(A) and expm(Ã)
— in general, we have

expm(A) 
= {ec} ⊗ expm(Ã) , (16)

as already noted in Section 3 for the case of real intervals.

Remark 4. When A is a circular disk with center 0, computing expm(A) is a
trivial task. Let A be the closed disk D(0, r) with r > 0. The k–th Minkowski
power ⊗kA then becomes the circular disk D(0, rk), and the k–th monomial
term Mk is D(0, rk/k!). Since the Minkowski sum of a finite number of circular
disks centered at 0 is again a circular disk centered at 0, whose radius equals the
sum of the individual radii, the partial sum Sn in (13) is given by

Sn = {1} ⊕
n⊕

k=1

D

(
0,

rk

k!

)
= D

(
1,

n∑

k=1

rk

k!

)
.

So {Sn} is a sequence of disks with common center 1 and strictly increasing radii.
Hence, the monomial Minkowski exponential expm(A) is also a disk centered at
1, whose radius is the limit radius of Sn. Hence, we conclude that

expm(D(0, r)) = D(1, er − 1) .

The relation (16) is a special instance of the more general inequality

expm(A ⊕ B) 
= expm(A) ⊗ expm(B) , (17)

corresponding to a choice of the singleton set {c} for B. It may be possible to
derive inclusion relations between expm(A ⊕ B) and expm(A) ⊗ expm(B). The
latter expression corresponds to

expm(A) ⊗ expm(B) =

[ ∞⊕

k=0

1
k!

⊗kA
]

⊗
[ ∞⊕

k=0

1
k!

⊗kB
]

,

and by the definition of the monomial Minkowski exponential, we have

expm(A ⊕ B) =
∞⊕

k=0

1
k!

⊗k (A ⊕ B) .

Now using the sub–distributive law (2) one can show that

⊗2(A ⊕ B) ⊆ (⊗2A) ⊕ 2(A ⊗ B) ⊕ (⊗2B) ,

and more generally, for each k ≥ 2,

⊗k(A ⊕ B) ⊆
k⊕

j=0

(
k

j

)
(⊗k−jA) ⊗ (⊗jB) .
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Substituting into the previous expression, we obtain

expm(A ⊕ B) ⊆
∞⊕

k=0

1
k!

⎡

⎣
k⊕

j=0

(
k

j

)
(⊗k−jA) ⊗ (⊗jB)

⎤

⎦ .

Written out explicitly, the right–hand side is

expm(A ⊕ B) ⊆ {1} ⊕ (A ⊕ B) ⊕ 1
2!

[ (⊗2A) ⊕ 2(A ⊗ B) ⊕ (⊗2B) ]

⊕ 1
3!

[ (⊗3A) ⊕ 3((⊗2A) ⊗ B) ⊕ 3(A ⊗ (⊗2B)) ⊕ (⊗3B) ] ⊕ · · ·

6 Convergence of Partial–Sum Approximations

In most cases, computing the exact boundary of expm(A) is a very difficult task
— even for a simple domain A. However, if we allow a small tolerance, the partial
sum Sn can be a good approximation to expm(A) for sufficiently large n. For
such approximations, we need to know how fast Sn converges to expm(A). The
most common measure of the proximity of two sets is the Hausdorff distance
[21]. The Hausdorff distance dH(X, Y ) between two compact sets X and Y in a
metric space is defined by

dH(X, Y ) = max{sup
x∈X

inf
y∈Y

dist(x,y), sup
y∈Y

inf
x∈X

dist(x,y)} ,

where dist(, ) is the distance in the metric space. The following proposition gives
an estimate of the Hausdorff distance between expm(A) and the partial sum Sn.

Proposition 5. For a compact simply–connected domain A in the complex
plane, let C be the maximum modulus of all points in A. Then the Hausdorff
distance between expm(A) and the partial sum Sn is bounded by

dH(expm(A),Sn) <
Cn+1

(n + 1)!
eC . (18)

Proof: For any point x in expm(A), let {wjk} be the doubly–indexed sequence
of points in A such that

x =
∞∑

k=0

⎛

⎝ 1
k!

k∏

j=1

wjk

⎞

⎠ .

We separate the above summation into sn and rn, where

sn =
n∑

k=0

⎛

⎝ 1
k!

k∏

j=1

wjk

⎞

⎠ , rn =
∞∑

k=n+1

⎛

⎝ 1
k!

k∏

j=1

wjk

⎞

⎠ .



Computing the Minkowski Value of the Exponential Function 17

Then sn is contained in Sn. Thus, we have

inf
y∈Sn

dist(x,y) ≤ dist(x, sn) = |rn| .

Since x is an arbitrary point in expm(A), we also have

sup
x∈expm(A)

inf
y∈Sn

dist(x,y) ≤ |rn| .

On the other hand, for any point sn in Sn, we can construct a point x in expm(A)
with x = sn + rn by choosing arbitrary numbers wjk in A for k ≥ n + 1. Thus,
we can derive

sup
y∈Sn

inf
x∈expm(A)

dist(x,y) ≤ |rn| .

Therefore, the Hausdorff distance dH(expm(A),Sn) is bounded by the modulus
of the remainder term rn, which can be estimated as

|rn| ≤
∞∑

k=n+1

(
1
k!

Ck

)
≤ Cn+1

(n + 1)!
eC .

This completes the proof.

7 Monte Carlo Experiments

Since a closed–form derivation seems quite difficult, we consider here the use of
Monte Carlo experiments for evaluating the monomial Minkowski exponential
of a special circular disk. Let A be the circular disk of radius r centered at 1,
which is the canonical position for the Minkowski product [14,15]. We further
assume A does not contain the origin — i.e., r < 1. The maximum modulus of
all points in A is therefore less than 2.

To compute the monomial Minkowski exponential expm(A) with a tolerance
10−3, it suffices to evaluate the partial sum Sn with n = 10, since from (18) the
Hausdorff distance between expm(A) and S10 is bounded by

dH(expm(A),S10) <
211

11!
e2 ≈ 3.79 × 10−4 .

Now to generate a sampling of points in the partial sum Sn by the Monte Carlo
method, we need to evaluate the expression

1 +
n∑

k=1

1
k!

k∏

j=1

zjk

for many different sets of randomly–chosen points zjk ∈ A. We are interested
mainly in the boundary of Sn, and a necessary condition for the above expression
to yield a point on this boundary is that all the points zjk are selected from the
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boundary of A. The plot on the left in Figure 7 shows the point cluster generated
by the Monte Carlo method in this manner, for the partial sum S10 when A is
the circular disk centered at 1 of radius 0.9. However, it is not easy to discern
the boundary of S10 from this Monte Carlo result, since the point cluster is very
sparse near the boundary. In order to gain a better impression of the boundary,
we need a more structured method for selecting the points zjk from ∂A.
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Fig. 7. Left: Unstructured Monte Carlo experiment for the partial sum S10 when A is
the circular disk of radius 0.9 centered at 1. The closed curve is the boundary of the
exponential image of A. Right: Result of structured Monte Carlo simulation for S10.

The partial sum Sn is obtained by translating the successive Minkowski sum
of n monomial terms from M1 to Mn by 1. Thus, any boundary point of Sn is
generated by

1 +
n∑

k=1

1
k!

wk , (19)

where wk is a boundary point of the k–th Minkowski power ⊗kA. It is known
[15] that the boundary of the Minkowski power of a circular disk is a subset of
the image of ∂A under the conformal map z �→ zk. In other words, the boundary
point wk of ⊗kA must be the k–th power of a single point on ∂A. Therefore, a
superset of ∂(⊗kA) can be parameterized by

wk(θk) = (1 + reiθk)k .

From the above observation, a more restrictive necessary condition for wk to
generate a boundary point of ∂Sn can be formulated as follows. Since the partial
sum Sn is essentially the Minkowski sum of n monomial terms, the boundary
point is generated by the n–tuple of points {w1, · · · ,wn} where the Gauss maps
of ∂(⊗kA) at wk are matched. Hence, the outward normal vectors of the curves
wk(θ), given by

− iw′
k(θk) = k r eiθk(1 + reiθk)k−1 ,
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should have the same argument. Therefore, for a freely–chosen θ1, the angles θk

for k ≥ 2 should satisfy

θk + (k − 1) arg(1 + reiθk) = θ1 + 2mπ

for some integer m. The above equation can be re–formulated as

r sin θk

1 + r cos θk
= tan

(
θ1 − θk + 2mπ

k − 1

)
.

By re–arranging, after multiplying both sides by 1 + r cos θk, we obtain

r

[
sin θk − cos θk tan

(
θ1 − θk + 2mπ

k − 1

)]
= tan

(
θ1 − θk + 2mπ

k − 1

)
.

This can be simplified by multiplying both sides with cos(θ1−θk +2mπ)/(k−1),
yielding

−r sin
(

θ1 − kθk + 2mπ

k − 1

)
= sin

(
θ1 − θk + 2mπ

k − 1

)
. (20)

Although this equation does not admit an explicit closed–form solution for θk, in
the context of the Monte Carlo experiment we can apply an iterative numerical
procedure, such as the Newton–Raphson method. The overall scheme for the
structured Monte Carlo method using equation (20) is as follows:

1. choose an arbitrary angle θ1;
2. solve equation (20) numerically for 2 ≤ k ≤ n;
3. generate a point on (the superset of) ∂Sn using equation (19).

The result of the structured Monte Carlo simulation is illustrated on the right in
Fig. 7. The structured Monte Carlo simulation clearly gives a better impression
of the monomial Minkowski exponential than the unstructured method.

8 Closure

Some preliminary results concerning the problem of computing the Minkowski
exponential of a circular disk in the complex plane have been discussed. Two
types of set exponentials were considered, based upon the monomial and Horner
evaluation schemes. A basic difficulty, compared to computation of Minkowski
sums, products, powers, and roots of circular disks, is the lack of a universal
transformation of the circular disk operand to a “simple” canonical configuration.
For the simpler case of the Minkowski exponentials of real intervals, complete
closed–form expressions were derived in the monomial case, but the Horner case
proved more difficult, and closed–form expressions were derived only for cases
(1) and (2) of the four categories (11). For disks in the complex plane, Monte
Carlo experiments were used to gain insight into basic features of the monomial
Minkowski exponential, but the analysis and algorithmic boundary evaluation
of Minkowski exponentials remain challenging open problems.
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Unconstrained Parametric Minimization of

a Polynomial: Approximate and Exact

S. Liang and D.J. Jeffrey

Department of Applied Mathematics,
The University of Western Ontario, London, Ont. N6A 5B7 Canada

Abstract. We consider a monic polynomial of even degree with sym-
bolic coefficients. We give a method for obtaining an expression in the
coefficients (regarded as parameters) that is a lower bound on the value of
the polynomial, or in other words a lower bound on the minimum of the
polynomial. The main advantage of accepting a bound on the minimum,
in contrast to an expression for the exact minimum, is that the algebraic
form of the result can be kept relatively simple. Any exact result for a
minimum will necessarily require parametric representations of algebraic
numbers, whereas the bounds given here are much simpler. In principle,
the method given here could be used to find the exact minimum, but only
for low degree polynomials is this feasible; we illustrate this for a quartic
polynomial. As an application, we compute rectifying transformations
for integrals of trigonometric functions. The transformations require the
construction of polynomials that are positive definite.

1 Introduction

Let n ∈ Z be even, and let Pn ∈ R[a0, . . . , an−1][x] be monic in x, that is,

Pn(x) = xn +
n−1∑

j=0

ajx
j . (1)

A function L(aj) of the coefficients is required that is a lower bound for Pn(x),
i.e., L must satisfy

(∀x)Pn(x) ≥ L(aj) . (2)

The problem definition does not require that the equality in (2) be realized. If
that is also the case, then L is the minimum of Pn:

min
x∈R

Pn(x) = Lmin(aj) . (3)

Thus Lmin obeys

(∀x)Pn(x) ≥ Lmin(aj) , (∃x)Pn(x) = Lmin(aj) , (4)

and Lmin ≥ L, where L satisfies (2).

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 22–31, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The problem described has connections to several areas of research, includ-
ing parametric optimization, quantifier elimination and polynomial positive-
definiteness. Much of the work on parametric optimization concerns topics such
as the continuity of the optimum as a function of the parameters, or the perfor-
mance of numerical methods; see, for example, [1, 2, 4]. The following problem
was considered in [1].

min{λ2x2 − 2λ(1 − λ)x | x ≥ 0} .

The unique solution for the unconstrained problem is found for λ 
= 0 to be
−(1−λ)2, which is realised when x takes the value x̂ = (1−λ)/λ. The constrained
problem has this solution only for λ ∈ (0, 1) and ceases to be smooth at the end
points. The unconstrained problem is covered in this paper, although the focus
is on higher degree polynomials.

There has been a large amount of work on a related problem in quantifier elim-
ination. For n = 4, Lazard [7] and Hong [5] have solved the following problem.
Find a condition on the coefficients p, q, r that is equivalent to the statement

(∀x)x4 + px2 + qx + r ≥ 0 . (5)

The solution they found is
[
[256r3 − 128p2r2 + 144pq2r + 16p4r − 27q4 − 4p3q2 ≥ 0 ∧ 8pr − 9q2 − 2p3 ≤ 0]

∨
[27q2 + 8p3 ≥ 0 ∧ 8pr − 9q2 − 2p3 ≥ 0]

]∧
r ≥ 0 . (6)

It is clear that a solution of (3) gives a solution of this problem, since (5) is
equivalent to the statement r = −min(x4+px2+qx |x). The question of positive
definiteness is also related to the current problem. Ulrich and Watson [8] studied
this problem for a quartic polynomial, except that they included the constraint
x ∈ R+, the positive real line.

Previous work has all been directed towards calculations of the minimum of
a given polynomial. For n = 2, the minimum of a quadratic polynomial is a
standard result.

min
x∈R

P2(x) = min(x2 + a1x + a0) = a0 − 1
4a2

1 , (7)

and this is attained when x = − 1
2a1. For larger n, there is only the standard

calculus approach, which uses the roots of the derivative. This, however, is only
possible for numerical coefficients, because there is no way of knowing which root
corresponds to the minimum. Floating-point approximations to the minimum are
easily obtained.

If all of the coefficients of P2n are purely numerical, rather than symbolic,
then there are many ways to find the minimum. For example, Maple has the
command minimize and the command Optimize:-Minimize. An example is
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>minimize( x^4 - 5*x^2 + 4*x ,x);
RootOf(2 _Z^3 - 5 _Z - 2,index=3 )^4

- 5*RootOf(2 _Z^3 - 5 _Z - 2,index=3 )^2
+ 4 RootOf(2 _Z^3 - 5 _Z - 2,index=3 )

which can be simplified by Maple to

-(5/2) RootOf(2 _Z^3-5 _Z-2,index=3)^2
- 3 RootOf(2 _Z^3-5 _Z-2,index=3)

The second argument of RootOf selects, using an index, the appropriate root of
the polynomial.

2 Algorithm for Lower Bound

We now describe a recursive algorithm. In principle, it could be used to find
the minimum of a parametric polynomial, and indeed we show this below for a
quartic polynomial, but the main intended use is for a simpler lower bound.

Consider a polynomial given by (1). We shall express the lower bound to Pn

in terms of that for Pn−2. This recursive descent terminates at P2, for which we
have the result (7). The descent is based on the following obvious lemma.

Lemma 1. If f(x) and g(x) are two even-degree monic polynomials, then

inf(f(x) + g(x)) ≥ inf f(x) + inf g(x).

Proof: The equality holds when the minima of f and g are realized at the same
critical point x. �
It is convenient at this point to acknowledge the evenness of the degree by
changing notation to consider P2n. We apply the lemma by using the standard
transformation x = y−a2n−1/(2na2n) to remove the term in x2n−1 from P2n(x).
Thus we have the depressed polynomial

P2n(y) = a2ny2n +
2n−2∑

j=0

bjy
j. (8)

Now, we split P2n into two even-degree polynomials with positive leading
coefficients by introducing a parameter kn satisfying kn > 0 and kn > b2n−2.

P2n = [a2ny2n + (b2n−2 − kn)y2n−2] + [kny2n−2 + . . .] = P
(1)
2n + P

(2)
2n .

The minimum of P
(1)
2n is

inf(P (1)
2n ) = − (n − 1)n−1(kn − b2n−2)n

nnan−1
2n

which is obtained at the critical points y2 = (n − 1)(kn − b2n−2)/(na2n).
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Since deg P
(2)
2n = 2n − 2 < 2n, we can recursively compute the minimum and

critical point of P
(2)
2n . Let the minimum and the corresponding critical point of

P
(2)
2n be M(kn−1, . . . , k2), N(kn−1, . . . , k2) respectively. Then by Lemma 1, we

have

inf(P2n) ≥ − (n − 1)n−1(kn − b2n−2)n

nnan−1
2n

+ M.

Therefore, a lower bound for P2n is obtained after recursion in terms of pa-
rameters kn, kn−1, . . . , k2. If it is possible to choose the ki such that

(n − 1)(kn − b2n−2)
na2n

= N(ki−1, . . . , k2)2 , (9)

at each recursive step, then an expression for the minimum would be obtained.
However, our main aim is to find lower bounds in as simple a form as possible,
hence we choose each ki to satisfy the requirements in a simple way.

Since the ki will appear in the denominators of expressions, it is not a good
idea to allow a value that is too small. Otherwise there will be computational dif-
ficulties. A simple choice is ki = 1, but this may not satisfy 1 > b2i−2. Therefore
we have chosen to use

ki = max(1, 1 + b2i−2) .

Table 1. A Maple procedure for computing a lower bound on the value of an even-
degree monic polynomial

BoundPoly:=proc(p,var)
local m,n,a,b,c,redpoly,y,p1,p2,tp,par:
# Input: An even degree (parametric) polynomial p(var).
# Output: a lower bound.
m:=degree(p,var):
if m=0 or modp(m,2)<>0 then error("Bad input") end if;
a:=coeff(p,var,m):
b:=coeff(p,var,m-1):
c:=coeff(p,var,m-2):
if m=2 then

(4*a*c-b^2)/(4*a):
else

n:=m/2:
redpoly:=expand(subs(var=y-b/(m*a),p)):
b:=coeff(redpoly,y,m-2):
par:=max(1,b+1):
p1:=a*y^m+(b-par)*y^(m-2):
p2:=expand(redpoly-p1):
tp:=(n-1)^(n-1)*(par-b)^n/(n^n*a^(n-1)):
simplify(-tp+BoundPoly(p2,y)):

end if
end proc:
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This has the advantage that the simple value 1 will be selected whenever pos-
sible, and otherwise the more complicated value is used. Several other choices
were tried, for example, ki = 1 + |b2i−2|. In either case, the results are much
simpler if Maple is able to determine the sign of b2i−2, otherwise many unsim-
plified expressions can appear in the output. The first choice gives the following
algorithm, which is presented in Maple syntax in table 1.

3 Examples

Consider the polynomial

p = x6 + x4 − 2x3 + x2 − ax + 2 . (10)

Applying the algorithm, we obtain

30299/17280− (3/20)a − (1/5)a2 . (11)

Using a numerical routine, we can choose varying values of a and compute the
numerical minimum and then plot this against the bound just obtained. This is
shown in figure 1.

a
K2 K1 0 1 2 3

min(p)

K1

1

2

Fig. 1. The minimum of the polynomial p(x) defined in (10) and the lower bound given
in (11). The solid line is the exact minimum. Although very close, the two curves never
touch.

For different values of a, this example shows both very close bounds and very
poor ones. Thus for the case a = 1.5, the lower bound on the minimum is 1.078,
whereas the true minimum is 1.085. In contrast, for large a, the exact minimum
is asymptotically −5(a/6)6/5, whereas the bound is −a2/5, so the bound can
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be arbitrarily bad in that case. However, as shown in the next section, in the
intended application, there is no need for a close bound; any bound will be just
as good.

A second example shows a different form of output. We assume the condition
a > 0 and look for a lower bound on

p = x6 + x4 − 2x3 + (1 + a)x2 − x + 2 . (12)

With the Maple assumption assume(a,positive), we obtain the bound

24251 + 24628a

3456(5 + 4a)
.

Notice that since a > 0, the denominator is never zero. We can quickly check
the accuracy of this bound by trying a numerical comparison. Thus for a = 10,
the bound takes the value 30059/17280 ≈ 1.7395, while the minimum value
is actually 1.9771. For large, positive, a the minimum is asymptotically 2 and
the bound is asymptotically 6157/3456 ≈ 1.78, so in this case the asymptotic
behaviour is good.

4 The Minimum of a Quartic Polynomial

Although the main implementation aims for a simple lower bound, it has already
been stated that the same approach can be used to find an minimum. We show
that this is so, but also show the more complicated form of the result, by deriving
an exact minimum for a quartic polynomial. As above, we need consider only a
depressed quartic.

Theorem 1: If the coefficient b1 
= 0, the quartic polynomial

P4(x) = x4 + b2x
2 + b1x

has the minimum
inf P4 = b2k2 − 3

4k2
2 − 1

4b2
2 , (13)

where

k2 = s1/3 +
b2
2

9s1/3
+

b2

3
, (14)

s = 1
4b2

1 + 1
27b3

2 + 1
36

√
81b4

1 + 24b2
1b

3
2 . (15)

Moreover, the minimum of P4 is located at x = xm = − 1
2b1/k2.

Proof: As above, the polynomial P4 is split into two by introducing a parameter
k2 satisfying k2 > 0 and k2 > b2.

P4 = [y4 + (b2 − k2)y2] + [k2y
2 + b1y] = P

(1)
4 + P

(2)
4 .
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The minimum of P
(1)
4 is

inf(y4 + (b2 − k2)y2) = − 1
4 (k2 − b2)2 ,

given the restrictions on k2. The coordinate of this minimum obeys y2 = 1
2 (k2 −

b2). The minimum of P
(2)
4 is −b2

1/2, by (7), and therefore

inf(P4) ≥ −b2
1/(4k2) − 1

4 (k2 − b2)2 . (16)

Equating the coordinates of the two infima gives an equation for the value of
k2 at which the lower bound equals the minimum of P4.

k2 − b2

2
=
(

−b1

2k2

)2

.

This is equivalent to the cubic

k3
2 − b2k

2
2 − 1

2b2
1 = 0 , (17)

which equation can also be obtained by maximizing the right side of (16) di-
rectly. It is straightforward to show that (17) has a unique positive solution,
and furthermore it is always greater than b2, as was assumed at the start of the
derivation. Rewriting (17) in the form

1
2k2

2 − 1
2b2k2 = b12/(4k2) ,

allows the expression (16) to be transformed into the form given in the theorem
statement. �
Since (17) has a unique positive solution, its solution takes the form (14) given in
the theorem. For some values of the coefficients, the quantity s will be complex,
but if s1/3 is always evaluated as the principal value, then k2 given by (14) is
the real positive solution.

Theorem 2: For the case b1 = 0, the quartic polynomial

P4(x) = x4 + b2x
2 (18)

has the minimum
inf P4 = −max(0,−b2/2)2 ,

at the points x2
m = max(0,−b2/2).

Proof: By differentiation. �
Implementation. The discussion here is in the same spirit as the discussion in [3].
The following issues must be addressed by the implementer, taking into account
the facilities available in the particular CAS.

For a polynomial with numerical coefficients in the rational-number field Q,
the infima can be algebraic numbers of degrees 1, 2 or 3. If the formulae (13) and
(14) are used for substitution, the answer will always appear to be an algebraic
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number of degree 3, and the simplification of such numbers into lower degree
forms cannot be relied on in some systems. Therefore, if it is accepted that the
system should return the simplest expressions possible, then the best strategy in
this case is not to use (14), but instead to solve the cubic equation (17) directly.
Even if simplicity is not an issue, roundoff error in the Cardano formula often
results in a small nonzero imaginary part in k2.

For symbolic coefficients, the main problem is the specialization problem [3].
Since Theorem 1 excludes b1 = 0, it is important to see what would happen if
the formulae (13) and (14) were returned to a user and later the user substituted
coefficients giving b1 = 0. Substituting b1 = 0 into (14) gives

k2 = 1
3 (b3

2)
1/3 + b2

2/3(b3
2)

1/3 + b2/3

For b2 > 0 this gives k2 = b2, while for b2 < 0 it simplifies to k2 = 0. For
b2 = 0, the system should report a divide by zero error. Thus for b2 
= 0, (13)
and (14) work even for b1 = 0, although it should be noted that the position
of the minimum, −b1/2k2, will give a divide by zero error for all b2 < 0. It is
important to remember in this discussion that the mathematical properties of
(13) and (14). Thus, the fact that it is possible to obtain the correct result for
b1 = b2 = 0 by taking limits is not relevant; what is relevant is how a CAS will
manipulate the expressions.

An alternative implementation can use the fact that some CAS have functions
for representing one root of an equation directly. In particular, Maple has the
RootOf construction, but in order to specify the root uniquely, an interval must
be supplied that contains it. The left side of (17) is − 1

2b2
1 for k = 0, b2 and hence

the interval can start at max(0, b2). By direct calculation, the left side is positive
at |b2|+b2

1/6+1. An advantage of this approach is the fact that b1 = b2 = 0 is no
longer an exceptional case, at least for the value of the minimum: the position
still requires separate treatment.

5 Application to Integration

Let ψ, φ ∈ R[x, y] be polynomials over R, the field of real numbers. A rational
trigonometric function over R is a function of the form

T (sin z, cos z) =
ψ(sin z, cos z)
φ(sin z, cos z)

. (19)

The problem considered here is the integration of such a function with respect
to a real variable, in other words, to evaluate

∫
T (sinx, cosx) dx with x ∈ R.

The particular point of interest lies in the continuity properties of the expression
obtained for the integral. General discussions of the existence of discontinuities
in expressions for integrals have been given by [6] and [10].

A simple example shows the difficulty to be faced. The integral below was eval-
uated as shown by all the common computer algebra programs (Maple, Mathe-

matica and others); notice that the integral depends on a symbolic parameter a.
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U(x) =
(a cos4 x + 3 sin2 x cos2 x)

cos6 x + (a sin x cos2 x + sin3 x)2
, (20)

∫
U(x) dx = arctan(a tan x + tan3 x) . (21)

It is a simple calculation to see that the integrand U(x) is continuous at x = π/2,
with U(0) = 0, but the expression for the integral is discontinuous at the same
point, having a jump of π. We have

lim
x↑π/2

arctan(a tan x + tan3 x) − lim
x↓π/2

arctan(a tan x + tan3 x) = π .

The notion of a rectifying transformation was introduced in [6], and can be
applied to this situation.

The general problem is to rectify expressions of the form arctan [P (u)], where
P ∈ R[u], and without loss of generality is monic. Moreover, u = tan x, where x
is chosen according to the properties of the integrand. We note first the identity

arctanx − arctan y = arctan
x − y

1 + xy
+

{
sgn(y)π , for 1 + xy < 0 ,

0 , otherwise.
(22)

We shall use this in a formal sense, dropping the piecewise constant. The two
cases of P of even degree and P of odd degree are treated separately. For P of
even degree, we transform as follows.

arctanP (u) → arctanP (u) − arctan(1/k) → arctan
P − 1/k

1 + P/k
= arctan

kP − 1
k + P

.

The first step simply adds a constant to the result of the integration. The second
step uses formula (22), dropping the piecewise constant. The final expression will
now be continuous provided

∀u ∈ R, P (u) + k > 0 .

The problem, therefore, is to choose k so that this condition is satisfied. Notice
that since P (u) is even degree and monic, it will always be possible to satisfy
the condition, and the problem is to find an expression for k. Also note that in
the example, P contains a parameter, so a simple calculus exercise will not be
sufficient to determine k.

For P of odd degree, we transform as follows.

arctan(P (u)) → arctan(P (u)) − arctanu/k + arctanu/k − arctanu + x

→ arctan
P (u) − u/k

1 + P (u)u/k
+ arctan

u/k − u

1 + u2/k
+ x ,

= arctan
kP − u

k + uP
+ arctan

u − ku

k + u2
. (23)

The first step in the transformation uses the formal identity

arctanu = arctan(tan x) → x .
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The second step combines the inverse tangents in pairs, again dropping the
piecewise constants. This will be a continuous expression provided

∀u ∈ R, k + uP (u) > 0 .

Since P has odd degree, uP has even degree, so again k exists. Our aim is
therefore to obtain an expression for k in each case.

For the specific integral example given in (21), we have that uP = u4 + au2,
and the above routine gives the lower bound k = −1/4 (max (1, a + 1) − a)2.
This value can now be used in (23).
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(1985)

3. Corless, R.M., Jeffrey, D.J.: Well, it isn’t quite that simple. SIGSAM Bulletin 26(3),
2–6 (1992)

4. Floudas, C.A., Pardalos, P.M.: Encyclopedia of Optimization. Kluwer Academic,
Dordrecht (2001)

5. Hong, H.: Simple solution formula construction in cylindrical algebraic decomposi-
tion based quantifier elimination. In: Wang, P.S. (ed.) Proceedings of ISSAC 1992,
pp. 177–188. ACM Press, New York (1992)

6. Jeffrey, D.J.: Integration to obtain expressions valid on domains of maximum ex-
tent. In: Bronstein, M. (ed.) Proceedings of ISSAC 1993, pp. 34–41. ACM Press,
New York (1993)

7. Lazard, D.: Quantifier elimination: optimal solution for two classical problems. J.
Symbolic Comp. 5, 261–266 (1988)

8. Ulrich, G., Watson, L.T.: Positivity conditions for quartic polynomials. SIAM J.
Sci. Computing 15, 528–544 (1994)

9. Jeffrey, D.J., Rich, A.D.: The evaluation of trigonometric integrals avoiding spuri-
ous discontinuities. ACM TOMS 20, 124–135 (1994)

10. Jeffrey, D.J.: The importance of being continuous. Mathematics Magazine 67, 294–
300 (1994)



The Nearest Real Polynomial with a Real

Multiple Zero in a Given Real Interval

Hiroshi Sekigawa

NTT Communication Science Laboratories
Nippon Telegraph and Telephone Corporation

3-1 Morinosato-Wakamiya, Atsugi-shi, Kanagawa 243-0198, Japan
sekigawa@theory.brl.ntt.co.jp

http://www.brl.ntt.co.jp/people/sekigawa/

Abstract. Given f ∈ R[x] and a closed real interval I , we provide a
rigorous method for finding a nearest polynomial with a real multiple
zero in I , that is, f̃ ∈ R[x] such that f̃ has a multiple zero in I and
‖f − f̃‖∞, the infinity norm of the vector of coefficients of f − f̃ , is
minimal. First, we prove that if a nearest polynomial f̃ exists, there is
a nearest polynomial g̃ ∈ R[x] such that the absolute value of every
coefficient of f − g̃ is ‖f − f̃‖∞ with at most one exceptional coefficient.
Using this property, we construct h ∈ R[x] such that a zero of h is a real
multiple zero α ∈ I of g̃. Furthermore, we give a rational function whose
value at α is ‖f − f̃‖∞.

1 Introduction

Problems on the locations of the zeros of a polynomial are very interesting and
important both in theory and practice. In many practical examples, the coef-
ficients of polynomials may contain errors because they are obtained through
measurement or can be specified only with finite precision. As described in [1],
problems as to how perturbations of such coefficients affect the location of zeros
have been treated in control theory, and Kharitonov’s theorem [2] and the edge
theorem [3] are landmark results.

For real polynomials, it is natural to consider only real perturbations since
in many practical examples, the errors are also real numbers. It is also natural
to consider only real zeros for many applications. Hence, it is important to
decide whether there exists a real multiple zero since it may become close real
zeros or complex zeros through perturbations of coefficients, however small those
perturbations may be. In particular, we consider the following type of problem.

Given f ∈ R[x] and a closed real interval I, find a nearest polynomial
f̃ ∈ R[x] in a weighted l∞-norm that has a multiple zero in I.

In this paper, the lp-norm of a polynomial is the p-norm of the vector of coeffi-
cients of the polynomial with respect to a given basis.

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 32–41, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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A real univariate polynomial f(x) =
∑n

j=0 ajx
j has a real multiple zero at a

given point α if and only if
∑n

j=0 ajα
j =
∑n

j=1 jajα
j−1 = 0, and f(x) has a com-

plex zero at a given point β if and only if
∑n

j=0 aj Re βj =
∑n

j=0 aj Im βj = 0.
Regarding aj as variables, both systems of equations are of the form

∑n
j=0 ajγj =∑n

j=0 ajδj = 0 for given real numbers γj and δj . Thus, the decision methods as
to whether f(x) has a real multiple zero at α and as to whether f(x) has a
complex zero at β are closely related.

In control theory, the results in [4,5] are for finding the nearest polynomial
having a complex zero in a prescribed complex domain by searching within a
subset of the domain. (See also the textbook [6].)

In numerical analysis, finding the nearest polynomial to a given function un-
der a number of conditions has been studied in approximation theory. (See the
textbook [7], for example.) The Remez algorithm [8], which is an iterative al-
gorithm, can be used for such problems when we use the uniform norm as the
distance between two functions. For such optimization problems, theories on
normed linear spaces, especially duality theorems, are useful [9].

The proposed method in this paper belongs to the categories of symbolic or
symbolic-numeric algorithms. There are a lot of studies related to the above prob-
lem in these categories [10,1,11,12,13,14,15,16,17,18,19,20]. Theories on normed
linear spaces and duality are also used, for example, [10,13,15,19]. The problem
treated in [20] is closely related to the above problem. However, the authors
of [20] use the l2-norm while we use a weighted l∞-norm. Given f ∈ R[x], a
closed real interval I, and ε > 0, we can decide whether there exists g ∈ R[x]
such that g has a real multiple zero in I and ‖f − g‖∞ ≤ ε using the method
in [17]. However, we cannot compute the minimal ε such that there exists such a
polynomial g. For a given complex (or real) polynomial and locus, reference [11]
proposes a method to find the nearest polynomial in a weighted l2-norm that
has a zero in the locus. A similar problem for a real polynomial in a weighted
l∞-norm and a closed complex domain is treated in [16]. Although [16] treats
complex zeros, because of the above reason, we can use a similar method to
the one in [16] to solve the problem in this paper. Furthermore, we extend the
results of [16] as follows. First, we prove that a nearest polynomial exists when
the number of perturbed coefficients is more than one and I does not degenerate
to a point. Second, we give a simpler explicit formula for the distance between f
and a nearest polynomial f̃ , together with a necessary and sufficient condition
for the existence of f̃ when I consists of one point. We can obtain the latter
result through arguments on convex polygons. From these arguments, we can
naturally obtain the property that if a nearest polynomial exists, there is a near-
est polynomial g̃ such that the absolute value of every coefficient of f − g̃ is
‖f − g̃‖∞ with at most one exceptional coefficient.

The method in this paper is algebraic. We solve systems of algebraic equations
to obtain a nearest polynomial f̃ . We can represent exactly the coefficients of f̃ ,
the multiple zeros of f̃ in I, and ‖f − f̃‖∞ as algebraic numbers. However, to
obtain their numerical values, iteration or search methods are more efficient.
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The rest of this article is organized as follows. Section 2 describes the theo-
rems that support the proposed methods, whose details are explained in Sect. 3.
Section 4 concludes the paper by mentioning directions in which future work
might proceed.

2 Theoretical Background

2.1 Existence of a Nearest Polynomial

In this paper, we assume the following conditions.

Condition 1

1. f(x), e1(x), . . . , en(x) ∈ R[x] are given, the number of ei(x) is finite, and
e1(x)R + · · · + en(x)R ∼= Rn.

2. A closed real interval I is given and f(x) does not have a multiple zero in I.
3. The degrees of the polynomials in F = { f(x) +

∑n
i=1 ciei(x) | ci ∈ R } are

constant when I is not bounded.
4. A metric d on F is given such that the topology of F induced by d is the

ordinal topology of Rn. Here, we identify F with Rn through the map F �
f(x) +

∑n
i=1 ciei(x) �→ (c1, . . . , cn) ∈ Rn.

We consider the following problem.

Problem 1. Find f̃ ∈ F such that f̃ has a multiple zero in I and d(f, f̃) is
minimal.

Clearly, there is no solution to Problem 1 if there is no polynomial in F having
a multiple zero in I. If there is a polynomial in F having a multiple zero in I,
there is a solution to Problem 1.

Theorem 1. Define f , ei, F , I and d as in Condition 1. If there is a polynomial
g ∈ F having a multiple zero in I, then there is a polynomial f̃ ∈ F such that f̃
has a multiple zero in I and d(f, f̃) is minimal.

Proof. First, we prove the case where I is bounded.
Note that f(x)+

∑n
i=1 tiei(x) has a multiple zero at a if and only if the system

of equations f(a)+
∑n

i=1 tiei(a) = f ′(a)+
∑n

i=1 tie
′
i(a) = 0 hold. When a is real,

the system of equations is equivalent to
(

f(a) +
n∑

i=1

tiei(a)

)2

+

(
f ′(a) +

n∑

i=1

tie
′
i(a)

)2

= 0. (1)

Taking G(a, t1, . . . , tn) as a function from Rn+1 to R defined by the left-hand
side of (1), similar arguments to those in the proof for Theorem 1 in [16] hold,
and we obtain the result.

Next, we prove the case where I is not bounded. To find a nearest polynomial,
it is sufficient to investigate polynomials belong to F̃ = { h ∈ F | d(f, h) ≤
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d(f, g) }. Since the leading coefficients of the polynomials in F are equal from
the third condition of Condition 1, there exists r > 0 such that all of the zeros
of the polynomials in F̃ belong to a closed disk with center 0 and radius r.
Therefore, we can replace I by the closed bounded interval I ∩ [−r, r]. ��
Remark 1. The following examples show that Theorem 1 does not hold when the
number of ei is not finite, or I is not bounded and the degrees of the polynomials
in F are not constant.

1. Let f(x) = 1 − x, ei(x) = xi (1 ≤ i ∈ N),

F =

{
1 − x +

∞∑

i=1

cix
i

∣∣∣∣ ci ∈ R, #{ ci | ci 
= 0 } < ∞
}

,

I = { 1 }, and d(g, h) = ‖g − h‖∞. Then, for 2 ≤ m ∈ N, the polynomial

fm(x) = 1 − x − 1
m − 1

(x2 − x3 + x4 − · · · − x2m−1)

belongs to F , d(f, fm) = 1/(m − 1) holds, and fm has a multiple zero at 1.
2. Let f(x) = 1, e1(x) = x, e2(x) = x2, I = { x ∈ R | 0 ≤ x }, and d(g, h) =

‖g − h‖∞. Then, the polynomial fε(x) = 1 − 2εx + ε2x2 (0 < ε ≤ 2) belongs
to F , d(f, fε) = 2ε holds, and fε(x) has a multiple zero at 1/ε ∈ I.

Remark 2. If we require deg(f̃) = deg(f), there might be no solution to Prob-
lem 1. Let f(x) = 1 + x + x2, e1(x) = 1, e2(x) = x, e3(x) = x2, I = { 1/2 },
and d(g, h) = ‖g − h‖∞. Then, the zero polynomial is the only nearest polyno-
mial. Any polynomial of degree two having 1/2 as a multiple zero is of the form
c(1/4 − x + x2), where c ∈ R, c 
= 0. Since d(f, c(1/4 − x + x2)) = 1 + |c| holds,
there is no polynomial f̃ such that deg(f̃) = 2 and d(f, f̃) is minimal.

The following is a sufficient condition for the existence of a polynomial in F
having a multiple zero in I.

Theorem 2. Define f , ei, and F as in Condition 1. If 2 ≤ n and I does not
degenerate to a point, there is a polynomial in F having a multiple zero in I.

Proof. It is sufficient to prove the case where n = 2.

When the determinant D(x) =
∣∣∣∣
e1(x) e2(x)
e′1(x) e′2(x)

∣∣∣∣ is not identically equal to 0,

there is α ∈ I such that D(α) 
= 0. Therefore, (e1(α), e′1(α)) and (e2(α), e′2(α))
are linearly independent over R. Hence, there exist c1, c2 ∈ R such that
(−f(α),−f ′(α)) = c1(e1(α), e′1(α))+c2(e2(α), e′2(α)). Therefore, f(x)+c1e1(x)+
c2e2(x) has a multiple zero at α ∈ I.

Next, we consider the case where D(x) is identically equal to 0. Changing the
indexes, if necessary, we can assume that e′1 is not the zero polynomial since e1

or e2 is not constant. Thus, we have e2/e1 = e′2/e′1 and set it as ϕ(x). Then, we
can write e2 = ϕe1 and e′2 = ϕe′1. On the other hand, by taking the derivatives of
the both sides of e2 = ϕe1, we obtain e′2 = ϕ′e1+ϕe′1. Therefore, ϕ′ is identically
equal to zero and ϕ is constant, say, c. That is, e2 = ce1 (c ∈ R) holds. This
contradicts the first condition of Condition 1. ��
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2.2 Main Theorem

Hereafter, we use the l∞-norm as the metric d. That is, for g = f +
∑n

i=1 biei

and h = f +
∑n

i=1 ciei, define d(g, h) = maxi{ |bi − ci| }. If we want to use a
weighted l∞-norm maxi{wi|bi − ci| } (wi > 0), we use { e1/w1, . . . , en/wn } as a
basis.

The following is the main theorem.

Theorem 3. Define f , ei, F , and I as in Condition 1.

1. If there is a polynomial in F having a multiple zero in I, then there is a
nearest polynomial f̃(x) = f(x) +

∑n
i=1 ãiei(x) having a multiple zero in I

such that |ai − ãi| = ‖f − f̃‖∞ with at most one exceptional i.
2. When I = {α }, the following holds.

(a) If (0, 0), (e1(α), e′1(α)), . . . , (en(α), e′n(α)) lie on a straight line, then a
necessary and sufficient condition for the existence of a nearest polyno-
mial f̃ having a multiple zero in I is that (ei(α), e′i(α)) 
= (0, 0) holds for
some i, and that (f(α), f ′(α)) lies on the straight line. When a nearest
polynomial f̃ exists, the following holds.

‖f − f̃‖∞ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

|f ′(α)|∑n
i=1 |e′i(α)| , if e1(α) = · · · = en(α),

|f(α)|∑n
i=1 |ei(α)| , otherwise.

(b) If (0, 0), (e1(α), e′1(α)), . . . , (en(α), e′n(α)) do not lie on a straight line,
then there is a nearest polynomial f̃ having a multiple zero in I, and

‖f − f̃‖∞ = max
i=1,...,n

{
|ei(α)f ′(α) − e′i(α)f(α)|∑n

j=1 |ei(α)e′j(α) − e′i(α)ej(α)|

}
,

where we omit the elements whose denominators are 0.

Proof. Let Fε = { g ∈ F | ‖g − f‖∞ ≤ ε } (0 < ε). There exists g ∈ Fε

such that α is a real multiple zero of g if and only if (0, 0) belongs to F ε =
{ (h(α), h′(α)) | h(x) ∈ Fε }. Let f = (f(α), f ′(α)) and êi = (êi(α), ê′i(α)), where

êi(x) =
{

−ei(x), if ei(α) < 0 or if ei(α) = 0 and e′i(α) < 0,
ei(x), otherwise.

We can write F ε as f + P ε, where P ε = {
∑n

i=1 biêi | bi ∈ R, |bi| ≤ ε }. Then,
(0, 0) belongs to F ε if and only if −f belongs to the set P ε. This is equivalent
to f ∈ P ε, since P ε is symmetric about the origin.

Next, we prove that P ε is a convex polygon. Let Qε be {
∑n

i=1 2tiεêi | 0 ≤
ti ≤ 1 }. Then, P ε can be written as −ε

∑n
i=1 êi + Qε. The set Qε is a convex

polygon (see Theorem 4 in [17]), and thus, so is P ε.
We can find the vertices of P ε as follows. First, sort êi 
= (0, 0) in increasing

order of the slopes ê′i(α)/êi(α) (if êi(α) = 0 then ê′i(α)/êi(α) is regarded as
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∞). If two or more êi, say êi, êj , êk, have the same slope, replace êi, êj , êk

with êi + êj + êk, and write the sorted results as s1, . . . , sm. Using Theorem 4
in [17] we can describe the vertices of Qε in si, and shifting the vertices with
−ε
∑n

i=1 êi, we see that the vertices of P ε are, in counterclockwise order, εp0,
. . . , εp2m−1, where

pi =
{∑i

j=1 sj −
∑m

j=i+1 sj (i = 0, . . . , m − 1),
−pi−m (i = m, . . . , 2m − 1).

Figure 1 shows an example of (ei(α), e′i(α)), êi, and the corresponding convex
polygons P ε for ε = 0.5 and 1 when n = 3.

(a) (c)(b)

Fig. 1. (a) (ei(α), e′
i(α)) (i = 1, 2, 3). (b) êi (i = 1, 2, 3). (c) Convex polygons P ε for

ε = 0.5 (solid line) and ε = 1 (dashed line).

When (0, 0), (e1(α), e′1(α)), . . . , (en(α), e′n(α)) lie on a straight line, P ε de-
generates to a line segment, and the necessary and sufficient condition for the
existence of a nearest polynomial is obvious. Suppose that there is a nearest
polynomial. Then,

∑n
i=1 êi 
= 0 holds and the two endpoints of the line segment

are ±ε
∑n

i=1 êi. Thus, the line segment can be described as the set of points
x belonging to the straight line passing through the two points ±

∑n
i=1 êi and

satisfying the inequality |x| ≤ ε
∑n

i=1 |êi|. Therefore, there exists f̃ ∈ Fε such
that f̃ has a multiple zero at α if and only if the inequality

|f | ≤ ε

n∑

i=1

|êi| (2)

holds. Statement (a) of the second statement follows from (2).
When the convex polygon P ε does not degenerate to a line segment, for every

êi 
= 0 there exist exactly two edges parallel to êi, and for every edge there
exists at least one êi parallel to the edge. For êi 
= 0, take the vertex εpj such
that the edge whose endpoints are εpj and εpj+1 is parallel to êi and j is min-
imal, and denote j as ν(i). For two vectors a = (a1, a2) and b = (b1, b2), we
denote a1b2 − a2b1 as det(a, b). Then, the equations defining the two straight
lines containing the two edges parallel to êi are det(êi, x±εpν(i)) = 0, which are
equivalent to det(êj , x) = ∓ε det(êj , pν(j)). Since (0, 0) belongs to the convex
polygon P ε, it can be described as the set of points x satisfying the inequalities
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| det(êi, x)| ≤ ε| det(êi, pν(i))| (i = 1, . . . , n). Thus, there exists f̃ ∈ Fε such
that f̃ has a multiple zero at α if and only if the following inequalities hold.

| det(êi, f)| ≤ ε| det(êi, pν(i))| (i = 1, . . . , n) (3)

The left-hand side of (3) is equal to |ei(α)f ′(α) − e′i(α)f(α)|. We compute the
right-hand side of (3). Note that pν(i) =

∑
j∈L(i) êj −

∑
j∈R(i) êj holds, where

L(i) = { j | det(êi, êj) < 0 } and R(i) = { j | det(êi, êj) > 0 }. Thus, we have

det(êi, pν(i)) =
∑

j∈L(i)

det(êi, êj) −
∑

j∈R(i)

det(êi, êj)

= −
∑

j∈L(i)

| det(êi, êj)| −
∑

j∈R(i)

| det(êi, êj)|

= −
n∑

j=1

| det(êi, êj)|.

Since | det(êi, êj)| = |ei(α)e′j(α)−e′i(α)ej(α)| holds, statement (b) of the second
statement holds.

Finally, it is sufficient to prove the case where I = {α } for the first state-
ment. When P ε degenerates to a line segment, the equality in (2) holds for the
minimum value of ε. Thus, the statement holds with no exceptional coefficient.

When convex polygon P ε does not degenerate to a line segment, f lies on an
edge of P ε for the minimum value of ε. Thus, f is equal to (1 − t)εpi + tεpi+1

for some i and 0 ≤ t ≤ 1. (If i = 2m − 1 then i + 1 is regarded as 0.) Therefore,
the statement holds. ��

Remark 3. A duality theorem (see, for example, p. 119 in [9]) is used for the
similar problem on finding a nearest real polynomial having a zero at a given
complex number [10]. In that problem, the minimum distance is computed in
Proposition 7.7.2 [21].

3 Computation Methods

In this section, we restrict numbers to real algebraic numbers and use exact
computations unless mentioned otherwise. The computation method when I
consists of one point is described in Theorem 3 and its proof. Hence, hereafter,
we assume that I does not degenerate to a point.

The following two subsections explain the computation methods for obtaining
candidate polynomials f̃ in two cases: the first case where |ai − ãi| = ‖f − f̃‖∞
for all i, and the second case where there is μ such that |aμ − ãμ| < ‖f − f̃‖∞.
Note that only the first case occurs when n = 1. From Theorem 2, there is a
nearest polynomial when 2 ≤ n. However, there might be no nearest polynomial
when n = 1.
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3.1 First Case

We can write a nearest polynomial f̃ as f +‖f − f̃‖∞
∑n

i=1 σiei, where σi = ±1.
Therefore, it is sufficient to solve the following 2n−1 systems of equations

f(x) + t

(
e1(x) +

n∑

i=2

σiei(x)

)
= f ′(x) + t

(
e′1(x) +

n∑

i=2

σie
′
i(x)

)
= 0, (4)

under the conditions that x ∈ I and t ∈ R. Among the solutions we take one
such that |t| is minimal. If there is no solution satisfying these conditions, there
is no nearest polynomial in this case.

For simplicity, we write e1(x) +
∑n

i=2 σiei(x) as p(x). Since (f(α), f ′(α)) 
=
(0, 0) for α ∈ I, (4) has a solution at x = α ∈ I if and only if α is a zero of
ψ(x) = f(x)p′(x) − f ′(x)p(x), and (p(α), p′(α)) 
= (0, 0).

When ψ(x) is not identically equal to 0, ψ(x) has a finite number of zeros.
Take α ∈ I such that ψ(α) = 0 and (p(α), p′(α)) 
= (0, 0). Then, (4) has a unique
solution t = −f(α)/p(α) (or −f ′(α)/p′(α) when p(α) = 0).

Next, we consider the case where ψ(x) is identically equal to 0. If p′(x) is
not identically equal to 0, then from similar arguments to those in the proof for
Theorem 2, we have f(x) = cp(x) for some c ∈ R. Therefore, the zero polynomial
is the only polynomial having a multiple zero in I. Since 1 ≤ deg(p) holds when
2 ≤ n, p′(x) being identically equal to 0 implies that n = 1. In this case, e1 is
constant, say c. Note that c 
= 0. Then, (4) is f(x) + ct = f ′(x) = 0. Take α ∈ I
such that f ′(α) = 0. Then, t = −f(α)/c.

In every case, there are only finitely many candidates α ∈ I.

3.2 Second Case

We can write a nearest polynomial f̃ as f(x)+ ãμeμ(x)+‖f − f̃‖∞
∑

i	=μ σiei(x),
where σi = ±1. Therefore, it is sufficient to solve the following n · 2n−2 systems
of equations

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

f(x) + tμeμ(x) + t

⎛

⎝eν(x) +
∑

i	=μ,ν

σiei(x)

⎞

⎠ = 0,

f ′(x) + tμe′μ(x) + t

⎛

⎝e′ν(x) +
∑

i	=μ,ν

σie
′
i(x)

⎞

⎠ = 0,

(5)

under the conditions that x ∈ I, tμ, t ∈ R, and |tμ| < |t|. Here, ν = 2 if μ = 1
and ν = 1 otherwise. Among the solutions, we take one such that |t| is minimal.
If there is no solution satisfying these conditions, there is no nearest polynomial
in this case.

For simplicity, we write eν(x) +
∑

i	=μ,ν σiei(x) as qμ(x). Take a multiple zero

α ∈ I of f̃(x). If the determinant
∣∣∣∣
eμ(x) qμ(x)
e′μ(x) q′μ(x)

∣∣∣∣ is 0 at x = α, we can decrease |t|
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such that the inequality |tμ| < |t| and the equations in (5) hold. This contradicts
the assumption that f̃ is a nearest polynomial. Therefore, the determinant is not
0 in a neighborhood U ⊂ I of α. Hence, we can write tμ and t as functions of x,
that is, tμ(x) and t(x). If |t(x)| does not have a minimum at x = α, by moving
β in I from α, we can decrease |t(β)| such that the condition |tμ(β)| < |t(β)|
and we obtain a polynomial g(x) = f(x) +

∑n
i=1 biei(x) (bi ∈ R) such that

g(β) = 0 and ‖f − g‖∞ < ‖f − f̃‖∞. This is a contradiction. Therefore, |t(x)|
has a minimum at x = α in U .

When t(x) is a constant c, the candidate polynomials satisfy |tμ(x)| < |c|. We
can take any α ∈ I as a candidate. (It is enough to take one α ∈ I.) When t(x)
is not constant and |t(x)| is minimal at x = α, α is a zero of dt(x)

dx or α is one of
the endpoints of I. Therefore, there are only finitely many candidates α ∈ I.

In every case, there are only finitely many candidates α ∈ I.

3.3 Computational Complexity

The systems of equations to be solved total 2n−1 in the first case and n · 2n−2

in the second case. Furthermore, we compare the values of t(α), where t are
rational functions with real algebraic coefficients and α are roots of the solved
equations.

3.4 Examples

Consider the following examples, which are closely related to the famous example
given by Wilkinson. Let f(x) =

∏20
i=1(x − i), e1(x) = x19, e2(x) = x18, and

I = R. For F1 = { f + c1e1 | c1 ∈ R } and F2 = { f + c1e1 + c2e2 | c1, c2 ∈
R }, there are unique nearest polynomials to f(x) having real multiple zeros.
That is, f(x) + 1.3508 . . .× 10−10x19 ∈ F1 with a multiple zero 15.4864 . . ., and
f(x) + 1.2689 . . . × 10−10(x19 + x18) ∈ F2 with a multiple zero 15.4869 . . ..

4 Conclusion

For a given real univariate polynomial f and a prescribed closed real interval I,
we proposed a method for finding a real univariate polynomial f̃ such that f̃ has
a real multiple zero in I and ‖f − f̃‖∞ is minimal.

The method is rigorous but its efficiency needs to be investigated, especially
to perform for larger examples. Thus, avoiding redundant computations will be
one of our studies. Considering similar problems in norms other than a weighted
l∞-norm is another direction of study.
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Abstract. Let f ∈ Q[X1, . . . , Xn] be a polynomial of degree D. Com-

puting the set of generalized critical values of the mapping f̃ : x ∈ Cn →
f(x) ∈ C (i.e. {c ∈ C | ∃(xk)k∈N f(xk) → c and ||xk||.||dxk f || →
0 when k → ∞}) is an important step in algorithms computing sam-
pling points in semi-algebraic sets defined by a single inequality.

A previous algorithm allows us to compute the set of generalized crit-
ical values of f̃ . This one is based on the computation of the critical
locus of a projection on a plane P . This plane P must be chosen such
that some global properness properties of some projections are satisfied.
These properties, which are generically satisfied, are difficult to check in
practice. Moreover, choosing randomly the plane P induces a growth of
the coefficients appearing in the computations.

We provide here a new certified algorithm computing the set of genera-
lized critical values of f̃ . This one is still based on the computation of
the critical locus on a plane P . The certification process consists here in
checking that this critical locus has dimension 1 (which is easy to check
in practice), without any assumption of global properness. Moreover, this
allows us to limit the growth of coefficients appearing in the computations
by choosing a plane P defined by sparse equations. Additionally, we prove
that the degree of this critical curve is bounded by (D −1)n−1 − d where
d is the sum of the degrees of the positive dimensional components of
the ideal 〈 ∂f

∂X1
, . . . , ∂f

∂Xn
〉.

We also provide complexity estimates on the number of arithmetic
operations performed by a probabilistic version of our algorithm.

Practical experiments at the end of the paper show the relevance and
the importance of these results which improve significantly in practice
previous contributions.

1 Introduction

Consider f ∈ Q[X1, . . . , Xn] of degree D and the mapping f̃ : x ∈ Cn → f(x).
The set of generalized critical values of f̃ is defined as the set of points c ∈ C

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 42–56, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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such that there exists a sequence of points (xk)k∈N such that f(xk) → c and
||xk|||dxk

f ||| → 0 when k tends to ∞ (see [20]). From [14,20], this set of points
contains:

– the classical set of critical values, i.e. the set of roots of the polynomial
generating the principal ideal: 〈f − T, ∂f

∂X1
, . . . , ∂f

∂Xn
〉 ∩ Q[T ];

– the set of asymptotic critical values which is the set of complex numbers
for which there exists a sequence of points (xk)k∈N ⊂ Cn such that ||xk||
tends to ∞ and

∣∣∣
∣∣∣
(
Xi

∂f
∂Xj

)
(xk)
∣∣∣
∣∣∣ tends to 0 when k tends to ∞ for all

(i, j) ∈ {1, . . . , n} × {1, . . . , n}.

In this paper, we provide an efficient algorithm allowing us to compute the set
of generalized critical values of the polynomial mapping f̃ .

Motivation and Description of the Problem. The interest of computing asymp-
totic critical values of a polynomial mapping comes from the following result
which is proved in [28]: Let f ∈ Q[X1, . . . , Xn], and e ∈]0, e0[ where e0 is less
than the smallest positive generalized critical value of the mapping x → f(x).
If there exists x ∈ Rn such that f(x) = 0 then each connected component of
the semi-algebraic set defined by f > 0 contains a connected component of the
real algebraic set defined by f − e = 0. Thus, computing generalized critical val-
ues is a preliminary step of efficient algorithms computing sampling points in a
semi-algebraic set defined by a single inequality, testing the positivity of a given
polynomial, etc. In [28], the computation of generalized critical values is also
used to decide if a given hypersurface contains real regular points. Once gen-
eralized critical values are computed, it remains to compute at least one point
in each connected component in a real hypersurface which can be tackled using
algorithms relying on the critical point method introduced in [13] (see also [26]
and [25] for recent developments leading to practical efficiency).

Given A ∈ GLn(C), we denote by fA the polynomial f(AX). In [28], the
following result is proved (see [28, Theorem 3.6]): There exists a Zariski-closed
subset A � GLn(C) such that for all A ∈ GLn(Q) \ A, the set of asymptotic
critical values of x → f(x) is contained in the set of non-properness of the
projection on T restricted to the Zariski-closure of the constructible set defined
by fA − T = ∂fA

∂X1
= · · · = ∂fA

∂Xn−1
= 0, ∂fA

∂Xn

= 0.

This result induces a probabilistic algorithm which consists in:

1. choosing randomly a matrix A ∈ GLn(Q) and compute an algebraic repre-
sentation of the Zariski-closure CA of the constructible set defined by:

fA − T =
∂fA

∂X1
= · · · =

∂fA

∂Xn−1
= 0,

∂fA

∂Xn

= 0

2. Compute the set of non-properness of the projection on T restricted to CA.

Certifying this algorithm is done by checking that for i = 1, . . . , n − 1 the pro-
jection πi : (x1, . . . , xn, t) ∈ Cn+1 → (xn−i+1, . . . , xn, t) ∈ Ci+1 restricted to the
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Zariski-closure of the constructible set defined by

fA − T =
∂fA

∂X1
= · · · =

∂fA

∂Xn−i
= 0,

∂fA

∂Xn−i+1

= 0

is proper.
The above algorithm allows us to deal with non-trivial examples and has

been used to compute sampling points in a semi-algebraic set defined by a single
inequality (see [7] for an application in computational geometry). Nevertheless,
some improvements and theoretical issues could be expected:

1. how to limit the growth of coefficients appearing in the computations which
are induced by the change of variables A ?

2. the certification of the above algorithm can be expensive on some examples;
can we find a way to obtain a certified algorithm whose practical efficiency
is better than the one of [28]?

3. can we improve the degree bounds on the geometric objects considered dur-
ing the computations?

Main Contributions. The main result of this paper is the following (see Theorem
3 below): Let f be a polynomial in Q[X1, . . . , Xn]. Suppose that for all i ∈
{1, . . . , n − 1}, the Zariski-closure denoted by Wi of the constructible set defined
by f − T = ∂f

∂X1
= · · · = ∂f

∂Xn−i
= 0, ∂f

∂Xn−i+1

= 0 has dimension i. Then, the set

of asymptotic critical values of f is contained in the set of non-properness of the
projection (x1, . . . , xn, t) ∈ Cn → t restricted to W1.

Note that this strongly simplifies the certification process of the algorithm
designed in [28] since it is now reduced to compute the dimension of a Zariski-
closed algebraic set. This also allows us to use simpler matrices A (for which
the aforementioned projections πi may be not proper) to avoid a growth of the
coefficients. This result is obtained by using local properness of these projections
πi instead of global properness which is used in the proof of [28, Theorem 3.6].

Additionally, we prove that, There exists a Zariski-closed subset A � Cn such
that for all (a1, . . . , an) ∈ Cn \ A, the ideal
(
〈L ∂f

∂X1
− a1, L

∂f

∂X2
− a2, . . . , L

∂f

∂Xn
− an〉 ∩ Q[X1, . . . , Xn]

)
+ 〈f − T 〉

has either dimension 1 in Q[X1, . . . , Xn, T ] or it equals 〈1〉. Moreover, if the
determinant of the Hessian matrix associated to f is not identically null, there
exists a Zariski-closed subset A � Cn such that the above ideal has dimension 1
(see Proposition 1).

Thus, if the determinant of the Hessian matrix of f is not null, we are able
to apply the aforementioned result by performing linear change of variables to
compute asymptotic critical values by computing a set of non-properness of a
projection restricted to a curve. The degree of this curve is crucial to estimate
the complexity of our algorithm. We prove in Theorem 4 (see below) that it is
bounded by (D − 1)n−1 − d where d is the sum of the degrees of the positive
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dimensional irreducible components of the variety associated to 〈 ∂f
∂X1

, . . . , ∂f
∂Xn

〉.
Note that d is an intrinsic quantity. This last result improves the degree bounds
provided in [28].

We describe two versions of this algorithm. The first one is certified and uses
Gröbner bases to perform algebraic elimination. The second one is probabilistic
and uses the geometric resolution of algorithm of [19].

We have implemented the certified version of the algorithm we have obtained
using Gröbner bases. We did experiments comparing

– the algorithm we obtained,
– the one which is designed in [28]
– the one designed in [20]
– an algorithm based on CAD computing the asymptotic critical values of a

polynomial.

It appears that the algorithm we design in this paper is significantly faster than
the previous ones. Compared to the one given [28] which is based on similar
geometric techniques, the gain comes from the fact the growth of the coefficients
appearing in our algorithm is indeed better controlled.

Organization of the Paper. Section 2 is devoted to recall basic definitions and
properties about generalized critical values of a polynomial mapping. Section 3
is devoted to the proof of the results presented above. Section 4 is devoted to
present practical experiments showing the relevance of our approach.

2 Preliminaries

In this section, we recall the definitions and basic properties of generalized critical
values which can be found in [20].

Definition 1. A complex number c ∈ C is a critical value of the mapping f̃ :
y ∈ Cn → f(y) if and only if there exists z ∈ Cn such that f(z) = c and
∂f

∂X1
(z) = · · · = ∂f

∂Xn
(z) = 0.

A complex number c ∈ C is an asymptotic critical value of the mapping f̃ :
y ∈ Cn → f(y) if and only if there exists a sequence of points (z�)�∈N ⊂ Cn such
that:

– f(z�) tends to c when � tends to ∞.
– ||z�|| tends to +∞ when � tends to ∞.
– for all (i, j) ∈ {1, . . . , n}2 ||Xi(z�)||.|| ∂f

∂Xj
(z�)|| tends to 0 when � tends to ∞.

The set of generalized critical values is the union of the sets of critical values
and asymptotic critical values of f̃ .

In the sequel, we denote by K0(f) the set of critical values of f̃ , by K∞(f) the
set of asymptotic critical values of f̃ , and by K(f) the set of generalized critical
values of f̃ (i.e. K(f) = K0(f) ∪ K∞(f)).

In [20], the authors prove the following result which can be seen as a general-
ized Sard’s theorem for generalized critical values.
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Theorem 1. Let f be a polynomial in Q[X1, . . . , Xn] of degree D. The set of
generalized critical values K(f) of the mapping f̃ : x ∈ Cn → f(x) ∈ C is
Zariski-closed in C. Moreover, D�K∞(f) + �K0(f) ≤ Dn − 1

The main interest of the set of generalized critical values relies on its topological
properties which are summarized below and proved in [20].

Theorem 2. The mapping fC : x ∈ Cn → f(x) ∈ C realizes a locally trivial
fibration in Cn \ f−1

C (K(fC)).
The mapping fR : x ∈ Rn → f(x) ∈ R realizes a locally trivial fibration in
Rn \ f−1

R (K(fR)).

Thus, K(f) is Zariski-closed, degree bounds on K(f) are Bézout-like degree
bounds and its topological properties ensure that there is no topological change
of the fibers of f taken above any interval of R which has an empty intersection
with K(f).

In the sequel, for the sake of simplicity, we identify a polynomial f ∈ Q[X1,
. . . , Xn] with the mapping fC : x ∈ Cn → f(x) ∈ C.

3 Main Results and Algorithms

3.1 Geometric Results

In the sequel, we consider maps between complex or real algebraic varieties. The
notion of properness of such maps will be relative to the topologies induced by
the metric topologies of C or R. A map φ : V → W of topological spaces is said
to be proper at w ∈ W if there exists a neighborhood B of w such that f−1(B)
is compact (where B denotes the closure of B). The map φ is said to be proper
if it is proper at all w ∈ W .

The following lemma is used in the proof of the main result of this section.

Lemma 1. Let Δn−j be the Zariski-closure of the constructible set defined by

∂f

∂X1
= · · · =

∂f

∂Xn−j
= 0,

∂f

∂Xn−j+1

= 0.

Suppose that for j = 1, . . . , n−1, Δn−j has dimension j and that its intersection
with the hypersurface defined by ∂f

∂Xn−j+1
= 0 is regular and non-empty.

Consider the projection πn−j+2 : (x1, . . . , xn) ∈ Cn → (xn−j+2, . . . , xn) ∈
Cj−1 and suppose its restriction to Δn−j to be dominant. There exists a Zariski-
closed subset Z � Cj−1 such that if α /∈ Z and if there exists a sequence of points
(xk)k∈N ∈ π−1

n−j+2(α) ∩ Δn−j, such that ∂f
∂Xn−j+1

(xk) → 0 when k → ∞, then

there exists a point in x ∈ Δn−j such that πn−j+2(x) = α and ∂f
∂Xn−j+1

(x) = 0.

Proof. Let x be a point of Δn−j+1, which has, by assumption, dimension j − 1.
Then x belongs to an irreducible component of dimension j−1 of the intersection
of a component C′ of the variety V defined by ∂f

∂X1
= · · · = ∂f

∂Xn−j
= 0 with the
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hyperurface H defined by ∂f
∂Xn−j+1

= 0. The component C′ has thus a dimension
which is less than j + 1. Remark now that each component of V has dimension
greater than j−1 (since it is defined by the vanishing of n−j polynomials). Thus,
C′ has dimension j and its intersection with the hypersurface H is regular. Then,
C′ is an irreducible component of Δn−j . Consider C the union of such irreducible
components containing points of Δn−j+1.

Finally, each point in Δn−j+1 lies in C. Thus, it is sufficient to prove that for
a generic choice of α ∈ Cj−1, π−1

n−j+2(α) ∩ Δn−j+1 is zero-dimensional and not
isolated in the variety C.

Consider the ideal I = 〈 ∂f
∂X1

, . . . , ∂f
∂Xn−j

〉 : 〈 ∂f
∂Xn−j+1

〉∞ ⊂ Q[X1, . . . , Xn] and

the ideal J = I + 〈 ∂f
∂Xn−j+1

− U〉. Remark that I is equi-dimensional since it

has dimension j and contains 〈 ∂f
∂X1

, . . . , ∂f
∂Xn−j

〉 which has dimension at least j.
Moreover, by assumption, dim(J + 〈U〉) = dim(I) − 1 and πn−j+2 is dominant.
Then, for all k ∈ {1, . . . , n − j + 1} J ∩ Q[Xk, Xn−j+2, . . . , Xn, U ] + 〈U〉 is
generated by a non-constant polynomial Pk. If for all k ∈ {1, . . . , n − j + 1}, α
does not belong to the leading coefficient of Pk seen as a univariate polynomial
in Xk, π−1

n−j+2(α) has a zero-dimensional intersection A with the variety defined
by Δn−j+1. This intersection lies in C.

Remark now that C is equi-dimensional since I is equi-dimensional, so that
the points in A are not isolated in C. ��

Theorem 3. Let f be a polynomial in Q[X1, . . . , Xn]. Suppose that for all i ∈
{1, . . . , n − 1}, the Zariski-closure denoted by Wi of the constructible set defined
by f − T = ∂f

∂X1
= · · · = ∂f

∂Xn−i
= 0, ∂f

∂Xn−i+1

= 0 has dimension i. Then, the set

of asymptotic critical values of f is contained in the set of non-properness of the
projection (x1, . . . , xn, t) ∈ Cn → t restricted to W1.

The proof is based on similar arguments than the one of [28, Theorem 3.6]. We
consider below the projections: Πi : (x1, . . . , xn, t) �→ (xn−i+2, . . . , xn, t) (for
i = n, . . . , 2).

Proof. Given an integer j in {n+1, . . . , 2}, we say that property Pj is satisfied if
and only if the following assertion is true: let c ∈ K∞(f), there exists a sequence
of points (z�)�∈N such that for all � ∈ N, z� ∈ Wj−1; f(z�) → c when � → ∞;
||z�|| tends to ∞ when � tends to ∞; and ||z�||.||dz�

f || → 0 when � → ∞.
Suppose now Pj+1 is true. We show below that this implies Pj . Since Pj+1

is supposed to be true, then there exists a sequence of points (z�)�∈N such that
for all � ∈ N, z� ∈ Wj , f(z�) → c when � → ∞, ||z�|| tends to ∞ when � tends
to ∞ and ||z�||.||dz�

f || → 0 when � → ∞.
We prove below that one can choose such a sequence (z�)�∈N in Wj−1.
Consider the mapping φ : Wj ⊂ Cn+1 → C2j+1 which associates to a point

x = (x1, . . . , xn, t) ∈ Wj the point:
⎛

⎝xn−j+2, . . . , xn, t,
∂f

∂Xn−j+1
(x),

⎛

⎝xn−j+r

n∑

k=n−j+1

|| ∂f

∂Xk
(x)||

⎞

⎠

r=1,...,j

⎞

⎠
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Remark that using the isomorphism between Cn and R2n, it is easy to prove
that φ is a semi-algebraic map. Denote by

(an−j+2, . . . , an, an+1, a0,n−j+1, an−j+1,n−j+1, . . . , an,n−j+1)

the coordinates of the target space of φ.
By assumption, the restriction of Πj to Wj has finite fibers. Then, there

exists a semi-algebraic subset Z � C2j+1 " R4j+2 such that specializing the
coordinates (an−j+2, . . . , an, a0,n−j+1, an−j+1,n−j+1) of the target space of φ to
a point

αn−j+2, . . . , αn, α0,n−j+1, αn−j+1,n−j+1

outside Z defines a finite set of points in the image of φ. Indeed, these points
are the images of the points in Wj such that their Xi coordinate (for i = n −
j + 2, . . . , n) equals αi and Xn−j+1

∑n
k=n−j+1 || ∂f

∂Xk
|| equals αn−j+1,n−j+1.

Given a point α = (αn−j+2, . . . , αn) ∈ Cj−1 and a complex number θ =
(η1) ∈ C, such that (αn−j+2, . . . , αn, η1) /∈ Z, we denote by y(α, β) a point
in the image of φ obtained by specializing the first (j − 1) coordinates (corre-
sponding to xn−j+2, . . . , xn) to α and the j + 2-th coordinate (corresponding to
xn−j+1

∑n
k=n−j+1 || ∂f

∂Xk
||). We also denote by x(α, θ) a point in the pre-image

of y(α, θ) by φ.
Consider c ∈ K∞(f). Then, since Pj+1 is supposed to be true, there exists

a sequence of points (z�)�∈N ⊂ Cn in the Zariski-closure of the constructible set
defined by: ∂f

∂X1
= · · · = ∂f

∂Xn−j
= 0, ∂f

∂Xn−j+1

= 0 such that f(z�) tends to c

when � tends to ∞, ||z�|| tends to ∞ when � tends to ∞, and ||z�||.||dz�
f || tends

to 0 when � tends to ∞.
Consider the images by φ of the points (z�, f(z�)) and their first j − 1 co-

ordinates α� and θ� of their j + 2-th coordinate. We consider now the double
sequence (αi, θ�)(i,�)∈N×N.

Note that, by construction, θ� tends to 0 when � tends to ∞ and that the last
j + 1 coordinates of y(αi0 , θ�) tend to zero when i0 is fixed and � tends to ∞ if
Xn−j+1(x(αi0 , θ�)) does not tend to 0 when � tends to ∞.

If for all � ∈ N, ∂f
∂Xn−j+1

(z�) = 0 the result is obtained. Else, one can suppose

that for all � ∈ N, ∂f
∂Xn−j+1

(z�) 
= 0.
Remark that without loss of generality, we can do the assumption: for all

(i, j) ∈ N × N, x(αi, θ�) is not a root of ∂f
∂Xn−j+2

and (αi, θ�) /∈ Z.
Moreover, if j = n remark that the set of non-properness of Πn restricted to

the hypersurface defined by f−T = 0 is defined as the set of complex solutions of
the leading coefficient of f seen as a univariate polynomial in X1. Thus, without
loss of generality, one can suppose that for all i and for all t ∈ C, (αi, t) does not
belong to this set of non-properness. Else, up to a linear change of variables on
the variables Xn−j+2, . . . , Xn, one can suppose that the assumptions of Lemma 1
are satisfied and then we choose αi outside the Zariski-closed subset Z exhibited
in Lemma 1.

Remark that, since φ is semi-algebraic, Xn−j+1(x(α, θ)) is a root of a univari-
ate polynomial with coefficients depending on α and θ. Then, for a fixed integer
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i0, since θ� tends to (0) when � tends to ∞, Xn−j+1(x(αi0 , θ�)) has either a finite
limit or tends to ∞ when � tends to ∞.

In the sequel, we prove that for i0 ∈ N, y(αi0 , θ�) has a finite limit in C2n+1

when � tends to ∞. Suppose first that Xn−j+1(x(αi0 , θ�)) has a finite limit when
� tends to ∞. Then, f(x(αi0 , θ�)) remains bounded (since Xn−j+1(x(αi0 , θ�)) has
a finite limit and since ∂f

∂X1
, . . . , ∂f

∂Xn−j
vanish at x(αi0 , θ�)). Thus, it has conse-

quently a finite limit. Moreover, without loss of generality, one can suppose that
Xn−j+1(x(αi0 , θ�)) does not tend to 0 which implies that ∂f

∂Xn−j+1
(x(αi0 , θ�))

tends to 0 when � tends to ∞.
Suppose now that Xn−j+1(x(αi0 , θ�)) tends to ∞ when � tends to ∞. This

immediately implies that ∂f
∂Xn−j+1

(x(αi0 , θ�)) tends to 0 when � tends to ∞. Since

Xn−j+1(x(αi0 , θ�)) tends to ∞ when � tends to ∞, and
(
Xk

∂f
∂Xn−j+1

)
(x(αi0 , θ�))

tends to 0 when � (for k ∈ {n− j +1, . . . , n}) tends to ∞, using [28, Remark 2.2]
and the curve selection Lemma at infinity (see [20, Lemma 3.3, page 9], this
implies there exists a semi-algebraic arc γi0 : [0, 1[→ Rn such that:

– γi0([0, 1[) is included in the intersection of Wj and of the linear subspace
defined by Xk = Xk(αi0) for k = n − j + 2, . . . , n, which implies that

n∑

p=1

(
Xp

∂f

∂Xp

)
(γi0 (ρ)) =

(
Xn−j+1

∂f

∂Xn−j+1

)
(γi0 (ρ))

– ||γi0(ρ)|| → ∞ and ||Xn−j+1(γi0(ρ))||.|| ∂f
∂Xn−j+1

(γi0(ρ))|| → 0 when ρ

tends to 1.

From Lojasiewicz’s inequality at infinity [4, 2.3.11, p. 63], this implies that
there exists an integer N ≥ 1 such that: ∀ρ ∈ [0, 1[, || ∂f

∂Xn−j+1
(γi0(ρ)))|| ≤

||Xn−j+1(γi0(ρ))||−1− 1
N . Following the same reasoning as in [20, Lemma 3.4,

page 9], one can re-parametrize γi0 such that γi0 becomes a semi-algebraic func-
tion from [0, +∞[ to Rn and limρ→1 ||γ̇i0(ρ)|| = 1. Thus, the following yields:
∀p ∈ [0, +∞[, || ∂f

∂Xn−j+1
(γi0(ρ))||.||γ̇i0 (ρ)|| ≤ ||Xn−j+1(γi0(ρ))||−1− 1

N .||γ̇i0(ρ)||
and there exists B ∈ R such that

∫∞
0 ||γi0(ρ)||−1− 1

N .||γ̇i0(ρ)||dρ ≤ B.. Since

∫ ∞

0

||γi0(ρ)||−1− 1
N .||γ̇i0(ρ)||dρ ≥

∫ ∞

0

||Xn−j+1(γi0(ρ))||−1− 1
N .||γ̇i0(ρ)||dρ

and
∫∞
0 || ∂f

∂Xn−j+1
(γi0(ρ))||.||γ̇i0 (ρ)||dρ ≥ ||

∫∞
0

∂f
∂Xn−j+1

(γi0 (ρ)).γ̇i0(ρ)dρ||, one

has finally ||
∫∞
0

∂f
∂Xn−j+1

(γi0(ρ)).γ̇i0 (ρ)dρ|| ≤ B. Thus, the restriction of f is
bounded along γi0 .

Finally, we have proved that y(αi0 , θ�) tends to a point whose j + 1-th coor-
dinates is null.

Let yi0 be the limit of y(αi0 , θ�) and let pi0 ∈ Cn be (αi0 , ci0) and p� ∈ Cn be
the point whose coordinates are the j-first coordinates of y(αi0 , θ�).
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We prove now that yi0 belongs to the image of φ. If j = n this is a consequence
of the fact that (αi0 , ci0) does not belong to the set of non-properness of Πn

restricted to the vanishing set of f − T = 0. If j < n this is an immediate
consequence of Lemma 1.

Thus, Π−1
j+1(pi0) ∩ Wj−1 
= ∅ and one can extract a converging subsequence

from (x(αi0 , θ�))�∈N and let xi0 be the limit of the chosen converging subsequence.
It remains to prove that:

– (f(xi0 ))i0∈N tends to c when i0 tends to ∞
–
(
Xi

∂f
∂Xj

)
(xi0 ) for (i, j) ∈ {1, . . . , n} tends to 0 when i0 tends to ∞.

which is a consequence of the continuity of the polynomials f and Xi
∂f

∂Xj
for

i = 2, . . . , n, and the definition of the sequence of points x(αi, θ�). ��

Proposition 1. Let f ∈ Q[X1, . . . , Xn] be a polynomial of degree D ≥ 2. There
exists a Zariski-closed subset A � Cn such that for all (a1, . . . , an) ∈ Cn \A, the
ideal
(
〈L ∂f

∂X1
− a1, L

∂f

∂X2
− a2, . . . , L

∂f

∂Xn
− an〉 ∩ Q[X1, . . . , Xn]

)
+ 〈f − T 〉

has either dimension 1 in Q[X1, . . . , Xn, T ] or it equals 〈1〉. Moreover, if the
determinant of the Hessian matrix associated to f is not identically null, there
exists a Zariski-closed subset A � Cn such that the above ideal has dimension 1.

Proof. This is an immediate consequence ofSard’s theorem (see [4, Theorem 2.5.11
and 2.5.12]) applied to the mapping (x, �) ∈ Cn × C →

(
� ∂f

∂X1
, . . . , � ∂f

∂Xn

)
��

Theorem 4. Let d be the sum of the degrees of the positive-dimensional primes
associated to the ideal 〈 ∂f

∂X1
, . . . , ∂f

∂Xn
〉. The degree of the curve associated to the

ideal
(
〈L ∂f

∂Xn
− 1, ∂f

∂X1
, . . . , ∂f

∂Xn−1
〉 ∩ Q[X1, . . . , Xn]

)
+ 〈f − T 〉 is dominated by

(D − 1)n−1 − d.

Proof. From [9], the sum of the degrees of the prime ideals associated to the
radical of the ideal I = 〈 ∂f

∂X2
, . . . , ∂f

∂Xn
〉 is dominated by (D − 1)n−1. Consider

the intersection P of these primes which contain ∂f
∂X1

. Remark now that P +
〈 ∂f

∂Xn
〉 = P and then, that the variety associated to P + 〈 ∂f

∂Xn
〉 is the union

of the irreducible components of positive dimension associated to the radical of
the ideal 〈 ∂f

∂X1
, . . . , ∂f

∂Xn
〉. Note now that the degree of the curve defined by the

ideal J = 〈L ∂f
∂Xn

− 1, ∂f
∂X1

, . . . , ∂f
∂Xn−1

〉 ∩ Q[X1, . . . , Xn] is bounded by the one of
I : P∞ and then is bounded by (D − 1)n−1 − d since d is the sum of the degrees
of the primes associated to P . At last, note that J + 〈f −T 〉 has the same degree
than the one of J .
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3.2 Algorithms and Complexity

Our algorithm takes as input a polynomial f ∈ Q[X1, . . . , Xn] and outputs
a non-zero univariate polynomial in Q[T ] whose set of roots contains the set
of generalized critical values of the mapping x ∈ Cn → f(x). We focus on the
computation of the asymptotic critical values, the case of the critical values being
already investigated in [28]. Our procedure makes use of algebraic elimination
algorithms to represent algebraic varieties defined as the Zariski-closure of the
constructible sets defined by fA − T = ∂fA

∂X1
= · · · = ∂fA

∂Xn−1
= 0, ∂f

∂Xn

= 0.

Below, we show how to use Gröbner bases or the geometric resolution algorithm
in our procedures computing the set of asymptotic critical values of f .

Using Gröbner Bases. From Proposition 1, if the determinant of the Hessian
matrix of f is not zero, the set of matrices A such that the Zariski-closure CA

of the complex solution set of fA −T = ∂fA

∂X1
= · · · = ∂fA

∂Xn−1
= 0, ∂fA

∂Xn

= 0 has

dimension 1 is Zariski-opened in GLn(C). From Theorem 3, it suffices to find A ∈
GLn(Q) such that CA has dimension 1 and to compute the set of non-properness
of the restriction to CA of the projection π : (x1, . . . , xn, t) → t. The computation
of the set of non-properness requires as input a Gröbner basis encoding the
variety to which the considered projection is restricted. Such a routine is shortly
described in [28] (see also [26] or [16] for a complete description); it is named
SetOfNonProperness in the sequel.

Algorithm computing K∞(f) using Gröbner bases

– Input: a polynomial f in Q[X1, . . . , Xn].
– Output: a univariate polynomial P ∈ Q[T ] such that its zero-

set contains K∞(f).

– Let D = det(Hessian(f)). If D = 0 then return 1
– Choose A ∈ GLn(C).
– Compute a Gröbner basis G the ideal generated by

fA − T,
∂fA

∂X1
, . . . ,

∂fA

∂Xn−1
, L

∂fA

∂Xn
− 1

and its dimension d. If d 
= 1 then return to the previous step.
– Return SetOfNonProperness(G, {T })

In the above algorithm, one can first choose matrices A performing a sparse
linear change of variables in order to reduce the height of the integers appearing
in the computations. Nevertheless, the use of Gröbner bases as a routine of alge-
braic elimination does not allow us to obtain a complexity which is polynomial
in the quantity bounding the degree of the curve defined as the Zariski-closure
of the complex solution set of fA − T = ∂fA

∂X1
= · · · = ∂fA

∂Xn−1
= 0 ∂fA

∂Xn
− 1 
= 0.
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Using the Geometric Resolution Algorithm. To this end, we consider the geomet-
ric resolution algorithm (see [11], [12,19] and references therein). This algorithm
is probabilistic and returns a rational parametrization of the complex solution
set of the input (see [29] for situations where the input contains a parameter).
Here is how it can be used to compute the set of asymptotic critical values of
the mapping x ∈ Cn → f(x) ∈ C.

Probabilistic Algorithm computing K∞(f) using the
Geometric Resolution Algorithm

– Input: a polynomial f in Q[X1, . . . , Xn].
– Output: a univariate polynomial P ∈ Q[T ] such that its zero-

set contains K∞(f).

– Consider T as a parameter in the polynomial system fA−T =
∂fA

∂X1
= · · · = ∂fA

∂Xn−1
= 0, ∂fA

∂Xn

= 0 and compute a geometric

resolution.
– Return the least common multiple of the denominators in the

coefficients of the polynomial q.

Using Theorem 4 and Proposition 1, one obtains the following complexity
result as a by-product of the complexity estimates given in [19].

Theorem 5. The above probabilistic algorithm computing K∞(f) performs at
most O(n7δ4n) arithmetic operations in Q where δ is bounded by (D − 1)n−1 −
d, where d denotes the sum of the degrees of the positive dimensional primes
associated to the radical of the ideal generated by 〈 ∂f

∂X1
, . . . , ∂f

∂Xn
〉.

The above complexity estimate improves the one of [28, Theorem 4.3]. Remark
that d is intrinsic.

4 Practical Results

We have implemented the algorithm presented in the preceding section using
Gröbner bases. The Gröbner engine which is used is FGb, release 1.26, [8] which
is implemented in C by J.-C. Faugère. Computing rational parametrization of the
complex roots of a zero-dimensional ideal from a Gröbner basis is done by RS,
release 2.0.37, [21] which is implemented in C by F. Rouillier. Isolation of real
roots of univariate polynomials with rational coefficients is done by RS using
the algorithm provided in [23].

The resulting implementation is a part of the RAGLib Maple library (release
2.24) [24].

All the computations have been performed on a PC Intel Pentium Centrino
Processor 1.86 GHz with 2048 Kbytes of Cache and 1024 MB of RAM.
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4.1 Description of the Test-Suite

Our test-suite is based on polynomials coming from applications. Most of the
time, the user-question is to decide if the considered polynomial has constant sign
on Rn or to compute at least one point in each connected component outside its
vanishing set. As explained in the introduction, the computation of generalized
critical values is a preliminary step of efficient algorithms dealing with these
problems.

The following polynomial appears in a problem of algorithmic geometry study-
ing the Voronoi Diagram of three lines in R3. In [7], the authors focus on de-
termining topology changes of the Voronoi diagram of three lines in R3. The
question was first reduced to determining if the zero-set of the discriminant of
the following polynomial with respect of the variable u contains real regular
points.

This discriminant has degree 30. This discriminant is the product of a
polynomial of degree 18 and several polynomials up to an odd power whom
zero-set could not contain a real regular point since they are sums of squares.
The polynomial of degree 18 is Lazard II. D. Lazard and S. Lazard have also
asked to determine if the following polynomial which is denoted by Lazard I
in the sequel is always positive.

16 a
2 (

α
2 + 1 + β

2)
u
4 + 16 a

(
−α β a

2 + axα + 2 aα
2 + 2 a + 2 aβ

2 + ayβ − α β
)

u
3 +

((
24 a

2 + 4 a
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−24 β a
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(
a
2 + 1
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(β − aα + y − ax)2

The following polynomial appears in [15]. The problem consists in determining
the conditions on a, b, c and d such that the ellipse defined by (x−c)2

a2 + (y−d)2

b2 = 1
is inside the circle defined by x2+y2−1 = 0. The problem is reduced to compute
at least one point in each connected component of the semi-algebraic set defined
as the set of points at which the polynomial below (which is denoted by Ellipse-
Circle in the sequel) does not vanish.
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The polynomials
∑n

i=1

∏
j 	=i(Xi − Xj) which are called in the sequel LLn

are studied in [18]. They are used as a benchmark for algorithms decompos-
ing polynomials in sums of squares (see also [30]). In the sequel we consider
LL5 (which has degree 4 and contains 5 variables), LL6 (which has degree
5 and contains 6 variables) and LL7 (which has degree 6 and contains 7
variables).

We also consider polynomials coming from the Perspective-Three-Point Prob-
lem [10] which is an auto-calibration problem. Classifying the number of solutions
on some instances of this problem leads to compute at least one point in each
connected component outside a hypersurface. We consider two instances of this
problem leading to study

– a polynomial denoted by P3Piso of degree 16 having 4 variables and 153
monomials.

– a polynomial denoted P3P of degree 16 having 5 variables and 617
monomials.

These polynomials are too big for being printed here.

4.2 Practical Results

We only report on timings for the computation of asymptotic critical values.
Below, in the column JK we give the timings for computing asymptotic critical

values by using the algorithm of [20]. We obviously use the same Gröbner engine
FGb for both algorithms.

Using similar arguments than the ones used in [1], one can prove that
Cylindrical Algebraic Decomposition can compute a Zariski-closed set contain-
ing the generalized critical values of the mapping f : x → f(x) by computing
a CAD adapted to f − T (where T is a new variable) and considering T as the
smallest variable. The column CAD contains the timings of an implementation
of the open CAD algorithm in Maple which is due to G. Moroz and F. Rouillier.

The column S07 contains the timings obtained using the probabilistic
algorithm described in [28] to compute generalized critical values. In particu-
lar, we don’t count the time required to certify the output of this algorithm.

The column Algo contains the timings obtained with the implementation of
the algorithm described in this paper.

The symbol ∞ means that the computations have been stopped after 2 days
of computations without getting a result.

It appears that on all the considered problems, the algorithm given in [20]
does provide an answer in a reasonable amount of time.

On problems having at most 4 variables, the open CAD algorithm behaves
well (except on polynomials having a big degree) and our implementation has
comparable timings. On problems having more variables, our implementation
ends with reasonable timings while open CAD either does not end after 2 days
of computations or requires too much memory. This is mainly due to the highest
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degrees appearing in the projection step of CAD while the degrees of the polyno-
mials appearing during the execution of our algorithms is better controlled. The
same conclusions hold when we take into account the computation of classical
critical values.

In comparison with the algorithm provided in [28], our algorithm performs
better on harder problems. On some problems, we obtain a speed-up of 30.
This is mainly due to the fact that the growth of coefficients appearing in our
algorithm is better controlled than the ones appearing in the algorithm designed
in [28]: we take here advantage of Theorem 3 to choose sparse matrices A.
Note nevertheless that on smaller problems, our algorithm may be slower: this
is mainly due to the search of an appropriate projection (preserving the sparsity
of the initial problem) used for the computation of asymptotic critical values.

Table 1. Computation time obtained on a PC Intel Pentium Centrino Processor, 1.86
GHz with 2048 Kbytes of Cache and 1024 MB of RAM.

BM �vars Degree JK Algo S07 CAD
Lazard I 6 8 ∞ 14 sec. 2 sec. ∞
Lazard II 5 18 ∞ 192 sec. 3 hours ∞

Ellipse-Circle 4 12 ∞ 0.7 sec. 90 sec. 5 min.

LL5 5 4 ∞ 0.2 sec. 0.1 sec. 20 sec.

LL6 6 5 ∞ 9 sec. 2 sec. ∞
LL7 7 6 ∞ 28 sec. 139 sec. ∞

P3Piso 4 16 ∞ 1000 sec. 2 hours 20 min.

P3P 5 16 ∞ 1100 sec. 7 hours ∞.
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Abstract. Recently a method based on substitution of difference of
variables has been developed by Yang [12] for verifying the positive
semi-definiteness of homogeneous polynomials. In this paper, we inves-
tigate the structure of the cone formed by all symmetric homogeneous
polynomials whose positive semi-definiteness can proven by difference
substitution method.

Keywords: Homogeneous symmetric polynomial, Positive Semi-
Definiteness, Difference Substitution.

1 Introduction

Let Rn be the n-dimensional linear space and Rn
≥0 be the following subset of

Rn:

Rn
≥0 = {(x1, x2, · · · , xn)|x1 ≥ 0, x2 ≥ 0, · · · , xn ≥ 0}.

We call Rn
≥0 the positive quadrant of Rn. Let Sd

n ⊂ R[x1, x2, · · · , xn] be the
set of all symmetric homogeneous polynomials (also called forms) of degree d.
G.Polya [7] proved that if a form f(x1, x2, · · · , xn) is strictly positive in Rn

≥0,
then the coefficients of the following expression

expand((x1, x2, · · · , xn)Nf(x1, x2, · · · , xn))

are all positive if N is sufficiently large, where expand is the function that
distribute products over sums, as defined in Maple. But this method leads
to a rapid increase of computation complexity if it is used to check the positive
semi-definiteness (PSD). Huang et al. in [8] suggested a method to construct
a family of PSD ternary polynomials f

(d)
1 , f

(d)
2 , · · · , f

(d)
kd

(called Schur Basis) of
degree d such that each ternary polynomial f(x1, x2, x3) can be denoted as a
linear combination (called Schur Partition) of f

(d)
i (i = 1, 2, · · · , kd) uniquely:

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 57–71, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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f = a1f
(d)
1 + a2f

(d)
2 + · · · + akd

f
(d)
kd

.

Recently Schur Partition is generalized to forms with n variables in [2]. It is
obvious that if the Schur Partition of a given polynomial has no negative coef-
ficient then the polynomial must be PSD. There are examples to show that the
reverse is not true, that is, a PSD form may have some negative coefficients in
its Schur Partition. In this sense, Schur Partition provides a heuristic method
for checking PSD of forms. Another easy heuristic method for checking PSD for
symmetric polynomials is based on one easy observation and another not-so-
easy observation as following. The easier one is that f(x1, x2, · · · , xn) is PSD in
the positive quadrant if and only if f(x1, x2, · · · , xn) ≥ 0 for all x1, x2, · · · , xn

with 0 ≤ x1 ≤ x2 ≤ · · · ≤ xn. Meanwhile, not many people observed that for
sufficiently many PSD forms f(x1, x2, · · · , xn), the coefficients of the following
expression

expand(subs(x1 = u1, x2 = u1 + u2, · · · , xn = u1 + u2 + · · · + un), f))

are positive, where subs stands for substitution, as defined in Maple. In [12],
This naive method was extended to asymmetric (homogeneous) polynomials by
Yang in the following way: To each permutation σ = (i1, i2, · · · , in) of integers
1, 2, · · · , n, we associate the difference substitution Sσ defined by

Sσ = {xi1 = u1, xi1 = u1 + u2, · · · , xin = u1 + u2 + · · · + un}

and calculate expand(subs(Sσ, f(x1, x2, · · · , xn)). If all coefficients of such
expressions are positive, for all n! permutations, then the original polynomial f
is PSD. If all coefficients of these expressions are negative, for at least one substi-
tution, then f is not PSD. Otherwise, for some substitutions the coefficients are
neither all-positive nor all-negative. In the third case, do the difference substitu-
tions for these branches recursively. This method is called ”successive difference
substitution”. Yang actually proved some quite complicated inequalities using
this method.

In this paper we discuss the structure of the set Dd
n of positive semi-definite ho-

mogeneous symmetric polynomials, which can be proven by difference
substitution method, the measure of the cone in the whole positive semi-definite
polynomials, the relation between Schur Partition and difference substitution,
and the way to enlarge the convex cone for proving more polynomial inequalities.

The remainder of this paper is organized as follows. In Section 2 we introduce
the general notations. In Section 3, we prove that the Dd

n is a finitely generated
cone, and give a procedure SolvExtr for calculating the extremal rays of the cones
based on Chernikova’s algorithm. In Section 4, we show the process of calculating
extreme rays about D4

4. In Section 5, we will show that all PSD forms which
Schur Partition has no negative coefficients are contained in Dd

n. In Section 6, we
give a method to extend the cone generated by difference substitution. Section
7 is the conclusion.
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2 Notation

Assume in this paper that n ∈ N, n ≥ 2 and the variables are x1, x2, · · · , xn.

Notation 1. Let σ1, σ2, · · · , σn ∈ R[x1, x2, · · · , xn] be elementary symmetric
polynomials. They are viewed as:

σk =
∑

1≤i1<i2<···<ik≤n

xi1xi2 · · ·xik
, k = 1, 2, · · · , n.

Notation 2. It is well known that every homogeneous symmetric polynomial
f ∈ Sd

n can be denoted as a combination F (σ1, σ2, · · · , σn), where:

F (σ1, σ2, · · · , σn) =
∑

ad1,d2,··· ,dnσ1
d1σ2

d2 · · ·σn
dn ,

d1, d2, · · · , dn ≥ 0, d1 + 2d1 + · · · + ndn = d.

Then we define a list Σ(n, d) whose element is a monomial σ1
d1σ2

d2 · · ·σn
dn ,

which satisfied the conditions

d1, d2, · · · , dn ≥ 0,

d1 + 2d1 + · · · + ndn = d.

Also we mark p as the cardinality of Σ(n, d).

Notation 3. A polyhedral cone C ⊂ Rn is finitely generated, if it is generated
by a finite set of vectors, i.e., if it has the form

C = cone(α1, · · · , αr)

= {x|x =
r∑

j=1

μjαj , μj ≥ 0, j = 1, · · · , r},

where α1, · · · , αr are some vectors in Rn, and r is a positive integer [1].
A cone C is convex if

αx + (1 − α)y ∈ C, ∀x, y ∈ C, ∀α ∈ [0, 1].

A vector or point x ∈ C is said to be an extreme point of C if there do not exist
vectors y ∈ C and z ∈ C, with y 
= x and z 
= x, and a scalar α ∈ (0, 1) such
that x = αy+(1−α)z. Or equivalently, x can not be expressed as a combination
of convex vectors in C, all of which are different from x.

Notation 4. Let C-PSD denote the set of ternary positive semi-definite homo-
geneous symmetric polynomials where the coefficients of final expanding expres-
sions under Schur Partition are non-negative. Similarly, we use D-PSD to denote
the set corresponding to Difference Substitution.
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3 D-PSD Cone

In this section, we will describe the D-PSD topological structure.

Theorem 1. Dd
n is a finitely generated convex cone.

Proof: In Notation 2.2, we define Σ(n, d) = [s1, s2, · · · , sp] whose elements are
ordered by lexicographic term ordering. We can get the value of p, which is the
cardinality of Σ(n, d), by calculating the coefficients of zd in expansion of the
following series

(1 + z + z2 + · · · )(1 + z2 + z4 + · · · ) · · · (1 + zn + z2n + · · · ).

We know that every symmetric polynomial f ∈ Sd
n can be transformed into a

combination of s1, s2, · · · , sp. Conversely, given an array (α1, · · · , αp) ∈ Rp, we
can find a polynomial f(s1, s2, · · · , sp) = α1s1 + α2s2 + · · · + αpsp. Substitut-
ing the elementary symmetric polynomials σk into f(s1, s2, · · · , sp), we can get
a new homogeneous symmetric polynomial F (x1, x2, · · · , xn) ∈ Sn

d , whose co-
efficients are combinations of α1, α2, · · · , αp. So it can build up an one-to-one
correspondence between linear space Rp and Sd

n.
We use difference substitution to transform F (x1, x2, · · · , xn) into another

polynomial

φ(u1, u2, · · · , un) =
q∑

k=1

Lk(α1, α2, · · · , αp)Uk,

where every Uk(k = 1, 2, · · · , q) is a monomial of ui1
1 ui2

2 · · ·uin
n with i1, i2, · · · , in

≥ 0 and i1 + i2 + · · · + in = d, and every Lk(k = 1, 2, · · · , n) is the linear
combination of α1, α2, · · · , αp.

Since p is the cardinality of

{(d1, d2, · · · , dn)|d1, d2, · · · , dn ≥ 0; d1 + 2d2 + · · · + ndn = d}

and q is the cardinality of

{(i1, i2, · · · , in)|i1, i2, · · · , in ≥ 0; i1 + i2 + · · · + in = d},

it can easily be proven that q > p when n, d > 1. We also list some values of p
and q in Table 1.

Thus, φ(u1, u2, · · · , un) corresponding to the point coordinates (α1, α2, · · · , αn)
∈ Rp, belongs to D-PSD if and only if (α1, α2, · · · ,αn) satisfies by the following
group of inequalities:

Lk(α1, α2, · · · , αp) ≥ 0, (k = 1, 2, · · · , q).

From the Definition 3, we obtain that the semi-algebraic set of Lk is a polyhe-
dral convex cone in Rp. Moreover, the cone is generated by finite half lines from
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original point. The points on half lines are all the extreme points of polyhedral
convex cone. We mark the cone of D-PSD as C1.

To avoid confusion, we use a vector ξ = (ξ1, ξ2, · · · , ξp) to represent the whole
points of a half line defined by the original point and the point (ξ1, ξ2, · · · , ξp).
So

Dd
n = {α1s1 + α2s2 + · · · + αpsp|(α1, α2, · · · , αp) ∈ C1},

is a polyhedral convex cone in Sd
n. Furthermore, one can deduce that α1s1 +

α2s2 + · · · + αpsp is an extreme ray of Dd
n if and only if (α1, α2, · · · , αp) is an

extreme point of C1. �

From the above proof, provided every αk ≥ 0 (k = 1, 2, · · · , p), the polynomial
F = α1s1 + α2s2 + · · · + αpsp can be proven to be positive semi-definite easily
by checking the sign of coefficients in the new polynomial under difference sub-
stitution. So we get Rp

≥0 ⊂ C1. This represents that the measure μ(C1 ∩ S) of
intersection between the cone C1 and the unit ball S in Rp is larger than zero.

It is well known that a polyhedral convex cone has two dual representations:
halfspaces and extremal rays. To transform one form into the other, Chernikova’s
algorithm [3,4,5] is often used. In Theorem 2, we describe the outline of General
Chernikova’s Algorithm which does not limit in non-negative domain. More de-
tails can be found in [3,4,5,6,10,11,9].

Theorem 2. (General Chernikova’s Algorithm)
Let C = {x|Ax ≥ 0} be a polyhedral cone where A is an m × n matrix and
H = {x|cx ≥ 0} be a halfspace of Rn. Chernikova’s algorithm calculates the
extremal rays of cone C in an incremental manner. The target cone is pruned
recursively as follows:

C0 = Rn,

Ck = Ck−1 ∩ Hk 1 ≤ k ≤ m.

Let Q = {r1, r2, · · · , rs} be the irredundant set of unidirectional or extremal rays
and E = {z1, z2, · · · , zt} be the irredundant set of bidirectional rays of C. Let
Q′ and E′ denote the unidirectional and bidirectional set associated of C ∩ H
respectively.

Suppose E0 = {e1, e2, · · · , en} is the set of canonical basis vectors and Q0 =
∅. The result Q of Cm has the final extremal rays exactly. Let · denote the dot
product between vectors. In each step, we may encounter two following cases:

Case A: If there exists zk satisfying c·zk 
= 0, then it does the following operations

z′k = ±zk & c · z′k > 0,

i 
= k & z′i = λzi + μzk & λ > 0 & c · z′i = 0,

r′j = λrj + μzk & λ > 0 & c · r′j = 0,

Q′ = {r′1, r′2, · · · , r′s, z
′
k},

E′ = {z′1, · · · , z′k−1, z
′
k+1, · · · , z′t}.
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Case B: If all zk satisfy c · zk = 0, the bidirectional rays E remain unchangeably.
The new extremal rays Q′ are calculated by

Q′ = Q= ∪ Q> ∪ Q,

where

Q= = {r|r ∈ Q, r · c = 0},
Q> = {r|r ∈ Q, r · c > 0},
Q< = {r|r ∈ Q, r · c < 0},
Q = {r|r · c = 0, r = λr1 + μr2,

(r1, r2) ∈ Q> × Q<, λ > 0}.

It is noted that the initial algorithm only got the non-negative solutions and
generated many redundant unidirectional rays in computation, while Fernandez
and Quinton [6] extended the original algorithm to get the general solutions
by differentiating between unidirectional rays and bidirectional lines. Verge [11]
proposed a new enhanced criterion to filter out redundant linear combinations.
However, it is remarked that Chernikova’s algorithm is inconvenient to be im-
plemented with parallel computation as it is very complicated and non intuitive.

Theorem 3. Let L1, L2, · · · , Lq be a system of real homogeneous linear equa-
tions about variables α1, α2, · · · , αp and C be the coefficient matrix. Let C1

be the a convex cone which is finitely generated by the system of inequalities
L1 ≥ 0, L2 ≥ 0, · · · , Lq ≥ 0 in Rp and extr(C1) be the extreme points of cone
C1. Let the rank of coefficient matrix C be p, then for any ξ = (ξ1, ξ2, · · · , ξp) ∈
extr(C1), it can construct a new matrix C′ constituted by some row vectors from
L1 ≥ 0, L2 ≥ 0, · · · , Lq ≥ 0 which satisfy Lk(ξ) = 0. The rank of coefficients
matrix of C′ must be p − 1.

Proof: It is obvious that for any ξ ∈ extr(C1), there exists at least one poly-
nomial Lk(k = 1, 2, · · · , q) equal to zero at least. So we can assume that for
ξ ∈ extr(C1),

Lk(ξ) = 0, (1 ≤ k ≤ m),
Lk(ξ) > 0, (m + 1 ≤ k ≤ q),

and the rank of coefficient matrix, which is constructed by L1, · · · , Lm, is smaller
than p−1. Thus, we can get the basic solutions of equations L1 = 0, · · · , �Lm = 0
as follows

α1, · · · , αk, αj = cj,1α1 + · · · + cj,kαk, 1 < k < p, k < j ≤ p.

So assume the extreme point

ξ = (ξ1, · · · , ξk, ck+1,1ξ1 + · · · + ck+1,kξk, · · · , cp,1ξ1 + · · · + cp,kξk),
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where all L1(ξ), · · · , Lm(ξ) are zero. Without loss of generality, we randomly
select two points ξ′, ξ′′ ∈ Rk,

ξ′ = (ξ′1, · · · , ξ′k, ck+1,1ξ
′
1 + · · · + ck+1,kξ′k, · · · , cp,1ξ

′
1 + · · · + cp,kξ′k),

ξ′′ = (ξ′′1 , · · · , ξ′′k , ck+1,1ξ
′′
1 + · · · + ck+1,kξ′′k , · · · , cp,1ξ

′′
1 + · · · + cp,kξ′′k ),

which can satisfy the equations L1 = 0, · · · , Lm = 0. Especially, we can select

ξ′1 = ξ1 + η1ε, · · · , ξ′k = ξk + ηkε,

ξ′′1 = ξ1 − η1ε, · · · , ξ′′k = ξk − ηkε,

where ε is a random positive real number and (η1, · · · , ηk) is an unit normal
vector of (ξ1, · · · , ξk). Therefore we can get

ξ′, ξ′′ ∈ Rp \ {cξ|c > 0},
ξ′ + ξ′′ = 2ξ,

L1(ξ′) = · · · = Lm(ξ′) = 0,

L1(ξ′′) = · · · = Lm(ξ′′) = 0.

To complete the proving of this theorem, we need to prove the point ξ′, ξ′′ ∈
C1. To ξ′, ξ′′, there remain 2(q − m) linear functions

Lm+1(ξ′), · · · , Lq(ξ′), Lm+1(ξ′′), · · · , Lq(ξ′′).

Based on the above hypotheses, we have

Lm+1(ξ) > 0, · · · , Lq(ξ) > 0.

So according to the principle of sign preservation, we can select a sufficiently
small non-zero number ε to make

Lm+1(ξ′) > 0, · · · , Lq(ξ′) > 0,

Lm+1(ξ′′) > 0, · · · , Lq(ξ′′) > 0.

Thus we have ξ, ξ′, ξ′′ ∈ C1 synchronously, and 2ξ = ξ′ + ξ′′. However, we know
already that ξ is an extreme point of cone C1, then it is a contraction. So we
complete this proof. �

Based on Theorem 1 and Theorem 3, we give an algorithm SolvExtr to calculate
extreme rays of cone C1. SolvExtr is arranged to four steps.

Step 1. Let S be {L1, L2, · · · , Lq} with variables α1, · · · , αp and the set of
extreme points ExtSet be null initially. Calculate the rank of coefficient matrix
of S. If the rank r is less than p − 1, then return the incorrectness about the
inequalities definition of cone and end the algorithm.
Step 2. If the rank r ≥ p−1, it can extract p−1 row vectors from the coefficient
matrix and construct a new (p−1)×p matrix. we arrange the new matrixes into
a list

M = (M1, M2, · · · , Mk),

where each element is a (p − 1) × p matrix and
(
k=q
p−1

)
.
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Step 3. Calculate the extreme points until j = k (Implement in parallel com-
putation conveniently).

Step 3.1. Calculate the rank of all elements in M . For Mj(1 ≤ j ≤ k), we
can get the rank rj . If rj = p − 1 denotes that the dimension of base of slj is
one, we can get the base as (α1α, α2α, · · · , αpα) where α is a parameter.

Step 3.2. Substitute the base vector into S \Mj , we can get cpα, cp+1α, · · · ,
cqα. If each of cp, cp+1, · · · , cq is non-negative, thus

ExtSet = ExtSet ∪ {(α1, α2, · · · , αp)}.

If every element of cp, cp+1, · · · , cq is non-positive, then

ExtSet = ExtSet ∪ {(−α1,−α2, · · · ,−αp)}.

Step 4. Return the set ExtSet of extreme points.
Since

(
k=q
p−1

)
is finite, the algorithm SolvExtr can terminate normally. We can

sum up the above process to calculate all extreme points of a polyhedral convex
cone Dd

n which is constituted by many positive semi-definite homogeneous sym-
metric polynomials under difference substitution for given n, d ≥ 0.

DevSubExp Algorithm
Input: n, d ≥ 0.
Output: the homogeneous coordinates of extreme points of Dd

n. Step 1: con-

struct the list Σ(n, d) = [s1, s2, · · · , sp].
Step 2: construct the semi-algebraic set of Lk (k = 1, 2, · · · , q).
Step 3: calculate the extreme points of the polyhedral convex cone constituted
by Lk (k = 1, 2, · · · , q) based on SolvExtr Algorithm or General Chernikova’s
Algorithm.
Step 4: calculate the extreme points of Dd

n.

4 An Example for DevSubExp

In this section, we will show how to calculate the extreme points of D4
4 based on

DevSubExp Algorithm.
Firstly, we have

n = 4, d = 4.

According to the definition of Σ(n, d), we get

Σ(4, 4) = [σ4
1 , σ2

1σ2, σ1σ3, σ
2
2 , σ4]

where σ1, σ2, σ3, σ4 are the elementary symmetric polynomials.
The cardinality of Σ(4, 4) is five, so we construct a polynomial

F = α1σ
4
1 + α2σ

2
1σ2 + α3σ1σ3 + α4σ

2
2 + α5σ4.
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By substituting the elementary symmetric polynomials and the substitution
operators

σ1 = x1 + x2 + x3 + x4,

σ2 = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4,

σ3 = x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4,

σ4 = x1x2x3x4,

x1 = u1,

x2 = u1 + u2,

x3 = u1 + u2 + u3,

x4 = u1 + u2 + u3 + u4,

the polynomial F (σ1, σ2, σ3, σ4) is transformed into φ(u1, u2, u3, u4). We can
get the coefficients of φ(u1, u2, u3, u4) about ud1

1 ud2
2 ud3

3 ud4
4 by lexicographic term

ordering to construct the semi-algebraic set C1 and calculate the hyperplanes
Lk

L1 = α1 + 36α2 + 16α3 + 96α4 + 256α5,

L2 = 3α1 + 108α2 + 48α3 + 288α4 + 768α5,

· · · · · · ,

L34 = α4 + 8α5,

L35 = α5.

Executing the SolvExtr Algorithm, we can get the extreme points of C1

ExtSet = [(1, 0, 0, 0, 0), (
16
15

, 0,− 1
15

, 0, 0), (
5
3
,−4

9
,−2

3
,
5
9
,−1

9
),

(
64
45

,−16
45

,−16
45

,
16
45

,− 1
15

), (
8
5
,− 4

15
,− 7

10
,

7
15

,− 1
10

),

(
6
5
,

1
10

,− 3
10

, 0, 0), (0, 1,−4, 3, 0)].

With the polynomial F (σ1, σ2, σ3, σ4). The seven extremal rays of D4
4 are

E1 = x1x2x3x4,

E2 =
1
15

(x2
1x2x3 + x2

1x2x4 + x2
1x3x4 + x1x

2
2x3 + x1x

2
2x4 + x1x2x

2
3 + x1x2x

2
4

+x1x
2
3x4 + x1x3x

2
4 + x2

2x3x4 + x2x
2
3x4 + x2x3x

2
4 − 12x1x2x3x4),
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E3 =
1
9
(x4

1 − x3
1x2 − x3

1x3 − x3
1x4 + x2

1x2x3 + x2
1x2x4 + x2

1x3x4 − x1x
3
2 + x1x

2
2x3

+x1x
2
2x4 + x1x2x

2
3 − 3x1x2x3x4 + x1x2x

2
4 − x1x

3
3 + x1x

2
3x4 + x1x3x

2
4

−x1x
3
4 + x4

2 − x3
2x3 − x3

2x4 + x2
2x3x4 − x2x

3
3 + x2x

2
3x4 + x2x3x

2
4 − x2x

3
4

+x4
3 − x3

3x4 − x3x
3
4 + x4

4),

E4 =
1
45

(3x4
1 − 4x3

1x2 − 4x3
1x3 − 4x3

1x4 + 2x2
1x

2
2 + 4x2

1x2x3 + 4x2
1x2x4 + 2x2

1x
2
3

+4x2
1x3x4 + 2x2

1x
2
4 − 4x1x

3
2 + 4x1x

2
2x3 + 4x1x

2
2x4 + 4x1x2x

2
3 − 24x1x2x3x4

+4x1x2x
2
4 − 4x1x

3
3 + 4x1x

2
3x4 + 4x1x3x

2
4 − 4x1x

3
4 + 3x4

2 − 4x3
2x3 − 4x3

2x4

+2x2
2x

2
3 + 4x2

2x3x4 + 2x2
2x

2
4 − 4x2x

3
3 + 4x2x

2
3x4 + 4x2x3x

2
4 − 4x2x

3
4 + 3x4

3

−4x3
3x4 + 2x2

3x
2
4 − 4x3x

3
4 + 3x4

4),
E5 = −2x2

1x
2
4 − 2x2

2x
2
3 − 2x2

1x
2
2 − 2x2

1x
2
3 + x3

3x4 + x1x
3
4 + x2x

3
4 + x3x

3
4 + x3

1x2

+x3
1x3 + x3

1x4 + x3
2x3 + x3

2x4 + x1x
3
3 + x2x

3
3 + x1x

3
2 − 2x2

2x
2
4 − 2x2

3x
2
4,

E6 =
1
10

(x2
1x

2
2 − x2

1x2x3 − x2
1x2x4 + x2

1x
2
3 − x2

1x3x4 + x2
1x

2
4 − x1x

2
2x3 − x1x

2
2x4

−x1x2x
2
3 − x1x2x

2
4 − x1x

2
3x4 − x1x3x

2
4 + x2

2x
2
3 − x2

2x3x4 + x2
2x

2
4 − x2x

2
3x4

−x2x3x
2
4 + x2

3x
2
4 + 6x1x2x3x4),

E7 =
1
30

(3x4
1 − 2x3

1x2 − 2x3
1x3 − 2x3

1x4 − 2x2
1x

2
2 + 3x2

1x2x3 + 3x2
1x2x4 − 2x2

1x
2
3

+3x2
1x3x4 − 2x2

1x
2
4 − 2x1x

3
2 + 3x1x

2
2x3 + 3x1x

2
2x4 + 3x1x2x

2
3 + 3x1x2x

2
4

−2x1x
3
3 + 3x1x

2
3x4 + 3x1x3x

2
4 − 2x1x

3
4 + 3x4

2 − 2x3
2x3 − 2x3

2x4 − 2x2
2x

2
3

+3x2
2x3x4 − 2x2

2x
2
4 − 2x2x

3
3 + 3x2x

2
3x4 + 3x2x3x

2
4 − 2x2x

3
4 + 3x4

3 − 2x3
3x4

−2x2
3x

2
4 − 2x3x

3
4 + 3x4

4 − 12x1x2x3x4).

We also calculate the extremal rays for different p and q, listed in Table 1.

Table 1. Extremal Rays

(n,d) (p,q) Count of
Extremal Rays

(3,3) (3,10) 3

(3,4) (4,15) 5

(3,5) (5,21) 12

(3,6) (7,28) 34

(3,7) (8,36) 118

(4,3) (3,20) 4

(4,4) (5,35) 7

(4,5) (6,56) 24

5 Relation of C-PSD and D-PSD

Let’s consider ternary homogeneous symmetric polynomials. The variables are
x1, x2, x3, and the substitution operators are x1 = u1, x2 = u1 + u2, x3 = u1 +
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u2 +u3. Let Dd
3 be the set of d-form ternary positive semi-definite homogeneous

symmetric polynomials in Sd
3 under difference substitution. It is easily deduced

that

f, g ∈ Dd
3 ⇒ f + g ∈ Dd

3 ,

f ∈ Dd1
3 , g ∈ Dd2

3 ⇒ f · g ∈ Dd1+d2
3 .

In [8], Huang gave an algorithm to partition a ternary positive semi-definite ho-
mogeneous symmetric polynomial into a linear combination of five bases. Though
the algorithm is a sufficient condition for 3-ary d-forms to be positive semi-
definite, it can be used to prove many non-trivial inequalities. Since both Schur
Partition and Difference Substitution are useful tools for inequality proving, we
want to discover the relation between the two methods. We have Theorem 4 as
follows.

Theorem 4. For any given d, Cd
3 ⊆ Dd

3 .

Proof: The algorithm Schur Partition decomposes a ternary positive semi-
definite homogeneous symmetric polynomial into a linear combination of five
bases. The five bases are

f
(d)
0,1 = xd−2

1 (x1 − x2)(x1 − x3) + xd−2
2 (x2 − x3)

(x2 − x1) + xd−2
3 (x3 − x1)(x3 − x2) (d ≥ 2),

f
(d)
0,2 = xd−3

1 (x2 + x3)(x1 − x2)(x1 − x3)

+xd−3
2 (x3 + x1)(x2 − x3)(x2 − x1)

+xd−3
3 (x1 + x2)(x3 − x1)(x3 − x2) (d ≥ 3),

f
(d)
0,j = (x1 + x2 + x3)n−2j(x1x2 + x2x3 + x3x1)j−3

(x1 − x2)2(x2 − x3)2(x3 − x1)2 (3 ≤ j ≤ �d/2�),

f
(d)
0,(d+2)/2� =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(x2x3)
d−3
2 (x2 + x3)(x1 − x2)(x1 − x3)

+(x3x1)
d−3
2 (x3 + x1)(x2 − x3)(x2 − x1)

+(x1x2)
d−3
2 (x1 + x2)(x3 − x1)(x3 − x2)
(d ≡ 1(mod2), d ≥ 5),

(x2x3)
d−2
2 (x1 − x2)(x1 − x3)

+(x3x1)
d−2
2 (x2 − x3)(x2 − x1)

+(x1x2)
d−2
2 (x3 − x1)(x3 − x2)

(d ≡ 0(mod2), d ≥ 4),

f
(d)
i,j = (x1x2x3)ifn−3i

0,j (1 ≤ i ≤ �d − 2
3

�).

For the first basis f
(d)
0,1 , we substitute the substitution operators and obtain

f
(d)
0,1 = ud−2

1 (u2
2 + u2u3) + (u1 + u2)d−2(−u2u3) + (u1 + u2 + u3)d−2(u2u3 + u2

3)

= ud−2
1 (u2

2 + u2u3) + (u1 + u2 + u3)d−2u2
3 + [(u1 + u2 + u3)d−2 − (u1 + u2)d−2]u2u3.
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Because all u1, u2, u3 ≥ 0 and the coefficients of [(u1 + u2 + u3)d−2 − (u1 +
u2)d−2] are non-negative, it is obvious that f

(d)
0,1 ∈ Dd

3 .

For the second basis f
(d)
0,2 , we have

f
(d)
0,2 = ud−3

1 (2u1u
2
2 + 2u1u2u3 + 2u3

2 + 3u2
2u3 + u2u

2
3) − (u1 + u2)d−3

(2u1u2u3 + u2
2u3 + u2u

2
3) + (u1 + u2 + u3)d−3(2u1u2u3 + 2u1u

2
2 + u2

2u3 + u2u
2
3)

= ud−3
1 (2u1u

2
2 + 2u1u2u3 + 2u3

2 + 3u2
2u3 + u2u

2
3) + (u1 + u2 + u3)d−3(2u1u

2
3)

+[−(u1 + u2)d−3 + (u1 + u2 + u3)d−3](2u1u2u3 + u2
2u3 + u2u

2
3).

Because the coefficients of [(u1 + u2 + u3)d−3 − (u1 + u2)d−3] are non-negative,
it is obvious that f

(d)
0,2 ∈ Dd

3 .

For the third basis f
(d)
0,j (3 ≤ �d

2�), these following propositions are true.

(x1 + x2 + x3)d−2j inDd−2j
3 ,

(x1x2 + x2x3 + x3x1)j−3 ∈ D2j−6
3 ,

(x1 − x2)2(x2 − x3)2(x3 − x1)2 ∈ D6
3.

Thus f
(d)
0,j ∈ Dd

3 .

For the fourth basis f
(d)
0,(d+2)/2�, when d ≡ 1(mod2), d ≥ 5, let m = d−3

2 , we
have

f
(d)
0,(d+2)/2�=(u1 + u2)m(u1+u2+u3)m(2u1u

2
2 + 2u1u2u3 + 2u3

2 + 3u2
2u3 + u2u

2
3)

+(u1 + u2 + u3)mum
1 (−2u1u2u3 − u2

2u3 − u2u
2
3)

+um
1 (u1 + u2)m(2u1u2u3 + 2u1u

2
2 + u2

2u3 + u2u
2
3)

= (u1 + u2)m(u1 + u2 + u3)m(2u1u
2
2 + 2u3

2 + 2u2
2u3)

+um
1 (u1 + u2)m(2u1u2u3 + 2u1u

2
2 + u2

2u3 + u2u
2
3)

+[(u1 + u2)m − (u1)m](u1 + u2 + u3)m(2u1u2u3 + u2
2u3 + u2u

2
3).

when d ≡ 0(mod2), d ≥ 4, let m = d−2
2 , we have

f
(d)
0,(d+2)/2� = (u1 + u2)m(u1 + u2 + u3)m(u2

2 + u2u3)

+(u1 + u2 + u3)mum
1 (−u2u3) + um

1 (u1 + u2)m(u2u3 + u2
3)

= (u1 + u2)m(u1 + u2 + u3)mu2
2 + um

1 (u1 + u2)m(u2u3 + u2
3)

+[(u1 + u2)m − (u1)m](u1 + u2 + u3)m(2u1u2u3 + u2
2u3 + u2u

2
3).

Because the coefficients of [(u1 +u2)m − (u1)m] are non-negative, it is obvious
that f

(d)
0,(d+2)/2� ∈ Dd

3 .

Since the above four bases belong to Dd
3 , we have f

(d)
i,j ∈ Dd

3 normally.
So for every ternary polynomial whose positive semi-definiteness can be proven

by Schur Partition, it also can be proven by Difference Substitution. Thus we
complete this proof. �
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6 Extension of D-PSD Cone

It is remarked that the current D-PSD cone does not contain all positive semi-
definite homogeneous symmetric polynomials. For example, we have the follow-
ing 4-ary 4-form polynomial T (x1, x2, x3, x4) which can not be proven under
difference substitution in one round.

T = 25x4
1 − 42x3

1x2 − 42x3
1x3 − 42x3

1x4 + 43x2
1x

2
2 + 24x2

1x2x3 + 24x2
1x2x4

+43x2
1x

2
3 + 24x2

1x3x4 + 43x2
1x

2
4 − 42x1x

3
2 + 24x1x

2
2x3 + 24x1x

2
2x4 + 24x1x2x

2
3

−42x1x2x3x4 + 24x1x2x
2
4 − 42x1x

3
3 + 24x1x

2
3x4 + 24x1x3x

2
4 − 42x1x

3
4 + 25x4

2

+25x4
4 − 42x3

2x3 − 42x3
2x4 + 43x2

2x
2
3 + 24x2

2x3x4 + 43x2
2x

2
4 − 42x2x

3
3

+24x2x
2
3x4 + 24x2x3x

2
4 − 42x2x

3
4 + 25x4

3 − 42x3
3x4 + 43x2

3x
2
4 − 42x3x

3
4.

But we can prove the positive semi-definiteness of T by using two rounds of
difference substitution. This means it can extend the D-PSD cone to approximate
the set of all positive semi-definite homogeneous symmetric polynomials by using
difference substitution successively.

Let’s use C to denote the cone of a round of difference substitution and C′ to
be the cone of two rounds of difference substitution. In the following calculation,
we will show the extension from C to C′.

In section 4, we get the extremal rays of S4
4 and mark them as

Q = [E1, E2, E3, E4, E5, E6, E7].

We construct a new homogeneous symmetric polynomial F (x1, x2, x3, x4)

F = (1 − m)E5 +
m

6
(E1 + E2 + E3 + E4 + E5 + E6),

where m is a parameter. If 0 ≤ m ≤ 1, it is easily proven that F ≥ 0, thus F is
contained in the current D-PSD cone. Since F is symmetric, so we can take the
difference operators

x1 = u1, x2 = u1 + u2,

x3 = u1 + u2 + u3, x4 = u1 + u2 + u3 + u4

and get a new polynomial F ′ whose coefficients comprise m. If these coefficients
are all non-negative, then the positive semi-definiteness of F is proven. So we can
suppose all coefficients are non-negative and conclude that the maximal value
of m is 60

59 . This means for every m ∈ [0, 60
59 ], F is positive since it is in D-PSD

cone. For m > 60
59 , F is excluded of current D-PSD cone.

If we continue to do difference substitution, we need consider all possible
orders between the variables since F ′ is asymmetric. There are 4! = 24 variable
orders. Suppose u1 ≤ u2 ≤ u3 ≤ u4, we take the new difference operators

u1 = v1, u2 = v1 + v2,

u3 = v1 + v2 + v3, u4 = v1 + v2 + v3 + v4,
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into F ′ and get a polynomial G(v1, v2, v3, v4). Let the coefficients of G be non-
negative, then we can get the maximal value of m is 83700

80083 . By calculating all
24 variables orders, we get that the final maximal value of m is 30

29 . Through
two rounds of difference substitution, the positive semi-definiteness of F with
m ∈ (60

59 , 30
29 ] is proven while the D-PSD cone is extended to a larger one. However,

we now do not know what is the end point of expansion and topological structure
of the final D-PSD cone.

7 Conclusions

In this paper, we have presented a plain method called Difference Substitution
to verify the positive semi-definiteness of homogeneous symmetric polynomi-
als. Several examples highlight the importance of this method. The topological
structure of this method is proven as a finitely generated convex cone and the
extremal rays can be calculated with DevSubExp Algorithm or Chernikova’s Al-
gorithm. An example of S4

4 is also illustrated. Furthermore, our method can not
only take the place of Schur Partition to prove the positive semi-definiteness of
3-ary n-forms but also prove more with higher dimension or degree. Additionally,
the D-PSD cone is extended to a larger one, so as to prove more polynomials’
positive semi-definiteness.

More work is needed on the following points. Both DevSubExp Algorithm and
Chernikova’s Algorithm encounter the problem of combinational explosion. Par-
allel computation may calculate faster for some special polynomial inequalities
higher degrees or more variables. The extremal rays of extended D-PSD cone
and the transformation of extremal rays may be considered carefully.

Finally, we should indicate that the successive difference substitution method
we show in this paper is rather a heuristic one. We would like to express our
appreciation to one of the referees who kindly provided the following example

f(x, y) =
[
a · (x2 + y2) − (x + y)2

]2
,

whose positive semi-definiteness can not be verified by our method.

Acknowledgments. The work is supported in part by NKBRPC-2004CB318003
and NNSFC-10471044.
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Abstract. Division algorithms for univariate polynomials represented
with respect to Lagrange and Bernstein basis are developed. These algo-
rithms are obtained by abstracting from the classical polynomial division
algorithm for polynomials represented with respect to the usual power
basis. It is shown that these algorithms are quadratic in the degrees of
their inputs, as in the power basis case.

Keywords: polynomial division, Lagrange basis, Bernstein basis.

1 Introduction

Fundamental operations for polynomials represented with respect to bases other
than the usual power basis are being intensely studied. Examples include compu-
tation of resultants and resultant matrices [8,16,22], gcds [10,12,17], generalized
companion matrices [7,11,23,24], polynomial remainder sequences [6,14], and
polynomial division [1,5,19]. Carrying out fundamental operations over alterna-
tive bases is motivated by the desire to avoid computational cost and numeric
errors incurred by converting between different polynomial bases [9,15,20] and
practical applications [3,4].

The current paper studies division of univariate polynomials represented with
respect to the Lagrange basis as well as the Bernstein basis. Current algorithms
for polynomial division over these bases ([1,2] and respectively [19]) proceed by
setting up systems of linear equations for the coefficients of the quotient and re-
mainder. Then solutions are computed by respectively using SVD and LU factor-
ization. Since the sizes of these systems of equations are linear in the degrees of
the input polynomials and the solution methods require a worst-case cubic number
of arithmetic operations the worst-case complexity of these methods is expected
to be cubic. However, it is well-known that the worst-case complexity of divid-
ing polynomials represented with respect to the usual power basis is quadratic.
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For example, [21] shows that for polynomials represented in power basis division
by the classical division algorithm is O((n + 1)(m − n + 1)), where m and n re-
spectively is the degree of the dividend and divisor. Therefore there seems to be a
gap in the current theory. It seems that an appropriate generalization of the classi-
cal division algorithm that exhibits quadratic worst-case complexity for Lagrange
and Bernstein basis is lacking. The current paper addresses this gap by providing
a generalized division algorithm (Section 2) and by showing quadratic worst-case
complexities for the number of arithmetic operations required for division over
Lagrange (Theorem 15) and Bernstein (Theorem 26) basis.

Before we conclude this introductory section, we discuss some other related
works, besides [1,2,19]. The work [5] uses matrix techniques to divide polyno-
mials over orthogonal bases which obviously do not include the Lagrange and
Bernstein bases. Therefore these techniques seem not immediately applicable
to dividing polynomials over Lagrange and Bernstein basis. These techniques
are based on the Cayley-Hamilton Theorem and require generalized companion
matrices, the comrade matrices. But recently, some generalized companion ma-
trices over the Lagrange and Bernstein basis have been developed [11,23,24]. It
would be interesting to attempt to generalize the techniques from [5] to these
companion matrices. However it is not obvious if a resulting matrix-based divi-
sion algorithm would be of quadratic worst-case complexity. In the case of the
Bernstein basis it may even be doubtful because of the cost associated with com-
puting the generalized companion matrix [24]. Another approach for addressing
the problem of the current paper would be to efficiently convert the polynomi-
als into power basis [9,15,20], to apply some fast polynomial division algorithm
in power basis and to convert the result back into Lagrange or Bernstein basis.
However, this is not the focus of the current paper. The goal of the current paper
is to provide an algorithm that does not require basis conversion.

The paper is organized as follows. Section 2 provides a generalized (basis-
independent) framework for polynomial division. The following two sections, 3
and 4, apply the generalized framework to polynomials represented respectively
in Lagrange and Bernstein basis.

2 Basis-Independent Framework for Polynomial Division

The purpose of this section is to give a general framework, which is basis-
independent, for the well-known classical division algorithm for polynomials
given in power basis representation. In subsequent sections this framework will
be specialized in order to obtain division algorithms for polynomials in Lagrange
and in Bernstein basis.

2.1 Motivating Example

We divide the polynomial f0 by the polynomial g presented in power basis by
f0 = 6 x3 + 3 x2 + 12 x − 3 and g = 2 x + 1. When carrying out the division
we generate a sequence f1, f2, f3 where fi+1 is obtained from fi by removing the
leading term, that is,
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f1 = f0 − 3 x2 g = 0 x2 + 12 x − 3
f2 = f1 = 12 x − 3
f3 = f2 − 6 g = −9.

In this sequence each fi+1 has a smaller degree than its successor fi. Notice that
f1 and f3 are formed by subtracting multiples of g from f0 and respectively f2

such that the respective leading terms 6 x3 and 12 x vanish. In the case of f2 no
subtraction has to be carried out because 0 x2, the leading term of f1, contains
a vanishing coefficient. Moreover, the sequence of fi’s stops with f3 because the
degree of f3 is less than the degree of g. Obviously f3 is the remainder of f0

divided by g.
According to the sequence of fi’s we can also form a sequence of partial

quotients q1 = 3 x2, q2 = 0 x, q3 = 6. Then the quotient of f0 divided by g is the
sum q1 + q2 + q3 of the partial quotients.

So, what are the key operations needed for carrying out the division?

1. Extracting the coefficient of the leading term of a polynomial, e.g. when
forming f1 and f3. Subsequently, we will denote this operation with the
symbol Head.

2. Extracting the part of a polynomial minus the leading term, e.g. when form-
ing f2. Subsequently, we will denote this operation with the symbol Tail.

3. Multiple of g matching the degree of fi, e.g. x2 g. Subsequently, we will
denote this operation with the symbol Match.

4. Partial quotient, the multiplier for the operation Match, e.g. x2 for x2 g.
Subsequently, we will denote this operation with the symbol Quot.

2.2 Definition of Polynomial Division Algorithm

We define a polynomial division algorithm in a general setting independent from
the bases in which the polynomials are represented. The algorithms uses some
basic operators we define first.

Definition 1. For some field F , the symbol F [x]m denotes the F -vector space
of polynomials of degree up to m in the variable x. Moreover we let deg(0) = −1
and for m < 0 the symbol F [x]m denotes the (trivial) F -vector space {0}.

Definition 2. (Basic Operators)

Head: By Headm(f) we denote the coefficient of xm of the polynomial f in
F [x]m.

Tail: By Tailm we denote a function that identically maps any polynomial f in
F [x]m of degree at most m − 1 into F [x]m−1.

Match: If f , g respectively is a polynomial of degree m and n, with n ≤ m, then
Matchk(f, g) = q g for some polynomial q ∈ F [x]k of degree m − n ≤ k.

Quot: Quotk(f, g) denotes the factor q in the definition of Matchk(f, g).

The operator Tail in the above definition is important in computations. That
is, if f is represented with respect to some basis of F [x]m, then Tailm(f) is f
represented with respect to some basis of F [x]m−1.
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In the above definition of the operator Match, the polynomial q is only speci-
fied up to degree. Later, it will be specified precisely as suitable for computations
in Lagrange and Bernstein basis. The objective of its definition will be to allow
to efficiently compute the product Matchm−n(f, g) = Quotm−n(f, g) · g. More-
over note that the operator Match only depends on the degree of f , not on its
coefficients. We included f in the definition rather than only its degree for the
sake of a clearer presentation.

The subsequent examples illustrate the definitions for polynomials represented
in the power basis {1, x, x2, x3, . . .}.

Example 3. For polynomials in power basis representation,

1. Headm(
∑m

k=0 ak xk) = am,
2. Tailm(0 · xm +

∑m−1
k=0 ak xk) =

∑m−1
k=0 ak xk,

3. Matchm−n(f, g) = xm−n g, where f , g respectively is of degree m and n,
4. Quotm−n(f, g) = xm−n.

Polynomial Division Algorithm

Input: polynomials f ∈ F [x]m and g ∈ F [x]n, where g had degree n ≤ m.
Output: the quotient Q and the remainder R of f divided by g

Let f0 = f . Generate sequences of polynomials fi and qi, for i = 1, . . . , m−n+1,
such that

fi+1 = Tailm−i(fi − Headm−i(fi)
Headm−i(Matchm−n(fi, g))

Matchm−n(fi, g)),

qi+1 =
Headm−i(fi)

Headm−i(Matchm−n(fi, g))
Quotm−n(fi, g).

Then Q = q1 + · · · + qm−n+1 and R = fm−n+1.

Remark 4. It can happen that Head(fi) = 0 (see the motivating example
above). In this case the definition of fi+1 simply is Tailm−i(fi) and respectively
qi+1 is zero.

2.3 Complexity of the Division Algorithm

We investigate the worst-case complexity of the number of arithmetic operations
required by the polynomial division algorithm.

For the remainder of this section we assume that the polynomials are rep-
resented appropriately in order to guarantee the expected linear complexity of
addition, subtraction and multiplication by a constant. This is obviously possible
if a polynomial in F [x]m is represented by the list of (m + 1) coefficients with
respect to a fixed basis. Therefore we make the following assumption.

Assumption 5. The polynomials f, g ∈ F [x]m are represented such that the
number of arithmetic operations needed for computing f ± g and c · f , for any
constant c, is O(m).
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Next we formulate some natural assumptions on the complexities for computing
the basic operators from Definition 2, which are satisfied for computations in
the standard power basis. Later we will investigate whether the basic operators
for the Lagrange and Bernstein bases fulfill these assumptions.

Assumption 6. The number of arithmetic operations needed for computing

Headm(f) is O(m), Matchk(f, g) is O(n),
Tailm(f) is O(m), Quotk(f, g) is O(k).

Theorem 7. Under Assumption 6 the number of arithmetic operations needed
for computing the quotient and remainder of f by g is O(m · (m − n + 1)).

Proof: Since the division algorithm generates m − n + 1 polynomials fi and qi.
It remains to check that the number of arithmetic operations is O(m) for each i.
Notice that by the definition of the operator Tail the degree of fi is at most m−i.
Therefore Head(fi)

Head(Matchm−n(fi, g)) is O(m). Thus computing fi+1 and qi+1 is O(m).
Furthermore, computing the sum in the quotient Q is O((m − n)(m − n + 1))
which is O(m · (m − n + 1)). �

Remark 8. By [21] division over the power basis is O(n · (m − n + 1)). Notice
that the left-hand factor only depends on n and not on m. This is due to being
able to retrieve the leading coefficient of a polynomial represented in power
basis in constant time. For Lagrange and Bernstein basis this operation is non-
constant, O(m). Hence we get the factor m in the complexity.

Next we prove the correctness of the division algorithm.

2.4 Correctness of the Division Algorithm

The sequence of fi’s satisfies the invariant fi = qi+1 g + fi+1. Thus f0 =
(
∑m−n+1

i=1 qi)g + fm−n+1. Since by the definition of the operator Tail the degrees
of the polynomials of the sequence fi are decreasing, the degree of fm−n+1 is less
than the degree of g. Therefore Q =

∑m−n+1
i=1 qi is the quotient of the division

of f0 by g and R = fm−n+1 is the remainder.

3 Division in Lagrange Basis

This section consists of three parts. The first part defines the basic operators
required for polynomial division (Definition 2). The second part derives the
complexity of the division algorithm. The third part proves the correctness of
the definitions.

3.1 Definition of Basic Operators

We start with the definition of the Lagrange basis.
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Definition 9 (Lagrange basis). Let λj,m = πj,m

πj,m
where πj,m =

∏m
i=0
i	=j

(x − xi)

and πj,m =
∏m

i=0
i	=j

(xj − xi). Then λm,m, . . . , λ0,m are called the Lagrange basis

of degree m.

Definition 10. We define the head and tail operators as

Headm(
m∑

j=0

aj λj,m) =
m∑

j=0

aj

πj,m
,

Tailm(
m∑

j=0

aj λj,m) =
m−1∑

j=0

aj λj,m−1 .

Definition 11. We define the match and quot operators as

Matchk(f,
n∑

j=0

bj λj,n)) =
n∑

j=0

bj πj,m π−1
j,n λj,m,

Quotk(f,
n∑

j=0

bj λj,n)) =
u∑

j=0

πj,m π−1
j,n λj,k,

where f ∈ F [x]m and u = min(k, n), if m > n, and u = k, if m = n.

The essential properties of the match and quot operators are

Matchk(f, g) = Quotk(f, g) · g,

Quotk(f, g) =
m∏

i=n+1

(x − xi)

which will be shown in the section on the correctness of the operators below.
Notice that Quotk(f, g) has been chosen such that the product Quotk(f, g)·g =
Matchk(f, g) can be easily computed in the basis for F [x]m.

Next we give an example for polynomial division when using these operators.
We use the same polynomials as in Section 2.1.

Example 12. With x0 = 0, x1 = 1, x2 = 2, x3 = 3, let the polynomials
f0 = 222 λ3,3 + 81 λ2,3 + 18 λ1,3 − 3 λ0,3 and g = 3 λ1,1 + 1 λ0,1. Then

f1 = f0 − 3 (−2 x (x − 2) + 3 (x − 1)(x − 2)) g = f0 − 3 (2 λ1,2 + 6 λ0,2) g
= 81 λ2,2 − 21 λ0,2,

f2 = f1 − 15 (−(x − 1)(x − 2) + x(x − 2)) g = f1 − 15 (−1 λ1,2 − 2 λ0,2) g
= 45 λ1,1 + 9 λ0,1

f3 = f2 − 18 · 1 · g = f2 − 18 (λ2,2 + λ1,2 + λ0,2)g
= −9 λ0,0
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3.2 Complexity

We investigate the number of arithmetic operations required to carry out the
polynomial division algorithm. Before we state the main result, Theorem 15, we
give some auxiliary lemmas.

Lemma 13. The number of arithmetic operations required to compute

(π0,n, π0,n+1, . . . , π0,m), . . . , (πm,n, πm,n+1, . . . , πm,m) is O(m2). (1)

Proof: Since πj,i+1 = (xj −xi+1) ·πj,i, for j ≤ i or j > i+1 and πj,i+1 = πj,i,
for j = i + 1, computing πj,n, πj,n+1, . . . , πj,m is O(m) for each j = 0, . . . , m. �

Lemma 14. Given all required values of πj,i, the basic operators from Defini-
tions 11 and 10 satisfy Assumption 6.

Proof: The head operator requires computing the sum of aj

πj,m
for j = 0, . . . , m

which is O(m). Furthermore, the tail operator is O(1).
The match and quot operators require computing π−1

j,m πj,n either for indices
j = 0, . . . , min(k, n) for Quotk(f, g) and for j = 0, . . . , n for Matchk(f, g), where
g ∈ F [x]n, which is O(k) and respectively O(n). Moreover Matchk(f, g) requires
computing (π−1

j,m πj,n) · bj for j = 0, . . . n which is O(n). Thus Matchk(f, g) and
Quotk(f, g) respectively is O(n) and O(k). �
Now we are ready to show the complexity of division.

Theorem 15. The number of arithmetic operations required for division in the
Lagrange basis is O(m2).

Proof: We observe that Matchk(f,
∑n

j=0 aj λj,n), Quotk(f,
∑n

j=0 bj λj,n) and
Headm(

∑m
j=0 aj λj,m) require the constants πj,n and πj,m, for j = 0, . . . , m.

Thus, considering n ≤ m, by Lemma 13, and Theorem 7, the division algorithm
is O(m2 + m (m − n + 1)) which is O(m2). �

3.3 Correctness

We prove the correctness of the definitions of the basic operators in the previous
section. The correctness follows from two theorems, 16 and 19, which respectively
verify the defining properties of the head/tail and match/quot operators.

Theorem 16. If
∑m

j=0
aj

πj,m
= 0 then

∑m
j=0 aj λj,m =

∑m−1
j=0 aj λj,m−1 .

Furthermore,
∑m

j=0
aj

πj,m
is the coefficient of xm in the polynomial

∑m
j=0 aj λj,m.

The right-hand side of the above equality is used to define the tail operator and
that the coefficient of xm is returned by the head operator.

Proof: Notice that the leading coefficient of λj,m is 1
πj,m

. Therefore the co-
efficient of xm in f =

∑m
j=0 aj λj,m is

∑m
j=0

aj

πj,m
. If
∑m

j=0
aj

πj,m
= 0 then

the degree of f is at most m − 1. In this case m interpolation points, say,
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(x0, a0), . . . , (xm−1, am−1) are sufficient to determine f . Therefore, we get f =∑m−1
j=0 aj λj,m−1 . �

Before proving the next theorem we give some auxiliary lemmas.
The following observation allows us to relate λj,m to λj,n.

Lemma 17. λj,m =
∏m

i=n+1 (x − xi) π−1
j,m πj,n λj,n if m ≥ n and j ≤ n.

Proof: For j ≤ n,

λj,m = π−1
j,m

n∏

i=1
i	=j

(x − xi)
m∏

i=n+1

(x − xi) = π−1
j,m πj,n

m∏

i=n+1

(x − xi) λj,n .

�
The next lemma allows us to write the factor from Lemma 17 that relates λj,m

to λj,n in terms of the Lagrange basis.

Lemma 18
m∏

i=n+1

(x − xi) =
u∑

j=0

πj,m π−1
j,n λj,k,

where u = min k, n, if 0 < m − n ≤ k, and u = k, if m = n.

Proof: Interpolating
∏m

i=n+1 (x − xi) for x = x0, . . . , xk, yields

m∏

i=n+1

(x − xi) =
k∑

j=0

(
m∏

i=n+1

(xj − xi)) λj,k .

In the trivial case of m = n the products for i ranging from n + 1 to m are
1, and thus the lemma holds for this case. So, let us assume the other case
0 < m − n ≤ k. Observe that

∏m
i=n+1 (xj − xi) = 0 for j ≥ n + 1. Therefore,

m∏

i=n+1

(x − xi) =
min(k,n)∑

j=0

(
m∏

i=n+1

(xj − xi)) λj,k .

Furthermore, for j ≤ n,

m∏

i=n+1

(xj −xi) =
m∏

i=n+1

(xj −xi) ·

∏n
i=1
i	=j

(xj − xi)
∏n

i=1
i	=j

(xj − xi)
=

∏m
i=1
i	=j

(xj − xi)
∏n

i=1
i	=j

(xj − xi)
=

πj,m

πj,n
.

�
The following theorem determines a multiple of a polynomial represented in
Lagrange basis. This multiple is denoted by the operator Match and the factor
by the operator Quot in the division algorithm.
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Theorem 19
n∑

j=0

bj πj,m π−1
j,n λj,m = (

u∑

j=0

πj,m π−1
j,n λj,k) (

n∑

j=0

bj λj,n),

where u = min(k, n), if 0 < m − n ≤ k ≤ m, and u = k, if m = n.

Proof: The case m = n is obvious because the left factor on the right-hand side
of the equality is 1. So, let us consider the other case. By Lemmas 17 and 18,

(
min(k,n)∑

j=0

πj,m π−1
j,n λj,k) (

n∑

j=0

bj λj,n) =
m∏

i=n+1

(x − xi) (
n∑

j=0

bj λj,n)

= (
n∑

j=0

bj

m∏

i=n+1

(x − xi) λj,n) = (
n∑

j=0

bj πj,m π−1
j,n λj,m).

�

4 Division in Bernstein Basis

This section consists of three parts. The first part defines the basic operators
required for polynomial division (Definition 2). The second part derives the
complexity of the division algorithm. The third part proves the correctness of
the definitions of the basic operators.

4.1 Definition of Basic Operators

We start with the definition of the Bernstein basis.

Definition 20 (Bernstein basis). Let βj,m =
(
m
j

)
xj (1 − x)m−j . Then the

polynomials βm,m, . . . , β0,m are called the Bernstein basis of degree m.

Definition 21. We define the head and tail operators as

Headm(
m∑

j=0

aj βj,m) =
m∑

j=0

(−1)m−j

(
m

j

)
aj ,

Tailm(
m∑

j=0

aj βj,m) =
m−1∑

j=0

(−1)j

(
j∑

i=0

(−1)i

(
m

i

)
ai

) (
m − 1

j

)−1

βj,m−1 .

Definition 22. We define the match and quot operators as

Matchk(f,
n∑

j=0

bj βj,n) =
n∑

j=0

bj

(
n

j

)(
m

j

)−1

βj,m,

Quotk(f,

n∑

j=0

bj βj,n) =
k−(m−n)∑

j=0

(
k − (m − n)

j

)(
k

j

)−1

βj,k .



Basis-Independent Polynomial Division Algorithm 81

The essential properties of the match and quot operators are

Matchk(f, g) = Quotk(f, g) · g,

Quotk(f, g) = (1 − x)m−n

which will be shown in the section on the correctness of the operators below.
Notice that Quotk(f, g) has been chosen such that the product Quotk(f, g)·g =
Matchk(f, g) can be easily computed in the basis for F [x]m.

Next we give an example for polynomial division when using these operators.
We use the same polynomials as in Section 2.1.

Example 23. Let

f = 18 β3,3 + 6 β2,3 + 1 β1,3 − 3 β0,3

g = 3 β1,1 + 1 β0,1

Then

f1 = f0 − 3 (1 − x)2 g = f0 − 3 β0,2 g = 18 β2,2 − 6 β0,2,
f2 = f1 − (−6) (1 − x) g = f1 − (−6) (1

2 β1,2 + β0,2) g = 18 β1,1,
f3 = f2 − 9 · 1 · g = f2 − 9 (β2,2 + β1,2 + β0,2) g = −9 β0,0 .

4.2 Complexity

We investigate the number of arithmetic operations required to carry out the
polynomial division algorithm. Before we state the main result, Theorem 26, we
give some auxiliary lemmas.

Lemma 24. The number of arithmetic operations required to compute all
(

i

j

)
, for j = 0, . . . , i and for i = min(m − n, n − 1), . . . , m (2)

is O(m2 − min(m − n, n − 1)2) .

Proof: Since
(

i
j+1

)
= i!

(i−j−1)! (j+1)! = i−j
j+1

(
i
j

)
, computing

(
i
0

)
, . . . ,
(
i
i

)
is O(i).

Thus computing
(

i
j

)
, for all j = 0, . . . , i and for all i = min(m − n, n − 1), . . . , m

is of order
∑m

i=min(m−n,n−1) i which is

O((m + min(m − n, n − 1))(m − min(m − n, n − 1) + 1)),

that is, O(m2 − min(m − n, n − 1)2). �

Lemma 25. Given all required values of
(

i
j

)
, the basic operators from Defini-

tions 22 and 21 satisfy Assumption 6.

Proof: The head operator requires computing the sum of (−1)m−j
(
m
j

)
aj for

j = 0, . . . , m which is O(m). Moreover the tail operator requires computing the



82 M. Minimair

sum of (−1)j γj

(
m−1

j

)−1
for j = 0, . . . , m − 1, where γj =

∑j
i=0 (−1)i

(
m
i

)
ai.

Since γj+1 = γj + (−1)j+1
(

m
j+1

)
aj+1, computing the head operator is O(m).

Given the constants
(

i
j

)
the operator Quotk(f,

∑n
j=0 bj βj,n) is of complex-

ity O(k − (m − n)), which is O(k), and the operator Matchk(f,
∑n

j=0 bj βj,n)

requires computing aj

(
n
j

) (
m
j

)−1 for j = 0, . . . , n which is O(n). �

Now we are ready to show the complexity of division.

Theorem 26. The number of arithmetic operations required for division in the
Bernstein basis is

O(m2 − min(m − n, n − 1)2).

Proof: We observe that Quotk(f,
∑n

j=0 bj βj,n) requires
(
k−(m−n)

j

)
, for all j =

0, . . . , k − (m − n) and that Matchk(f,
∑n

j=0 bj βj,n) requires the constants
(
n
j

)

and
(
m
j

)
, for j = 0, . . . , n. Furthermore we observe that Headm(

∑m
j=0 bj βj,m)

and Tailm(
∑m

j=0 bj βj,m) require the constants
(
m
j

)
, for j = 0, . . . , m and

(
m−1

j

)
,

for j = 0, . . . , m−1. Thus overall the division algorithm requires the constants
(

l
j

)
,

for j = 0, . . . , l and for l = min(m − n, n − 1), . . . , m. Therefore Lemma 24
provides for all required constants.

Considering n ≤ m, by Lemmas 24, 25 and Theorem 7 the division algorithm
is of order m2 − min(m−n, n− 1)2 + (m+n) (m−n+1). This is equivalent to
O(m2−min(m − n,n − 1)2+m2− n2) which is O(m2 − min(m − n, n − 1)2). �

4.3 Correctness

We prove the correctness of the definitions of the basic operators in the previous
section. The correctness follows from two theorems, 32 and 29, which respectively
verify the defining properties of the head/tail and match/quot operators. Before
proving these theorems we give some auxiliary lemmas.

Lemma 27

xj−1 (1 − x)m−(j−1) = xj−1 (1 − x)(m−1)−(j−1) − xj (1 − x)m−j .

Proof: xj−1 (1 − x)m−(j−1)=xj−1 (1 − x)(m−1)−(j−1) · 1+xj−1 (1− x)m−j (−x).�

Lemma 28

xj (1 − x)m−j = (−1)m−j xm +
m−1∑

i=j

(−1)i−j xi (1 − x)(m−1)−i. (3)

Proof: Proof by induction on (m − j). For m − j = 0, that is, j = m, we have

xm (1 − x)0 = (−1)0 xm + 0.
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Next we assume (3) and show (3) after replacing m − j with m − j + 1, that is,
after replacing j with j − 1. Thus we show

xj−1 (1 − x)m−(j−1) = (−1)m−(j−1) xm +
m−1∑

i=j−1

(−1)i−(j−1) xi (1 − x)(m−1)−i.

By Lemma 27 and by (3), we have

xj−1 (1 − x)m−(j−1) = xj−1 (1 − x)(m−1)−(j−1) − xj (1 − x)m−j =

xj−1 (1 − x)(m−1)−(j−1) − ((−1)m−j xm +
m−1∑

i=j

(−1)i−j xi (1 − x)(m−1)−i).

�

Theorem 29

m∑

j=0

aj βj,m =

⎛

⎝
m∑

j=0

(−1)m−j

(
m

j

)
aj

⎞

⎠xm

+
m−1∑

j=0

(−1)j

(
j∑

i=0

(−1)i

(
m

i

)
ai

) (
m − 1

j

)−1

βj,m−1 .

Furthermore,
∑m

j=0 (−1)j
(
m
j

)
aj is the coefficient of xm in

∑m
j=0 aj βj,m.

Proof: By Lemma 28,

m∑

j=0

aj βj,m =
m∑

j=0

aj

(
m

j

)⎛

⎝(−1)m−j xm +
m−1∑

i=j

(−1)i−j xi (1 − x)(m−1)−i

⎞

⎠

=
m∑

j=0

(−1)m−j

(
m

j

)
aj xm +

m∑

j=0

aj

(
m

j

)⎛

⎝
m−1∑

i=j

(−1)i−j xi (1 − x)(m−1)−i

⎞

⎠

=
m∑

j=0

(−1)m−j

(
m

j

)
aj xm +

m∑

j=0

m−1∑

i=j

(−1)i−j

(
m

j

)
aj xi (1 − x)(m−1)−i

=
m∑

j=0

(−1)m−j

(
m

j

)
aj xm +

m−1∑

j=0

m−1∑

i=j

(−1)i−j

(
m

j

)
aj xi (1 − x)(m−1)−i.

Next we change the order of summation in the last double sum. The summation
indices of the double sum are the solutions of the set of inequalities

0 ≤ j ≤ m − 1, 0 ≤ i ≤ m − 1, j ≤ i ≤ m − 1.

This set of inequalities is equivalent to

0 ≤ j ≤ m − 1, 0 ≤ i ≤ m − 1, 0 ≤ j ≤ i.
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Therefore
∑m

j=0 aj βj,m equals

m∑

j=0

(−1)m−j

(
m

j

)
aj xm +

m−1∑

i=0

i∑

j=0

(−1)i−j

(
m

j

)
aj xi (1 − x)(m−1)−i

=
m∑

j=0

(−1)m−j

(
m

j

)
aj xm +

m−1∑

i=0

(−1)i

⎛

⎝
i∑

j=0

(−1)j

(
m

j

)
aj

⎞

⎠ xi (1−x)(m−1)−i

=
m∑

j=0

(−1)m−j

(
m

j

)
aj xm+

m−1∑

i=0

(−1)i

⎛

⎝
i∑

j=0

(−1)j

(
m

j

)
aj

⎞

⎠
(

m − 1
i

)−1

βi,m−1 .

Furthermore, we observe that
∑m

j=0 (−1)m−j
(
m
j

)
aj is the coefficient of xm in

the polynomial
∑m

j=0 aj βj,m because βi,m−1 is of degree m − 1. �

Next we study the match and quot operators. We start with some auxiliary
lemmas.

Lemma 30. βj,m =
(
m
j

) (
n
j

)−1
(1 − x)m−n βj,n if m ≥ n.

Proof: (1 − x)m−j = (1 − x)m−n (1 − x)n−j . �

Lemma 31. For k ≥ m − n

(1 − x)m−n =
k−(m−n)∑

j=0

(
k − (m − n)

j

)
xj (1 − x)k−j .

Proof:

(1 − x)m−n = (x + (1 − x))k−(m−n) (1 − x)m−n

=

⎛

⎝
k−(m−n)∑

j=0

(
k − (m − n)

j

)
xj (1 − x)k−(m−n)−j

⎞

⎠ (1 − x)m−n

=
k−(m−n)∑

j=0

(
k − (m − n)

j

)
xj (1 − x)k−j .

�
The next theorem determines a multiple of a polynomial represented in Bernstein
basis. This multiple is denoted by the operator Match and the factor by the
operator Quot in the division algorithm.

Theorem 32. For k ≥ m − n

n∑

j=0

aj

(
n

j

)(
m

j

)−1

βj,m = (
k−(m−n)∑

j=0

(
k − (m − n)

j

)(
k

j

)−1

βj,k) (
n∑

j=0

aj βj,n).
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Proof: By Lemmas 30 and 31,

n∑

j=0

aj

(
n

j

)(
m

j

)−1

βj,m =
n∑

j=0

aj (1 − x)m−n βj,n

= (
k−(m−n)∑

j=0

(
k − (m − n)

j

)
xj (1 − x)k−j) (

n∑

j=0

aj βj,n).

�

5 Conclusion and Future Directions

The current work provided polynomial division algorithms over the Lagrange
and Bernstein basis of quadratic worst-case complexity. Future work may in-
clude studying if the computational complexities of the provided algorithms can
be improved further and extending the algorithms to multi-variate polynomial
division.

For practical applications it will be of interest to study numerical properties
of these algorithms because in practice computations are often performed with
floating point numbers. The case of Bernstein basis is particularly interesting.
That is, polynomials presented in Bernstein basis have been shown to be well
suited for stable numerical computations [13]. However, [18] has shown that
the classical polynomial division algorithm in power basis is numerically quite
unstable in certain cases.
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Abstract. The comrade matrix of a polynomial is an analogue of the
companion matrix when the matrix is expressed in terms of a general
basis such that the basis is a set of orthogonal polynomials satisfying the
three-term recurrence relation. We present the algorithms for computing
the comrade matrix, and the coefficient matrix of the corresponding lin-
ear systems derived from the recurrence relation. The computing times of
these algorithms are analyzed. The computing time bounds, which dom-
inate these times, are obtained as functions of the degree and length of
the integers that represent the rational number coefficients of the input
polynomials. The ultimate aim is to apply these computing time bounds
in the analysis of the performance of the generalized polynomial greatest
common divisor algorithms.

Keywords: comrade matrix, orthogonal polynomials, three-term recur-
rence relation, greatest common divisor of generalized polynomials.

1 Introduction

Problems involving polynomials such as polynomial greatest common divisor
(GCD) computation and polynomial factorization, provide the basis for many
applications in symbolic computations and are important in many areas of con-
temporary applied mathematics. In the theory of linear multivariable control
systems, polynomial GCD determination arises in the computation of Smith
form of a polynomial matrix and problems associated with the minimal realiza-
tion of a transfer function matrix.

We consider the problem of computing the GCD of two polynomials

a(x) = a0p0(x) + a1p1(x) + ... + anpn(x) , (1)
b(x) = b0p0(x) + b1p1(x) + ... + bmpm(x) . (2)

with coefficients over any field, represented in a basis of orthogonal polynomials
{pi(x)}n

i=0 defined by the three-term recurrence relation:

p0(x) = 1,

p1(x) = α0x + β0,

pi+1(x) = (αix + βi)pi(x) − γipi−1(x) . (3)

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 87–96, 2008.
c© Springer-Verlag Berlin Heidelberg 2008

http://www.matematik.utm.my/
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for i = 1, 2, .., n − 1 with αi > 0, γi, βi ≥ 0. We can assume without loss of
generality that m < n. The associated comrade matrix (see [4]) is given by

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

−β0
α0

1
α0

. . . 0 . . . . . . . . . 0
γ1
α1

−β1
α1

1
α1

0 . . . . . . . . . 0
0 γ2

α2

−β2
α2

1
α2

. . . . . . . . . 0
...

...
...

... . . . . . . . . .
...

0 0 0 0 . . . . . . . . . 1
αn−2

−a0
anαn−1

. . . . . . . . . . . . −an−3
anαn−1

−an−2+anγn−1
anαn−1

−an−1−anβn−1
anαn−1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (4)

has a(x) of the form (1) as its characteristic polynomial.
There has been considerable work on manipulation of polynomials represented

in the generalized form. Barnett made used of the congenial matrix generaliza-
tions in order to give procedures for computing GCDs [3] and later division [6].
Our aim is to implement the theories and analytical results in [3], [5] by comput-
ing the GCDs in exact arithmetic environments. Rahman [2] investigates into
the GCD of polynomials in the generalized form in floating point environment,
applying the numerical results to solving polynomials exhibiting repeated roots.
Although the method developed shows potential, as expected, the build up of
rounding errors is so enormous as to render effective results for high degree poly-
nomials. However, in the exact arithmetic environment, the modular approach
can be applied to handle the problem of coefficient growth when manipulating
with high degree monic polynomials having rational number cofficients involv-
ing multiprecision integers (as of polynomials in Legendre bases), which form
the entries of the comrade matrix. The promising success of modular techniques
in solving exact solutions for dense systems of linear equations indicated in[12]
suggests an investigation on its application to Barnett’s procedure.

The basic technique of converting to and from the standard form polynomials
involves solving a system of linear equations. Barnett’s procedure also involves
solving systems of linear equations simultaneously, which at the same time leads
to finding the actual solutions. Apart from that, by adhering to polynomials in
the original form, the properties that have been derived for polynomials in these
nonstandard bases can be applied and investigated. For example, Labahn and
Cheng [10] generalized the well known subresultant GCD and the modular GCD
algorithms of the standard form polynomials to polynomials in terms of Newton
bases or orthogonal bases, which are also known as the alternate bases. In this
work we apply the comrade matrix, which is a generalization of the companion
matrix applied to computing the GCD of polynomials in terms of the orthogonal
bases.

2 General Procedure and Related Work

Let a(x) and b(x) be two polynomials satisfying the relation [3], with deg (a(x)) ≥
deg (b(x)). The method of finding gcd (a(x), b(x)) using the comrade matrix can
be outlined by the following procedure:
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1. Construct the comrade matrix associated with a(x).
2. Construct the coefficient matrix of the corresponding systems of equations

obtained from a recursive equation derived from (3).
3. Reduce the coefficient matrix obtained from step 2 to its reduced echelon

(RE) form and compute the coefficients of the GCD from the last row of the
reduced matrix.

In [1], we describe the modular and non modular algorithms for computing
the GCD of polynomials using the above procedure. With the bound of the true
solution not known a priori, we have devised a way of detecting an unlucky re-
duction and construct a termination criterion, as given in [13], which is necessary
for constructing an effective and efficient modular algorithm. Rahman and Aris
[1] illustrates the efficiency of the modular algorithm in computing the GCD of
two polynomials in the Legendre basis. The computing time takes only seconds
when the degree bound for a(x) is 100 and the coefficient bound 153 decimal
digits.

In this paper the subalgorithms involved in the computations of the comrade
matrix and the construction of its corresponding system of linear equations de-
scribed in step 1 and 2 above are given in detail so that a detail analysis of their
theoretical computing times can be conducted. The results of the analysis will be
further applied to study the performance of the entire modular GCD algorithms.

3 The GCD of Generalized Polynomials

Let

d̃(x) = d̃0 + d̃1x + ... + xk,

= d0p0(x) + d1p1(x) + ... + pk(x) , (5)

be the monic GCD of a(x) and b(x) of the form (1) and (2) respectively, such
that n = deg a(x) ≥ deg b(x) = m. If A is the comrade matrix given by (4),
define

b(A) = b0I + b1p1(A) + ... + bmpm(A), (6)

then it is known that k = n − rank(b(A)). Using the defining relation (3), we
obtain the rows in terms of the comrade matrix and the recurrence relation

r0 = (b0, ..., bn−1),
r1 = r0(α0A),
ri = ri−1(αi−1A + βi−1I) − γi−1ri−2 . (7)

for i = 2, ..., n − 1.

Theorem 1. [4] For i = 1, 2, ..., n let ci be the ith column of b(A) in (6). The
columns ck+1, ..., cn are linearly independent and the coefficients d0, ..., dk−1 in
(5) are given by:

ci = di−1ck+1 +
n∑

k+2

xijcj i = 1, 2, ..., k for some xij . (8)
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4 Computing Time Analysis

We adopt the convention of dominance relation which was introduced in the
analysis of the computing time of the polynomial resultant calculation and is
further elaborated in [9]. An exposition of dominance and codominance and
its application in determining the computing time analysis of the Euclidean
algorithm is given in [8]. The notation have subsequently been adopted by several
authors, as in [11] and [7]. Assuming classical matrix addition and multiplication,
we apply the results on the computing time for the rational number product,
sum, quotient and negative, denoted by the algorithms RNPROD, RNSUM,
RNQ and RNNEG respectively, which are analyzed in [8], [9] and [14].

Let P be the set generalized polynomials relative to an orthogonal basis
(pi(x))n

i=0 and decompose P into classes of polynomials with rational coeffi-
cients whose numerators and denominators are bounded by the integers u and
v respectively. This defines the class,

P(u, v, n, (pi)n
i=0) = {a =

k∑

i=0

aipi(x) ∈ P : |num(ai)| ≤ u, 0 < den(ai) ≤ v,

� gcd(u, v) = gcd(num(ai), den(ai)) = 1 and k ≤ n} . (9)

where num and den is the numerator and denominator of ai.

5 Construction of the Comrade Matrix

The inputs for the algorithm CDEMOFP are the defining terms α, β, γ given
by (3), and the generalized polynomials a = (a0, ..., an−1, 1) = a(x) as of Sec-
tion 2. The output is the comrade matrix A ∈ M(n, n, Q). If aij = r/s ∈ Q
thenAi−1,j−1,0 = A[i − 1][j − 1][0] = r and Ai−1,j−1,1 = A[i − 1][j − 1][1] = s.

Algorithm CDEMOFP. /*The algorithm construct the comrade matrix (4)*/

begin
Step 1: set aij = 0 for each i = 1, ..., n and j = 1, ..., n.

for i = 0 to n − 1 and j = 0 to n − 1, do set Ai,j,0 = 0 and Ai,j,1 = 1
Step 2: assign the diagonal entries for rows 1 to n − 1

for i = 0 to n − 2 do
t ← RNQ(−bet(i + 1), alph(i + 1))
if t = 0 then continue; else Ai,i,0 ← t(1) and Ai,i,1 ← t(2)

Step 3: assign the entries for ai,i−1 for rows 2 to n − 1.
for i = 1 to n − 2 do

t ← RNQ(gamm(i + 1), alph(i + 1))
if t = 0 then continue; else Ai,i−1,0 ← t(1) and Ai,i−1,1 ← t(2)

Step 4: assign the entries for ai,i+1 for rows 1 to n − 1.
for i = 0 to n − 2 do

if alph(i + 1) = 0 then continue
else Ai,i+1,0 ← alph2(i + 1) and Ai,i+1,1 ← alph1(i + 1)
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Step 5: assign the entries for row n in columns j = 1 to n − 2
for j = 0 to n − 3 do

t ← RNQ(−a(j + 1), alph(n))
if t = 0 then continue; else An−1,j,0 ← t(1) and An−1,j,1 ← t(2)

Step 6: assign the entries an,n−1 and an,n.
for j = n − 2 to n − 1 do

if j = n − 2 then t ← RNQ(RNSUM(−a(j + 1), gamm(n)), alph(n))
if j = n − 1 then t ← RNQ(RNSUM(−a(j + 1), −bet(n)), alph(n))
if t = 0 then continue; else An−1,j,0 ← t(1) and An−1,j,1 ← t(2)

Step 7: convert array form to list form: A convert to comL
Step 8: output(comL)
end

Theorem 2. For the polynomials a and b in P(u, v, n, (pi)n
i=0) such that (pi) is

the set of Legendre basis, t+CDEMOFP(u, v, n) $ n2 +nL(u)+L(u)L(L(u))+L(v).

Proof. Step 1 involves copying n2 entries. Each entry comprises of two compo-
nents which are 0 and 1. Therefore t1 ∼ n2. Since t = 0 in step 2, t2 ∼ n.

tRNQ(γi, αi) ∼ 1.
∑n−2

i=1 tRNQ(γi, αi) $ n. For each 1 ≤ i ≤ n − 2, γi

αi
= i

2i+1 .
The total cost of copying the numerators and denominators of the entries of the
comrade matrix A(i, i − 1) for 1 ≤ i ≤ n − 2 is dominated by L(2n + 1) L(n).
t3 $ n + L(n) ∼ n.

For 0 ≤ i ≤ n − 2, 1
αi

= i+1
2i+1 . The cost of copying the numerators and

denominators equals
∑n−2

i=0 L(i+1)+
∑n−2

i=0 L(2i+1) ∼ L(2n−1) ∼ 1. Therefore,
t4 ∼ 1.

For 0 ≤ j ≤ n − 3, step 5 computes the values A(n − 1, j) = −aj

αn−1
. L(num

(−aj)) ≤ L(u) and L(den(−aj)) ≤ L(v). αn−1 = 2n−1
n . Let d = L(gcd(u, 2n−1)).

d ≤ L(2n−1) ∼ 1. Let e = L(gcd(v, n)). e ≤ L(n) ∼ 1. Therefore k = min(d, e) =
1. m = max(L(−aj), L(αn−1)) = L(u) and n = min(L(−aj), L(αn−1)) = 1. From
Theorem 2.4.10, pg 42 in [14], tRNQ(−aj, αn−1) $ L(u). For each 0 ≤ j ≤ n− 3,
the cost of copying the numerators and denominators of A(n−1, j) is dominated
by L(u). The total cost of all these operations repeated n − 3 times gives t5 $
nL(u).

Let x = −an−2 + γn−1, y = −an−1 − βn−1. tRNNEG(an−2) $ L(u) and
tRNSUM(−an−2, γn−1) $ L(u)L(L(u)). Since both the numerator and denomina-
tor of γn−1 is of L(1) and L(num(−an−2)) ≤ L(u), L(den(−an−2)) ≤ L(v). From
L(x) $ L(u)+L(v) and L(αn−1) = 1, gives tRNQ(x, αn−1) $ L(u)+L(v). The to-
tal cost in computing x

αn−1
is thus dominated by L(u)L(L(u))+L(v). Similarly we

obtain tRNNEG(an−1) $ L(u). Since βi = 0 for all i, tRNSUM(−an−1,−βn−1) ∼
L(u). From L(−an−1 − βn−1) ≤ L(u) + L(v), we obtain tRNQ(y, αn−1) $ L(u) +
L(v). So, the total cost of computing the values of y

αn−1
is dominated by L(u).

Now let a = u
v + n−1

n . L(x) ≤ L(a). a
αn−1

= nu+v(n−1)
v(2n−1) ≤ u+v

v . Therefore, the cost
of copying their numerator and denominator of x

αn−1
is dominated by L(u)+L(v).

The cost of copying the numerator and denominator of y
αn−1

is dominated by
L(u). This gives t6 $ L(u)L(L(u)) + L(v).
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For 0 ≤ i ≤ n − 2 and 0 ≤ j ≤ n − 2, L(A(i, j)) ∼ 1. For 0 ≤ j ≤ n − 3,
L(A(n − 1, j)) ≤ L(u

v ) = L(u).
From step 6, L(A(n− 1, n− 2)) ≤ L(u+v

v ) $ L(u)+ L(v). Also L(A(n − 2, n−
1)) ≤ L(u

v ) = L(u). Thus, t7 $ (n − 1)2 + nL(u) + L(v) ∼ n2 + nL(u) + L(v).
From steps 1 to 7, tCDEMOFP(u, v, n) $ n2+nL(u)+L(u)L(L(u))+L(v), from

which Theorem 2 is immediate.

6 The Coefficient Matrix

The algorithm CSFCDEM applies the recurrence relation (7) to construct the
coefficient matrix described in Theorem 1. The parameter lists for the inputs α, β
and γ are alph, bet, gamm respectively, b = (b0, ..., bm, ..., bn−1) for the polyno-
mial b(x) as of Section 2, and CMDE for the comrade matrix obtained from
Algorithm CDEMOFP.

Algorithm CSFCDEM. /*To construct the coefficient matrix by (7)*/

begin
Step 1: obtain the first row of coefficient matrix from b.

CS ← COMP(b, NIL)
Step 2: initializing and obtaining the second row of CS.

R01×n ← CS
R11×n ← MRNPROD(R01×n, MRNSPR(alph(1), CMDEn×n))
CS ← COMP(FIRST(R11×n), CS)

Step 3: apply recurrence equation for remaining rows of CS.
Step3a: composing ith row
for i = 3 to n do

Sn×n ← MRNSPR(alph(i − 1), CMDEn×n)
Tn×n ← MRNSPR(bet(i − 1), In×n)
U1×n ← MRNSPR(−gamm(i − 1), R01×n)
R1×n ← MRNSUM(MRNPROD(R11×n, MRNSUM(Sn×n, Tn×n)), U)
CS ← COMP(FIRST(R1×n), CS)
Step3b: initialization: to set R0 = R1
R0 ← NIL and R1 ← FIRST(R11×n) /*R1 in vector representation*/
for j = 1 to n do

R0 ← COMP(R1(j), R0) /*R0 is in vector representation*/
R0 ← INV(R0) and R01×n ← COMP(R0, NIL)
Step3c: to set R1 = R

(similar steps to Step 3b)
CS ← INV(CS)

Step4: integerize CS
Step5: sorting columns of CS to obtain CSNEW satisfying (8)
Step6: output(CSNEW )
end

The construction of algorithm CSFCDEM is based upon the recursive
equations:

R0 = (b0, ..., bm, bm+1 + .. + bn−1), (10)
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R1 = R0(α0A), (11)
Ri = Ri−1(αi−1A) − γi−1Ri−2 , (12)

for 2 ≤ i ≤ n − 1. In (10), bj = 0 for m < j ≤ n − 1 if m < n − 1. In (12), we
assume that βi = 0 for all i and is omitted from the equation. We begin by first
computing the length of Ri for each 0 ≤ i ≤ n − 1.

Lemma 1. Let the polynomials a and b be in P(u, v, n, (pi)n
i=0) such that (pi)

is the set of Legendre basis. Let A be the comrade matrix associated with a.
Referring to (10) - (12), L(Ri(j)) ≤ L(f(u,v)

g(v) ) $ L(u) + L(v), for 0 ≤ i ≤ n − 1
and 1 ≤ j ≤ n where f and g are polynomials in the variables u or v with single
precision coefficients and with degree bound i + 1.

Proof. For 1 ≤ i, j ≤ n, let cij be the entries of the comrade matrix obtained from
algorithm CDEMOFP. But referring to steps 6 and 7 in the proof of Theorem 2,
L(cij) ≤ L(z) such that z = u+v

v . Considering the values of the numerators and
denominators that will contribute to the greatest possible length and replacing
an element of single precision with 1, we have for 1 ≤ j ≤ n, L(R0(j)) ≤ L(u

v )
and L(R1(j)) ≤ L(u

v ∗ z). For a fixed j, the function whose length dominates
L(R0(j)) and L(R1(j)) is a quotient of polynomials in u and v whose coefficients
of length 1 and has degree bounds 1 and 2 respectively. This gives L(R2) ≤ L(y)
such that y = u

v ∗ z2 + u
v , a quotient of polynomials in u and v with coefficient of

length 1 and degree bound equals to 3. Proceeding by induction, suppose that
for 1 ≤ j ≤ n, L(Rl−1(j)) ≤ L(x1) and L(Rl−2(j)) ≤ L(x2) such that

x1 =
fl−1(u, v)
gl−1(v)

, x2 =
fl−2(u, v)
gl−2(v)

, (13)

such that fl−k, gl−k, k = 1, 2, has single precision coefficients and degree bounds
equal to l and l−1 respectively. Then L(Rl)(j) ≤ L(y) such that y = x1∗z +x2.
Hence, y is of the form f(u,v)

g(v) , where the coefficients of f and g are single precision
integers with degree bound equals to l+1. Applying the properties of the length
of the nonzero integers, that is L(a ± b) $ L(a) + L(b), L(ab) ∼ L(a) + L(b) and
L(ab) ∼ bL(a), a ≥ 2 in the later, we then have for 0 ≤ i ≤ n−1, and 1 ≤ j ≤ n,
L(Ri(j)) $ L(u) + L(v) .

Theorem 3. Let a, b ∈ P(u, v, n, (pi)n
i=0) with (pi) the Legendre basis. Then

t+CSFCDEM(u, v, n) $ n3L2(u)(L(q) + L(r)) such that q = max(r, nL(v)) and r =
L(u) + L(v) .

Proof. Let t(V ) be the computing time to compute the components of the vector
V and let the jth component of the vector V be denoted V (j). Let A = (aij) be
comrade matrix obtained from Algorithm CDEMOFP.

1. From L(bi) ≤ L(u), 0 ≤ i ≤ m, t1 $ mL(u).
2. t(R0) $ mL(u). To compute

t(R1) = tMRNSPR(α0, A) + tMRNPROD(R0, α0A),
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(a) tMRNSPR(α0, A) =
∑n−1

i=1

∑n
j=1 tRNPROD(α0, aij) +

∑n
j=1 tRNPROD

(α0, anj) where L(aij) ∼ 1 for 1 ≤ i ≤ n − 1 and 1 ≤ j ≤ n and
L(anj) $ L(u) + L(v) for 1 ≤ j ≤ n. Thus, tMRNSPR(α0A) $ n2 +
n(L(u) + L(v))L(L(u) + L(v)).

(b) Let 1 ≤ j ≤ n. R1(j) =
∑n

i=1 R0(i)α0aij , where t(R1(j)) is given by

n∑

i=1

tRNPROD(R0(i), α0aij)+
n−1∑

i=1

tRNSUM(R0(i)α0aij , R0(i+1)α0ai+1,j).

∀1 ≤ i ≤ n, tRNPROD(R0(i), α0aij) $ L2(u)L(L(u) + L(v)). ∀j, the total
cost of computing these products is dominated by nL2(u)L(L(u)+L(v)).
Taking L(R0(i)α0aij) $ L(u) + L(v), ∀i, j, tRNSUM(R0(i)α0aij , R0(i +
1)α0ai+1,j) $ {L2(u)+L2(v)}L(L(u)+L(v)). The cost of the n−1 sums
is dominated by n{L2(u) + L2(v)}L(L(u) + L(v)). Summing the cost for
all 1 ≤ j ≤ n, t(R1) $ n2{L2(u) + L2(v)}L(L(u) + L(v)).

3. For 1 ≤ i, j ≤ n, the respective length of Ri−1(j) and αi−1cij is dominated
by L(u) + L(v). For 2 ≤ i ≤ n − 1, we compute the cost of computing row
i + 1 given by the equation Ri = Ri−1αi−1A − γi−1Ri−2. For a fixed value
of i, the jth component of Ri is given by

Ri(j) =
n∑

k=1

Ri−1(k)αi−1akj − γi−1Ri−2(j)

The cost of computing
∑n

k=1 Ri−1(k)αi−1akj is dominated by n(L(u) +
L(v))2L(L(u)+ L(v)). L(

∑n
k=1 Ri−1(k)αi−1akj) ∼

∑n
k=1 L(Ri−1(k)αi−1akj)

$ n(L(u) + L(v)). L(γi−1Ri−2(j)) $ L(u) + L(v). Therefore,

tRNSUM(
n∑

k=1

Ri−1(k)αi−1akj ,−γi−1Ri−2(j))$n(L(u)+L(v))2L(L(u)+L(v)).

For each 2 ≤ j ≤ n − 1, the total cost of computing Ri(j) is dominated by
n2(L(u) + L(v))2L(L(u) + L(v)). It follows that the cost of computing the
vector Ri for 2 ≤ i ≤ n − 1 $ n3(L(u) + L(v))2L(L(u) + L(v)) = t′3

4. The integerization of CS in step 4 of algorithm CSFCDEM transforms the
rational number matrix CS to its row equivalent integer matrix CSNEW .
For each row i = 1 to n,
(a) find the integer least common multiple (Saclib ILCM) of the n denom-

inators of the n column elements. From Lemma 1, the denominators
of Ri(j) for 0 ≤ i ≤ n − 1 and 1 ≤ j ≤ n, that will constitute the
maximum length of the elements of the comrade matrix is a polyno-
mial g(v) with single precision coefficients and degree, that is, dom-
inated by L(v). Suppose that at the first k − 2 iterations, we have
computed the LCM of the integers x1x2...xk−2 and xk−1 where xi con-
stitute the denominators of a certain row of A and suppose that the
LCM is of the maximum possible length, which is equal to x1x2...xk−1.
At the end of the k−1 iteration we compute the least common multiple,
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that is lcm(x1x2...xk−1, xk) = x1x2...xk−1xk

gcd(x1x2...xk−1,xk) , (refer to Theorem 1.4.8
in [14]). Applying the Euclidean algorithm to compute the GCD and
applying the results of Theorem 3 in [8], we have

tM(x1x2...xk−1, xk) ∼ kL2(v) (14)

and
tE(x1x2...xk−1, xk) $ kL2(v) (15)

where y = gcd(x1x2...xk−1, xk) and L(xi), L(y) $ L(v). Likewise, it can
be calculated from the results for the computing time of the classical
division algorithm [8], which gives tD(x1x2...xk, y) $ kL2(v). Thus, the
computing time for the n−1 iterations in computing the LCM of a row is
dominated by nL2(v). The computing time for n rows is then dominated
by n2L2(v).

(b) multiply the LCM of the denominators of row i with each of the ele-
ments in row i to integerize the row. Suppose that the LCM of a row is
x1x2...xn whose length is therefore dominated by nL(v). The length of
each numerator of A is dominated by L(u)+L(v). For each 1 ≤ i, j ≤ n,

tRNPROD(y, aij) $ n(L(u)+ L(v))L(v) ≤ ngth(max(L(u)+ L(v), nL(v)))

which gives a total cost of n3(L(u)+L(v))L(v)L(max(L(u)+L(v), nL(v))),
which in general is dominated by n4.

7 Concluding Remarks and Further Work

Two versions of the modular algorithms have been constructed and implemented
by integrating the modular approach from step 2 or step 3 of the procedure
described in Section 2. The results for the empirical implementations of these
algorithms (refer to [1] ), reveal that the execution time for the application of
rational number arithmetic in CDEMOFP and CSFCDEM algorithms exceed
the execution time for the application of modular arithmetic in step 3, only
when the size of the GCD is sufficiently small. When the size of the GCD is
sufficiently big, the modular approach of reducing the systems coefficient matrix
to its RE form and computing the rational number solution is about the same
as the time taken for the rational number arithmetics in CDEMOFP and CSFC-
DEM algorithms. This suggests that a hybrid of rational number and modular
computations can be applied to its utmost advantage in constructing the most
efficient algorithm.

The empirical computing time results of the generalized polynomial GCD al-
gorithms presented in [1] can be further studied using the deterministic approach
to computing time analysis, as adopted in [8], [11] and [7]. A unified theoretical
and empirical computing time analysis can then be concluded for generalized
polynomial GCD algorithms.
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Abstract. In this paper, we provide first a new algorithm for testing
whether a monomial ideal is in Nœther position or not, without using its
dimension, within a complexity which is quadratic in input size. Using
this algorithm, we provide also a new algorithm to put an ideal in this
position within an incremental (one variable after the other) random lin-
ear change of the last variables without using its dimension. We describe
a modular (probabilistic) version of these algorithms for any ideal using
the modular method used in [2] with some modifications. These algo-
rithms have been implemented in the distributed library noether.lib [17]
of Singular, and we evaluate their performance via some examples.

1 Introduction

The aim of this paper is first to present a new simple algorithm to decide whether
a monomial ideal is in Nœther position or not. This algorithm has a complexity
which is quadratic in input size, and it does not need to use the dimension of
the ideal. Moreover, if the response is positive, it may return also the dimension
of the ideal without any more computation. We provide also a modular version
of this algorithm for any ideal in which we use a modular method for computing
the Gröbner bases with a high probability.

We provide also a new algorithm to put an ideal in Nœther position using the
above algorithms without using the dimension of the ideal. For this, it makes an
incremental (one variable after the other) random linear change of variables. The
computation of Gröbner bases by this strategy is less expensive than the case it
changes all the last variables in one step. Also, we show that for some examples
we do not need to put all the last variables (whose cardinal is the dimension of the
ideal) in generic position. These show that doing this computation incrementally
is more efficient than doing it in one step. All the results have been implemented
by author in the distributed library noether.lib [17] of Singular [16]. We com-
pare the performance of our algorithms with the functions NoetherPosition
(from library mregular.lib [5]) of Singular and noetherNormalization (from
library NoetherNormalization.m2) of Macaulay2 [14] via some examples.
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To explain our motivation on working on the notion of Nœther position,
let R be the polynomial ring K[x1, . . . , xn] over an arbitrary field K, and I
be an ideal of R which has dimension d. The ideal I is in Nœther position if
K[xn−d+1, . . . , xn] ↪→ R/I is an integral ring extension, i.e. the image in R/I of
xi for any i = 1, . . . , n − d is a root of a polynomial

Xs + g1X
s−1 + · · · + gs = 0

where s is an integer and g1, . . . , gs ∈ K[xn−d+1, . . . , xn] (see [11] for example).
This notion is used in affine ring theory, dimension theory, ring normalization
and primary decomposition (see [15] Chapter 3). For example, it was used by
Giusti et al. to compute the dimension of a variety (see [13]), by Krick and
Logar to compute the radical of an ideal (see [19]), by Lecerf to solve a system
of polynomial equations and inequations (see [18]) and by Bardet to bound the
complexity of Gröbner bases computation by Faugère’s F5 algorithm (see [3]).

Now, we give the structure of the paper. In Section 2, we present our algorithm
to decide whether a monomial ideal is in Nœther position or not. In Section 3,
we describe a modular algorithm to test whether a general ideal is in Nœther
position or not. In Section 4, we provide our algorithms to put an ideal in Nœther
position. In Section 5, we show the performance of our algorithms with the
existing algorithms of Singular and Macaulay2 via some examples. Section
6 presents our conclusions.

2 Nœther Position Test

In this section, we provide a new algorithm to decide whether a monomial ideal
is in Nœther position or not. This algorithm has a complexity which is quadratic
in input size, and it does not need the dimension of the ideal. Moreover, if the
answer is positive, it returns also the dimension of the ideal without any more
computation. For this, let us recall a Nœther position test from [6] and a lemma
to compute the dimension of a monomial ideal from [9] page 431.

Let R = K[x1, . . . , xn] be a polynomial ring over an arbitrary field K, and
J ⊂ R be a monomial ideal of dimension d (recall that the dimension dim(X)
of an ideal X is the dimension of the corresponding quotient ring).

Lemma 1 (Nœther position test). The following conditions are equivalent:

(1) J is in Nœther position.
(2) There exists ri ∈ N − {0} for any i = 1, . . . , n − d such that xri

i ∈ J .
(3) dim(J + 〈xn−d+1, . . . , xn〉) = 0.

Lemma 2. Let

M =
{
{xi1 , . . . , xit} ⊂ {x1, . . . , xn} | xi1 . . . xit /∈

√
J and |{i1, . . . , it}| = t

}

where |A| denotes the number of the elements of a set A. Then, dim(J) is equal
to max{|L| | L ∈ M}.



Efficient Algorithms for Computing Nœther Normalization 99

Algorithm 1. NP-test
Input: {m1, . . . , mk} a system of generators for a monomial ideal J ⊂ R
Output: The answer of “Is J in Nœther position?” and dim(J) if the answer is
positive
Tab := [0, . . . , 0] (zero vector of length n)
for i = 1, . . . , k do

j := the smallest integer � s.t. x� | mi

if there exists α s.t. mi = xα
j then

Tab[j] := 1
end if
if Tab[j] = 0 then

Tab[j] := −1
end if

end for
if there is j s.t. Tab[j] = −1 then

return “No”
end if
if there is j s.t. Tab[j] = 1 and Tab[j − 1] = 0 then

return “No”
end if
if Tab = [1, . . . , 1, 0, . . . , 0] (with d components equal to 0) then

return “Yes, and dimension= d”
end if

Using these lemmas, we describe an algorithm to test whether a monomial ideal
is in Nœther position or not.

Proof of algorithm. The termination of the algorithm is trivial. To prove its
correctness, we justify its answer in each case. Let d′ be the dimension of J .
Suppose that there exists an integer j such that Tab[j] = −1. Two cases are
possible: If j < n− d′ + 1 there is not any power of xj which belongs to J . Thus
J is not in Nœther position by Lemma 1(2). If j ≥ n−d′+1 then xj · · ·xn ∈

√
J

from definition of j, and thus if J is in Nœther position dim(J) < n−j+1 ≤ d′ by
Lemma 2 which is a contradiction. Therefore, in this case the response is “No”.
Now, suppose that there exists an integer j such that Tab[j] = 1 and Tab[j−1] =
0. This implies that J is not in Nœther position from Lemma 1(2) and definition
of notations. Finally, suppose that Tab = [1, . . . , 1, 0, . . . , 0] with d components
equal to 0. It is enough to prove (ad absurdum) that d = d′ by Lemma 1. If
xn−d+1 · · ·xn ∈

√
J there exists αi such that x

αn−d+1
n−d+1 · · ·xαn

n ∈ J . Therefore,
Tab[n − d + 1] = −1 from definition of notations which is a contradiction. This
follows that xn−d+1 · · ·xn /∈

√
J and thus the dimension of J is equal to d using

Lemma 2 and the fact that x1, . . . , xn−d ∈
√

J . ��

Remark 1. The integer d is the dimension of J if the answer of the algorithm is
“Yes” (see the proof of algorithm).
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Theorem 1. The complexity of this algorithm is quadratic in kn.

Proof. One can easily see that the number of operations in the loop “For” is
kn2. Thus the complexity of the algorithm is quadratic in kn. ��

Example 1. There is a monomial ideal for which NP-test algorithm runs faster
than is-NP algorithm from library mregular.lib of Singular. For the monomial
ideals that the computation of the dimension is difficult, our algorithm is more
efficient than is-NP. For example, let J = 〈x0x1, x1x2, . . . , x48x49, x49x50〉 be a
monomial ideal of the ring Q[x0, . . . , x50] (see [8]). NP-test returns “No” in 0.1
sec. while is-NP returns “No” in 27 sec..

3 Modular Nœther Position Test

In this section, we describe a modular algorithm to test whether a general ideal
is in Nœther position or not. For this, we recall first Arnold’s method (with
some modifications) to find a “lucky” prime for computing the initial ideal of
the input ideal.

Let I = 〈f1, . . . , fk〉 be an ideal of the ring R = Q[x1, . . . , xn] where Q is
the field of rational numbers. We scale appropriately such that each fi is in
Z[x1, . . . , xn] with Z the ring of integer numbers. We consider the ideal Ip =
〈f̄1, . . . , f̄k〉 in the ring Zp[x1, . . . , xn] where p is a prime number.

Let us recall the definition of the degree reverse lexicographic ordering, denoted
by ≺, on the monomials of R. For this, we denote respectively by deg(m) and
degi(m) the total degree and the degree in xi of a monomial m. If m and m′ are
monomials, then m ≺ m′ if and only if the last non zero entry in the sequence
(deg1(m

′) − deg1(m), . . . , degn(m′) − degn(m), deg(m) − deg(m′)) is negative.
Thus we have xn ≺ xn−1 ≺ · · · ≺ x1. Let also in(f) ∈ R be the initial (greatest)
monomial of a polynomial f ∈ R with respect to ≺. Then, the initial ideal of I
is defined in(I) = 〈in(f) | f ∈ I〉.

To test whether a general ideal I is in Nœther position or not, it is wise to
test it on in(I) (see [6] Lemma 3.1). To compute in(I), we have to compute the
Gröbner basis of I. But during the computation of Gröbner basis (by the Buch-
berger algorithm), the coefficients of the intermediate polynomials may become
much too big and make the computation fail. Thus, an efficient way is to use
a modular method to compute in(I). For this purpose, Pauer [21] has defined
a Pauer lucky prime. A prime p is Pauer lucky for I if p does not divides any
leading coefficient of any polynomial in the reduced Gröbner basis of I. He has
proved that for such a prime p, we have in(I) = in(Ip). But, he did not pro-
vide any criterion for detecting a Pauer lucky prime. Thus, Arnold [2] (see also
[1]) has proposed an efficient method to find (with a high probability) such a
prime. For this, she has defined a Hilbert lucky prime, and she has proved that
it is equivalent to Pauer prime ([2] Theorem 5.13). Here, we recall a Hilbert lucky
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prime with some modifications which simplifies its computation. Recall that the
Hilbert function of I ⊂ R is defined by:

HFI(t) = dimQ

(
R

I

)

≤t

where dimQ(R/I)≤t is the dimension of the set of the elements of degree at most
t of R/I as a Q-vector space. The Hilbert series of an ideal I is the following
power series:

HSI(t) =
∞∑

s=0

HFI(s)ts.

Definition 1. A prime number p is called Hilbert lucky for I if HSI = HSIp .

Arnold has proposed the same definition replacing the Hilbert series by the
Hilbert function. Our modification does not change the definition, but it allows
us to choose a Hilbert lucky prime more efficiently. To prove this claim, let us
recall the following proposition from [12] page 130.

Proposition 1. The Hilbert series of an ideal I has the form:

HSI(t) =
P (t)

(1 − t)d

where P is a polynomial such that P (1) 
= 0 and d is the dimension of I.

To determine the relative Hilbert luckiness of two primes p and q, we define an
ordering on the Hilbert series of two ideals: Let d (resp. d′) be the dimension
of Ip (resp. Iq) and N (resp. N ′) be the numerator of HSIp (resp. HSIq). Then,
HSIp > HSIq if either d > d′ or if d′ = d the leading coefficient of N − N ′

is positive. In this case, we say that p is unlucky with respect to q. While by
Arnold’s criterion p is unlucky with respect to q if HFIp(t) > HFIq(t) for some
t. This criterion is equivalent to our criterion, but in general, Arnold’s criterion
needs more computation than our criterion because sometimes one has to do this
comparison up-to Hilbert regularity (the degree from which Hilbert function is
polynomial). For example, let m be an arbitrary positive integer. Let

I = 〈x2m+1, xy, ym+1, yzm〉

be an ideal of the ring R = K[x, y, z] where K is an infinite field. One can see
from Hilbert series of I that its Hilbert regularity is m. On the other hand,
Hilbert series of I may be computed by 24 = 16 operations (see [4] for example).
Thus, Hilbert luckiness of two primes may be computed with 32 operations using
our criterion while it needs at least 2m operations by Arnold’s criterion (see [1]).
So, for m enough big our method is more efficient.

When HSIp = HSIq , to be able to choose a more lucky prime between two
primes, we define an ordering on the initial ideals modulo the primes: in(Iq) >
in(Ip) if there exists a polynomial in the Gröbner basis of Iq which has a leading



102 A. Hashemi

term greater than that of its corresponding polynomial in the the Gröbner basis
of Ip. By [2] Theorem 5.6 if HSIp = HSIq , we choose (from p and q) the prime
which has the greater initial ideal.

We describe now an algorithm to find a Hilbert lucky prime. In this algorithm,
using the above criterion, we compare a candidate prime with the best Hilbert
lucky prime which has already been computed. In the beginning, we start by a
random prime number.

Algorithm 2. HLP
Input: I ⊂ R an ideal, p a (Hilbert lucky) prime number, Gp the Gröbner basis of
Ip with respect to ≺ and HSIp

Output: A Hilbert lucky prime q, Gröbner basis of Iq and HSIq

Flag:= 0
while Flag= 0 do

q := a random prime number
Gq := the Gröbner basis of Iq with respect to ≺
if HSIp > HSIq or (HSIp = HSIq and in(Iq) >= in(Ip)) then

Flag:= 1
end if

end while
return (q, Gq , HSIq )

Then, using this algorithm, we describe a p-adic algorithm to test (with a
high probability) whether a general ideal is in Nœther position or not.

Algorithm 3. MNP-test
Input: I ⊂ R an ideal
Output: The answer of “Is I in Nœther position?”
p := a random prime number
Gp := the Gröbner basis of Ip with respect to ≺
(q1, Gq1 , HSIq1

) :=HLP(I, p, Gp, HSIp )
(q2, Gq2 , HSIq2

) :=HLP(I, q1, Gq1 , HSIq1
)

while NP-test(in(Gq1)) = NP-test(in(Gq2)) do
Gq1 := Gq2

(q2, Gq2 , HSIq2
) :=HLP(I, q2, Gq2 , HSIq2

)
end while
return NP-test(in(Gq1))

Example 2. There is an ideal for which MNP-test algorithm runs faster than
NP-test and is-NP algorithm from library mregular.lib of Singular. Let I be
the ideal of cyclic 6-roots over Q. Then, MNP-test returns “Yes” in 2.1 sec. while
NP-test and is-NP could not return the answer in less than 12 hours.

4 Putting an Ideal in Nœther Position

In this section, using NP-test and MNP-test algorithms, we provide two incre-
mental and efficient algorithms to put an ideal in Nœther position. For this, we
recall first Nœther normalization lemma from [15] page 213.
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Lemma 3 (Nœther normalization). Let I ⊂ K[x1, . . . , xn] be an ideal and
K be a field. Then there exist an integer s ≤ n and an isomorphism

φ : K[x1, . . . , xn] −→ A := K[y1, . . . , yn]

such that canonical map K[ys+1, . . . , yn] −→ A/φ(I), yi �−→ yi mod φ(I) is
injective and finite. Moreover, if K is infinite then φ can be chosen to be linear,
φ(xi) = ai,1y1 + · · · + ai,nyn with ai,j ∈ K.

Definition 2. A finite and injective map K[ys+1, . . . , yn] −→ A/φ(I) is called
a Nœther normalization of A/φ(I), and φ puts I in Nœther position.

This lemma states that an ideal can be put in Nœther position by a suitable
change of the variables. If the characteristic of K is zero, we show that for almost
all linear change of variables an ideal is in Nœther position. Let I ⊂ R be an
ideal of dimension d. For all Λ = (a1, . . . , aN) ∈ KN with N = nd − d(d − 1)/2,
denote by Λ(I) the result of the following substitution in I:

xn �→ xn+a1xn−1 + a2xn−2 + · · · + an−1x1

xn−1 �→ xn−1 + anxn−2 + · · · + a2n−3x1

...
xn−d+1 �→ xn−d+1 + aN−n+d+1xn−d+ · · · + aNx1

By [7] Theorem A.1, there exists a dense open Zariski subset U of AN
K such that

Λ(I) is in Nœther position for all Λ ∈ U .

Algorithm 4. NP
Input: I ⊂ R an ideal
Output: A set of linear maps φ such that φ(I) ⊂ R is in Nœther position
I ′ := the Gröbner basis of I with respect to ≺
if NP-test(in(I ′)) =”Yes” then

Return The ideal is already in Nœther position
end if
φ := {}
for i = n, . . . , 2 do

ψ := The map xi �−→ xi +ai,i−1xi−1+ · · ·+ai,1x1 with ai,j ∈ K a random element
φ := φ ∪ {ψ}
I ′ := the Gröbner basis of ψ(I ′) with respect to ≺
if NP-test(in(I ′)) =”Yes” then

Return φ
end if

end for

It is certain that if we do this change of variables in one step, it destroys the
possible sparsity and may therefore transform an easy problem in an intractable
one. Thus, as an interesting algorithmic issue, it is better to do it incrementally
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(one variable after the other) than to do it in one step. This follows from the
fact that the computation of Gröbner bases by this strategy is less expensive
(see Section 5). Also, it is certain that the number of variables that one has to
change is at most the dimension of the input ideal (see Lemma 1). But, by this
strategy, this number may be strictly less than than the dimension of the ideal
(see Section 5 for some examples). Another technique is to verify if a permutation
of the variable could put the ideal in this position in the case that the input ideal
is not in Nœther position. For example, let I = 〈y2, z2〉 be an ideal of the ring
K[x, y, z]. Thus, for this ideal we do not need to change any variable, and only
the permutation x �−→ z, y �−→ y and z �−→ x could put I in Nœther position
(see Section 5 for more examples). Also, as the Gröbner basis of the input ideal
has to be computed for testing Nœther position (see Section 3), one could use it
to minimize the time of computation and the number of non-zero coefficients in
the change of variables.

We describe an algorithm to put an ideal in Nœther position by the above
techniques. Then, replacing NP-test by MNP-test, we can describe a modular
(probabilistic) algorithm to do this computation when K = Q.

5 Experiments and Remarks

We have implemented NP-test, HPL, MNP-test, NP and MNP algorithms with the
computer algebra system Singular (version 3-0-1), and they were distributed in
the library noether.lib [17] of this system. We choose Singular since it has many
functionalities needed related to a multivariate polynomial ring. Also, to be able
to compare our algorithms with the existing NoetherPosition function (from
library mregular.lib [5]) of Singular which is base on Bermejo et al.’s paper [6].

Table 1. Comparison of our algorithms with Singular and Macaulay2

MNP NP Singular Macaulay2

Example var dim ch var time ch var time ch var time ch var time

1 4 1 1 11.6 1 ∗322 1 ∞ ? ?
2 5 3 2 0.2 2 0.2 3 0.2 3 0.1
3 5 3 0 0.1 0 0.1 3 1 3 1.9
4 5 1 0 0.1 0 0.2 1 0.7 ? ?
5 5 1 1 ∗6228 1 ∞ 1 ∞ ? ?
6 6 3 3 0.7 3 1.8 3 3.4 ? ?
7 7 2 2 1.5 2 6.8 2 133.2 2 12.9
8 8 2 1 0.6 1 2.6 2 288.4 ? ?
9 9 3 3 0.4 3 0.6 3 1.4 ? ?
10 9 4 4 2.3 4 ∗1.8 4 13203.1 ? ?
11 10 1 1 34.8 1 ∗597 1 ∞ 1 ∗0.2
12 10 9 0 0.6 0 ∗0.1 9 130.2 0 0.1
13 11 5 5 0.8 5 2.4 5 29.7 ? ?
14 17 3 3 44.6 3 ∗190.6 3 12495.5 3 ∗9.6
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We compare also our implementation with the function noetherNormalization
(from library NoetherNormalization.m2) of Macaulay2 [14] which is based on
Logar’s paper [20].

For this experiments, we use some examples from [10] and Posso list1. The re-
sults are shown in Table 1. All the computations are done over Q. The monomial
ordering is always degree reverse lexicographical ordering. In this table, Example
1 (Haas Example2) is the ideal 〈x8 + zy4 − y, y8 + tx4 − x, 64x7y7 − 16x3y3zt +
4y3z + 4x3t − 1〉 of the ring Q[x, y, z, t]. Examples 3, 4, 6, 7, 8, 9, 10, 11, 12, 14 are
respectively Macaulay, Cassou, Horrocks, Gerdt, Möller, Sturmfels/Eisenbud,
Butcher, Wang1, Shimoyama/Yokoyama and Gonnet Examples from [10]. Ex-
amples 2 and 5 are respectively Bronstein2 and Czapor Examples from Posso list.
Example 13 is the ideal 〈x0x1, x1x2, . . . , x9x10, x10x0〉 ⊂ Q[x0, . . . , x10] from [8].

In Table 1, column var (resp. dim and ch var) shows the number of variables
(resp. the dimension of the ideal and the number of variables that the algorithm
changes to put the ideal in Nœther position). The column time shows the timing
of computing. Timing is measured in seconds (with a precision of tenths of a
second) The symbol ∞ means more than 24 hours and the symbol ? indicates
that memory was exhausted (memory error message for Macaulay2 was: Too
many heap sections: Increase MAXHINCR or MAX-HEAP-SECTS) and it made
the computation fail. The symbol ∗ shows the timing which is important in
comparison with the other timings. Computations were conducted on a personal
computer with 3.2GHz, Intel Pentium 4 and 1024 MB memory under the Linux
operating system.

For Example 11, the reason for which the function noetherNormalization is
faster than NP is that the former makes the linear change in a space of dimension
1 while the later makes it in a space of dimension 9.

The experiments we made seem to show that these first implementations are
already very efficient. As one can see in Table 1, the comparison of the columns
time of NP and the others shows that doing an incremental (one variable after
the other) random linear change of variables makes the computation of Gröbner
bases less expensive than the case that we change all the last variables in one
step. Also, for some examples, we do not need to change any variable, and a
permutation of variables could put the ideal in Nœther position (in column of
ch var, we show this case by 0).

6 Conclusion

In this paper, we have presented first two algorithms NP-test and MNP-test to
test whether a given ideal is in Nœther position or not. NP-test is a deterministic
algorithm which has a quadratic complexity in input (a monomial ideal) size.
This algorithm does not use the dimension of the ideal. MNP-test algorithm
whose input ideal is a general ideal, uses a modular (probabilistic) algorithm to
compute the initial ideal and NP-test algorithm for Nœther position test. Then,
1 http://www-sop.inria.fr/saga/POL/BASE/3.posso/
2 http://www.math.tamu.edu/∼rojas/extreme.html

http://www-sop.inria.fr/saga/POL/BASE/3.posso/
http://www.math.tamu.edu/~rojas/extreme.html
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we have presented two algorithms NP (using NP-test) and MNP (using MNP-test)
to put an ideal in such a position via an incremental random linear change of
variables. The advantages of these algorithms are: The computation of Gröbner
bases by this strategy is less expensive than the case that we change all the last
variables in one step. Also, for some systems of positive dimension we do not
need to change all the last variables. Finally, it does not use the dimension of
the ideal.
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Abstract. GPBi-CG method is an attractive iterative method for the
solution of a linear system of equations with nonsymmetric coefficient
matrix. However, the popularity of GPBi-CG method has diminished
over time except for the minority. In this paper, we consider a new al-
gorithm based on minimization of the associate residual of 2-norm in
place of reconstruction of the algorithm. We refer to a method with
new algorithm as GPBiCG with Associate Residual (abbreviated as
GPBiCG AR) method. Moreover we will introduce preconditioned GP-
BiCG AR (abbreviated as P GPBiCG AR). Then, we will support that
GPBiCG AR and P GPBiCG AR methods yield safety convergence
through numerical experiments.

Keywords: GPBi-CG, GPBiCG AR, nonsymmetric coefficient matrix,
Associate Residual, precondition.

1 Introduction

Generalized Product Bi-Conjugate Gradient (abbreviated as GPBi-CG) method
[6] is an attractive iterative method for the solution of a linear system of equa-
tions with nonsymmetric coefficient matrix. However, the popularity of GPBi-
CG method has diminished over time except for the context of limited field of
analysis becuase of unstability of convergence rate. Therefore some versions of
GPBi-CG method which have stability of convergence compared with the origi-
nal GPBi-CG method has been proposed.

We proposed a safety variant (abbreviated as BiCGSafe) of Generalized Prod-
uct type Bi-CG method from the viewpoint of reconstruction of the residual
polynomial and determination of two acceleration parameters ζn and ηn [3]. It
embodied that a particular strategy for remedying the instability of convergence,
acceleration parameters are decided from minimization of the associate residual
of 2-norm [4]. However, we could not reveal the origin of instability of GPBi-CG
method because of reconstruction of the algorithm. Though both convergence
rate and stability of BiCGSafe method were improved, instability itself of GPBi-
CG method could not correspond directly to its algorithm.

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 108–120, 2008.
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In this paper, we consider a new algorithm based on minimization of the
associate residual of 2-norm in place of reconstruction of the algorithm. We
refer to as GPBiCG with Associate Residual (abbreviated as GPBiCG AR)
method. Moreover we will introduce preconditioned GPBiCG AR (abbreviated
as P GPBiCG AR). After that, we will make verification of stability of the it-
erative method, and make it clear that the origin of instability of GPBi-CG
method corresponds to the two auxiliary vectors of the algorithm. We will sup-
port that GPBiCG AR and P GPBiCG AR methods yield safety convergence
through numerical experiments.

2 GPBi-CG and GPBiCG AR Methods

We consider iterative methods for solving a linear system of equations

Ax = b, (1)

where A ∈ RN×N is a given nonsymmetric matrix, and x, b is a solution vector
and right-hand side vector, respectively. When A is a large, sparse matrix which
arises from realistic problems, the efficient solution of (1) is substantially very
difficult. This difficulty has led to the development of a rich variety of generalized
CG type methods having varying degrees of success (see, e.g., [5]).

The bi-conjugate gradient (BiCG) method based of the Lanczos algorithm
is a crucial example of a generalized CG method. In many cases, the Lanczos
algorithm gives some of the fastest solution times and stability of convergence
among all generalized CG methods. The Lanczos algorithm, however, is known
to break down in some cases. In practice, the occurrence of breakdown can cause
failure to irregularly converge to the solution of (1). The fact that the Lanczos
algorithm performs well in some cases but fail in others heightens the need for
further insight and development of the Lanczos type iterative methods.

We note that the basic recurrence relations between Lanczos polynomials
Rn(λ) and Pn(λ) hold as follows:

R0(λ) = 1, P0(λ) = 1, (2)
Rn+1(λ) = Rn(λ) − αnλPn(λ), (3)
Pn+1(λ) = Rn+1(λ) + βnPn(λ), n = 1, 2, . . . . (4)

Then we can introduce the three-term recurrence relations for Lanczos polyno-
mial Rn(λ) only by eliminating Pn(λ) from (2)-(4) as follows:

R0(λ) = 1, R1(λ) = (1 − α0λ)R0(λ), (5)

Rn+1(λ) = (1 +
βn−1

αn−1
αn − αnλ)Rn(λ) − βn−1

αn−1
αnRn−1(λ), n = 1, 2, . . . (6)

Zhang [6] discovered that an often excellent convergence property can be
gained by choosing for acceleration polynomial Hn(λ) that is built up in the
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three-term recurrence form as polynomial Rn(λ) in (5) and (6) by adding suitable
undetermined parameters ζn and ηn as follows:

H0(λ) = 1, H1(λ) = (1 − ζ0λ)H0(λ), (7)
Hn+1(λ) = (1 + ηn − ζnλ)Hn(λ) − ηnHn−1(λ), n = 1, 2, . . . . (8)

The polynomial Hn(λ) satisfies Hn(0) = 1 and the relation as Hn+1(0)−Hn(0) =
0 for all n. Here we introduce an auxiliary polynomial Gn(λ) as

Gn(λ) :=
Hn(λ) − Hn+1(λ)

ζnλ
. (9)

By reconstruction of (6) using the acceleration polynomials Hn(λ) and Gn(λ),
we have the following coupled two-term recursion of the form as

H0(λ) = 1, G0(λ) = ζ0, (10)
Hn(λ) = Hn−1(λ) − λGn−1(λ), (11)
Gn(λ) = ζnHn(λ) + ηnGn−1(λ), n = 1, 2, . . . . (12)

Using these acceleration polynomials Hn(λ) and Gn(λ), Zhang’s discover led
to the generalized product-type methods based on Bi-CG method for solving
the linear system with nonsymmetric coefficient matrix. He refered as GPBi-CG
method [6]. However, the original Lanczos algorithm is also known to break
down or nearly break down in some cases. In practice, the occurrence of a
break down causes failure to converge to the solution of linear equations, and
the increase of the iterations introduce numerical error into the approximate
solution. Therefore, the convergence of the generalized product-type methods
is affected. Comparatively little is known about the theoretical properties of
the generalized product-type methods. The fact that the generalized product-
type methods perform very well in some cases but fail in other cases, moti-
vates the need for further insight into the construction of polynomials for the
product-type residual Hn+1(λ)Rn+1(λ). In a usual approach, acceleration pa-
rameters are decided from local minimization of the residual vector of 2-norm
||rn+1(:= Hn+1(λ)Rn+1(λ))||2, where Rn+1(λ) denotes the residual polynomial
of the Lanczos algorithm and Hn+1(λ) denotes the acceleration polynomial for
convergence. Instead, it embodies that a particular strategy for remedying the
instability of convergence. That is, the algorithm of GPBiCG AR method based
on local minimization of an associate residual a rn(:= Hn+1(λ)Rn(λ)) is written
as follows:

a rn = rn − ηnAzn−1 − ζnArn. (13)

Here rn is the residual vector of the algorithm. Matrix-vector multiplications of
Aun and Arn+1 are directly computed according to definition of multiplication of
matrix A and vector. On the other hand, Apn and Azn are computed using their
recurrence. In the algorithm of GPBiCG AR method, modification parts which
differ from the original GPBi-CG method are indicated with underlines. The
description of compute Aun means that multiplication of Aun is done according
to its definition.
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Algorithm 1. GPBiCG AR method

x0 is an initial guess, r0 = b − Ax0,

choose r∗
0 such that (r∗

0, r0) �= 0,

set β−1 = 0, compute Ar0,

for n = 0, 1, · · · until ||rn+1|| ≤ ε ||r0|| do :
begin

pn = rn + βn−1(pn−1 − un−1),
Apn = Arn + βn−1(Apn−1 − Aun−1),

αn =
(r∗

0, rn)
(r∗

0, Apn)
,

an = rn, bn = Azn−1, cn = Arn,

ζn =
(bn, bn)(cn, an) − (bn, an)(cn, bn)
(cn, cn)(bn, bn) − (bn, cn)(cn, bn)

,

ηn =
(cn, cn)(bn, an) − (bn, cn)(cn, an)
(cn, cn)(bn, bn) − (bn, cn)(cn, bn)

,

(if n = 0, then ζn =
(cn, an)
(cn, cn)

, ηn = 0)

un = ζnApn + ηn(tn−1 − rn + βn−1un−1),
compute Aun,

tn = rn − αnApn,

zn = ζnrn + ηnzn−1 − αnun,

Azn = ζnArn + ηnAzn−1 − αnAun,

xn+1 = xn + αnpn + zn,

rn+1 = tn − Azn,

compute Arn+1,

βn =
αn

ζn
· (r∗

0, rn+1)
(r∗

0, rn)
,

end

2.1 Preconditioned GPBi-CG and GPBiCG AR Methods

This section discusses the preconditioned GPBiCG AR (abbreviated as
P GPBiCG AR) and GPBi-CG (abbreviated as P GPBi-CG) methods. We
choose a matrix K ( K ≈ A = K1K2) as a preconditioner, the following precon-
ditioned equation can be solved:

K−1Ax = K−1b (14)

or

Ãx̃ = b̃, (15)
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where Ã = (K−1
1 AK−1

2 ), x̃ = (K2x), (b̃ = (K−1
1 b) are defined. When GP-

BiCG AR method apply to the equation (2.15), the solution vector and residual
vector can be defined as follows:

x̃n := K2xn, r̃n := K−1
1 rn. (16)

The auxiliary vectors of GPBiCG AR method can be also defined as follows:

p̃n := K2pn, t̃n := K−1
1 tn,

ũn := K2un, z̃n := K2zn, r̃∗
0 := KH

1 r∗
0, (17)

where KH is Hermitian matrix. Then, P GPBiCG AR method is as follows:

Algorithm 2. Preconditioned GPBiCG AR method

x0 is an initial guess, r0 = b − Ax0,

Choose r∗
0 such that (r∗

0, r0) �= 0,

set β−1 = 0,

for n = 0, 1, · · · until ||rn|| ≤ ε ||r0|| do :
begin

pn = K−1rn + βn−1(pn−1 − un−1),
Apn = AK−1rn + βn−1(Apn−1 − Aun−1),

αn =
(r∗

0, rn)
(r∗

0, Apn)
,

K−1tn = K−1rn − αnK−1Apn,

an = rn, bn = Azn−1, cn = AK−1rn,

ζn =
(bn, bn)(cn, an) − (bn, an)(cn, bn)
(cn, cn)(bn, bn) − (bn, cn)(cn, bn)

,

ηn =
(cn, cn)(bn, an) − (bn, cn)(cn, an)
(cn, cn)(bn, bn) − (bn, cn)(cn, bn)

,

(if n = 0, then ζn =
(cn, an)
(cn, cn)

, ηn = 0)

un = ζnK−1Apn + ηn(K−1tn−1

−K−1rn + βn−1un−1),
compute Aun,

tn = rn − αnApn,

zn = ζnK−1rn + ηnzn−1 − αnun,

Azn = ζnAK−1rn + ηnAzn−1 − αnAun,

xn+1 = xn + αnpn + zn,

rn+1 = tn − Azn,
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compute Arn+1,

βn =
αn

ζn
· (r∗

0, rn+1)
(r∗

0, rn)
,

end

3 Numerical Experiments

3.1 Non Preconditioned GPBiCG AR and GPBi-CG Methods

In this section numerical experiments of non preconditioned GPBiCG AR and
GPBi-CG methods will be presented. We are primarily concerned with the GPBi-
CG by Zhang[6] and GPBiCG AR (with associate residual vector) methods.
All computations were done in double precision floating point arithmetics, and
performed on Hitachi SR11000 with CPU of Power5, clock of 1.9GHz, main
memory of 128GB, OS of AIX 5L 5.3. All codes were compiled with the “-64 -Oss
-nolimit -noscope -noparallel” optimization option. The right-hand side b was
imposed from the physical load conditions. The stopping criterion for successful
convergence of the iterative methods was less than 10−7 of the relative residual
2-norm ||rn+1||2/||r0||2. In all cases the iteration was started with the initial
guess solutions x0 are equal to all zeroes. The maximum number of iterations
was fixed as 104. The initial shadow residual r∗

0 of GPBiCG AR and GPBi-CG
methods was equal to the initial residual r0 = b − Ax0. We examined stability
of convergence of GPBiCG AR and GPBi-CG methods. As test matrices, 29
matrices in total were taken from Florida sparse matrix collection[2].

Table 1 shows the numerical results of GPBiCG AR and GPBi-CG methods.
”Itr.” means number of iterations, ”time” means computation time in seconds
and ”ratio” means the ratio of computation time of GPBiCG AR method to that
of GPBi-CG method. The symbol ”∞” denotes non-convergence until iterations
reach at the maximum iteration counts.

From Table 1, the following observations can be made.

1. As for matrices af23560 and lung2, GPBiCG AR method only converge. On
the contrary, GPBi-CG method does not converge until maximum iterations
because of stagnation of the residual.

2. For 11 matrices shown in Table 1, GPBiCG AR method converge faster
than GPBi-CG method. The time-ratios of GPBiCG AR method to GPBi-
CG method vary from 0.67 to 0.96. As a result, we can see that GPBiCG AR
method is fairly more efficient than GPBi-CG method.

3. However, for saga005 matrix shown in Table 1, both GPBiCG AR and GPBi-
CG methods can not converge.

4. For 15 matrices except the matrices shown in Table 1, computation times of
GPBiCG AR method are nearly as same as those of GPBi-CG method.

In Fig.1 we demonstrate history of relative residual 2-norm of GPBiCG AR
(solid line) and GPBi-CG (dotted line) methods for two matrices (a)af23560 and
(b)lung2.
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Table 1. Iterations and computation time in seconds of GPBiCG AR and GPBi-CG
methods

No. matrix GPBiCG AR GPBi-CG
Itr. time ratio Itr. time

1 cage12 9 0.22 0.96 9 0.23
2 xenon1 482 4.59 0.94 507 4.87
3 xenon2 572 22.42 0.94 599 23.97
4 wang4 366 0.84 0.93 380 0.90
5 memplus 565 1.01 0.92 605 1.10
6 torso2 24 0.33 0.92 25 0.36
7 stomach 197 6.87 0.90 213 7.67
8 sme3db 4205 78.58 0.79 5336 99.31
9 fidap035 889 2.10 0.77 1120 2.71

10 sme3da 4000 27.98 0.73 5467 38.35
11 ibm matrix 2 6051 53.06 0.67 8850 78.88

12 af23560 1915 7.85 ∞
13 lung2 4573 43.81 ∞
14 saga005

From Fig.1(a), it is clear that the relative residual of GPBi-CG method for
matrix af23560 oscillates violently around the residual level of 10−0.3 ∼ 10+0.3.
Moreover, from Fig.1(b), we can observe that the relative residual of GPBi-CG
method for matrix lung2 stagnates under the residual level of approximately
10−3.3. On the other hand, the relative residual of GPBiCG AR method con-
verges nicely for these matrices. As a result, we can verify the stability of con-
vergence of GPBiCG AR method compared with that of GPBi-CG method.

In Fig.2 we show history of relative residual 2-norm of GPBiCG AR and
GPBi-CG methods for two matrices (a)sme3da and (b)ibm matrix 2. Moreover
in Fig.3 we depict history of relative residual 2-norm of GPBiCG AR and GPBi-
CG methods for two matrices (a)sme3db and (b)fidap035. From these Figs.,
experimental results indicate that GPBiCG AR method realizes efficient and
safety convergence.

3.2 Preconditioned GPBiCG AR and GPBi-CG Methods

Basic computational conditions are the same with non preconditioned case in
the preceding subsection. In this subsection, we use acceleration coefficient γ to
raise approximation accuracy of P GPBiCG AR and P GPBi-CG methods.

Table 2 shows the numerical results of P GPBiCG AR and P GPBi-CG meth-
ods. The value of acceleration coefficient γ varies from 1.0 until 1.3 at the interval
of 0.01. That is, we examined 31 cases in total for each matrix. For fairness, we
show the average iterations and computation times in Table 2. Minimum it-
erations and computation times are also shown together in Table 2. ”No. of
conv.” means number of times for successful convergence of P GPBiCG AR
and P GPBi-CG methods. ”Minimum time” and ”Minimum itr.” mean com-
putation times in seconds and number of iterations when P GPBiCG AR and
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Fig. 1. History of relative residual 2-norm of GPBiCG AR (solid line) and GPBi-CG
(dotted line) methods for two matrices af23560 and lung2
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Table 2. Iterations and computation time of P GPBiCG AR and P GPBi-CG methods

No. matrix
P GPBiCG AR P GPBi-CG

No. of Average Minimum No. of Average Minimum
conv. itr. time itr. time conv. itr. time itr. time

1 cage12 31 3 0.92 3 0.92 31 3 0.92 3 0.91
2 lung2 31 4 0.23 3 0.22 31 4 0.23 3 0.21
3 stomach 31 6 1.72 5 1.61 31 5 1.67 5 1.61
4 ibm max 2 31 25 1.37 5 1.61 31 24 1.35 14 1.12
5 wang4 31 44 0.33 33 0.26 31 43 0.33 32 0.25
6 memplus 31 112 0.57 91 0.47 31 111 0.57 90 0.47
7 sme3da 31 575 9.87 505 8.80 31 670 11.50 520 9.13
8 sme3db 31 800 43.71 696 38.28 31 981 53.12 801 43.87

9 xenon1 30 313 9.19 125 3.96 30 321 9.72 126 4.08
10 xenon2 30 442 54.00 141 17.71 29 329 40.60 150 19.31
11 ex19 20 97 0.64 53 0.40 20 111 0.71 52 0.39
12 saga005 20 4491 150.57 4101 138.29 11 5875 197.96 4428 149.25
13 olafu 7 7533 119.63 5583 90.28 1 7020 114.44 7020 114.44

P GPBi-CG methods converge in the least time. 29 test matrices are taken
from Florida sparse matrix collection [2] which are the same with the preceding
subsection.

From Table 2, the following observations can be made.

1. For the eight matrices from the upper block, both P GPBiCG AR and
P GPBi-CG methods can converge well with 31 values of acceleration co-
efficient γ. These two methods converge nearly same time and iterations.
Then, for the five matrices from the lower block, these methods converge
sometimes. However, the numbers of convergence of P GPBiCG AR method
is more than that of P GPBi-CG method.

2. Moreover, P GPBiCG AR method converges 7 times for matrix olafu. The
average iterations and computation times of P GPBiCG AR method are
larger than that of P GPBi-CG method. Because P GPBiCG AR method
take too long time and much number of iterations to converge at acceleration
coefficient γ value of 1.08. However, the minimum iterations and computation
times of P GPBiCG AR method are less than that of P GPBi-CG method.
On the other hand, P GPBi-CG has only one time of successful convergence.

3. For 16 matices except the matrices shown in Table 2, the computation times
of preconditioned P GPBiCG AR method are nearly as same as those of
P GPBi-CG method.

In Fig.4 we demonstrate history of relative residual 2-norm of P GPBiCG AR
and P GPBi-CG methods for (a) saga005 and (b) sme3db matrices. At Fig.4 (a),
although P GPBiCG AR can converge successfully when acceleration coefficient
γ is 1.26, P GPBi-CG cannnot converge at the same acceleration coefficient γ.
Then, we can see both methods can converge when acceleration coefficient γ

is 1.08 in Fig.4 (b). At first, these two methods compete with each other until
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Fig. 4. History of relative residual 2-norm of P GPBiCG AR (solid line) and P GPBi-
CG (dotted line) methods for two matrices saga005 and sme3db

residual level 10−2. Finally, P GPBiCG AR can converge with less number of
iterations than the other.

Fig.5 illustrates the number of iterations and the relative residuals with the
various acceleration coefficient γ for two matrices (a)sme3db and (b)ex19. In
these figures, the vertical axis on right-hand side means number of iterations
and the vertical axis on left-hand side also means relative residual. The bars
in red represent number of iterations for P GPBiCG AR method. Similarly the
bars in blue represent number of iterations for P GPBi-CG method. The solid
line in red and dotted line in blue are relative residual of P GPBiCG AR and
P GPBi-CG methods, respectively.

In Fig.5(a), both P GPBiCG AR and P GPBi-CG methods can converge well
with a variety of acceleration coefficient γ. Furthermore, P GPBiCG AR method
can converge with less number of iterations than that of P GPBi-CG method.

In Fig.5(b), both P GPBiCG AR and P GPBi-CG methods diverge when ac-
celeration coefficient γ is smaller than 1.12. Although P GPBiCG AR method
cannot converge at acceleration coefficient γ of 1.11, its relative residual reached
closely at 10−7 of the stopping criterion. When acceleration coefficients γ’s be-
come both 1.12 and 1.14, the bars are very high. On the contrary, when accel-
eration coefficient γ becomes greater than 1.14, the bars are very low and flat.
These facts mean that P GPBiCG AR and P GPBi-CG methods converge very
fast and stably. Hence, acceleration coefficient γ’s which become larger than 1.14
are preferable for solving efficiently the matrix ex19.

Fig.6 illustrates the number of iterations and the relative residuals with the
various acceleration coefficient γ for two matrices (a)saga005 and (b)olafu. In
these figures, the vertical axis on right-hand side means number of iterations
and the vertical axis on left-hand side means relative residual. The bars in red
represent number of iterations for P GPBiCG AR method. The bars in blue
represent number of iterations for P GPBi-CG method. The solid line in red
and dotted line in blue are relative residual of P GPBiCG AR and P GPBi-CG
methods, respectively.
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Fig. 5. Number of iterations and relative residuals with various acceleration coefficient
γ for two matrices sme3db and ex19

In Fig.6(a), some bars are very high and some bars are low. This means
that the convergences of P GPBiCG AR and P GPBi-CG methods are not
stable. However, the number of bars of P GPBiCG AR method is more than
that of P GPBi-CG method. In addition, P GPBiCG AR method can con-
verge in wide range of acceleration coefficient γ. Hence, we can conclude that
new P GPBiCG AR method has safety convergence compared with P GPBi-CG
method.

We remark Fig.6(b) as follows. In Fig.6(b), the solide line in red which plots
for relative residual of P GPBiCG AR method disappear at acceleration coeffi-
cient γ’s of 1.22 and 1.27. The dotted line in blue which plots for relative residual
of P GPBi-CG method also disappear at acceleration coefficient γ of 1.01. These
cases happen because of the occurence of breakdown. Although the breakdown
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Fig. 6. Number of iterations and relative residuals with various acceleration coefficient
γ for two matrices saga005 and olafu

occurs during iteration process of P GPBiCG AR, this method converges seven
times and P GPBi-CG method converges only one time. On the other hand, the
dotted line in blue which plots for the relative residual of P GPBi-CG method
oscillates between residual level of 10−2 and 10−4 when acceleration coefficient
γ is larger than 1.12. Actually P GPBi-CG fails to converge when the maxi-
mum number of iterations becomes larger. On the other hand, the solid line
which plots for the relative residual of P GPBiCG AR method reaches at rela-
tive level of 10−6 at acceleration coefficient γ of 1.24. Hence, P GPBiCG AR
method can be expected that it may converge if we increase the maximum
number of iterations. From these remarks, Fig.6(b) proves that P GPBiCG AR
method is preferable than P GPBi-CG method from the viewpoint of safety
convergence.

Finally, from Figs. 4-6, we can conclude that P GPBiCG AR method is su-
perior to P GPBi-CG method.
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4 Conclusions and Future Work

In this paper, GPBiCG AR and P GPBiCG AR are proposed for the purpose of
removal of unstability of GPBi-CG. From numerical experiments, we can con-
clude that GPBiCG AR method works very well compared with the original
GPBi-CG method from the view of stability of convergence and computation
times. P GPBiCG AR method is also superior to P GPBi-CG method. More-
over, experimental evidences indicate that GPBiCG AR and P GPBiCG AR
yield safety convergence.

As you understand well from the above the conclusions, P GPBiCG AR
method can converge in a richness of wide range of acceleration coefficient γ

compared with P GPBi-CG method. Therefore, we should find out to decide
optimum acceleration coefficient γ as future work.
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Abstract. This paper evaluates the suitability of Java as an implemen-
tation language for the foundations of a computer algebra library. The
design of basic arithmetic and multivariate polynomial interfaces and
classes have been presented in [1]. The library is type-safe due to its
design with Java’s generic type parameters and thread-safe using Java’s
concurrent programming facilities. We evaluate some key points of our
library and differences to other computer algebra systems.

1 Introduction

We have presented an object oriented design of a Java Computer Algebra System
(called JAS in the following) as type safe and thread safe approach to computer
algebra in [1,2,3]. JAS provides a well designed library for algebraic computations
implemented with the aid of Java’s generic types. The library can be used as
any other Java software package or it can be used interactively or interpreted
through an jython (Java Python) front end. The focus of JAS is at the moment
on commutative and solvable polynomials, Groebner bases and applications. By
the use of Java as implementation language, JAS is 64-bit and multi-core cpu
ready. JAS has been developed since 2000 (see the weblog in [3]).

This work is interesting for computer science and mathematics, since it ex-
plores the Java [4] type system for expressiveness and eventual short comings.
Moreover it employs many Java packages, and stresses their design and perfor-
mance in the context of computer algebra, in competition with systems imple-
mented in other programming languages.

JAS contains interfaces and classes for basic arithmetic of arbitrary precision
integers and rational numbers and multivariate polynomials with such coeffi-
cients. Additional packages in JAS are:

– The package edu.jas.ufd contains classes for unique factorization domains.
Like the interface GreatestCommonDivisor, an abstract class providing com-
monly useful methods and classes with implementations for polynomial re-
mainder sequences and modular algorithms.

– The package edu.jas.ring contains classes for polynomial and solvable
polynomial reduction, Groebner bases and ideal arithmetic as well as thread
parallel and distributed versions of Buchbergers algorithm like Reduction-
Seq, GroebnerBaseParallel and GroebnerBaseDistributed.

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 121–138, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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– The package edu.jas.module contains classes for module Groebner bases,
syzygies for polynomials and solvable polynomials like ModGroebnerBase or
SolvableSyzygy.

– Finally, the package edu.jas.application contains applications of Groeb-
ner bases, such as ideal intersections and ideal quotients in the classes Ideal
or SolvableIdeal.

The emphasis of this paper is the evaluation of the JAS library design with
respect to the points: interfaces as types, generics and inheritance, dependent
types, method semantics, recursive types, design patterns, code reuse, perfor-
mance, applications, parallelization, libraries, and the Java environment.

1.1 Related Work

In this section we briefly give some pointers to related work, for details see [1,2].
For an overview on other computer algebra systems see [5]. Typed computer
algebra systems with own programming languages are described for example
in [6,7,8]. Computer algebra systems implemented in other programming lan-
guages and libraries are: in C/C++ [9,10,11], in Modula-2 [12], in Oberon [13]
and in FORTRAN [14]. A Python wrapper for computer algebra systems is pre-
sented in [15]. Java computer algebra implementations have been discussed in
[16,17,18,19,20,21]. Newer approaches are discussed in [22,23,24].

The expression of mathematical requirements for generic algorithms in pro-
gramming language constructs have been discussed in [25,26].

More related work, together with an evaluation of the design, is discussed in
section 3. Due to limited space we have not discussed the related mathematical
work on solvable polynomials, Groebner base and greatest common divisor al-
gorithms, see [27,28] for some introduction. This paper contains an expanded,
revised and corrected part of [2] and is a revised version of [29].

T[0] = 1
T[1] = x
T[2] = 2 x^2 - 1
T[3] = 4 x^3 - 3 x
T[4] = 8 x^4 - 8 x^2 + 1
T[5] = 16 x^5 - 20 x^3 + 5 x
T[6] = 32 x^6 - 48 x^4 + 18 x^2 - 1
T[7] = 64 x^7 - 112 x^5 + 56 x^3 - 7 x
T[8] = 128 x^8 - 256 x^6 + 160 x^4 - 32 x^2 + 1
T[9] = 256 x^9 - 576 x^7 + 432 x^5 - 120 x^3 + 9 x

Fig. 1. Chebychev polynomials
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1.2 Outline

In the next section 2, we give some examples on using the JAS library and give an
overview of the JAS type system for polynomials. Due to limited space we must
assume that you are familiar with the Java programming language [30] and object
oriented programming. Section 3 evaluates the presented design and compares
JAS to other computer algebra systems. In particular it discusses interfaces as
types, generics and inheritance, dependent types, method semantics, recursive
types, design patterns, code reuse, performance, applications, parallelization,
libraries, and the Java development environment. Finally section 4 draws some
conclusions.

2 Introduction to JAS

In this section we show some examples for the usage of the JAS library, and then
discuss the general layout of the polynomial types. Some parts of this section
are similar to the JAS introduction in [3].

2.1 Using the JAS Library

To give a first idea about the usage of the library, we show the computation of
Chebychev polynomials. They are defined by the recursion: T [0] = 1, T [1] = x,

1. int m = 10;
2. BigInteger fac = new BigInteger();
3. String[] var = new String[]{ "x" };
4. GenPolynomialRing<BigInteger> ring
5. = new GenPolynomialRing<BigInteger>(fac,1,var);
6. List<GenPolynomial<BigInteger>> T
7. = new ArrayList<GenPolynomial<BigInteger>>(m);
8. GenPolynomial<BigInteger> t, one, x, x2;
9. one = ring.getONE();
10. x = ring.univariate(0); // polynomial in variable number 0
11. x2 = ring.parse("2 x");
12. T.add( one ); // T[0]
13. T.add( x ); // T[1]
14. for ( int n = 2; n < m; n++ ) {
15. t = x2.multiply( T.get(n-1) ).subtract( T.get(n-2) );
16. T.add( t ); // T[n]
17. }
18. for ( int n = 0; n < m; n++ ) {
19. System.out.println("T["+n+"] = " + T.get(n) );
20. }

Fig. 2. Computing Chebychev polynomials
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T [n] = 2x × T [n − 1] − T [n − 2] ∈ ZZ[x]. The first ten Chebychev polynomials
are shown in figure 1.

The polynomials have been computed with the Java program in figure 2. In
lines 4 and 5 we construct a polynomial factory ring over the integers, in one
variable "x". This factory object itself needs at least a factory for the creation of
coefficients and the number of variables. Additionally the term order and names
for the variables can be specified. With this information the polynomial ring fac-
tory can be created by new GenPolynomialRing <BigInteger> (fac,1,var),
where fac is the coefficient factory, 1 is the number of variables, and var is
an String array of names. In lines 8 to 11 the polynomials for the recursion
base, one and x are created. Both are generated from the polynomial factory
with method ring.getONE() and ring.univariate(0), respectively. The poly-
nomial 2x is, for example produced by the method ring.parse("2 x"). The
string argument of method parse() can be the TEX-representation of the poly-
nomial, except that no subscripts may appear. Note, x2 could also be created
from the coefficient factory by using x.multiply( fac.fromInteger(2) ) or,
directly by x.multiply( new BigInteger(2) ).

In lines 6 and 7 a list T is defined and created to store the computed polyno-
mials. Then, in the for-loop, the polynomials T [n] are computed using the defini-
tion, and stored in the list T for further use. In the last for-loop, the polynomials
are printed, producing the output shown in figure 1. The string representation
of the polynomial object can be created, as expected, by toString().

To use other coefficient rings, one simply changes the generic type parameter,
say, from BigInteger to BigComplex and adjusts the coefficient factory. The
factory would then be created as c = new BigComplex(), followed by new Gen-
PolynomialRing<BigComplex>(c,1,var). This small example shows that this
library can easily be used, just as any other Java package or library.

2.2 JAS Class Overview

The central interface is RingElem (see figure 3, left part) which extends Abelian-
GroupElem with the additive methods and MonoidElem with the multiplicative
methods. Both extend Element with methods needed by all types. RingElem is
itself extended by GcdRingElem, which includes greatest common divisor meth-
ods and StarRingElem, containing methods related to (complex) conjugation.

The interface RingElem defines a recursive type which specifies the function-
ality of the polynomial coefficients and is also implemented by the polynomials.
So polynomials can be taken as coefficients for other polynomials, thus defin-
ing a recursive polynomial ring structure. We separate the creational aspects of
ring elements into ring factories with sufficient context information. The mini-
mal factory functionality is defined by the interface RingFactory (see figure 3,
right part). Constructors for polynomial rings will then require factories for the
coefficients so that the construction of polynomials poses no problem.

The RingElem interface (with type parameter C), defines the commonly used
methods required for ring arithmetic, such as C sum(C S), C subtract(C S),
C abs(), C negate(), C multiply(C s), C divide(C s), C remainder(C s),
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Fig. 3. Overview of some algebraic types and of generic polynomials

and C inverse(). In addition to the arithmetic methods there are testing meth-
ods such as boolean isZERO(), isONE(), isUnit() and int signum(). The
first three test if the element is 0, 1 or a unit in the respective ring. The
signum() method computes the sign of the element (in case of an ordered ring).
The methods equals(Object b), int hashCode() and int compareTo(C b)
are required by Java’s object machinery. The last method C clone() can be
used to obtain a copy of the actual element.

The RingFactory interface defines the methods C getZERO(), C getONE(),
which create 0 and 1 of the ring, respectively. The creation of the 1 is most dif-
ficult, since for a polynomial it implies the creation of the 1 from the coefficient
ring, i.e. we need a factory for coefficients at this point. Further there are meth-
ods to embed a natural number into the ring and create the corresponding ring
element, for example C fromInteger(long a). Other important methods are C
random (int n), C copy(C c), C parse (String s), and C parse (Reader
r). The random(int n) method creates a random element of the respective
ring. The two methods parse(String s) and parse(Reader r) create ring el-
ements from some external representations. The methods boolean isField(),
isCommutative() or isAssociative() query specific properties of the ring.

Generic polynomials are implemented in class GenPolynomial, which has a
type parameter C that extends RingElem<C> for the coefficient type (see fig-
ure 3, right part). All operations on coefficients, that are required in poly-
nomial arithmetic and manipulation are guaranteed to exist by the RingElem
interface. The constructors of the polynomials always require a matching poly-
nomial factory. The generic polynomial factory is implemented in the class
GenPolynomialRing, again with type parameter C extends RingElem<C> (not
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RingFactory). The polynomial factory implements the interface RingFactory<C
extends RingElem<C>> so that it can also be used as coefficient factory. The
constructors for GenPolynomialRing require at least the parameters for a coef-
ficient factory and the number of variables of the polynomial ring.

The design of the other types and classes together with aspects of implemen-
tation are discussed in detail in [1].

3 Evaluation

In this section we discuss, without striving for completeness, some key points
of our library and differences to other systems. Due to space restrictions, we
assume some knowledge of [1] in the following, see also [3] and the related work
in the introduction.

3.1 Interfaces as Types

In [31,32] the authors argue, and give counter examples, that a type system
based only on (multiple) inheritance, is not sufficient to implement mathemat-
ical libraries, in particular, it is not sufficient to implement computer algebra
libraries. As a solution they advocate interfaces, called signatures in their pa-
per, as we find them now in Java. With the aid of interfaces it is possible to
define a abstract type system separate of any implementation types defined by
class hierarchies, as was already pointed out by [33]. This approach was partly
anticipated in the Axiom system [6] with categories and domains. A category in
Axiom is a kind of interface, but with the possibility to give implementations for
certain methods, like an Java abstract class. A domain is similar to a Java class.
In [34] the necessary flexibility for the type system was achieved by a decoupling
of classes from views (interfaces in Java). In defining views, one could however,
give arbitrary mappings for the view method names to the implementing class
method names. Java allows only exact matching names, or one has to resort to
some facade or adaptor pattern [35] to map names during runtime. The definition
of the type hierarchy from Element to RingElem is perfectly suited to abstract
from the common characteristics of coefficients and polynomials to make them
exchangeable and inter-operable.

In section 2.4 (solvable polynomials) in [1] a problem appeared with the type
erasure the compiler does for generic types to generate the raw implementation
classes. Further investigation revealed, that this is not a problem of type erasure,
but a feature of any generic object oriented programming language. A sub-class
can not be allowed to implement a generic interface with a type parameter of
the sub-class. Since this would require the compiler to check that no method
of the super class, which is not overwritten in the sub-class, uses a super class
constructor. This is not feasible to check for the compiler and impossible for sep-
arately compiled class libraries. This implies that our proposal to solve the type
erasure problem, in [2], is wrong. In our case of the GenPolynomial super class
we assured by using factory methods of the sub-class GenSolvablePolynomial
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that any super class method returns objects of the sub-class. I.e. we changed the
semantics of the super class methods to return sub-class objects but a compiler
can not suss this.

3.2 Generics and Inheritance

The first version of the JAS library was implemented without generic types [36].
One obvious reason was, that generics were only introduced to the Java lan-
guage in JDK 1.5. But it was well known from papers, such as [37], that generics
are not necessarily required, when the programming language has, or allows the
construction of a well-designed type hierarchy. In our previous implementation
(up to 2005) we employed an interface Coefficient, which was implemented
by coefficient classes and used in the Polynomial interface. Polynomial also
extends Coefficient and so, polynomials could be used as coefficients of other
polynomials. The Coefficient interface has now become the RingElem inter-
face. However, with the old non-generic approach one looses some type safety,
i.e. one could inadvertently multiply a polynomial with BigInteger coefficients
by a polynomial with, say BigRational coefficients, and the compiler could not
determine a problem. To prevent this, we had incorporated the name of the co-
efficient type in the name of the polynomial type, for example RatPolynomial
or IntPolynomial in that release. A second reason for this first design was non
existent coefficient factories, which could construct coefficients, say for the con-
stant polynomial 1. Although the coefficient specific polynomials, for example
RatPolynomial, have been extended from an abstract polynomial base class, for
example MapPolynomial, it lead to much duplication of code. With the current
generic type parameter approach we have removed all duplicate code for poly-
nomial implementations. Moreover the type of the polynomial is clearly visible
from the denotation, for example GenPolynomial<BigInteger>, of polynomial
variables.

3.3 Dependent Types

The problem of dependent types is that we cannot distinguish polynomials in, say
3 variables from polynomials in, say 5 variables from their type. This carves a hole
in the type safety of our library. I.e. the polynomial factories GenPolynomialRing
<BigInteger> (c, 3) and GenPolynomialRing <BigInteger> (c, 5) create
polynomials with the same type GenPolynomial <BigInteger>, but will most
likely produce a run-time error, when, say, they are added together. Of course,
the method equals() of the factory will correctly determine, that the rings are
not equal, but the compiler is not able to infer this information and we are not
able to denote hints.

This problem also occurs in the class ModInteger and ModIntegerRing. The
type depends on the value of the modulus chosen. I.e. ModIntegerRing(5) and
ModIntegerRing(7) are incompatible, but are denoted by the same type. Al-
though the implementation of arithmetic methods of ModInteger will always
choose the modulus of the first operand and therefore there will not be a run-
time error, but this could lead to wrong results in applications.
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The SmallTalk system [34] could use a elegant solution for this problem. Since
types are first class objects, they can be manipulated as any other object in the
language. For example one could define the following (in Java like syntax)

class Mod7 = ModIntegerRing(7);
Mod7 x = new Mod7(1);

Now Mod7 is a type, which can be used to define and create new objects.
A minor problem of the same kind occurs with the term order defined in

the polynomial factory, see [1]. It too, could be incompatible at run-time and
this fact it is not expressed in the type. The actual implementation ignores this
problem and arithmetic methods will produce a correct result polynomial, with a
term order chosen from one of its input polynomials. However applications could
eventually be confused by this behavior, for example Groebner base calculations.

Other computer algebra systems, for example [6], treat the polynomial de-
pendent type case with some coercion facility. I.e. in most cases it is clear how
to coerce a polynomial in 3 variables to a polynomial in 5 variables by adding
variables with exponent zero or to coerce both to polynomials in 8 variables if
variable names are disjoint.

A type correct solution to the dependent type problem in Java would be, to
introduce an new type for every expected variable number, for example Var1,
Var2, Var3, and to use this as additional type parameter for polynomials

GenPolynomialRing<BigRational,Var5>.

The types Var* could be implemented by interfaces or more suitably by exten-
sion of an abstract base class defining an abstract method numberOfVariables
which could be used to query the number of variables at runtime. However,
such a solution is impractical, since the number of variables of polynomials in
applications is often determined at run-time and not during compile time.

How dependent types can correctly be handled in a programming language
by the compiler, is discussed in [38].

3.4 Method Semantics

The interface RingElem defines several methods which cannot be implemented
semantically correct in all classes. For example

– the method signum() makes no sense in unordered rings,
– the methods divide() and remainder() are not defined, if the divisor is

zero or only of limited value for multivariate polynomials,
– the method inverse() may fail, if the element is not invertible, e.g. for r =

new ModIntegerRing(6), a = new ModInteger(r,3), a.inverse() fails,
since 3 is not invertible in ZZ6.

More examples for other systems can be found in [39]. We have adopted the
policy to allow any meaningful reaction in these cases. For example the method
signum() in BigComplex returns 0 if the number is equal to 0 and a non zero
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value otherwise. The case of division by zero is in Java usually handled by
throwing a run-time exception, and so do we. This is meaningful, since such a
case is mostly an input error, which should have been handled by the calling
programs.

For inverse(), the situation is slightly different. If the element is zero it is an
error and a run-time exception can be thrown. But in the context of dependent
types there are elements, which are not zero, but can nevertheless not be inverted.
As in the above example 3 is not zero, but is not invertible in ZZ6. Also matrices
can be non-zero but are eventually not invertible. In Axiom [6] such cases are
handled by returning a special constant "failed", with obvious problems arising
for the type system. In Java we have the mechanism of checked exceptions. So
for inverse(), it should be considered to add a throws clause in the definition,
to make the user aware of some potential problem. At the moment we throw a
run-time exception, but we will explore this variant in future refactorings.

In JAS there are testing methods to determine such cases. For example
isZERO() or isUnit() to check if an element is invertible. For isUnit() the
computing time can be as high as the computing time for inverse(), which
doubles the computing time at this point and may not always be practical. In the
factories there are methods to check further conditions. For example isField(),
to test if the ring is a field and therefore if all non-zero elements are invertible.

There are proposals in [25,26] to formalize the semantic requirements for
methods and types, so that the compiler can check them during compilation.
Also Axiom [6] has some capabilities to specify and check method constraints.
Some of this functionality can be provided in Java by polymorphic factories, see
section 3.6.

3.5 Recursive Types

We have exercised some care in the definition of our interfaces to assure, that
we can define recursive polynomials. First, the interface RingElem is defined as

RingElem<C extends RingElem<C>>.

So the type parameter C can (and must) itself be a subtype of RingElem. For
polynomials we can define a polynomial with polynomials as coefficients

GenPolynomial< GenPolynomial<BigRational> >

In some applications presented in [1], for example the Groebner base algorithms,
we make no use of this feature. However, there are many algebraic algorithms
which are only meaningful in a recursive setting. For example greatest common
divisors or factorization of multivariate polynomials. Although a study of this
will be covered by a future publication, one observation is, that our type sys-
tem will unfortunately lead to code duplication. The code for baseGcd() and
recursiveGcd() is practically the same, but the methods have different param-
eter types. Further, by the type erasure for generic type parameters, they must
also have different names.



130 H. Kredel

We have successfully implemented a greatest common divisor package for
multivariate polynomials, using these recursive type features. There is a clean
interface GreatestCommonDivisorwith only the most useful methods. These are
gcd(), lcm(), squarefreePart(), squarefreeFactors(), content(), primi-
tivePart(), and resultant(). The generic algorithms then work for all imple-
mented (commutative) field coefficients.

The abstract class GreatestCommonDivisorAbstract implements the full set
of methods, specified in the interface. Only two methods must be implemented
for the different gcd algorithms. Details on the problems and solutions of this
package will be covered by a future publication.

3.6 Factory Pattern

The usage of the factory pattern [35] to create objects with complex parametriza-
tion requirements is a standard technique in object oriented programming. Sur-
prisingly, it has already been used in the SmallTalk implementation presented in
[34]. Recently this approach was advocated again in [17,18]. But, otherwise we
see this pattern seldom in computer algebra systems. The mainly used way to
create polynomials or matrices is via constructors or by coercions from general
algebraic expressions [6].

There is a nice application of the factory pattern in the ufd package. The
factory GCDFactory can be used to select one from the many greatest common
divisor implementations. This allows non-experts of computer algebra to choose
the right algorithm for their problem.

GreatestCommonDivisor<BigInteger> engine
= GCDFactory.<BigInteger>getImplementation( fac );

c = engine.gcd(a,b);

The static overloaded methods getImplementation() construct a suitable gcd
implementation for the given type. The selection of the getImplementation()
method takes place at compile time. I.e. depending on the desired actual type,
different methods are selected. The coefficient factory parameter fac is used
at run-time to check for example if the coefficients are from a field, to further
optimize the selection. For the special cases of BigInteger and ModInteger
coefficients, the modular algorithms can be employed.

This factory approach contrasts the approach taken in [25,26] to provide pro-
gramming language constructs to specify the requirements for the selection of
appropriate algorithm implementations. We can define requirements in Java
with interface names and specifications together with the extends clause in
the generic type parameter definition.

3.7 Code Reuse

With the help of generic programming we could drastically reduce the code of
the earlier MAS [12] (and of the SAC-2 [14]) libraries. MAS has three major
polynomial implementations, called distributive and recursive representation,
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and univariate dense representation. For each representation there are three
or more implementations. One ‘class’ for integer coefficients, one for rational
number coefficients and one for modular integer coefficients. In JAS there is
only one polynomial class, which works for all implemented coefficients.

In MAS, a arbitrary domain polynomial implementation exists. Here, the co-
efficients consist of a domain descriptor and a domain value. With the domain
descriptor it was possible to select at run-time the corresponding implemen-
tation for the domain values and provide further context information for the
called ‘methods’. 13 coefficient domains have been implemented. Besides the
lack of type safety, the introduction of a new coefficient implementation re-
quired the update of dispatching tables for all methods. The run-time selection
of the implementation added a performance penalty (of about 20%), see [12]
and the references there. With Java we have no performance loss for the generic
coefficients and no need for recoding if new coefficients are introduced in the
future.

A particular nice example for code reuse is the computation of e-Groebner
bases, see for example [27]. They are d-Groebner bases but with e-reduction
instead of d-reduction. This can be expressed by sub-classing with a different
constructor.

public class EGroebnerBaseSeq<C extends RingElem<C>>
extends DGroebnerBaseSeq<C> {

public EGroebnerBaseSeq(EReductionSeq<C> red) {...} /*empty*/ }

3.8 Performance

The performance of Java is discussed in section 3.12. For our polynomial imple-
mentation (see [1]), performance is mainly determined by

1. the performance of coefficient arithmetic,
2. the sorted map implementation and
3. the exponent vector arithmetic.

Coefficient arithmetic of polynomials is based on the Java BigInteger class.
BigInteger was initially implemented by a native C library, but since JDK
1.3 it is implemented in pure Java [40]. The new implementation has better
performance than the C library. The sorted map implementation is from the
Java collections package, which uses known efficient algorithms for this purpose,
and it is comparable to other libraries, such as the C++ STL. However, we are
not aware of general performance comparisons of the collection frameworks.

The exponent vector implementation is based on Java arrays of longs. It
could be faster by using arrays of ints or shorts as most computations seldom
require polynomials of degrees larger than 216. This would reduce the memory
footprint of a polynomial and so improve cache performance. If Java would
allow elementary types as type parameters, it would be possible to make the
ExpVector class generic, for example ExpVector<long> or ExpVector<int>.



132 H. Kredel

Table 1. JAS polynomial multiplication benchmark

Computing times in seconds on AMD 1.6 GHz CPU.
Options are: coefficient type, term order: G = graded, L = lexicographic, big c =

using the big coefficients, big e = using the big exponents, s = server JVM.
options, system JDK 1.5 JDK 1.6

BigInteger, G 16.2 13.5

BigInteger, L 12.9 10.8

BigRational, L, s 9.9 9.0

BigInteger, L, s 9.2 8.4
BigInteger, L, big e, s 9.2 8.4
BigInteger, L, big c 66.0 59.8

BigInteger, L, big c, s 45.0 45.8

However, using objects like Long or Integer as exponents, would imply auto-
boxing and introduce too much performance penalties. To make the library useful
for a wide range of applications we decided to stay with the implementation using
longs.

There is a simple benchmark for comparing the multiplication of sparse poly-
nomials in [41]. It times the computation of the product of two polynomials
q = p × (p + 1), with integer coefficients, where p = (1 + x + y + z)20, with
bigger coefficients p = (10000000001(1+ x + y + z))20, or with bigger exponents
p = (1 + x2147483647 + y2147483647 + z2147483647)20. The results for JAS are shown
in table 1 and for other systems in table 2. The timings are partly from [2] and
show that JAS is more than 3 times faster than the old MAS system but also 3.5
times slower than the Singular system. However Singular is not able to compute
the example with bigger exponents. For this example JAS is 45% faster than
Maple, and 65% faster than Mathematica. This shows that JAS (and the Java
VM) matches the performance of general purpose systems. For further details
see the discussion in [2].

3.9 Applications

As an application of the generic polynomials we have implemented some more
advanced algorithms, such as polynomial reduction or Buchbergers algorithm to
compute Groebner bases. The algorithms are also implemented for polynomial
rings over principal ideal domains and Euclidean domains and for solvable poly-
nomial rings (with left and two-sided variants) and modules over these rings. The
performance of these implementations will be covered in a future publication.

3.10 Parallelization

JAS has been implemented with the goal of being thread safe from the beginning.
This is mainly achieved by implementing all algebraic elements by immutable
objects. This avoids any synchronization constructs for the methods at the cost
of some more object creations. We have, however, not studied the impact of this
on the performance.
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Table 2. Polynomial multiplication, other systems

Computing times in seconds on AMD 1.6 GHz CPU and Intel 2.7 GHz CPU.
Options are: coefficient type is rational number for MAS, integer for Singular and

JAS, and it is unknown for Maple an Mathematica, big c = using the big coefficients,
big e = using the big exponents, term order G = graded, L = lexicographic.

options, system time @2.7GHz

MAS 1.00a, L, GC = 3.9 33.2
Singular 2-0-6, G 2.5

Singular, L 2.2
Singular, G, big c 12.95

Singular, L, big exp out of memory

Maple 9.5 15.2 9.1

Maple 9.5, big e 19.8 11.8

Maple 9.5, big c 64.0 38.0

Mathematica 5.2 22.8 13.6

Mathematica 5.2, big e 30.9 18.4

Mathematica 5.2, big c 30.6 18.2

JAS, s 8.4 5.0

JAS, big e, s 8.6 5.1

JAS, big c, s 47.8 28.5

In the beginning, we had developed some utility classes for easier paralleliza-
tion of the algorithms. In the mean time some classes are no more required,
since equivalent substitutions exist in java.util.concurrent since JDK 1.5.
We have replaced some of them in the latest refactorings of the library.

In the ufd package there is a nice parallel proxy class, which provides effec-
tive employment of the fastest algorithms at run-time. In the time of multi-core
CPU computers, we compute the gcd with two (or more) different implemen-
tations in parallel. Then we return the result from the fastest algorithm, and
cancel the other still running one. The gcd proxy can be generated from GCD-
Factory.<C>getProxy(). For example in a Groebner base computation with
rational function coefficients, requiring many gcd computations, the fastest was
3610 times the sub-resultant algorithm and 2189 times a modular algorithm.

3.11 Libraries

The advantage of (scientific) libraries is apparent. Javas [4] success is greatly
influenced by the availability of its comprehensive libraries of well tested and
efficient algorithms. Also languages like Perl or PHP profit greatly from their
comprehensive sets of available libraries. JAS is an attempt to provide a library
for polynomial arithmetic and applications. There are other activities in this
direction, however they are not all open source projects using the GPL license.

The goal of the jscl-meditor [22] project “is to provide a java symbolic com-
puting library and a mathematical editor acting as a front-end to the former.”
jscl has a similar mathematical scope as JAS and we are looking for possibili-
ties to cooperate in future work. The project JScience [24] aims to provide “the
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most comprehensive Java library for the scientific community.” The library has a
broader perspective than JAS, in that it wants to support not only mathematics,
but also physics, sociology, biology, astronomy, economics and others. There is
the Orbital library [23], which provides algorithms from (mathematical) logic,
polynomial arithmetic with Groebner bases and optimizations with genetic (sic)
algorithms. The Apache software foundation distributes a numerical mathemat-
ical library as part of the org.apache.commons package [42]. It is a “library
of lightweight, self-contained mathematics and statistics components addressing
the most common problems not available in the Java programming language”.

3.12 Java Environment

In [36] we have advocated the usage of standard libraries in favor of special imple-
mentations. In earlier computer algebra systems the creators had to implement
many standard data structures by themselves. But now, we have the situation,
that many of these data structures are available in form of well designed and
tuned libraries, like the Java collection framework or the standard template li-
brary (STL) from C++. With this approach one can save effort to implement
well known data structures again and again. Moreover, one profits from any im-
provements in the used libraries and improvements of the Java virtual machine
(JVM). This has been exemplified by the performance improvements between
JDK 1.5 and JDK 1.6 in section 3.8, table 1. Since Java is 64-bit ready we have
been able to run Groebner base computations in 50 GB main memory.

In the discussion following my talk at ASCM2007 the performance of Java was
a point of great controversy along the “Java is slow” myth. We admit that the
first Java versions have been slow (compare [19]), but now we see evidence, that
this is no more the case. Since the introduction of the just-in-time compilation
(JIT) to the Java virtual machine the Java byte-code is compiled into native
machine code on the fly [4]. So there is no principle difference in execution speed
compared to C or C++. Already in 2001 (with JDK 1.3) the authors of [43]
conclude “On Intel Pentium hardware, especially with Linux, the performance
gap is small enough to be of little or no concern to programmers.” Newer bench-
marks (up to JDK 1.4) showing Java to be faster than C/C++ are discussed in
[44,45,46]. The performance of generic programming implementations in C++,
Java and C# compared to special hand-coded programs is discussed in [47].
There is a natural “abstraction penalty” in execution speed for all high-level
languages, but on the other hand we see many software engineering benefits for
more abstraction. As a starting point for further information also on performance
issues see Google’s directory [48].

4 Conclusions

JAS provides a consistent object oriented design and implementation of a li-
brary for algebraic computations in Java. For the first time we have produced a
type safe library using generic type parameters in a contemporary programming
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language. With Javas interfaces we are able to implement all algebraic types re-
quired for a computer algebra system. The generic programming of Java allows
a type safe implementation of polynomial classes. It also helped to drastically
reduce code size and facilitates code reuse. Type safety in JAS is only limited
by the dependent type problem, which cannot be avoided in popular contempo-
rary programming languages. With checked and unchecked exceptions we can
model all necessary algebraic semantics of methods. The recursive RingElem and
polynomial design allows the implementation of all important multivariate poly-
nomial greatest common divisor algorithms. The usage of design patterns, for
example the factory pattern for object creation, allows a clean concept for ob-
ject oriented algebraic programming. Although object orientation looks strange
to mathematicians, it is state of the art in modern programming languages. The
performance of the library is comparable to general purpose computer algebra
systems, but can not match the performance of special hand tuned systems.
We have demonstrated that a large portion of algebraic algorithms can be im-
plemented in a convenient Java library, for example non-commutative solvable
polynomials or greatest common divisors. The parallel and distributed imple-
mentations of Groebner base algorithms draw heavily on the Java packages for
concurrent programming and inter-networking. For the main working structures
we built on the Java packages for multi-precision integers and the collection
framework. The steady improvements of Java and its package implementations,
leverage the performance and capabilities of JAS. A problem with Java’s type
erasure was identified as a general feature of generic object oriented program-
ming languages and is not specific to Java.

In the future we will implement more of ‘multiplicative ideal theory’, i.e.
multivariate polynomial factorization.
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Abstract. In this article we characterize two well-known graphs used
in many applications, particularly in network applications: Hamming
graphs and meshes of d-ary trees MT (d, 1). More precisely, we show
that they are so-called G-graphs. G-graphs are a new type of graphs
constructed from a group. They have nice algebraic proprieties and can
be regular or semi-regular.

1 Introduction

Group theory is simultaneously a branch of computational algebra [6,7] and the
study of symmetry. Graph theory [14] is one of the most important parts of
computer science and combinatorics. Many areas of science use graph theory
as a basic concept, for example : spatial geometric constraint solving based on
k-connected graph decomposition [11]. There has been significant interaction
between abstract group theory and the theory of graph automorphisms.[13] For
example it has already been proved that every finite group is isomorphic to the
automorphism group of a finite graph. Another link between groups and graphs is
provided by Cayley Graphs, which have acquired additional applications, notably
in the design of parallel computer architectures [8]. Much work has been done
on these graphs [1]. Cayley graphs have nice properties. Their regularity and
underlying algebraic structure make them good candidates for interconnecting
nodes of a network [9].

Another family of graphs constructed from groups are G-graphs. These graphs,
introduced in [2], [3], [5], have highly-regular properties but they can be regular
or semi-regular. Like Cayley graphs, they can be used in many areas of sci-
ence and have applications in error codes theory [4]. A lot of classical graphs are
G-graphs : bipartite complete graphs, 2n×n 4-grids connected thorus, the cuboc-
tahedral graph, the square, some of the generalized Petersen’s graphs, some of
the grids on a 3D torus, Heawood’s. A very important problem is the gener-
ation of both symmetric and semi-symmetric graph. This problem started in
1934 with Foster Census list. Because the algorithm to construct G-graphs is
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simple, it becomes easy to construct new symmetric and semi-symmetric cubic,
quadratic, quantic, .. graphs. Moreover, thanks to G-graphs we improved some
upper bounds in the cage graphs problem.

The purpose of this paper is to show that two well-known infinite families of
graphs, Hamming graphs and meshes of d-ary trees MT (d, 1), are G-graphs.

Hamming graphs have many applications: interconnection networks, SIMD
architecture, and parallel computing, to name a few. The most famous Ham-
ming graphs are the hypercubes. They offer good communication performance
(routing, broadcasting, connectivity)[10]. Hypercubes used in interconnection
networks are often studied, as in the carvingwidth of hypercubes [16].
Meshes of d-ary trees MT (d, 1) are semi-regular graphs. Combining tree-like and
grid-like graphs qualities, they are interesting in architectural networks for par-
allel computing. They are a satisfactory example of the use of G-graphs to char-
acterize graphs families which are not Cayley graphs. Consequently G-graphs
are interesting and can be used also in areas of science where Cayley graphs
occur, and also in other areas.

Our work is structured as follows:

– Section 2 - We give the definitions we need;
– Section 3 - We introduce G-graphs and their most important proprieties ;
– Section 4 - We define Hamming graphs as a generalization of hypercubes and

as a Cayley graph, then we construct an isomorphism between the Hamming
graphs and G-graphs;

– Section 5 - Finally, we construct a group for mesh of d-ary trees MT (d, 1)
and we conclude that these graphs are G-graphs.

2 Preliminaries

2.1 Graph Definitions

We define a graph, Γ = (V ; E; ε) in the following way:

– V (Γ ) is the set of vertices.
– E(Γ ) is the set of edges.
– ε is a map from E to P2(V ) (where P2(V ) is the set of subsets of V having

1 or 2 elements).

In this article graphs are finite, (sets V and E have finite cardinality). For con-
venience, if a ∈ E, we denote ε(a) = [x; y] with the meaning that the extrem-
ities x, y of a may be equal (loop) or not. For x, y ∈ V , the set M = {a ∈
E, ε(a) = [x; y]} is called multiedge or p-edge if the cardinality of M is p. If
0 ≤ p ≤ 1 without loop we call the graph simple and we note Γ = (V ; E).
We denote an edge ([x; y]; ai) with ([x; y]; ai) ∈ E. The degree of x ∈ V is
the number of edges incident with x: a loop at x will contribute 2 to the de-
gree of x. We will denote the degree by d(x) = {a ∈ E, x ∈ ε(a)}. Given a
graph Γ = (V ; E; ε), we denote the neighborhood of a vertex x by Γ (x), i.e.
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The set formed by all the vertices adjacent to x, and W ⊂ V , the induced sub-
graph on W is Γ ′ = (W ; E′; ε′) where E′ = {a ∈ E, ε(a) ⊂ W} and ε′ = ε|E′ ;
if ∀x, y ∈ W {x, y} ∈ E′, Γ ′ is a clique. The line graph of the simple (i.e.
without loops and multiedges) graph Γ = (V ; E; ε) is L(Γ ) = (E; A; η) where
A = {α = {a, b}, a, b ∈ E, ε(a) ∩ ε(b) 
= φ} and η(α) = {a, b}.

Let Γ1 = (V1; E1; ε1) and Γ2 = (V2; E2; ε2) be two graphs, a morphism from
Γ1 = (V1; E1; ε1) to Γ2 = (V2; E2; ε2) is a couple (f, f#) where f : V1 −→ V2 is a
map and f# : E1 −→ E2 is a map such that: if ε1(a) = [x; y] then ε2(f#(a)) =
[f(x); f(y)]. A morphism (f, f#) is an isomorphism if and only if f is a bijection
and f# is a bijection ; for example (idV , id#

V ) ; in particular Aut(Γ ) is a group.
A graph Γ = (V ; E; ε) is a k-graph if we have a partition of V in k parts
such that any part does not contain any edge other than loops ; we will write
Γ = (�i∈IVi; E; ε) ; when |I| = k is finite, Γ is k-partite ; when k is minimal such
that Γ is a k-graph. sub-group of AutΓ consisting of automorphisms (f, f#) of
Γ satisfying ∀i ∈ I f(Vi) = Vi. A graph is k-semiregular if inside each partition
of it’s k-representation, all vertices have same degree. We can easily see that a
regular graph is a particular case of a semiregular one.

2.2 Group Definitions

Recall that an action of a group G (with unity element e) on a set X is a
map G × X → X (g, x) �→ g.x satisfying e.x = x and g.(g′.x) = (gg′).x,
for every x ∈ X, g, g′ ∈ G.The action is transitive if ∀x, y ∈ X ∃g ∈ G such
that g.x = y. For x ∈ X the stabilizer of x is StabGx = {g, g.x = x}. We
consider, for any a s ∈ S the (left) action of < s > (subgroup generated by
s) on G ; this gives a partition G = �x∈Ts < s > x , where Ts is a right
transversal of < s >. If o(s) = | < s > | is the order of s, we have the cycles
(s)x = (x, sx, s2x, . . . so(s)−1x) of the permutation gs : x �→ s x (x ∈ Ts).

Semi-direct-product of groups. Let H and Q be groups and let Θ : Q →
Aut(H) be a group homomorphism. The semi-direct product of H and Q by Θ
(notation: H �Θ Q) is defined to be the group with underlying set {(h, q)/h ∈
H, q ∈ Q} and the group operation:

(h, q) · (h′, q′) = (h · Θ(q)h′, q · q′)

Cayley Graphs. Let G be a group and S ⊆ G a set of generators. We associate
a digraph called Cayley graph whose the set of vertices is the set of elements of
G and two vertices x, y are adjacent if and only if there exists s ∈ S such that
y = sx. If S = S−1 the graph is undirected and if we choose for S a multi-set
(repeating some generators) we get a Cayley multi-graph.

3 Introduction to G-Graphs

Let (G, S) be a group with a set of generators S. For any s ∈ S, we consider
the left action of the subgroup H = 〈s〉 on G. Thus, we have a partition G =
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⊔
x∈Ts

〈s〉x, where Ts is a right transversal of 〈s〉. The cardinality of 〈s〉 is o(s)
where o(s) is the order of the element s. Let us consider the cycles (s)x =
(x, sx, s2x, . . . , so(s)−1x) of the permutation gs: x �−→ sx. Notice that 〈s〉x is the
support of the cycle (s)x. We now define a new graph denoted by Φ(G; S) =
(V ; E; ε) as follows:

– The vertices of Φ(G; S) are the cycles of gs, s ∈ S, i.e., V = �s∈SVs with
Vs = {(s)x, x ∈ Ts}.

– For all (s)x, (t)y ∈ V , {(s)x, (t)y} is a p-edge if card(〈s〉x ∩〈t〉y) = p, p ≥ 1.

Thus, Φ(G; S) is a k-partite graph and any vertex has a o(s)-loop. We denote
Φ̃(G; S) the graph Φ(G; S) without loops. By construction, one edge stands for
one element of G. We can remark that one element of G labels several edges.
Both graphs Φ(G; S) and Φ̃(G; S) are called graph from a group or G-graphs [5]
and we say that the graph is generated by the group (G; S).

3.1 Algorithmic Procedure

The following procedure constructs a graph from a group G and a subset S of
G. A list of vertices and a list of edges represent the graph:

Procedure Group To Graph(G, S)
Data:

G a group
S = {s1, s2, s3, . . . , sk}, a subset of G

Cycles computing
L = ∅
for all a in S

l2 = ∅
gs = ∅
for all x in G

if x not in l2 then
l1 = ∅
for k = 0 to k = Order(a) − 1

Add (ak) × x to l1
Add (ak) × x to l2

end for
Add l1 to gs

end if
end for
Add gs to L

end for
Graph computing

for all s in L
Add s to V
for all s′ in L

for all x in s
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for all y in s’
if x = y then

Add (s, s′) to E
end if

end for
end for

end for
end for
Return (V, E)

3.2 Complexity and Example

It is easy to see that the complexity of our implementation is O(n2 × k2) where
n is the order of the group G and k is the cardinal of the family S.

Let Z/2Z × Z/2Z × Z/2Z be a a group generated by S = {(1, 0, 0); (0, 1, 0);
(0, 0, 1)}.

Let us compute the graph Φ̃(G; S).
The cycles of the permutation g(1,0,0) are:

((1, 0, 0))(0, 0, 0) = ((0, 0, 0), (1, 0, 0)+(0, 0, 0)) = ((0, 0, 0), (1+0, 0+0, 0+0)) = ((0, 0, 0), (1, 0, 0))

((1, 0, 0))(0, 1, 0) = ((0, 1, 0), (1, 0, 0)+(0, 1, 0)) = ((0, 1, 0), (1+0, 0+1, 0+0)) = ((0, 1, 0), (1, 1, 0))

((1, 0, 0))(0, 0, 1) = ((0, 0, 1), (1, 0, 0)+(0, 0, 1)) = ((0, 0, 1), (1+0, 0+0, 0+1)) = ((0, 0, 1), (1, 0, 1))

((1, 0, 0))(0, 1, 1) = ((0, 1, 1), (1, 0, 0)+(0, 1, 1)) = ((0, 1, 1), (1+0, 0+1, 0+1)) = ((0, 1, 1), (1, 1, 1))

The cycles of the permutation g(0,1,0) are:

((0, 1, 0))(0, 0, 0) = ((0, 0, 0), (0, 1, 0)+(0, 0, 0)) = ((0, 0, 0), (0+0, 1+0, 0+0)) = ((0, 0, 0), (0, 1, 0))

((0, 1, 0))(1, 0, 0) = ((1, 0, 0), (0, 1, 0)+(1, 0, 0)) = ((1, 0, 0), (0+1, 1+0, 0+0)) = ((1, 0, 0), (1, 1, 0))

((0, 1, 0))(0, 0, 1) = ((0, 0, 1), (0, 1, 0)+(0, 0, 1)) = ((0, 0, 1), (0+0, 1+0, 0+1)) = ((0, 0, 1), (0, 1, 1))

((0, 1, 0))(1, 0, 1) = ((1, 0, 1), (0, 1, 0)+(1, 0, 1)) = ((1, 0, 1), (1+0, 1+0, 0+1)) = ((1, 0, 1), (1, 1, 1))

The cycles of the permutation g(0,0,1) are:

((0, 0, 1))(0, 0, 0) = ((0, 0, 0), (0, 0, 1)+(0, 0, 0)) = ((0, 0, 0), (0+0, 0+0, 1+0)) = ((0, 0, 0), (0, 0, 1))

((0, 0, 1))(1, 0, 0) = ((1, 0, 0), (0, 0, 1)+(1, 0, 0)) = ((1, 0, 0), (0+1, 0+0, 1+0)) = ((1, 0, 0), (1, 0, 1))

((0, 0, 1))(0, 1, 0) = ((0, 1, 0), (0, 0, 1)+(0, 1, 0)) = ((0, 1, 0), (0+0, 0+1, 1+0)) = ((0, 1, 0), (0, 1, 1))

((0, 0, 1))(1, 1, 0) = ((1, 1, 0), (0, 0, 1)+(1, 1, 0)) = ((1, 1, 0), (0+1, 0+1, 0+1)) = ((1, 1, 0), (1, 1, 1))

The Φ̃(Z/2Z × Z/2Z; S = {(1, 0, 0); (0, 1, 0); (0, 0, 1)}) is isomorphic to the
graph shown figure 1.

In the construction of the G-graph we consider the left action of the subgroup
H = 〈s〉x on G ( s ∈ S) and the G-graph would have to be called left G-graph.
We can consider the right action, hence we have a right G-graph. The following
lemma justifies the designation of G-graph.

Lemma 1. Let Φr((G; S)) = (V1; E1; ε1) and Φl((G; S)) = (V2; E2; ε2) be the
right and left G-graphs of G. These two graphs are isomorphic.
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Fig. 1. G-graph of the group Z/2Z × Z/2Z × Z/2Z generated with S =
{(1, 0, 0); (0, 1, 0); (0, 0, 1)}

Proof. Main idea of the proof:
Let x be an element of G. There exists just one y ∈ G such that x = ysi. Settle
f : V1 −→ V2 such that f((s)x) = y(s), hence f# is a bijection and (f, f#) is an
isomorphism.

4 Hamming Graphs Are G-Graphs

Definition 1. The vertices set of the Hamming graph, denoted by H(n, d) con-
sists of all d-tuples (x1, x2, · · · , xd), 0 ≤ xi ≤ n. Two vertices are an edge, if as
d-tuples, they agree in all except one coordinate. In other way:

– V (H(n, d)) = (Z/nZ)d.
– [(x1, x2, · · · , xd), (y1, y2, · · · , yd)] ∈ E(H(n, d)) ⇔ ∃!1 � i � d xi 
= yi.

Example: H(2, 3) and H(4, 2) are Hamming graphs:

Some properties of Hamming’s graphs:

– H(n, d) is a regular graph with nd vertices and d(n−1)nd

2 edges;
– Each vertex has a degree equal to d(n − 1);
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The following set D(n, d) = {(i, i · · · , i, i︸ ︷︷ ︸
d

), 0 � i � n − 1} is a normal subgroup

of Z/nZ. Consequently B(n, d) = (Z/nZ)d

D(n,d) is a group.

Lemma 2. (B(n, d), +) is isomorphic to (Z/nZ)d−1.

Proof. Main idea of the proof:
Let x = (x1, x2, · · ·xd−1, xd) be an element in B(n, d). Settle Θ1 : B(n, d) →
(Z/nZ)d−1 such as Θ1(x) = (x1 − xd, x2 − xd, · · ·xd−1 − xd, 0).
Θ1 is an isomorphism of groups.

From now on we write each element in B(n, d) as x = (x1, x2, · · · , xd−1, xd).
Let ϕ : Z/dZ → Aut(B(n, d)) be the morphism q �→ ϕ(q) defined by:

ϕ(1)(x) = (x2, x3, · · · , xd, x1)
ϕ(2)(x) = (x3, x4, · · · , xd, x1, x2)
...
ϕ(i)(x) = (xi+1, xi+2, · · · , xd, x1, xi−1, xi)
...
ϕ(d)(x) = (x1, x2, · · · , xd) = ϕ(0) = x

This morphism defines an action on Z/dZ × B(n, d) �→ B(n, d) where ϕ(i)(x)
is the inverse circular permutation of i-coordinates, of an element of B(n, d) .
From now on we write i · x for ϕ(i)(x).

We settle G(n, d) = B(n, d) �k (Z/dZ) with ((x, k), (y, p)) ∈ (G(n, d))2 and
we can see that the following operation ” ♦ ”.

(x, k)♦(y, p) = (x + ϕ(k) · y, k + p) = (x + k · y, k + p) (1)

give rise to a group: (G(n, d),♦) defined as:

G(n, d) =
(Z/nZ)d

D(n, d)
�k (Z/dZ)

Lemma 3. Let S = {tk|tk ∈ G(n, d), tk = ((k, 0, 0 · · · , 0), 1), 0 � k � n − 1}.

(a) For all 1 � i � d we have tik = ((k, · · · k︸ ︷︷ ︸
i

, 0, · · · , 0), i) and the order of the

elements of S is d.
(b) The set S is a generating set for the group (G(n, d),♦).

Proof. Main idea of the proof:
To prove assertion (a) use induction.
To proving (b), we have :

(x, 0)♦tb0 = ((x + 0 · (0, 0, · · · , 0)), 0 + b) = (x, b) (2)

and:

(x, 0) = ((x1, 0, · · · , 0), 0)♦((0, x2, 0, · · · , 0), 0)♦ · · ·♦((0, 0, · · · , xd), 0) (3)
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and we also have:

((0 · · · 0︸ ︷︷ ︸
i−1

xi0 · · · 0), 0) = (ti−1
n−xi

♦t
d−(i−1)
0 )♦(tixi

♦td−i
0 ) (4)

From (2)+(3)+(4) we can see that each element of the group G(n, d) can be
written as a product of elements of S. So S is a generating set.

Lemma 4. Let Φ̃(G(n, d), S) be the right G-graph. We have the following
properties:

(a) For any vertex a ∈ Vtk
(Φ̃(G(n, d), S)), k ∈ {0, 1, 2, · · · , n − 1}:

a = ((x, 0), ((x, 0)♦tk), ((x, 0)♦t2k), · · · , ((x, 0)♦td−1
k ))

(b) For two vertices of Φ̃(G(n, d), S), a = (x, 0)(tk) and a′ = (y, 0)(tj) the two
following assertions are equivalent:
(i) [a; a′] ∈ E(Φ̃(G(n, d), S))

(ii) y ∈ {x, x + (t, 0, · · · , 0), x + (t, t, · · · , 0), · · · , x + (t, t, · · · , t, 0)} with t ∈
{0, 1, 2, · · · , n − 1}.

Proof. Main idea of the proof:
We obtain:

((x + (k, · · · , k︸ ︷︷ ︸
b

, 0, 0, · · · , 0), b)♦td−b+i
k = (x, 0)♦tik

From above it is easy to see that (a) is true.
For (b) we show that y = x + (t, · · · , t︸ ︷︷ ︸

p

, 0, · · · , 0) with t = k − j.

Theorem 1. The G-graph Φ̃(G(n, d), S) is isomorphic to Cay((Z/nZ)d, S∗)
with:

S∗ = {cki|cki = (k, · · · , k︸ ︷︷ ︸
i

, 0, · · · , 0, k), 1 ≤ k ≤ n − 1, 0 ≤ i ≤ d − 1}

Proof. Main idea of the proof:
Settle:

Θ : Φ̃(G(n, d), S) → Cay((Z/nZ)d, S∗)

such that Θ(a) = (Θ1(x), k), Θ1 being defined in the proof of Lemma 2.
The application Θ is an isomorphism.
It is easy to see that S∗ is a generating set.
Let a ∈ Vtk

(Φ̃(G(n, d), S)) with a = (x, 0)(tk) and settle:

Θ : Φ̃(G(n, d), S) → Cay((Z/nZ)d, S∗)

such that Θ(a) = (Θ1(x), k), Θ1 being defined in the proof of Lemma 2.



A New Property of Hamming Graphs and Mesh of d-ary Trees 147

The application Θ is a bijection because:
Let a = (x, b)(tk) and a′ = (y, b)(tj) be two vertices of Φ̃(G(n, d), S). Let

us consider that Θ(a) = Θ(a′). Hence (Θ1(x), k) = (Θ1(y), j) so k = j and
Θ1(x) = Θ1(y). Because Θ1 is an isomorphism we have x = y. So Θ is injectif.
Both graphs have the same number of vertices.

Consequently Θ is a bijection.
The application Θ is a morphism because:
Let a = (x, b)(tk) and a′ = (y, b)(tj) be two vertices of Φ̃(G(n, d), S) and

suppose that [a; a′] ∈ E(Φ̃(G(n, d), S)).
We have Θ(a) = (Θ1(x), k) and Θ(a) = (Θ1(y), j) From the proof of Lemma

4 the two following assertions are equivalent:

(i) [a; a′] ∈ E(Φ̃(G(n, d), S))

(ii) y ∈ {x, x + (t, 0, · · · , 0), x + (t, t, 0, · · · , 0), · · · , x + (t, t, · · · , t, 0)}
with t = j − k

From Lemma 2 we have:
Θ1(y) = Θ1(x) + Θ1(j − k, j − k, · · · , j − k︸ ︷︷ ︸

i

, 0, 0, · · · , 0) =

Θ1(x) + (j − k, · · · , j − k︸ ︷︷ ︸
i

, 0, · · · , 0), i ∈ {1, 2, · · · , d − 1}. That leads to Θ(a′) =

(Θ1(y), j) = (Θ1(x) + (j − k, · · · , j − k︸ ︷︷ ︸
i

, 0, · · · , 0), k + j − k) = (Θ1(x), k) +

(j − k, · · · , j − k︸ ︷︷ ︸
i

, 0, · · · , 0, j − k) = Θ(a′) + cj−k,i

Settle:
x = (x1, · · · , xd) and y = (y1, · · · , yd) two vertices on Cay((Z/nZ)d, S∗). So
y = x + cki and this is equivalent to :
(y1, y2, · · · , yd) = (x1, x2, · · · , xd) + (k, · · · , k︸ ︷︷ ︸

i

, 0, · · · , 0, k). Hence (Θ1(y), yd) =

(Θ1(x) + (Θ1(k, · · · , k︸ ︷︷ ︸
i

, 0, · · · , 0), k + xd)) same with

(Θ1(y)) = (Θ1(x + (k, · · · , k︸ ︷︷ ︸
i

, 0, · · · , 0)), xd + k) and yd = xd + k.

Consequently we have y = x + (k, · · · , k︸ ︷︷ ︸
i−1

, k, 0, · · · , 0).

We conclude that: G-graph Φ̃(G(n, d), S) " Cay((Z/nZ)d, S∗).

Lemma 5. We have the following isomorphism:

Cay((Z/nZ)d, S∗) " Cay((Z/nZ)d, S′)

with the set S′ = {ei
k = (0, 0, · · · , 0︸ ︷︷ ︸

i−1

, k, 0, · · · , 0) and 1 � i � d, 0 � k � n − 1}.
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Proof. It is obvious that the following application Θ2 : (Z/nZ)d → (Z/nZ)d such
as:

Θ2(cki) = eki k ∈ {0, 1, · · · , n − 1} i ∈ {1, 2, · · · , d}
is an isomorphism from ((Z/nZ)d, S∗) to ((Z/nZ)d, S′).

It follows that Cay((Z/nZ)d, S∗) " Cay((Z/nZ)d, S′).

Theorem 2. [15] The Cayley graph Cay((Z/nZ)d, S′) with the generating set
S′ defined above, is isomorphic to H(n, d).

Now we have the main result of this section:

Theorem 3. The G-graph Φ̃(G(n, d), S) is isomorphic to H(n, d) - the Ham-
ming graph.

Proof. Immediately from lemma 5 and theorem 1.

5 Mesh of d-ary Trees

The proofs in this section are straitforward from the proofs of Hamming graphs
are G-graphs section.

Let B an alphabet of d-letters and u a word on B. We denote |u| the length
of the word u. The mesh of d-ary trees MT (d, h) is the graph with the vertex
set V = {(u, v)||u| = h or |v| = h}, and [(u, v), (u′, v′)] ∈ E(MT (d, h)) if and
only if |u| = h ,u = u′ and v = v′λ or |v| = h ,v = v′ and u = u′λ with λ ∈ B.
Key properties of grid d-Tree graphs are as follows:

– Number of vertices Nv = dh(dh + 2 dh−1
d−1 );

– Number of edges Ne = 2d(dh+1−1
d−1 − 1);

– Diameter D = 4h;
– The mesh of d-ary trees is not a Cayley graph;
– The mesh of d-ary trees is not vertex-transitive.

In this paper we are only interested in the mesh of d-ary trees on a 1-dimensional
mesh MT (d, 1). The following diagrams show MT (3, 1) and MT (4, 1):
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We consider the following group:

G(n, 2) = ((Z/nZ) × (Z/nZ)) �ϕ (Z/2Z)

with ϕ : Z/2Z → Aut((Z/nZ)×(Z/nZ)) the morphism defined by ϕ(1)(x1, x2) =
(x2, x1) and ϕ(0)(x1, x2) = (x1, x2). We denote by ” ♦ ” the operation on this
group.

Lemma 6. Let S = {t0 = ((0, 0), 1), t1 = ((1, 0), 0)}.

(a) The order of t0 is 2, the order of t1 is n.
(b) The set S is a generating set for the group G(n, 2).

Lemma 7. Let Φ̃(G(n, 2), S) be the right G-graph. We have the following
properties:

(a) For any vertex a ∈ Vtk
(Φ̃(G(n, 2), S)), k ∈ {0, 1}:

(i) For a ∈ Vt0 , a = (((x1, x2), 0); ((x1, x2), 1))
(ii) For a ∈ Vt1 :

a = ((x1, x2), 0)(t1) = ((0, x2), 1); ((1, x2), 1); · · · ; ((n − 1, x2), 1))

or a = ((x1, x2), 0)(t1) = ((x1, 0), 0); ((x1, 1), 0); · · · ; ((x1, n − 1), 0))

(b) For two vertices of Φ̃(G(n, 2), S):
a = ((x1, x2), k)(t0) and a′ = ((y1, y2), k)(t1), the two following assertions
are equivalent:
(i) [a; a′] ∈ E(Φ̃(G(n, 2), S))

(ii) y1 = x1 and k = 0 or y2 = x2 and k = 1.

Proof. We can easily see that ((x1, x2), 0)♦t0 = ((x1, x2) + 0(0, 0)), 0 + 1) =
((x1, x2), 1) and this leads to (a.a). In the same way we show ((x1, x2), 0)♦ti0 =
((x1, x2)+0(i, 0)), 0+1) = ((x1 +i, x2), 1), and also ((x1, x2), 1)♦ti0 = ((x1, x2)+
1(i, 0)), 1 + 1) = ((x1, x2 + i), 0). We can conclude that (a.ii) is true.

From the definition of a G-graph we know that an edge exists only between
one vertex a of V (t0) and one vertex a′ of V (t1). From above, we can easily see
that, for a′, the first element or the second from the group (x1, x2) has all the
values from 0 to n − 1. For the vertex a the third element takes all values in
Z/2Z. For an edge it is enough that (x1, x2) and (y1, y2) are equal. So from (a)
we can easily see that this leads to (b.ii).

Theorem 4. The G-graph Φ̃(G(n, 2), S) is isomorphic to MT (n, 1).

Proof. Let us consider a and a′ from lemma 7. Set Θ : Φ̃(G(n, 2), S) → MT (n, 1)
as: Θ(a) = (x1, x2) and Θ(a′) = (y1, e) for k = 0 or Θ(a′) = (e, y2) for k = 1
where e is the empty word. It is obvious that Θ is an isomorphism.
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Abstract. An interpolation method that minimizes an energy integral
will be discussed. To be precise, given N + 1 points (x0, c0), (x1, c1), . . . ,
(xN , cN ) with 0 = x0 < x1 < · · · < xN = 1 and c0 = cN = 0, we shall
be interested in finding a sufficiently smooth function u on [0, 1] that
passes through these N + 1 points and minimizes the energy integral
Eα(u) :=

∫ 1
0 |u(α)(x)|2dx, where u(α) denotes the fractional derivative of

u of order α. As suggested in [1], a Fourier series approach as well as
functional analysis arguments can be used to show that such a function
exists and is unique. An iterative procedure to obtain the function will
be presented and some examples will be given here.

1 Introduction

Many interpolation methods have been developed for many decades. For recent
results in interpolation, see for instance [3, 7, 8, 9, 15] and the references therein.
In [1], Alghofari discussed the following interpolation problem: Given N + 1
points (x0, c0), (x1, c1), . . ., (xN , cN ) with 0 = x0 < x1 < · · · < xN = 1 and
c0 = cN = 0, find a continuously differentiable function u on [0, 1] that passes
through these N + 1 points and minimizes the energy integral

E2(u) :=
∫ 1

0

|u′′(x)|2dx.

To solve the problem, Alghofari used a Fourier series approach as well as func-
tional analysis arguments. In particular, he showed that the problem has a unique
solution and gave a hint to approximate the solution.

In this note, we shall generalize Alghofari’s results by replacing the energy
integral E2(u) with

Eα(u) :=
∫ 1

0

|u(α)(x)|2dx,

where u(α) denotes the fractional derivative of u of order α ≥ 0. We show that
for α > 1

2 , the problem has a unique solution u which is continuous on [0, 1].

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 151–162, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In addition, an iterative procedure to obtain the solution will be presented and
some examples will be given.

Note that for α = 2, E2(u) represents the curvature (or the strain energy of
bending) of u and the solution to the problem is a cubic spline (see [4, 5, 12]).
For α = 1, E1(u) represents the tension (or the potential energy of axial load)
of u and the solution is a piecewise linear function. From this point of view, the
interpolation that we discuss here can be considered as a generalization of the
polynomial spline interpolation. Our results may be related to those in [14].

2 The Problem and Its Solution

We begin with the classical Fourier series discussion. Let u : [0, 1] → IR be a
continuous function with u(0) = u(1) = 0. If, for instance, u is piecewise smooth,
then u may be expressed as a Fourier sine series

u(x) =
∞∑

n=1

an sin nπx, x ∈ [0, 1],

where

an = 2
∫ 1

0

u(x) sin nπxdx, n = 1, 2, 3, . . . .

Parseval’s identity states that 2
∫ 1

0
|u(x)|2dx =

∑∞
n=1 a2

n. Further, if u is of class
C(k−1) and u(k−1) is piecewise smooth (so that u(k) exists except at finitely many
points and is piecewise continuous), then the Fourier sine coefficients an’s satisfy
the condition ∞∑

n=1

n2ka2
n < ∞. (1)

Conversely, if the coefficients an’s satisfy the condition (1), then the functions
u, . . . , u(k−1) are absolutely continuous and u(k) is square integrable with

‖u(k)‖2
2 := 2

∫ 1

0

|u(k)(x)|2dx = π2k
∞∑

n=1

n2ka2
n

(see, for instance, [6, 13]). All these tell us that we may identify u(k) with the
square summable sequence (nkan). Here nkan’s are the Fourier coefficients of
u(k), from which we can recover u(k) almost everywhere through the formula

u(k)(x) = πk
∞∑

n=1

nkan sin(nπx + k π
2 ).

Note that πknk sin(nπx + k π
2 ) is nothing but the k-th derivative of sin(nπx).

Inspired by the above facts, we may define the fractional derivative of u of
order α ≥ 0, denoted by u(α), almost everywhere by the following formula

u(α)(x) = πα
∞∑

n=1

nαan sin(nπx + απ
2 ),
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provided that
∑∞

n=1 n2αa2
n < ∞. Notice that παnα sin(nπx + απ

2 ) is the frac-
tional derivative of sin nπx of order α (see [11]). Here we may check that the
family {sin(nπx + απ

2 )} : n ∈ IN} forms an orthogonal system and that

2
∫ 1

0

|u(α)(x)|2dx = π2α
∞∑

n=1

n2αa2
n.

Accordingly, u(α) is a square integrable function on [0, 1], which may be identified
with the square summable sequence (nαan).

Our problem is the following. Given N+1 points (x0, c0), (x1, c1), . . ., (xN , cN)
with 0 = x0 < x1 < · · · < xN = 1 and c0 = cN = 0, we wish to find an
interpolant u which is continuous on [0, 1] and minimizes the energy integral

Eα(u) :=
∫ 1

0

|u(α)(x)|2dx. (2)

To solve this problem, we consider the space W = Wα consisting of all func-
tions u on [0, 1] of the form u(x) =

∑∞
n=1 an sin nπx with

∑∞
n=1 n2αa2

n < ∞. On
W , we define the inner product

〈u, v〉 :=
∞∑

n=1

n2αanbn,

where an’s and bn’s are the coefficients of u and v, respectively. Here mini-
mizing the integral

∫ 1

0 |u(α)(x)|2dx in W is equivalent to minimizing the sum∑∞
n=1 n2αa2

n =: ‖u‖2. With respect to the above inner product, W is complete,
that is, (W, 〈·, ·〉) is a Hilbert space. Indeed, given a Cauchy sequence in W , one
may show that it is convergent to an element in W .

Hereafter, we shall assume that α > 1
2 , unless otherwise stated. As we shall

see, this is not only a sufficient condition but also necessary to have a continuous
solution. Let us first prove the following lemma.

Lemma 2.1. Suppose that ‖um − u‖ → 0 as m → ∞. Then, (um) converges
uniformly to u on [0, 1]. More generally,

(
u

(β)
m

)
converges uniformly to u(β) on

[0, 1] for 0 ≤ β < α − 1
2 .

Proof. For m ∈ IN, let am,n’s and an’s be the coefficients of um and u. Let
0 ≤ β < α − 1

2 . Then, for each x ∈ [0, 1], we have

|u(β)
m (x) − u(β)(x)| =

∣∣∣πβ
∞∑

n=1

nβ(am,n − an) sin nπx
∣∣∣

≤ πβ
[ ∞∑

n=1

n2α(am,n − an)2
]1/2[ ∞∑

n=1

sin2 nπx

n2(α−β)

]1/2

≤ C‖um − u‖,

where C is independent of x. Hence
(
u

(β)
m

)
converges uniformly to u(β). ��
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Corollary 2.2. If u ∈ W , then u(β) is continuous for 0 ≤ β < α − 1
2 . In

particular, every function in W is continuous.

Proof. For each β with 0 ≤ β < α− 1
2 , u(β) is a limit, and hence a uniform limit,

of its partial sums. Now since the partial sums are continuous, u(β) too must be
continuous. ��

Now consider the subspace V of W consisting of all functions u that vanish at
xi, i = 1, ..., N − 1; that is,

V := {u ∈ W : u(xi) = 0, i = 1, . . . , N − 1}.

Meanwhile, let U be the subset of W given by

U := {u ∈ W : u(xi) = ci, i = 1, . . . , N − 1}.

Then, as for the case α = 2 discussed in [1], we have:

Lemma 2.3. V is closed, while U is nonempty, closed and convex.

Proof. Let u be the limit of a convergent sequence (um) in V . Then, for each
i = 1, . . . , N−1, it follows from Lemma 2.1 that u(xi) = 0 because um(xi) = 0 for
every m ∈ IN. Therefore V is closed. Similarly, U is closed. Next, it is nonempty
because one can easily find a function u0(x) =

∑N−1
j=1 bj sin jπx satisfying the

following system of equations
N−1∑

j=1

bj sin jπxi = ci, i = 1, . . . , N − 1.

Finally, if u1 and u2 in U , then αu1 + βu2 ∈ U provided that α + β = 1. This
tells us particularly that U is convex. ��

The following theorem is a generalization of Alghofari’s result [1].

Theorem 2.4. The minimization problem (2) has a unique solution in W , and
the solution is given by

u = u0 − projV (u0),

where u0 is an arbitrary element of U and projV (u0) denotes the orthogonal
projection of u0 on V .

Proof. Let u0 be an element in U . Then, for any v ∈ V , u0 − v is also in U .
Since U is a convex subset of W , there must exist a unique element v0 ∈ V such
that ‖u0 − v0‖ is of smallest norm [2]. Thus u := u0 − v0 is the unique solution
in W for our minimization problem (2). By the theory of best approximation
in Hilbert spaces, the element v0 ∈ V for which ‖u0 − v0‖ is minimized is the
orthogonal projection of u0 on V , that is, v0 = projV (u0). ��

As we have indicated before, to find an element in U is easy. What is rather
difficult is to find an orthonormal basis for V . In the next section, we develop a
procedure to find an initial element in U and an orthonormal basis for V , and
to obtain the minimum solution iteratively through finite computations.
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3 The Procedure to Obtain the Solution

Given N + 1 points (x0, c0), (x1, c1), . . ., (xN , cN ) with 0 = x0 < x1 < · · · <
xN = 1, we can obtain (or approximate) the solution to (2) in W through the
following steps.

Step 1. To obtain an initial element in U , we solve the system of equations

N−1∑

j=1

bj sin jπxi = ci, i = 1, . . . , N − 1,

for the coefficients bj’s. The (N − 1) × (N − 1) matrix [sin jπxi]i,j is always
nonsingular (see [2]), and so the above system has a solution. Having found bj ’s,
we put u0(x) =

∑N−1
j=1 bj sin jπx.

Step 2. To obtain a basis for V , we consider the system of equations

∞∑

n=1

an sinnπxi = 0, i = 1, . . . , N − 1,

each of which contains infinitely many unknowns an’s. However, we can tackle
this system by writing it as

N−1∑

j=1

aj sin jπxi = −
∞∑

n=N

an sin nπxi, i = 1, . . . , N − 1.

From this we can express a1, . . . , aN−1 in terms of an, n ≥ N .
Now if (a1, . . . , aN−1, aN , aN+1, aN+2 . . .) stands for

∑∞
n=1 an sin nπx, then by

expressing a1, . . . , aN−1 in terms of an with n ≥ N , every element in V can be
expressed as

aN (∗, . . . , ∗, 1, 0, 0, 0, . . .) + aN+1(∗, . . . , ∗, 0, 1, 0, 0, . . .)+
+ aN+2(∗, . . . , ∗, 0, 0, 1, 0, . . .) + aN+2(∗, . . . , ∗, 0, 0, 0, 1, . . .) + · · · ,

where the first N − 1 terms marked by asterisks come from a1, . . . , aN−1. The
following sequence form a basis for V :

v1 := (∗, . . . , ∗, 1, 0, 0, 0, . . .), v2 := (∗, . . . , ∗, 0, 1, 0, 0, . . .),
v3 := (∗, . . . , ∗, 0, 0, 1, 0, . . .), v4 := (∗, . . . , ∗, 0, 0, 0, 1, . . .), . . . .

Step 3. The minimum solution u is given by u = u0 − projV (u0). To find
(or approximate) it, we compute the orthogonal projection of u0 on the sub-
space Vm := span{v1, . . . , vm} for m = 1, 2, 3, . . . iteratively. (But since vn’s
may not be orthogonal, we might need to orthogonalize them first.) Now if
um := u0 − projVm

(u0), then the sequence (um) approximates the minimum
solution u. Indeed, ‖um‖ gets smaller and ‖um − u‖ → 0 as m → ∞.
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In practice, we may stop the iteration process at uM basically when we have
‖uM − uM−1‖ < ε for a given value of ε. Note that the larger the value of α the
faster the convergence of (um).

To illustrate how our procedure works, we present a few examples. The first
one is simple; the reader can follow the computations in details.

Example 3.1. (a) Suppose that we wish to find a continuous, piecewise smooth
function u on [0, 1] that minimizes the integral

E1(u) :=
∫ 1

0

|u′(x)|2 dx, (3)

subject to the condition that u(0) = u(1) = 0 and u
(

1
2

)
= 1.

For this, consider the subspace V of W consisting of all functions u that vanish
at 1

2 ; that is,
V := {u ∈ W : u

(
1
2

)
= 0},

and the subset U of W given by

U := {u ∈ W : u
(

1
2

)
= 1}.

Our initial approximation is u0(x) = sinnπx. Next, if v(x) :=
∑∞

n=1 an sin nπx
is in V , then v

(
1
2

)
= 0 is equivalent to

a1 − a3 + a5 − a7 + − · · · = 0,

for which we get
a1 = a3 − a5 + a7 − a9 + − · · · .

Hence, every element (a1, a2, a3, a4, a5, . . .) in V can be expressed as

a2(0, 1, 0, 0, 0, . . .) + a3(1, 0, 1, 0, 0, . . .) +
+ a4(0, 0, 0, 1, 0, . . .) + a5(−1, 0, 0, 0, 1, . . .) + · · · .

From this we get the following basis for V :

v1 := (0, 1, 0, 0, 0, . . .), v2 := (1, 0, 1, 0, 0, . . .),
v3 := (0, 0, 0, 1, 0, . . .), v4 := (−1, 0, 0, 0, 1, . . .), . . . .

If one carries out Step 3 as prescribed, one will get u1 = (1, 0, 0, 0, 0, . . .), u2 =
u3 = 9

10 (1, 0,− 1
32 , 0, 0, . . .), and so on. The limiting solution is

u =
8
π2

(1, 0,− 1
32

, 0,
1
52

, . . .).

Alternatively, one can compute the orthogonal complement of u0 with respect
to V directly as follows. If u = (b1, b2, b3, . . .) is orthogonal to V , then u ⊥ vm

for each m ∈ IN, and so b2, b4, b6, . . . must be equal to 0 and

b1 = −32b3 = 52b5 = −72b7 = · · · .
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Hence u = b1(1, 0,− 1
32 , 0, 1

52 , . . .), that is,

u(x) = b1

(
sin πx − 1

32
sin 3πx +

1
52

sin 5πx − 1
72

sin 7πx + − · · ·
)
.

But u
(

1
2

)
= 1 gives

b1 =
( ∞∑

n=1

1
(2n − 1)2

)−1

=
8
π2

,

and therefore

u(x) =
8
π2

(
sin πx − 1

32
sin 3πx +

1
52

sin 5πx − 1
72

sin 7πx + − · · ·
)
.

Notice that this is nothing but the Fourier sine series of the piecewise linear
function f given by

f(x) =
{

2x, 0 ≤ x ≤ 1
2

2(1 − x), 1
2 < x ≤ 1.

The difference between the sequence (um) and the Fourier partial sums is that
each um passes through the point

(
1
2 , 1
)

while the Fourier partial sums do not.

(b) In general, given N + 1 points (x0, c0), (x1, c1), . . ., (xN , cN ) with 0 =
x0 < x1 < · · · < xN = 1, the solution to the minimization problem (2) for α = 1
is the Fourier sine series of the piecewise linear function f for which f(xi) = ci

and f is linear on each subinterval [xi−1, xi].
For example, let xi = i

4 , i = 0, . . . , 4, and c0 = 0, c1 = 7
10 , c2 = 1,

c3 = 3
10 , c4 = 0. With a computer program, we apply our procedure and get

a sequence (um) that approximates the solution in W . We stop the iterations
at uM basically when ‖uM − uM−1‖ < ε. For ε = 0.01, the iterations stop at
u182. Figure 1 shows the graphs of u0, u5, u30, and uM = u182, which clearly
indicate that the limiting series must be that of the piecewise linear function
passing through the points (xi, ci), i = 0, . . . , 4.

For α = 1, one may observe that the piecewise linear function f that passes
through the given points always solves the minimization problem (2). This fol-
lows from the following fact.

Fact 3.2. On every interval [a, b] where u(a) and u(b) are fixed, the integral∫ b

a |u′(x)|2dx is minimized (among continuously differentiable functions u) if and
only if u is linear.

Proof. Let m := u(b)−u(a)
b−a . Then, by the Fundamental Theorem of Calculus, we

have
∫ b

a

|u′(x) − m|2dx =
∫ b

a

|u′(x)|2dx − 2m

∫ b

a

u′(x) dx + m2(b − a)

=
∫ b

a

|u′(x)|2dx − 2m[u(b) − u(a)] + m2(b − a)

=
∫ b

a

|u′(x)|2dx − m2(b − a).



158 H. Gunawan, F. Pranolo, and E. Rusyaman

x
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1

0.8

0.6

0.4

0.2

0

Fig. 1. α = 1; u(0) = 0, u
( 1

4

)
= 7

10 , u
( 1

2

)
= 1, u

( 3
4

)
= 3

10 , u(1) = 0; ε = 0.01

Hence
∫ b

a |u′(x)|2dx ≥
∫ b

a m2 dx, and
∫ b

a |u′(x)|2dx is minimized if and only if
u′(x) = m for every x in [a, b]; that is, if and only if u is linear. ��

Example 3.3. Suppose that we wish to find a continuous function u that is
twice differentiable almost everywhere on [0, 1] and minimizes the integral

E2(u) :=
∫ 1

0

|u′′(x)|2 dx, (4)

subject to the condition that u(0) = u(1) = 0 and u
(

1
2

)
= 1.

Then, as in Example 3.1 (a), we will get

u(x) =
96
π4

(
sin πx − 1

34
sin 3πx +

1
54

sin 5πx − 1
74

sin 7πx + − · · ·
)
,

which is the Fourier sine series of the cubic spline

f(x) =
{

3x − 4x3, 0 ≤ x ≤ 1
2

3(1 − x) − 4(1 − x)3, 1
2 < x ≤ 1.
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In the next examples, we apply our procedure for fractional α′s and we see what
happens particularly when α > 1 and 1

2 < α < 1.

Example 3.4. (a) Suppose that α = 1.5 and we wish to find a sufficiently
smooth function u on [0, 1] that minimizes the integral Eα(u), subject to the
condition that u(0) = u(1) = 0 and u

(
1
2

)
= 1.

Compared to Example 3.1(a), the function u here must be smoother at 1
2 .

(From Lemma 2.2, we know that u has the fractional derivative uβ of order
β < 1 which is continuous on [0, 1].) With a computer program, we apply our
procedure with ε = 0.01 and the iterations stop at u52. Note that the convergence
of (um) here is faster than that in Example 3.1(a). Figure 2 shows the graph of
the approximate solution.

(b) Suppose now that α = 0.6 and we wish to find a continuous function
u on [0, 1] that minimizes the integral Eα(u), subject to the condition that
u(0) = u(1) = 0 and u

(
1
2

)
= 1.

As one would expect, the function u now will be less smooth at 1
2 . Again, with

a computer program, we apply our procedure with ε = 0.05 and the iterations
stop at u76 (we use a relatively large value of ε because the rate of convergence of
(um) is expected to be low for small α). The graph of the approximate solution
is shown in Figure 3.

1

0.8

0.6

0.4

0.2

0

x

10.80.60.40.20

Fig. 2. α = 1.5; u(0) = 0, u
( 1

2

)
= 1, u(1) = 0; ε = 0.01
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0.6
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0.2

0

x

10.80.60.40.20

1

0.8

Fig. 3. α = 0.6; u(0) = 0, u
( 1

2

)
= 1, u(1) = 0; ε = 0.05

Remark. Our procedure also works for an energy functional which is a linear
combination of several Eα’s with at least one of the α′s is greater than 1

2 . More-
over, we have been successful in extending our method to solve an analogous
problem in 2-dimensional setting.

4 What Happens When 0 ≤ α ≤ 1
2

Suppose that 0 ≤ α ≤ 1
2 and we are trying to find a continuous function u on

[0, 1] that minimizes the integral Eα(u), subject to the condition that u(0) =
u(1) = 0 and u

(
1
2

)
= 1.

To solve this problem, we consider the space W consisting of all functions u
on [0, 1] of the form u(x) =

∑∞
n=1 an sin nπx with

∑∞
n=1 n2αa2

n < ∞, equipped
with the inner product

〈u, v〉 :=
∞∑

n=1

n2αanbn,

where an’s and bn’s are the coefficients of u and v, respectively.
As in Example 3.1, we consider the subspace V of W consisting of all functions

u that vanish at 1
2 ; that is,

V := {u ∈ W : u
(

1
2

)
= 0},
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and the subset U of W given by

U := {u ∈ W : u
(

1
2

)
= 1}.

If (a1, a2, a3, . . .) ∈ V , then a1 − a3 + a5 − a7 + − · · · = 0. Accordingly, the
following vectors

v1 := (0, 1, 0, 0, 0, . . .), v2 := (1, 0, 1, 0, 0, . . .),
v3 := (0, 0, 0, 1, 0, . . .), v4 := (−1, 0, 0, 0, 1, . . .), . . .

form a basis for V .
As we can see, the above vectors also span W . Indeed, if u = (b1, b2, b3, . . .) is

orthogonal to V , then u ⊥ vm for each m ∈ IN, and so b2, b4, b6, . . . are all 0 and

b1 = −32αb3 = 52αb5 = −72αb7 = · · · .

Hence u = b1(1, 0,− 1
32α , 0, 1

52α , . . .). But then

‖u‖2 = b2
1

(
1 +

1
32α

+
1

52α
+ · · ·
)

< ∞ if and only if b1 = 0.

This means that V ⊥ = {0} or V = W . (In the infinite dimensional case, an
equation like a1 −a3 +a5 −a7 +− · · · = 0 does not have to define a hyperplane.)

Consequently, starting with our initial approximation u0 = (1, 0, 0, 0, . . .),
we will end up with u = (0, 0, 0, 0, . . .) or u(x) = 0 almost everywhere. Our
procedure guarantees that the function u will satisfy u

(
1
2

)
= 1; but obviously u

cannot be continuous at 1
2 .
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Abstract. A certain biomechanical model involves ordinary differential
equations. This research focuses on solving a biomechanical model of
a cyclist coasting downhill. The objective of this study is to establish
the velocity of the model, using two numerical methods, i.e., the third-
order Runge-Kutta methods. The two methods are the existing classical
Runge-Kutta and a modified Runge-Kutta method formed by Wazwaz.
The numerical results obtained from these two methods are compared
with the exact solution and the relative errors are produced.

Keywords: Biomechanics problem, Runge-Kutta, Modified Runge-
Kutta.

1 Introduction

Ordinary differential equations arise frequently in almost every discipline of
science and engineering, such as biochemistry, biomedical system, weather pre-
diction, mathematical biology and electronics, as a result of modeling and sim-
ulation activities. Numerical methods are techniques for solving these ordinary
differential equations to give approximate solutions. These methods can be used
not only to solve complicated problems such as the non-linear differential equa-
tions which usually do not have analytical solution but it also can solve func-
tions that require a substantial computation. One of the widely used numerical
methods is the Runge-Kutta methods, which comprise the second-order, third-
order and fourth-order Runge-Kutta methods. This study focuses on the classical
third-order Runge-Kutta method which is applied to a biomechanical problem in
order to get the approximate numerical solution. The third-order Runge-Kutta
method [1] is represented by

yn+1 = yn +
1
6
K1 +

4
6
K2 +

1
6
K3
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with

K1 = hf (tn, yn)
K2 = hf

(
tn + 1

2h, yn + 1
2K1

)

K3 = hf (tn + h, yn − K1 + 2K2) .

The comparison to this third-order method is a modified third-order Runge-
Kutta method [3], which utilized the geometric and arithmetic mean, i.e.

(geometric mean)2

arithmetic mean

in the construction of the formula. This modified third-order Runge-Kutta
method created by Wazwaz [3] can be written in the form of

yn+1 = yn + h

(
k1k2

k1 + k2
+

k2k3

k2 + k3

)

with

k1 = hf (tn, yn)
k2 = hf

(
tn + 2

3h, yn + 2
3k1

)

k3 = hf
(
tn + 2

3h, yn − 2
3k1 + 4

3k2

)

These two methods can be use to obtained approximate numerical solution in
biomechanics models such as cycling, jumping, bending, smashing and golfing.
The objective of this research is to determine the velocity of a cyclist coast-
ing downhill using the classical third-order Runge-Kutta method and compare
the numerical outcomes to the results obtained using the modified third-order
Runge-Kutta method by Wazwaz [3]. Relative errors are calculated by matching
up the numerical solutions with the exact solutions in order to deduce whether
classical third-order Runge-Kutta method or the modified third-order Runge-
Kutta method [3] will give a better numerical solution.

2 The Biomechanics Model of a Cyclist

Cycling is a sport activity which provides a lot of benefit to a cyclist such as
to maintain a healthy life style, stabilize heart beating and decrease the risk of
getting cardiovascular illness. The model used in this study is a cyclist coasting
downhill with the assumption that there is no friction acting in it. All of the
components on the surface are force and movement components. Therefore all
the forces acting on the cyclist are gravitational force, normal force and air force.
Figure 1 shows the body diagram of the model. The acceleration’s equation of a
cyclist coasting downhill is

a = g sin α − k

m
v2 (1)
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x

FN Fx

mg

α

yFair resistance

Fig. 1. Body diagram of a cyclist coasting downhill

with a representing acceleration of the cyclist, g is the gravitation acceleration,
α is the angle of the hill from horizontal line, m is total mass of the bicycle and
cyclist, k is the constant value of air resistance and ν is the velocity of cyclist
coasting downhill. Since acceleration, a is the differentiation of velocity with
respect to time, t that is

a = v ′ (t)

Therefore equation (1) can be written as

v′ = g sin α − k

m
v2

with the exact solution for this model is given by

v =

√
mg sin α

k
tanh

(
√

g sin α

√
k√
m

t

)

3 Numerical Solution

The values of g, m, α and k that had been chosen to solve this model are g =
9.81ms−1, m = 75kg, α = 100 = 0.17453 rad and k = 0.135Nm−1 where the
cyclist is at 1000 m altitude. Therefore equation (1) becomes

v ′ = 9.81 sin 100 − 0.135
75

v2

with exact solution

v =

√
735.75 sin100

0.135
tanh

(√
1.32435 sin100

75
t

)
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Table 1. Exact solution and relative errors for each method

t Exact value RK3 Relative Error 1 RK3WW Relative Error 2

0 0.0000000000 0.0000000000 0.0000000E+00 0.0000000000 0.0000000E+00
10 15.3320065707 15.3321322126 1.2564185E-04 15.3320610377 5.4466989E-05
20 24.0316037944 24.0318581084 2.5431399E-04 24.0316948026 9.1008171E-05
30 27.4773130788 27.4775138952 2.0081640E-04 27.4773749250 6.1846147E-05
40 28.6424478483 28.6425552281 1.0737976E-04 28.6424779292 3.0080928E-05
50 29.0148517740 29.0148996642 4.7890192E-05 29.0148644389 1.2664924E-05
60 29.1317165822 29.1317360048 1.9422591E-05 29.1317215348 4.9526618E-06
70 29.1681782756 29.1681857238 7.4481887E-06 29.1681801290 1.8534229E-06
80 29.1795336964 29.1795364505 2.7540841E-06 29.1795343700 6.7358290E-07
90 29.1830681679 29.1830691606 9.9269620E-07 29.1830684076 2.3969770E-07
100 29.1841681089 29.1841684600 3.5111190E-07 29.1841681929 8.3948301E-08
110 29.1845103960 29.1845105184 1.2238950E-07 29.1845104251 2.9034901E-08
120 29.1846169095 29.1846169516 4.2170598E-08 29.1846169194 9.9410968E-09
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5.0000000E-05

1.0000000E-04
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3.0000000E-04
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Fig. 2. Relative errors for each method

is considered over the range of time 0≤t≤120. Using Mathematica software [4]
with step size h = 1, the numerical results of every 10 steps using the classical
third-order Runge-Kutta method (RK3) and the Wazwaz’s [3] modified third-
order Runge-Kutta method (RK3WW) is exhibited. For comparison, the relative
errors are attained using both third-order Runge-Kutta methods as shown in
Figure 2 with the exact solution (see Table 1).

Several different step sizes had also been chosen to obtain numerical solutions
and relative errors for both third-order Runge-Kutta methods at time t = 120s
as shown in Figure 3 (see also Table 2).
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Fig. 3. Relative errors for each method at time t = 120s

Table 2. Exact solution and relative errors for each method at time t = 120s

Step
size Exact value RK3 Relative Error 3 RK3WW Relative Error 4

2 29.184611747224 29.184613217487 3.6697680E-07 29.184611500211 5.0780301E-08
1 29.184611747224 29.184616951641 4.2170598E-08 29.184616919412 9.9410968E-09
1/2 29.184611747224 29.184616914519 5.0482001E-09 29.184616911493 2.0220980E-09
1/3 29.184611747224 29.184616910945 1.4742980E-09 29.184616910138 6.6679817E-10
1/4 29.184611747224 29.184616910088 6.1749716E-10 29.184616909766 2.9490010E-10
1/5 29.184611747224 29.184616909786 3.1479885E-10 29.184616909626 1.5509727E-10
1/6 29.184611747224 29.184616909652 1.8169999E-10 29.184616909562 9.1297636E-11
1/7 29.184611747224 29.184616909585 1.1419843E-10 29.184616909529 5.8197003E-11
1/8 29.184611747224 29.184616909547 7.6397555E-11 29.184616909510 3.9300119E-11
1/9 29.184611747224 29.184616909524 5.3599791E-11 29.184616909499 2.7799985E-11
1/10 29.184611747224 29.184616909510 3.9097614E-11 29.184616909491 2.0399682E-11

4 Conclusion

This research generally discusses about a biomechanical model of a cyclist coast-
ing downhill, which is solved using two different third-order Runge-Kutta meth-
ods namely, the classical third-order Runge-Kutta and the modified third-order
Runge-Kutta methods. The numerical results obtained are compared between
both methods. The numerical solutions obtained using the modified third-order
Runge-Kutta method [3] gives better numerical results when compared to the
classical third-order Runge-Kutta method. The results of this study also conclude
that both third-order Runge-Kutta methods can be utilized to obtain numerical
solutions for the biomechanical model. The results show excellent accuracy of
both methods as compared with the exact solutions.
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Abstract. We will present an algorithmic approach to the implementa-
tion of a fourth order two stage implicit Runge-Kutta method to solve
periodic second order initial value problems. The systems involved will
be solved using some type of factorization that usually involves both
complex and real arithmetic. We will consider the real type case which
will be efficient and leads to a system that is one fourth the size of simi-
lar systems using normal implicit Runge-Kutta method. We will present
some numerical examples to show the efficiency of the method.

1 Introduction

The problem under consideration is the implicit second order initial value prob-
lem of the form

y′′ = f(t, y); t ≥ a (1)
y(a) = ya; y′(a) = y′

a

where f : R × Rn −→ Rn. In applied sciences, problems of this form arise in
nonlinear oscillation problems where they have the form

My′′ = f(t, y); t > 0; y(0) and y′(0) given (2)

with M a positive definite n×n matrix called the mass matrix and f is a differ-
entiable function. They may also arise in other applied sciences and engineering
such as structural mechanics, see Carpenter et. al.[5]. The solution to (2) is usu-
ally oscillatory. When numerical methods are applied to test problems of the
form y′′ = −wy; w > 0 stability problems arise since the general solution is of
the form y = A cos(wt + α), see Burder[3] and Sharp, Fine and Burrage[19].

This problem was treated by several authors using different numerical meth-
ods and analysis. We mention for example well posed problems that have some
singularities at some boundaries were treated by Attili et. al.[1] who considered
explicit Runge-Kutta methods for such singular problems. Sharp et. al.[19] devel-
oped one class of numerical methods based on Runge-Kutta Nystrom methods.
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They have appropriate stability and oscillation properties. For error analysis see
de-Swart and Soderlind[10] and Olsson and Soderlind[15]. Cash [6,7] developed
a p-stable method for periodic initial value problems. Others like Chawla[8] de-
veloped an unconditionally stable Noumerov-type method, Cooper and Butcher
[9] considered an iterative method, Butcher and Chatier[4] presented a one stage
method, Xiao[21] considered a two stage method and Gladwell and Wang[12]
presented analysis of two- and three step methods for second order systems and
Shampine[18] dealt with implicit methods for solving ODE’s. Other examples
of the implementation of implicit Runge-kutta methods are Attili et. al.[2] who
considered second order systems, Ramos et.al.[16] who developed a fourth-order
method of BDF-type for solving stiff initial-value problems and Imoni et.al.[13]
who considered second-order ordinary differential equations possessing oscilla-
tory solutions. Parallel implementation of the implicit Runge-Kutta and use of
predictor corrector can be found in Li and Gan[14] and Voss and Muir [20].

We will consider the efficient implementation of a fourth order two stage im-
plicit Runge-Kutta method to solve second order systems of the form given in
(2). The method is known to be stable. The technique used to solve the resulting
systems will be to factorize the operator involved after the discretization. One
factorization will involve complex arithmetic while two other suggested factoriza-
tions will avoid such complex arithmetic. We will consider the ones that involve
real arithmetic. Such factorization will make the systems involved efficient and
smaller in size. This type of treatment will be considered in Section 2. The nu-
merical details will be done in Section 3 and finally in Section 4, we will present
some numerical examples to show the efficiency of the suggested algorithm.

2 The Implicit Runge-Kutta Method

We will consider the initial value problem of the form (1.2); that is,

Mÿ = f(y); y(0) = y0; ẏ(0) = ẏ0; t > 0. (3)

We may rewrite (3) as a first order system of the form

Y ′ = F (Y ); Y (0) = Y0; t > 0 (4)

where Y =
[

y
ẏ

]
; F (Y ) =

[
ẏ
M−1f(y)

]
and Y0 =

[
y0

ẏ0

]
.

The implicit fourth order Runge-Kutta method for (4) will be

Yn+1 = Yn +
h

2
[F (Y1) + F (Y2)] (5)

where

Y1 = Yn +
h

4
[F (Y1) + αmF (Y2)]

Y2 = Yn +
h

4
[αpF (Y1) + F (Y2)] (6)
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with αm = 1 − 2
√

3
3 and αp = 1 + 2

√
3

3 , see Ehle and Picel[11], Cooper and
Butcher[9], Serbin[17] and Gladwell and Wang[12]. To implement the method,
one solves (6) for Y1 and Y2 using Newton’s method. Then substitute back into
(5) to obtain a new Yn+1. To do so, the Newton’s iterates will be

J(Y p−1)ΔY p = −F (Y p−1)

or in details
[

I − h
4

∂F
∂y −αmh

4
∂F
∂y

−αph
4

∂F
∂y I − h

4
∂F
∂y

] [
ΔY p

1

ΔY p
2

]
(7)

= −
[
Y p−1

1 − Yn − h
4 F (Y p−1

1 ) − h
4 αmF (Y p−1

2 )
Y p−1

2 − Yn − h
4 αpF (Y p−1

1 ) − h
4 F (Y p−1

2 )

]

If the system in (3) is of order s, then the system in (7) will be of order 4s.
This means this approach is inefficient for large s. Instead let us derive another
approach. Consider (6); that is,

Y1 = Yn +
h

4
[F (Y1) + αmF (Y2)] (8)

Y2 = Yn +
h

4
[αpF (Y1) + F (Y2)] . (9)

From (8), solve for h
4 F (Y2) to obtain

h

4
F (Y2) =

[
Y1 − Yn − h

4
F (Y1)

]
1

αm

or
h

4
F (Y2) =

[
−3αpY1 + 3αpYn +

3h

4
αpF (Y1)

]
. (10)

Substitute (10) into (9) to obtain

Y2 = Yn +
h

4
αpF (Y1) − 3αpY1 + 3αpYn +

3h

4
αpF (Y1)

which when simplified leads to

Y2 = [Yn(1 + 3αp) − 3αpY1 + hαpF (Y1)] . (11)

Substituting (11) in (8), we obtain

Y1 − Yn − h

4
F (Y1) − αm

h

4
F [Yn(1 + 3αp) − 3αpY1 + h.αpF (Y1)] = 0 (12)

a system of order 2s. This means one can solve (12) using Newton’s method for
Y1 then recover Y2 from (11) and update Y from (5). Again (12) can be solved
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using Newton’s method. To carry out the work in the first part, the Jacobian of
(12) is

J = I − h

4
∂F

∂y
− αm

h

4
∂F

∂y

(
−3αp + αp.h

∂F

∂y

)

= I − h

4
∂F

∂y
+ αp.αm

3h

4
∂F

∂y
− αp.αm

h2

4

(
∂F

∂y

)2

with αp.αm = −1
3 and using some approximations. Hence the Jacobian simplifies

to (similar systems were considered by Cooper and Butcher[9])

J = I − h

2
∂F

∂y
+

h2

12

(
∂F

∂y

)2

. (13)

As a result, Newton’s method will be

J(Y p−1
1 )ΔY p

1 = −H
(
Y p−1

1

)

where ΔY p
1 = Y p

1 − Y p−1
1 and

H

(
Y

p−1
1

)
= Y

p−1
1 −Yn−h

4
F (Y p−1

1 )−αm
h

4
F

[
Yn(1 + 3αp) − 3αpY

p−1
1 + hαpF (Y p−1

1 )
]
. (14)

One can easily see that the operator (13) can be factorized as

J =
(

I − rh
∂F

∂y

)(
I − −

rh
∂F

∂y

)
; r =

1
4

+ i

√
3

12

where r is unfortunately complex. This has the drawback of having to use com-
plex arithmetic. To avoid so, one can use a perfect square factorization of the
form

J =
(

I − rh
∂F

∂y

)2

with r =
√

3
6 leading to discrepancy in the linear term or r = 1

4 leading to
discrepancy in the quadratic term. With either of the latter factorizations, (13)
becomes (

I − rh
∂F

∂y

)2

ΔY p
1 = −H

(
Y p−1

1

)
. (15)

This implies that the solution can be obtained in two stages but using the same
matrix; that is, solve

(
I − rh

∂F

∂y

)
Z = −H

(
Y p−1

1

)

(
I − rh

∂F

∂y

)
ΔY p

1 = Z. (16)

One factorization with two back substitutions.
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3 The Algorithm

To reflect back on our original system given by (4), we will carry out the details
of the systems given by (16). We can write

H
(
Y p−1

1

)
=
[

Hp−1
1 + M−1Hp−1

2

Hp−1
3 + M−1Hp−1

4

]
and Y p−1

1 =
[

up−1
1

up−1
2

]
(17)

where

Hp−1
1 = yn − up−1

1 +
h

4
(αm − 1)ẏn +

h

2
up−1

2

Hp−1
2 =

−h2

12
f(up−1

1 ); Hp−1
3 = ẏn − up−1

2

Hp−1
4 =

h

4
f(up−1

1 ) +
h

4
αmf((1 + 3αp)yn − 3αpup−1

1 + hαpup−1
2 ). (18)

Notice also that the matrix involved in the right hand side of (16) is of the form

I − rh
∂F

∂y
=
[

I −rhI

−rhM−1 ∂f
∂y I

]
. (19)

Here ∂f
∂y = J is assumed a constant Jacobian at each step and let z = (z1 z2)T .

Now for elimination purposes, we multiply the first part of (16) from left by

C = M

[
I rhI
0 I

]
. (20)

to obtain

[
M − r2h2J 0

−rhJ M

] [
z1

z2

]
=

[
M
(
Hp−1

1 + rhHp−1
3

)
+ Hp−1

2 + rhHp−1
4

MHp−1
3 + Hp−1

4

]
.

This leads to
(
M − r2h2J

)
z1 = M

(
Hp−1

1 + rhHp−1
3

)
+ Hp−1

2 + rhHp−1
4 . (21)

From the first row of the first part of (16), we will have

z1 − rhz2 = Hp−1
1 + M−1Hp−1

2

and hence
z2 =

(
z1 − Hp−1

1 − M−1Hp−1
2

)/
rh (22)

which means z1 and z2 can be computed. Now for the second part of (16) again
premultiplying by the matrix C given by (20) will lead to
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[
M − r2h2J 0

−rhJ M

] [
up

1 − up−1
1

up
2 − up−1

2

]
=
[

z1

z2

]
.

In a similar way we will have

(
M − r2h2J

) (
up

1 − up−1
1

)
= M (z1 + rhz2)

and as in (22)

(
M − r2h2J

) (
up

1 − up−1
1

)
= M

(
2z1 − Hp−1

1

)
− Hp−1

2 . (23)

We will repeat a similar argument here to compute up
2 −up−1

2 and hence up
2; that

is, from the first row of the second part of (16), we will have

(
up

1 − up−1
1

)
− rh
(
up

2 − up−1
2

)
= z1

leading to

up
2 = up−1

2 +
[(

up
1 − up−1

1

)
− z1

]/
rh. (24)

Having up
1 and up

2 we can compute Y2 from (11) and Y1 from (12). Instead if we
substitute Y1 and Y2 in (5) directly and simplify the result, we obtain

Myn+1 =
h2

2
αpf(u1) + M

[
yn +

h

2
ẏn(1 + 3αp) +

h

2
u2(1 − 3αp)

]

Mẏn+1 = Mẏn +
h

2
f(u1) +

h

2
f (yn(1 + 3αp) − 3αpu1 + αphu2) . (25)

This will lead to the following algorithm:

Algorithm: Assume yn, ẏn and J = ∂f
∂y have been computed. Then to compute

yn+1 and ẏn+1

1. Set p = 1 and predict u0
1 and u0

2 then carry out Newton’s iteration,

2. Evaluate f(up−1
1 ) and f

(
yn(1 + 3αp) − 3αpup−1

1 + αphup−1
2

)
.

3. Form Hp−1
1 , Hp−1

2 , Hp−1
3 and Hp−1

4 using (18).
4. Solve the systems (21), (22), (23) and (24) for z1, z2, up

1 and up
2.

5. Set p = p + 1 and repeat until convergence

Then calculate yn+1 and ẏn+1 from (25).
Note that it is advisable to deal with hz2 and hw2 in (22) and in (24) re-

spectively in order to avoid dividing by what possibly might be very small step
size h.



An Efficient Fourth Order Implicit Runge-Kutta Algorithm 175

4 Numerical Experimentation

For numerical examples we consider

Example 1: Consider

y′′ + 64y = 0

y(0) =
1
4
, y′(0) = −1

2
,

Solving using the Algorithm with h = 0.01, the results obtained are plotted
against the exact solution in Figure 1. The exact solution for this system is
y(t) =

√
17

16 sin(8t+ θ); θ = π − arctan(4). The errors at x = 1 for step sizes h =
0.01 and h = 0.005 were respectively 0.1084×10−6 and 0.6776×10−8. This means
the Algorithm is producing an order of 3.99979; that is, O(h4) approximations
to the solution of the system as expected by the algorithm.

Example 2: Consider the nonlinear initial value problem

y′′ + y3 = 0
y(0) = 1, y′(0) = 1.

We solved the problem using NDSolve Mathematica routine and the Algorithm.
The solutions obtained and the errors at selected points are given in Table 4.1
for h = 0.01.

Fig. 1. The approximate solution against the exact



176 B.S. Attili

x Mathematica Sol. Algorithm Error
0.0 1.0 1.0 0.0
0.1 1.0944893860584493 1.09448938558520 4.7324-10
0.2 1.1758644626560342 1.17586446434978 1.6937-9
0.3 1.2410056491546735 1.24100565087605 1.7213-9
0.4 1.2870881345737024 1.28708814223123 7.6575-9
0.5 1.3119284869961894 1.31192851904109 3.2044-8
0.6 1.314283942920852 1.31428399609513 5.3174-8
0.7 1.2940342408482368 1.29403429001151 4.9163-8
0.8 1.2521995980449039 1.25219965290282 5.4857-8
0.9 1.1907903129619792 1.19079031982329 6.8613-9
1.0 1.1125262352847067 1.11252624109804 5.813-9
Table 4.1: Results for Example 2 at selected points.

Fig. 2. The solution against exact with 	 = 100

Example 3

y′′ = −�2y

y(0) = 1, y′(0) = 1 + �,

which has y = cos�x+sin�x as exact solution. With � = 100, the approximate
solutions against the exact ones are given in Figure 2. As seen from Figure 2
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and since � = 100, the solution is oscillating and yet the results obtained using
the algorithm are accurate.

In conclusion and from the examples above, it is clear that the proposed
algorithm produced a fourth order accuracy even when solutions are highly os-
cillating. The amount of work done is significantly less since the systems solved
are one fourth the size of those using normal implicit Runge-Kutta method.

5 Conclusions

We have presented a fourth order two stage implicit Runge-Kutta method for
solving second order systems. The method used is known to be stable. To imple-
ment the method we considered the factorization of the discretized operator that
involves real arithmetic. This resulted in systems that are one fourth the size of
the original systems. Leading to significant saving in the amount of work done
without sacrificing the fourth order accuracy as the numerical examples show.
Some future work will be to explore the possibility of using such an approach in
solving differential algebraic systems.
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Abstract. The Laplacian in the cylindrical coordinate space has been considered 
to approximate the solution of a conservative field within a restricted domain.  

2 2 2

2 2 2 2

1 1
0

z

ψ δψ ψ ψ
ρ ρ δρ ρ φ

∂ ∂ ∂+ + + =
∂ ∂ ∂

 

Solutions of the Laplacian are represented by expansion in series of the appro-
priate orthonormal functions. By using asymptotic relations of Bessel Series 
and Fourier Bessel series, we establish some criteria for the solution to properly 
reflect the nature of the conservative field. 

Keywords: Bessel functions, Fourier-Bessel Series, Kronecker Delta, Laplace 
Equation. 

1   Introduction 

Many problems in electrostatics involve boundary surfaces on which either the poten-
tial or the surface charge density is specified. A somewhat idealized solution to the 
practical situations has been presented here. Consequently a number of approaches to 
electrostatic boundary value problems have been developed. The differential equation 
involving the conservative field has been approached through expansions in orthogo-
nal functions. The solution of the Laplace equation so generated was decomposed into 

a product of factors for the three variables ,  and zρ ϕ .  The use of Bessel functions in 
theoretical physics literature is overwhelming; these form an orthogonal, complete set 
of functions, which are solutions to the radial component of the Laplacian. In the 
present problem we have tried to predict the behavior of the conservative field and 
predict its nature using graphical analysis through computational methods. As a first 
step, a cylindrical coordinate space was used for the given situation and the required 
Laplace's equation was formed. The partial differential equations so obtained were 
simplified using the separation of variables, and three independent equations for 

,ρ ϕ  and z   were obtained.  
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Fig. 1. A Cylindrical shaped domain with the upper edge at a specified potential 

The generated ordinary differential equations were then solved using mathematical 
techniques. Bessel equation of the first and second kind was exhaustively used for 
generating the solution of the ordinary differential equations so obtained. The solu-
tions were analyzed by framing the required Dirichlet and Neumann boundary condi-
tions. The simplified equation so generated gave us the nature of the conservative 
field function within the specified domain. The nature of the equipotential lines of the 
electric field was probed further through numerous simulations. 

2   Solution to the Boundary Value Problem 

For the solution inside the cylinder with prescribed value of potential on its surface, 
we consider a conducting cylinder of radius a and height z. The partial differential 
equations of mathematical physics are often conveniently solved by the method of 
separation of variables.We now consider the solution by separation of variables of the 
three-dimensional Laplace equation in cylindrical polar co-ordinates.Referring to  
Fig. 1, considering the general cylindrical coordinate system, ρ, Φ and z, as shown in 
the figure, we can write the scalar Laplacian for the potential ( , , )zψ ρ φ as 

             
2 2 2

2 2 2 2

1 1
0

z

ψ δ ψ ψ ψ
ρ ρ δρ ρ φ

∂ ∂ ∂+ + + =
∂ ∂ ∂

                                       (1) 

Now using separation of variables, we can write: 

             ( , , ) ( ) ( ) ( )z R Q Z zψ ρ φ ρ φ=                                                  (2) 

Substituting equation (2) in the Laplacian for cylindrical co-ordinate space  
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2 2 2
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0

d R dR d Q d Z

R d R d Q d Z dzρ ρ ρ ρ φ
+ + + =                                   (3) 

Using standard computation approaches, we may write the solution for each inde-
pendent variable as                                                                                      

( ) q zZ z e ±= , ( ) i vQ e φφ ±= , ( ) ( ) ( )v vR CJ q DJ qρ ρ ρ−= +     (4) 

Here we introduce     
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In the Bessel solution shown above, vJ  and vJ−   are given by: 
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These solutions are called Bessel Functions of the First kind and the series converges 
for all finite values of x where ν  may or may not be an integer. If ν  is an integer, it 
is required to introduce another linearly independent solution, the Neuman function, 
given by          

[ ]1
( ) cos( ) ( ) ( )

sinv v vx v J x J x
v

π
π −ϒ = −  

For the given situation, x has been replaced by qρ in the statements that follow. 

In order that the potential be single-valued inside the cylinder, we define the 
Dirichlet boundary condition for this present problem as    

 

(i) For ρ =0, the potential must be finite 

(ii) For ρ =a, the potential must tend to zero 

(iii) At z=L, ( , , )zψ ρ φ = ( , )V ρ Φ  
 

Since the potential is finite and real valued at ρ =0, we set D=0, so that ( )R ρ is 

well-defined as, 0( )vJ q ρρ− = =∞. As long as this condition is valid, we may redefine 

the solution for ( )R ρ as ( ) ( )vR C J qρ ρ= . For x>>1, the asymptotic form 

of Bessel functions can be written as, 

2
( ) co s

2 4m

m
J x x

x

π π
π
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Without any loss of any generality we may write 

2
( ) c o s

2 4m

m
J q a q a

q a

π π
π

⎛ ⎞= − −⎜ ⎟
⎝ ⎠

 

The requirement that the potential vanish at ρ =a, means that  ,m nq  (see below) can 

take on only the specified values as ( ) 0mJ qa → . For higher roots, the asymptotic 

formula is  
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1

2 4

m
q n

a

ππ⎡ ⎤⎛ ⎞= + −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 Here 1,2,3....................n= ∞, since, for n=0, 

( ) 0mJ qa ≠ and this does not satisfy the boundary condition.  Combining all the 

above conditions and replacing the solutions of ( ), ( )R Qρ φ and ( )Z z in (2), and (1) 

we have 

, , , ,
0 1

( , , ) ( ) sinh( )( sin cos )m m n m n m n m n
m n

z J q q z A m B mψ ρ φ ρ φ φ
∞ ∞

= =

= +∑∑  (5) 

Now, there is one final boundary condition that must be realized. We substitute at z=L 
in eq (5).Substituting z=L in, we obtain: 

( ), , , ,
0 1

( , , ) ( , ) ( ) sinh( ) sin cosm m n m n m n m n
m n

L V J q q L A m B mψ ρ φ ρ φ ρ φ φ
∞ ∞

= =
= = +∑ ∑    (6) 

Taking the Fourier Sine Transform and simplifying in the above equation, we obtain 
2 2 2

, , , ,

0 0 0
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∑∑∫ ∫ ∫  (7) 

Simplifying the above equation and performing the integrations, 
2
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0
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where ,m lδ is the Kronecker Delta.Since ,m lπ δ blows up for m l≠ , we may 

write  
2

, , ,

0
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n
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π

ρ φ φ φ π ρ= ∑∫                               (8)        

because , 1m lδ = for m l= . Equation (8) is a Fourier series in ϕ  and a Fourier-

Bessel series in ρ . Integrating within the limits 0 aρ< < , we obtain 
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And similarly, 
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Now that we have computed the constants, we can write the final solution as,                         
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The particular form of expansion is governed by the requirement that the potential 
vanish at z=0 for arbitrary ρ and ρ =a for arbitrary z. For different boundary condi-

tions the expansion would take a different form. 

3   Simulation and Analysis Results 

For the situation depicted in the problem statement the behavior of the conservative 
field function was simulated for finite values of applied potential on the top surface of 
the cylinder. The simulations were henceforth done in Matlab through the Partial 
Differential Equation toolbox. The Laplacian was extensively simulated in the cylin-
drical domain and the nature of the equipotential lines was analyzed. A constant dc 10 
volt was applied to a 100 mm long cylinder, and the situation was simulated. The 
solution to the elliptic partial differential equation generated shows a peculiar ten-
dency of the potential. For finite values of applied potential on one of the edges, the 
potential starts increasing exponentially for increasing height for constant radial dis-
tances. As the distance from the central axis increases, the potential decreases as we 
approach the boundary, which is because of the boundary condition imposed by us. A 
similar behavior can be seen along the negative axes on the cylindrical domain. That 
is, along the left half of the cylinder a similar thing is seen to happen. In simple terms 
we may say that the behavior of the potential on the two halves is somewhat like 
mirror images. The contours are prominent for the upper half of the cylinder and we 
see a remarkable distinction between the high and low potential regions as we ap-
proach the upper boundary of the cylindrical domain.  

 

Fig. 2. Simulation of the nature of equipotential lines of electric field inside the Cylinder 
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We see that there isn't much happening in the lower part of the cylinder. The region 
below the lowest contour shown is all below 100 volts. The potential is poorly be-
haved in the corners where the equipotentials meet. We have to take the blame for 
that, because we imposed a boundary condition which is discontinuous at the corner. 
In order to test the behavior of the potential in practical situations we numerically 
solved the final equation obtained using an algorithm developed by us. The algorithm 
was implemented in a standard programming platform and the values of the potential 
were generated for various combinations of the radial distance and the height. We 
examined the behavior by obtaining plots of the potential as a function of the height 
for certain values of the radial distance and also for the behavior as a function of the 
increasing radial distance for constant values of the separation from the upper edge. 
The behavior is perfectly in agreement with the simulation results, as shown above. 
The results have been analyzed in brief in the sections that follow. Stress has been 
laid on the behavior of the solutions due to the inadequacy of the Fourier-Bessel se-
ries to give accurate, converging results. The plots shown below depict the nature of 
the potential as a function of the radial distance from the central axis, for finite values 
of the distance from the top surface. The nature of the plot is similar in nature to the 
one obtained by us in the Matlab Simulation results. The lower regimes show almost 
negligible penetration of the electric potential. Also noteworthy is the nature of the 
curves, where for each value of the longitudinal separation, the potential shows a 
gradual decrease for increasing values of the radial distance. Here we may draw a 
similarity between the plot obtained by us and the one obtained in the Simulation 
results. If one observes closely, it will be noticed that at the centre region of the cylin-
drical volume, the strength of the electric potential is very high and well behaved at 
the top surfaces, but as one goes toward the boundary, the strength of the electric 
potential decreases steadily until finally tending to zero at the side walls. 

 

 

Fig. 3. Plot of the Potential vs the Radial Distance ρ  for finite values of the distance from the 

upper edge of the Cylinder 
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The nature can be well understood from the regime where the field penetration is 
of average levels. One can easily notice that the potential starts falling as one moves 
away from the central axis, until finally becoming zero, as per our boundary condi-
tion. We also examined the nature of the potential for increasing height for constant 
values of separation from the central axis.  

 

Fig. 4. Exponentially increasing values of the potential are plotted here as a function of the 
radial distance and the height. For the lower contours the potential is poorly behaved and starts 
increasing for increasing values of the height. 

From the nature of the plots shown below, for the behaviour of the potential for in-
creasing distance from the grounded base, for constant values of ρ , we may conclude 

that the potential is exponentially divergent with increasing values of z. From the 3 
dimension overview shown above we see that our results are indeed similar to the 
simulation results, as can be seen above. The potential steadily increases for increas-
ing height and attains its maximum value of that of the applied potential. We also 
confirm our findings in the simulation result by the nature of the plots obtained by us.  

The results lead us to conclude that the situation is quite unlike the behaviour in ac-
tual practical observations. From the analysis point of view we may also note that in 
formulating the behavior, the solution takes only certain values for which the problem 
is consistent. For every other value the problem gives unrealistic results. Also, we 
must note that at certain instances the solution gives values of the potential which 
exceeds the maximum value of the applied voltage, which though are within accept-
able limits and do not result in significant divergence from the true nature. This is due 
to the fact that while generating the coordinates for graphical analysis, certain as-
sumptions have been taken, and the terms in the series solutions have been assumed 
only unto a certain order. Moreover, the integrations over the cylindrical boundary 
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Fig. 5. Plot of the Potential as a function of the Height for Radial Distance, ρ =2, 3, 5 and 

6mm. We notice he decrease in potential for increasing radial distance, from the nature of the 
plots. 

 
 

were done numerically and certain assumptions have also been made there. That is for 
the series solutions involving m and n; we only took these values unto a certain limit 
for certain restrictions on the programming platform. But the nature of the solution 
may well be extended to realizable situations and other complex and mixed boundary 
value problems as well. But the divergent nature of the potential inside the cylinder 
needs to be probed further, and possibly ample scope remains for others to develop 
reasons for the diverging nature. 

4   Conclusion 

For elliptic partial differential equations involved in the Laplacian in strict boundary 
value problems, the series solutions were obtained and analyzed numerically. The 
consistency of the solutions was examined for a cylindrical domain and the behavior 
of the potential function was simulated. Certain inconsistencies that may require a 
detailed study is the diverging nature of the potential as we approach the boundary. 
Also associated with the numerical solution are certain assumptions that one must 
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probe into while solving the problem numerically, including the series expansions of 
the Fourier and Fourier-Bessel functions. The non convergent nature of the potential 
is very much intriguing and poses several questions that must be looked into in more 
detail. Here, we attribute this non convergent nature to the inherent drawbacks of the 
methods used to generate the solution to the problem. That is, the approximations that 
came into consideration while taking the series expansions and those in the numerical 
solutions to the integrals. A more detailed study on these aspects may lead to more 
intriguing behavior with possible reasons and inferences. 
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Abstract. An algorithmic method to construct a kind of auto Bäcklund
transformations (BTs) is proposed. A Maple package AutoBT, which can
entirely automatically generate auto BT is presented. AutoBT has been
effectively applied to many nonlinear evolution equations with physical
significance. Not only are previously known BT recovered but also in
some cases new and more general form of BT are obtained.

1 Introduction

Nonlinear evolution equations are important mathematical models to describe
physical phenomena. They are also an important field in the contemporary study
of nonlinear physics, especially in soliton theory. The research on the explicit
solution and integrability is helpful in clarifying the movement of matter under
nonlinear interactivity and plays an important role in scientifically explaining
the corresponding physical phenomena.

The Bäcklund transformation (BT), originated in the study of surfaces of con-
stant negative curvature, is such a system of equations, relating the solution of
a given equation either to another solution of the same equation or to a solution
of other equation. The former is called auto BT. Generally, the Bäcklund trans-
formations of nonlinear partial differential equations(PDEs) plays an important
role in soliton theory. They are used to construct an infinite number of conserved
quantities and to provide exact solutions for nonlinear PDEs. In particular, the
nonlinear iterative principle from BT, converts the problem of solving nonlinear
PDEs to that of purely algebraic calculations.

It is difficult to find the Bäcklund transformations for a given nonlinear PDE.
Various methods have been developed for different classes of equations, such
as, the Painlevé analysis method[1-3], the homogeneous balance method[4,5],
the Hirota method[6-8] and variational method[9-11]. Correspondingly, Bäcklund
transformations can be shown in different forms. To our best knowledge, many
nonlinear evolution equations have a form of

E(u, ut, ux, uxx, · · ·) = 0 (1)

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 188–198, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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that admit auto BTs with a form

(u + av)t = P (u, v, ux, vx, · · · , unx, vnx), (cu + v)x = Q(u + av), (2)

where a and c are constants, P and Q are functions in their variables, respec-
tively. If u is a solution of equation (1) and v satisfies the transformation (2),
then v is also a solution of equation (1).

For example, by transformation w = ux, the KdV equation

wt + 6 w wx + wxxx = 0 (3)

can be rewritten as
uxt +

(
3(ux)2 + uxxx

)
x

= 0. (4)

An auto BT of (4) has been found as

(u − v)t = (v − u)xxx + 3((vx)2 − (ux)2), (u + v)x = −1
2
(u − v)2 + β, (5)

where β is a constant. If u is a solution of the KdV equation (4), the BT (5)
shows that a second solution v of KdV equation (4) may be constructed by
integration of the pair of first-order equations.

Another example, known one hundred years ago, is the sine-Gordon equation

uxt = sin u, (6)

which admits an auto BT

(u + v)t =
2
d

sin
v − u

2
, (v − u)x = 2 d sin

u + v

2
, (7)

where d is an arbitrary parameter. From Bäcklund transformation (7), a relation
may be derived:

U = u + 4 tan−1

[
d2 − d1

d2 − d1
tan
(

u2 − u1

4

)]
. (8)

The relation (8) represents a nonlinear iterative principle which acts on the
solution set {u, u1, u2} to produce a new solution U .

Other nonlinear PDEs, such as Liouville equation, mKdV equation, Gardner
equation, generalized KdV and the fifth order equations of the KdV hierarchies,
and so on, admit auto BT in the form (2). In this paper, a method to construct
BT in the form (2) is proposed. A Maple package for delivering the auto BT
entirely automatically is presented.

The paper is organized as follows. In Section 2, the algorithm is introduced.
The implementation of the algorithm is described in Section 3. In the last section,
several examples are given to demonstrate the effectiveness of the package.
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2 An Algorithm for Bäcklund Transformation

It is well known that most nonlinear evolution equations can be converted into
the form

uxt = H(u, ux, uxx, · · · , unx), (9)

where unx means the nth-derivative of u with respect to x, H is a function of
u and its derivatives. For example, both the KdV equation (4) and the sine-
Gordon equation (6) are in the form (9). Similarly, by a transformation the
Burgers equation

wt + wwx − pwxx = 0 (10)

can be converted into the form (9)

uxt = (puxx − 1
2
(ux)2)x. (11)

For equation (9), suppose that it admits auto BT in the form (2). We consider
two special cases.

2.1 The First Case: Differential Form

We assume that H in (9) can be written as

H = F (ux, uxx, · · · , u(n−1)x)x, (12)

where F is a polynomial in its variables. In order to construct auto BT in the
form (2), we first duplicate (9) with another variable v

uxt = F (ux, uxx, · · · , u(n−1)x)x, (13)

vxt = F (vx, vxx, · · · , v(n−1)x)x. (14)

Then we construct the auto BT by following steps:

Step 1: Multiply both sides of (14) by a, add the obtained equation to (13),
we have

(u + a v)xt = (F (ux, uxx, · · · , u(n−1)x) + a F (vx, vxx, · · · , v(n−1)x))x, (15)

integrate (15) with respect to x, which gives the t-part of the autoBT:

(u + a v)t = F (ux, uxx, · · · , u(n−1)x) + a F (vx, vxx, · · · , v(n−1)x). (16)

Step 2: To get the x-part of the autoBT, we first multiply both sides of (13)
by c and add it to (14), we have

(c u + v)xt = (c F (ux, uxx, · · · , u(n−1)x) + F (vx, vxx, · · · , v(n−1)x))x. (17)

Then differentiate both sides of the second equation in (2) with respect to t, we
have

(c u + v)xt = (u + a v)t Q′(u + a v). (18)
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Substituting (16) into (18), we obtain

(c u + v)xt = [F (ux, uxx, · · · , u(n−1)x) + a F (vx, vxx, · · · , v(n−1)x)] Q′(u + a v).
(19)

Step 3: The main task in this step is to compute Q(u + a v) by combining
(17) with (19). For convenience, a transformation is introduced as follows

U = u + a v, V = c u + v, (ac 
= 1), (20)

in this way, we have

u =
a V − U

a c − 1
, v =

c U − V

a c − 1
. (21)

By using (21), we can reduce (19) as

Vxt = G1(Ux, Vx, · · · , U(n−1)x, V(n−1)x)Q′(U), (22)

and (17) can be expressed as

Vxt = G2(Ux, Vx, · · · , Unx, Vnx). (23)

Eliminating Vxt in (22) and (23) leads to

G1(Ux, Vx, · · · , U(n−1)x, V(n−1)x)Q′(U) − G2(Ux, Vx, · · · , Unx, Vnx) = 0. (24)

From the assumption (2), we know that

Vx = Q, Vxx = Q′Ux, V3x = Q′′(Ux)2 + Q′Uxx, · · · . (25)

Substituting (25) into (24), and combining the same power with respect to U
and its derivatives, we get

∑

i0,i1,···,in

Ti0,i1,···,in(Q, Q′, · · ·)U i0(Ux)i1 · · · (Unx)in = 0. (26)

Let the coefficients of the same powers of U and its derivatives be zero. We
obtain a differential system for Q as well as a, c and parameters appeared in the
original equation as follows

Ti0,i1,···,in(Q, Q′, · · · , Q(n)) = 0, (27)

If system (27) possesses a solution Q(U) then the Bäcklund relation with the
form (2) can be established. If it is inconsistent then we conclude only, that the
possible Bäcklund transformations of (9) are not in the form of (2).

We illustrate the algorithm by using it to establish the auto BT of KdV
equation (4). From Step 1, the t-part of an auto BT relation is established as

(u + a v)t = −(a v + u)xxx − 3(a (vx)2 + (ux)2), (28)

in which a will be determined later.
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From Step 2 and Step 3, we obtain a system for Q(U)
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Q(U) (6 c + 6 a c) = 0,
6 c + 6 c2 − 3Q′′(U) (2 a c − c2 a2 − 1) = 0,
Q′′′(U) (2 a c + c2 a2 + 1) = 0,
Q′(U)Q(U)2 (3 a2 + 3 a) = 0,
Q′(U)Q(U) (6 + 6 c a2 + 6 a c + 6 a) = 0,
Q′(U) (3 + 3 a c2 + 6 c + 6 a c) = 0.

(29)

Solving the system (29), it follows

Q(U) = −1
2
U2 + c1U + c2, a = −1, c = 1, (30)

where c1, c2 are integral constants. Therefore, the x-part of auto BT is
established.

Thus, an auto BT which is more general than (5) is found

(u−v)t = (v−u)xxx+3((vx)2−(ux)2), (u+v)x = −1
2
(u−v)2+c1(u−v)+c2. (31)

The algorithm in the first case stops here.

2.2 The Second Case: Differential-Free Form

Suppose that H in (9) is just a function of u, i.e. H = F (u). In this case, we
suggest that the t-part of Bäcklund transformation (2) is in simple form

(u + av)t = P (cu + v), (32)

and we proceed as follows:

Step 1: Similar to with the case 1, we have

Ut = P (V ), Vx = Q(U) (33)

from (21) and transformation (2). Differentiating both sides of the first equation
in (33) with respect to x and we have

Uxt = P ′(V )Vx, (34)

similarly, from the second equation in (33) we obtain

Vxt = Q′(U)Ut. (35)

Substituting (33) into (34) and (35) leads to

Uxt = P ′(V )Q(U), Vxt = Q′(U)P (V ). (36)

Step 2: By combining the original equation with (36), we get a coupled first-
order differential system

P ′(V )Q(U) = F (u) + aF (v), Q′(U)P (V ) = cF (u) + F (v). (37)
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To keep the consistency of the coupled system, we have
∫

[F (u) + aF (v)]dV =
∫

[cF (u) + F (v)]dU, (38)

from which, the relation for a, c is determined, for example, a = − 1
c . If c = 1,

then a = −1.

Step 3: In this way the coupled system (37) is simplified as

P (V )Q(U) =
∫

[F (u) + aF (v)]dV, (39)

If one can find functions P (V ) and Q(U) satisfying the final function equation
(39), then an auto BT in the form (33) can be established. Otherwise, the con-
sidered equation may have no auto BTs in form (33). Since solving the coupled
equation (39) is very difficult, some times we are powerless in facing it.

We illustrate this algorithm by considering the sine-Gordon equation (6).
From Step 1 and Step 2, we obtain the coupled differential system

P ′(V )Q(U) = sin(u) + a sin(v), Q′(U)P (V ) = c sin(u) + sin(v). (40)

The compatibility condition of system (40) implies

c [a2 cos(v) − cos(u)] = a [c2 cos(u) − cos(v)]. (41)

From the equation (41) for variable a, c, we have a = − 1
c . Taking c = 1, then

a = −1, and we obtain the final function equation

P (V )Q(U) = −2 [cos(
U + V

2
) − cos(

U − V

2
)]. (42)

Fortunately, we can solve equation (42) and obtain P and Q. Return to the
original variables, the auto BT relation (7) is established.

3 The Maple Package AutoBT

The method described in Section 2, while relatively simple in principle, can be
very tedious in practice by hand. We have developed a package AutoBT written
in Maple 10 that fully automates the method and delivers possible BT relations
as output. Further, possible parameters constraints can be discovered using the
package.

As an example of the use of AutoBT, we consider the Gardner equation[12]

wt − 6wwx + wxxx − 12qw2wx = 0, (43)
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where q is a parameter. To find the auto BT of (43) one proceeds as follows:

>eq:=diff(w(x,t),t)-6*w(x,t)*diff(w(x,t),x)+diff(w(x,t),x$3)-12*q*
w(x,t)^2*diff(w(x,t),x);
>AutoBT(eq);

AutoBT returns the result immediately as follows:
The input EQ is:

∂

∂t
w − 6 w

∂

∂x
w +

∂3

∂x3
w − 12q w2 ∂

∂x
w

The input EQ in u reads:

∂

∂t
(

∂

∂x
u) +

∂

∂x
[−4 q (

∂

∂x
u)3 − 3 (

∂

∂x
u)2 +

∂3

∂x3
u]

where
w =

∂

∂x
u

Two groups of relations between the functions u and v can be found

∂
∂t (u − v) = 3 [( ∂

∂xu)2 − ( ∂
∂xv)2] + ∂3

∂x3 (u − v),

∂
∂x (u + v) = 1

2 (u − v)2 + c1(u − v) + c2

with the parameters constraints: q = 0,

∂
∂t (u − v) = 4 q [( ∂

∂xu)3 − ( ∂
∂xv)3] + 3 [( ∂

∂xu)2 − ( ∂
∂xv)2] + ∂3

∂x3 (u − v),

∂
∂x (u + v) = c1 e

√
2 q(u−v) + c2 e−

√
2 q(u−v) − 1

2 q

with the parameters constraints: q 
= 0.
From this example, we can see that once the given equation is input, AutoBT

will generate automatically the possible auto BT relations as well as possible pa-
rameters constraints. It is to be stressed that when q = 0, the Gardner equation
(43) is reduced to KdV equation. Therefore, the first one above is no other than
the auto BT of KdV equation.

The Maple package AutoBT is comprised of the main function AutoBT()
and six other functions new-int(), transform-eq(), built-tBT(), get-eqsQ(),
solve-eqsQ(), final-BT(). We outline each one as follows.

new-int(): As integral function int in Maple is very weak for figuring out re-
sults. In most cases, it is merely expressed by integral sign. So we recoded
a function new-int, based on the basic rules of computing integral. This
function greatly improve the computing capability of integral.

transform-eq(): Suppose the input equation is in function w, we first convert
it in u by a transformation w = ux or w = u according to whether there
exists ut or uxt in input equation. Then we further introduce transformation
u+a v = U, c u+v = V . Thus the obtained equations in u, v can be converted
into U, V , and denote the equations in U, V as eqsUV.
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built-tBT(): Assume the required auto BT as (2). If H = Fx in (9), the func-
tion built-tBT builds the t-part of BT relation in U, V , and denote it as
BTtUV.

get-eqsQ(): In this procedure, we first convert (2) into U, V , the obtained
results are denoted by BT UV . Then two branches are considered. In the
first case, we differentiate the second equation in BT UV with respect to t,
and denote the results as BT2t. By comparing equations eqsUV with BT2t,
and also making use of BT UV , an equation in Q, U, V and their derivatives
is built, which is denoted as eqQUV. Then starting from BT UV we define
Vxx, Vxxx, · · · , Vnx, and substitute them into eqQUV. The obtained equation
contains Q, U and their derivatives. Collecting the same powers for terms
U i0(Ux)i1 · · · (Unx)in and setting their coefficients to zero. Thus a system for
Q, a, c as well as parameters contained in input equations is built, which
is denoted as PS. In the second case, differentiating the first and second
equation in BTUV with respect to x, t, respectively, the obtained equations
are denoted as eqsxt. By comparing eqsxt with eqsUV, a system for P, Q is
built and denoted as PS.

solve-eqsQ(): Simplify the differential system PS by using the subpackage
simp, which is embedded in Maple 10. Then solve the simplified equations by
using the command dsolve or solve. The obtained solutions set is denoted
as SOL′.

final-BT(): We first eliminate all trivial solutions from SOL′, and denote the
remaining nontrivial solutions set as SOL. For each element of SOL, substi-
tute it into BTUV, and with the relation (20), final auto BT relations are
established. At the same time, some corresponding parameters constraints
are also generated. Output each auto BT as well as its parameters constraints
in given format.

We have computed near 30 nonlinear evolution equations utilizing the package
AutoBT on our PC. The package is efficient; for most of the equations it can
entirely automatically deliver required results within 20 seconds. If no auto BT
of the above form exists for an equation, our program will output “Can not find
non-trivial auto BT in such form!”. Furthermore, it can identify illegal form of
input equation and output “The package can only work for EQs, which can be
converted in the form uxt = H(u, ux, uxx, ...)”.

4 The Application of the Package AutoBT

To illustrate the effectiveness of the package AutoBT, some examples are consid-
ered in this section

Example 1. Consider the Burgers equation

wt + w wx − p wxx = 0, (44)

in which p is a parameter. AutoBT gives one BT relation, which reads,
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{
(u − v)t = p (u2x − v2x) + 1

2 (vx
2 − ux

2),

vx = c1 + c2 e
v−u
2 p ,

(45)

here w = ux. We notice that parameters a = −1, c = 0 in this example. To our
knowledge, the BT relation (45) are first reported.

Example 2. Consider the mKdV equation

wt + p w2 wx + w3x = 0, (46)

in which p is a positive parameter. AutoBT gives one BT relation as follows,
⎧
⎨

⎩

(u + a v)t = −(a v3x + u3x) − p
3 (a vx

3 + ux
3),

(cu + v)x = c1 e
√

p√
3ac−3

(u+av) + c2 e
−

√
p√

3ac−3
(u+av)

,
(47)

in which c1, c2 are integral constants and w = ux. Note that in this example a, c
are arbitrary. Taking p = 6, a = −1, c = 1, the auto BT (47) is reduced to the
BT relation given in excise 10.10 in [14]. It can be seen that our obtained auto
BT (47) is more general than all the known ones.

Example 3. Consider a generalized 5-order nonlinear evolution equation[13]

wt + p w w3x + q wx wxx + r w2 wx + w5x = 0, (48)

in which p, q, r are parameters. In the literature, with (p, q, r) = (30, 60, 270) or
(20, 40, 120), and or (10, 20, 30), it reduces to standard 5th-order KdV equation;
with (p, q, r) = (30, 30, 180) or (5, 5, 5), and or (−15,−15, 45), it reduces to
the Sawada-Kotera equation; and with (p, q, r) = (30, 75, 180) or (10, 25, 20), it
reduces to the Kaup-Kupershmit equation.

For this example, AutoBT gives one BT relation, it reads:
{

(u − v)t = q
2 (vxv3x − uxu3x) + q

4 (vxx
2 − uxx

2) + (v − u)5x + r
3 (vx

3 − ux
3),

(u + v)x = − q
40 (u − v)2 + c1 (u − v) + c2,

(49)
with the parameters constraint:

p =
q

2
,

in which w = ux. It can be seen from the above that the parameters constraints
are satisfied only by standard 5th-order KdV equation. So we can conclude that
the Sawada-Kotera equation and the Kaup-Kupershmit equation do not possess
BT relation in the form (2). Taking c1 = 0, the auto BT (49) is reduced to the
BT relation (4.23) and (4.24) in [11]. This shows that our BT (49) is a more
general BT relation.

Example 4. Consider Liouville equation[14]

wxt = ew. (50)
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For this equation, AutoBT gives one BT relation, it reads:
⎧
⎨

⎩
(u + v)t = c1 (e

u−v
2 − e−

u−v
2 ),

(u − v)x = 2
c1

e
u+v

2 ,
(51)

in which c1 is an integral constant and w = u. The auto BT (51) is no other
than the BT relation (10.1.14) in [14].

Example 5. Consider the Vakhnenko equation[15]

(1 + wt)wx + wxxt = 0. (52)

For this equation, AutoBT can not generate its BT relations, and it just outputs
prompt information “The package can only work for EQs, which can be converted
in the form uxt = H(u, ux, uxx, ...)”.

5 Summary

Bäcklund transformation is an effective method used in the search of exact so-
lutions of nonlinear differential equations, and various methods have been de-
veloped to construct BT relations. An algorithmic method to construct a kind
of BT relations is presented and implemented in Maple, in which the package
AutoBT can entirely automatically deliver this kind of BT relations as well as
possible parameters constraints. The package AutoBT has been effectively ap-
plied to many nonlinear PDEs. Not only are previously known BT relations
recovered, but also some new or more general BTs are obtained. However, due
to the difficulty of solving differential system, sometimes our package may not
be strong enough to deal with all equations with the form (9). We will further
improve it to deal with more equations with the development of both computer
algebra and Maple.
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transformations. Acta Physica Polonica B 32, 17–28 (2001)

11. Sokalski, K., Wietecha, T., Sokalska, D.: Existence of dual equations by means of
strong necessary conditions - Analysis of integrability of partial differential nonlin-
ear equations. J. Non. Math. Phys. 12, 31–52 (2005)

12. Fu, Z.T., Liu, S.K., Liu, S.D.: New kinds of solutions to Gardner equation. Chaos,
Solitons and Fractals 20, 301–309 (2004)

13. Kichenassamy, S., Oliver, P.J.: Existence and nonexistence of solitary wave solu-
tions to higher-order model evolution equations. SIAM J. Math. Anal. 23, 1141–
1166 (1992)

14. Liu, S.K., Liu, S.D.: Nonlinear Equations in Physics. Peking University Press,
Beijing (2000)

15. Morrison, A.J., Parks, E.J.: The N-soliton solution of the modified generalised
Vakhnenko equation. Chaos, Solitons and Fractals 16, 13–26 (2003)



On the Invariant Properties of

Hyperbolic Bivariate Third-Order
Linear Partial Differential Operators

Ekaterina Shemyakova and Franz Winkler

Research Institute for Symbolic Computation (RISC),
J. Kepler University,

Altenbergerstr. 69, A-4040 Linz, Austria
{kath,Franz.Winkler}@risc.uni-linz.ac.at

http://www.risc.uni-linz.ac.at

Abstract. Bivariate, hyperbolic third-order linear partial differential
operators under the gauge transformations L → g(x, y)−1 ◦ L ◦ g(x, y)
are considered. The existence of a factorization, the existence of a factor-
ization that extends a given factorization of the symbol of the operator
are expressed in terms of the invariants of some known generating set
of invariants. The operation of taking the formal adjoint can be also de-
fined for equivalent classes of LPDOs, and explicit formulae defining this
operation in the space invariants were obtained.

1 Introduction

Nowadays, constructive factorization algorithms are greatly in demand, being
used in recent algorithms for the exact solution of Linear Partial Differential
Equations (LPDEs). For example, they are used in the numerous generaliza-
tions and modifications of the 18th-century Laplace-Transformations Method,
in the Loewy decomposition method, and in other methods (see for exam-
ple [1,2,3,4,5,6]). Both the property of having a factorization, and the
property of having a factorization that extends a certain factorization of the
(principal) symbol are invariant under Gauge transformations of LPDOs, viz.
L → g(x, y)−1 ◦ L ◦ g(x, y), and therefore can be described invariantly in terms
of the invariants of a generating set of invariants, if such a set is known.

The Laplace Transformations Method [7] is an example of the use of an invari-
ant description of factorization properties for a second-order hyperbolic operator.
The normalized form of such operators is

L = Dx ◦ Dy + aDx + bDy + c , (1)

where all the coefficients are functions of x and y, and the Laplace invariants

h = c − ax − ab, k = c − by − ab (2)

form a generating set of invariants with respect to the Gauge transformations.
It is easy to see that L is factorable if and only if h or k is zero. Moreover, the

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 199–212, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



200 E. Shemyakova and F. Winkler

factorization of the principal symbol Sym(L) = X · Y can be extended if and
only if h = 0, while Sym(L) = Y · X can be extended if and only if k = 0.

The method of Laplace starts with an initial operator L and applies two trans-
formations L → L1 and L → L−1 called Laplace transformations until one of
the transformed operators is factorable (the Laplace transformations are admit-
ted by operators of the form (1)). The Laplace invariants of the transformed
operators L1 and L−1 can be expressed in terms of the invariants of the initial
operator:

h1 = 2h − k − ∂xy(ln |h|), k1 = h, h−1 = k, k−1 = 2k − h − ∂xy(ln |k|) .

So assuming that L is not factorable, and so h 
= 0, k 
= 0, only one invariant
for each of the transformed operators can vanish. In such the way, instead of a
sequence of operators, one considers the chain of their Laplace invariants

. . . ↔ k−2 ↔ k−1 ↔ k ↔ h ↔ h1 ↔ h2 ↔ . . . . (3)

One iterates the Laplace transformations until one of the Laplace invariants
in the sequence (3) vanishes. In this case, one can solve the corresponding trans-
formed equation in quadratures and then use the inverse substitution to obtain
the complete solution of the original equation. What is more, one may prove
(see for example [8]) that if the chain (3) is finite in both directions, then one
may obtain a quadrature-free expression for the general solution of the original
equation.

In the case considered by Laplace, the invariants h and k can be simply
obtained from the incomplete factorizations, L = (Dx + b) ◦ (Dy + a) + h =
(Dy + a) ◦ (Dx + b) + k. That is why the invariant necessary and sufficient
conditions of factorizations becomes so simple (h = 0 or k = 0). For hyperbolic
operators of the next order — order three — the situation become much more
difficult: the “remainder” of an incomplete factorization is not invariant in the
generic case, and the invariant conditions are not trivial.

In the present paper we find invariant necessary and sufficient conditions of
factorizations extending given (we consider all the possibilities) factorizations of
the principal symbol of third-order bivariate hyperbolic linear partial differential
operators. These invariant conditions are given in terms of invariants of the
generating set of invariants found in [9]. Also in the scope of the paper we
investigate the classical operation of taking the formal adjoint of an operator,
define it on the equivalent classes of the considered LPDOs, and obtain explicit
formulae in the space of invariants. Some instances of the latter result allow us
to reduce the number of case considerations when finding an invariant definition
of the property of the existence of a factorization.

The paper is organized as follows. In Section 2 preliminaries facts and
definitions are given. In Section 3 we discuss connections between factorization
of LPDOs and invariants of a family of LPDOs under the gauge transformations,
also we show how we reduce the number of factorization types to consider to
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just four ones. In Sections 4, 5, and 6, the existence of factorizations of these four
factorization types has been expressed in terms of invariants of the generating
system of invariants found in [9]. In Section 7 the operation of taking the formal
adjoint is defined in the space of invariants.

2 Definitions and Notations

Consider a field K with commuting derivations ∂x, ∂y acting on it. Consider the
ring of linear differential operators K[D] = K[Dx, Dy], where Dx, Dy correspond
to the derivations ∂x, ∂y, respectively. In K[D] the variables Dx, Dy commute
with each other, but not with elements of K. For a ∈ K we have the relation
Dia = aDi +∂i(a). Any operator L ∈ K[D] is of the form L =

∑d
i+j=0 aijD

i
xDj

y,
where aij ∈ K. The polynomial SymL =

∑
i+j=d aijX

iY j in formal variables
X, Y is called the (principal) symbol of L. An operator L ∈ K[D] is said to be
hyperbolic if its symbol is completely factorable (all factors are of first order)
and each factor has multiplicity one.

Let K∗ denote the set of invertible elements in K. For L ∈ K[D] and every
g ∈ K∗ consider the gauge transformation L → g−1 ◦ L ◦ g. Then an algebraic
differential expression I in coefficients of L is invariant under the gauge trans-
formations (we consider only these in the present paper) if it is unaltered by
these transformations. Trivial examples of invariants are the coefficients of the
symbol of the operator. A generating set of invariants is a basis in which all
possible differential invariants can be expressed.

We use the usual abbreviations: LPDO for Linear Partial Differential Opera-
tor, LPDE for Linear Partial Differential Equation.

3 Factorization Via Invariants

Any hyperbolic third-order LPDO in some system of coordinates has the form

L = (pDx + qDy)DxDy +
2∑

i+j=0

aijD
i
xDj

y , (4)

where all the coefficients belong to K (they are some functions of x and y) and
where p, q 
= 0.

Remark 1. Note that the normalized form of such operators is slightly simpler
than above, namely, one can put without loss of generality p = 1. The introduc-
tion of the parameter p makes all the reasoning symmetric with respect to x and
y, and therefore reduces the number of cases requiring consideration on the way
to our main goal.

Operators of the form (4) admit gauge transformations, and p, q are the trivial
invariants.
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Theorem 1. [9] The following form a generating set of invariants for operators
of the form (4):

Ip = p ,
Iq = q ,
I1 = 2q2a20 − qa11p + 2a02p

2 ,
I2 = −qp2a02y + a02p

2qy + q2a20xp − q2a20px ,
I3 = a10p

2 + (2qyp − 3qpy)a20 + a2
20q − a11yp2 + a11pyp + qpa20y

−a11a20p ,
I4 = a01q

2 + (2qpx − 3pqx)a02 + a2
02p − a11xq2 + a11qqx + qpa02x

−a02a11q ,
I5 = a00p

3q + 2a02p
3a20x − 2q2a2

20px − a02a10p
3 − a01a20p

2q
+ 1

2a11xpyp2q + 1
2a11ypxp2q + (1

2pxyp
2q − pxpypq)a11

+a11pqa20px − 1
2a11xyp3q + (qqxp2 − q2pxp)a20y − 2a02p

2a20px

−a11p
2qa20x + (qp2qy − pq2py)a20x + 2q2a20a20xp+

(qqxyp2 − q2pxyp + 4q2pxpy − 2qpxqyp − 2qqxppy)a20

+a20a11a02p
2 .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5)

Any set of values of these invariants uniquely defines an equivalent class of
operators of the form (4). All the invariant properties of such operators can be
described in terms of the invariants of the above generating set.

Lemma 1. The property of having a factorization (or a factorization extending
a certain factorization of the symbol) is invariant.

Proof. Let L = F1 ◦F2◦ . . .◦Fk, for some operators Fi ∈ K[D]. For every g ∈ K∗

g−1 ◦ L ◦ g =
(
g−1 ◦ F1 ◦ g

)
◦
(
g−1 ◦ F2 ◦ g

)
◦ . . . ◦

(
g−1 ◦ Fk ◦ g

)
,

and since the gauge transformations do not alter the symbol of an LPDO, we
prove the statement of the theorem.

Remark 2. Recall that as for two LPDOs L1, L2 ∈ K[D] we have

SymL1◦L2
= SymL1

· SymL2
,

any factorization of an LPDO extends some factorization of its symbol. In gen-
eral, if L ∈ K[D] and SymL = S1 · . . . · Sk, then we say that the factorization

L = F1 ◦ . . . ◦ Fk, SymFi
= Si, ∀i ∈ {1, . . . , k},

is of the factorization type (S1) . . . (Sk).

Consider all possible factorizations of the symbol of an LPDO (4), namely
SymL = (pX + qY )XY . Owing to the non-commutativity of LPDOs one has
to consider factorizations of the polynomial SymL assuming that factors do not
commute. Thus SymL = (pX + qY )XY has 12 different factorizations:
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(S)(XY ) ,

(XY )(S) ,

(X)(Y S) , (Y )(XS) ,

(Y S)(X) , (XS)(Y ) ,

(S)(X)(Y ) , (S)(Y )(X) ,

(X)(S)(Y ) , (Y )(S)(X) ,

(X)(Y )(S) , (Y )(X)(S) ,

where S = (pX + qY ). By Remark (1) it is enough to consider one of the
factorizations for each of the lines of the list above. Thus, there are seven cases
to consider. Proceeding further, we can almost half this number of cases (i.e. 7
cases) once we know how to express generating invariants of the formal adjoint
L† of an LPDO L in terms of generating invariants of L. In Section 7 we find
such formulae, and so only the the following cases need to be considered:

(S)(XY ) ,

(X)(Y S) ,

(S)(X)(Y ) ,

(X)(S)(Y ) .

4 Factorization Type (pX + qY )(XY )

Theorem 2. Consider an equivalent class of (4) given by the values of the in-
variants I1, I2, I3, I4, I5 (5). The operators of the class have a factorization of
the factorization type (pX + qY )(XY ) if and only if the following two conditions
hold.

I3q
3 − I4p

3 + pq(pI1x − qI1y) + pq(qy − px)I1 + 2(pyq2 − qxp2)I1 − 3pqI2 = 0 ,
IsI2 + Ir + 2pq2I2x + q3I2y = 0 .

Proof. First, using the formulae of the invariants (5), we express the coefficients
a11, a10, a01, a00 of (4) in terms of these invariants and a20, a02. We have, for
example, a11 = (−I1 +2q2a20 +2a02p

2)/(pq), and other expressions are too large
to give them here explicitly. Then an operator (4) of the class has factorization
F(pX+qY )(XY ) = (pDx+qDy+r)◦(Dxy+aDx+bDy+c), where all the coefficients
are functions of x and y, takes place if and only if L−F(pX+qY )(XY ) = 0. Equating
the coefficients at Dxx, Dxy, Dyy, Dy on the both sides of this equality, one
computes

a = a20/p , b = a02/q , r = − 1
pq

I1 +
q2a20 + a02p

2

pq
,

c = (I4p
2 − qpI1x + 2q3pa20x + (2qxp + qpx)I1 − 2q3pxa20

+a02a20q
2p − q2p2a02y + qp2a02qy)/(q3p2)
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as p and q are known to be different from zero. While equating the coefficients of
Dx and the “free” coefficients of both sides of that, we get two conditions for the
existence of a factorization, which still involve the coefficients a20 and a02 and,
therefore, are not invariant. On the other hand, by Lemma 1, there should be
a way to describe existence of a factorization (a factorization extending certain
factorization of the symbol) invariantly.

Consider the first condition, which after multiplication by p2q3, can be noticed
to be equivalent to the following constrain for invariants of L:

C10 = I3q
3−I4p

3+pq(pI1x−qI1y)+pq(qy −px)I1+2(pyq
2−qxp2)I1−3pqI2 = 0 .

(6)
Consider the second condition multiplied for convenience on both sides by

p2q4 (denote the result as C00 = 0). It is a large expression. Consider all the
terms of C00 with second-order derivatives of a20, a02:

−2p2q4a20xx ,−pq5a20xy , 2q3p3a02xy , 2p2q4a02yy .

Thus, subtracting 2pq2I2x + q3I2y from C00, we cancel the terms with second-
order derivatives of a20, a02. Denote the result of the subtraction by C001.
Consider terms of C001 containing first-order derivatives of a20, a02:

q3(I1 + 2q2py + 2qpqy + 4p2qx + 4pqpx − 3a02p
2)a20x , (7)

−q2p(I1 + 2q2py + 2qpqy + 4p2qx + 4pqpx − 3a02p
2)a02y , (8)

and compare them with those in I2. One can see that the ratio of the coefficient
at a20x in (7) to that in I2 equals to the ratio of the coefficient at a02y in (8) to
that in I2, and this ratio is

s = Is − 3pqa02 ,

where Is = q
p (4p(qpx+pqx)+2q(pqy+qpy)+I1), that is an invariant. Subtracting

sI2 from C001 (denote the result of the subtraction by C002), we cancel all the
terms contaning first-order derivatives of a20, a02, and get

C002 = (I3q
3−I4p

3 +qp2I1x −pq2I1y +pq(qy −px)I1 +2(pyq
2−qxp2)I1)a02 +Ir ,

(9)
where Ir = q3p

2 I1xy − qp2(qI4y −pI4x)+ q3

p I5 + q2p2I1xx − 3q2pqx

2 I1y +pI1I4 +
(
−

2qp2qxx+6q2
xp2+q2qxpy+4qpqxpx−q2ppxx+q2pxqy− 3q2pqxy

2 +5qpqxqy +2p2
xq2−

q3pxpy

p

)
I1+3p2(qqy +pqx)I4+

(
2qx+ qpx

p

)
I2
1 −pq

(
3qqy

2 +2qpx+4pqx

)
I1x−qI1I1x

is an invariant. Comparing (9) with (6), one can notice that the coefficient at
a02 in C002 equals (C10 +3pqI2). As C10 = 0 is a necessary condition for L to be
factorable with the considered factorization type, the coefficient at a02 in C002

becomes just 3pqI2. Which is fortunately is canceled in expression for C00, when
we combine the results:

C00 = (C10 + 3pqI2)a02 + (Is − 3pqa02)I2 + Ir + 2pq2I2x + q3I2y

= C10a02 + IsI2 + Ir + 2pq2I2x + q3I2y .
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Corollary 1 (case p = 1). Consider equivalent classes of (4) possessing the
property p = 1, and given by the values of the invariants I1, I2, I3, I4, I5 (5). The
operators of the class have a factorization of the factorization type (X+qY )(XY )
if and only if

{
I3q

3 − I4 + q(I1x − qI1y) + qqyI1 − 2qxI1 − 3qI2 = 0 ,
IsI2 + Ir + 2q2I2x + q3I2y = 0 .

where Is = q(4qx + 2qqy + I1) and Ir = q3

2 I1xy − q(qI4y − I4x) + q3I5 + q2I1xx −
3q2qx

2 I1y + I1I4 +
(
− 2qqxx +6q2

x − 3q2qxy

2 +5qqxqy

)
I1 + 3(qqy + qx)I4 + 2qxI2

1 −

q
(

3qqy

2 + 4qx

)
I1x − qI1I1x.

5 Factorization Type (X)(Y S)

Theorem 3. Consider an equivalent class of (4) given by the values of the in-
variants I1, I2, I3, I4, I5 (5). The operators of the class have a factorization of
the factorization type (X)(pXY + qY 2) if and only if

{
I4 − 2qxpxq + 2q2

xp − qpqxx + q2pxx = 0 ,
−4p2qxI2 + p2qI2x + Ir = 0 ,

where Ir = −3/2qxqp2I1y + I5q
2 + 1

2I1xyq2p2 − q3pI3x + (q2pqx + 2pxq3)I3 +
(−pxyq

2p + 3qxpyqp + 2qxqyp2 − 1
2qxyqp

2 + pxpyq2)I1 + (−pyq
2p − 1

2qyqp2)I1x.

Proof. The case we consider here is much easier than that of section 4. As we
do there first we express a00, a10, a01, a11 in terms of a20, a02 and the invariants
(5). Then for an operator L (4) of the class consider a factorization of the form

L = (Dx + r) ◦ (pDxy + qDyyaDx + bDy + c) , (10)

where all the coefficients belong to K (some functions of x and y). Substituting
just found expressions for a00, a10, a01, a11, and equating the coefficients at
Dyy, Dxx, Dxy, Dx on the both sides of (10), one computes r = (a02 − qx)/q,
a = a20, b = −(I1 − 2q2a20 − a02p

2 − p2qx + pxqp)/q/p, c = −(−I3q
2 + a20qI1 −

a2
20q

3 − a20qa02p
2 + q3pya20 + qpI1y − q3pa20y − 2qp3a02y − qypI1 + 2qyp

3a02 −
2qpyI1 − qa20p

2qx + a20xq2p2)/q2/p2, as p and q are known to be different from
zero. Equating the coefficients at Dy we get first constrain on invariants,

I4 − 2qxpxq + 2q2
xp − qpqxx + q2pxx = 0 . (11)

Equating the “free” coefficients of the both sides of (10), we get a condition
of existence of a factorization in particular in terms of a20 and a02. To cancel
denominators, multiply this condition on the both sides by p3q3 (denote the
result as C00 = 0). Consider all the terms of C00 with second-order derivatives
of a20, a02:

p3q3a20xx ,−q2p4a02xy .
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Thus, subtracting p2qI2x from C00, we kill all the terms with second-order deriva-
tives of a20, a02. Denote the result of the subtraction by C001. Consider terms
of C001 containing first-order derivatives of a20, a02:

−4qxp3q2a20x , 4qxqp4a02y ,

and compare them with those in I2. One can see that subtracting −4p2qxI2 from
C001 we cancel all the terms containing first-order derivatives of a20, a02. Denote
the result of this subtraction by C002, then

C002 = (I4qp
2 − 2q2p2qxpx + q3p2pxx + 2qp3q2

x − q2p3qxx)a20 + Ir , (12)

where Ir = −3/2qxqp2I1y + I5q
2 + 1

2I1xyq2p2 − q3pI3x + (q2pqx + 2pxq3)I3 +
(−pxyq

2p + 3qxpyqp + 2qxqyp2 − 1
2qxyqp

2 + pxpyq2)I1 + (−pyq
2p − 1

2qyqp2)I1x is
an invariant. The constrain (11) implies that the coefficients at a02 in C002 is
zero provided the factorization (10) takes place. Thus, combining the results, we
have

C00 = −4p2qxI2 + p2qI2x + Ir .

Corollary 2 (case p = 1). Consider equivalent classes of (4) possessing the
property p = 1, and given by the values of the invariants I1, I2, I3, I4, I5 (5). The
operators of the class have a factorization of the factorization type (X)(XY +
qY 2) if and only if

⎧
⎨

⎩

I4 + 2q2
x − qqxx = 0 ,

I5q
2 − 4p2qxI2 + p2qI2x + 1

2I1xyq2 − I3xq3−
3
2qxI1yq − 1

2qyI1xq + qxI3q
2 + (− 1

2qxyq + 2qxqy)I1 = 0 .

6 Factorization Types (pX + qY )(X)(Y ) and
(X)(pX + qY )(Y )

Here we omit all the proofs as they employ similar to the section 4 ideas and are
much simpler.

Theorem 4. Consider an equivalent class of (4) given by the values of the in-
variants I1, I2, I3, I4, I5 (5). The operators of the class have a factorization of
the factorization type (pX + qY )(X)(Y ) if and only if

⎧
⎪⎪⎨

⎪⎪⎩

I3q
2 − qpI1y + (qyp + 2qpy)I1 = 0 ,

I4p
2 − I1xqp + (2qxp + pxq)I1 = 0 ,

I5q
2 + (pxpq2 + 1

2qxp2q)I1y − 1
2I1xyp2q2 + (pypq2 + 1

2qyp2q)I1x+
(−3pxpyq

2 − pxqypq + pxypq2 + 1
2qxyp

2q − qxpypq − qxqyp2)I1 = 0 .
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Theorem 5. Consider an equivalent class of (4) given by the values of the in-
variants I1, I2, I3, I4, I5 (5). The operators of the class have a factorization of
the factorization type (X)(pX + qY )(Y ) if and only if

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

I3q
2 − qpI1y + qypI1 + 2qpyI1 = 0 ,

2pq2
x − qpqxx + q2pxx + I4 − 2qxpxq = 0 ,

I5q
2 − 1

2p2q2I1xy + 1
2qxqp2I1y + pxq2pI1y+

(pyq2p + 1
2qyqp2)I1x + (−qxqyp2 + 1

2qxyqp2−
3pxpyq

2 + pxyq
2p − qxpyqp − pxqyqp)I1 = 0 .

7 Formal Adjoint

In this section we consider the operation of taking the formal adjoint of an LPDO,
and define such operation on the equivalent classes of third-order bivariate non-
hyperbolic LPDO. At the end of the section we apply this knowledge to complete
the cases’ consideration in the finding of invariant condition of the property of
the existence of a factorization of certain factorization type.

For an operator L =
∑

|J|≤d aJDJ , where aJ ∈ K, J ∈ Nn and |J | is the sum
of the components of J , the formal adjoint is defined as

L†(f) =
∑

|J|≤d

(−1)|J|DJ(aJf) , ∀f ∈ K .

The formal adjoint possesses the following useful for the factorization theory
properties:

(L†)† = L , (L1 ◦ L2)† = L†
2 ◦ L†

1 , SymL = (−1)ord(L)SymL† .

The property of having a factorization is invariant under the operation of taking
the formal adjoint, while the property of having a factorization of certain fac-
torization type is not invariant, and an operator L has a factorization of some
factorization type (S1)(S2) (where SymL = S1S2) if and only if L† has that of
factorization type (S2)(S1).

Lemma 2. The operation of taking the formal adjoint can be defined on the
equivalent classes of LPDOs.

Proof. Show that operation of taking the formal adjoint and the gauge transfor-
mations of LPDOs commute. For every g ∈ K∗, and f = g−1 we have

(g−1 ◦ L ◦ g)† = g† ◦ L† ◦ (g−1)† = g ◦ L† ◦ g−1 = f−1 ◦ L† ◦ f.

Example 1 (LPDOs of order 2). For operators of the form

L = Dxy + aDx + bDy + c

there is a complete generating set of invariants that consists of first-order invari-
ants: h = c − ax − ab and k = c − by − ab. For the formal adjoint

L† = Dxy − aDx − bDx + c − ax − by

they are h† = c − by − ab and k† = c − ax − ab, and so ht = k, kt = h.
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Theorem 6 (formal adjoint for equivalent classes). Consider the equiva-
lent classes of (4) given by the values of the invariants I1, I2, I3, I4, I5 (5). Then
the operation of taking of the formal adjoint is defined by the following formulae

I†1 =I1 − 2q2py − 2p2qx + 2pxqp + 2qyqp ,

I†2 =−I2 − qp2qxy + qyp2qx + q2ppxy − q2pxpy ,

I†3 = −I3 + 1
q2

(
2pI2 − (2pyq + qyp)I1 + qpI1y − 2pyqyq2p+

2q3p2
y + qyyq2p2 − q3ppyy

)
,

I†4 =−I4 + 1
p2

(
− 2qI2 − (pxq + 2qxp)I1 + qpI1x + 2p3q2

x − 2p2qxqpx

+pxxq2p2 − qp3qxx

)
,

I†5 =I5 + p1I1 + p3I3 + p4I4 + p12I1y + p11I1x + p2I1xy − qpI3x − p3

q I4y + p0

−pI2y + p2

q I2x + (−2q2p3qx + 4pyq4p − q2pI1 − 2q3p2px)/(q4p)I2 ,

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(13)
where p1 = (4qxpyp + pxqyp − 2qxyp

2)/q + (4qxqyp2)/q2 + 3pxpy − pxyp, p3 =
2qpx + pqx, p4 = (2qyp3 + p2pyq)/q2, p0 = p3qxqyy − 2q2pxp2

y − qqxp2pyy +
q2pxppyy−qp2qyypx−2p2pyqyqx+2qqxpp2

y+2qpypqypx, p11 = −(2pypq+qyp
2)/q,

p12 = −(pxpq + 2qxp2)/q.

Proof. Consider an operator L in the form (4) of some equivalent class and
express the coefficients a11, a10, a01, a00 of it in terms of the invariants (5) and
a20, a02. Then compute the formal adjoint L†, and compute the invariants (5).
The first invariant of L† is already given in terms of the invariants of L and in
the same form as in the statement of the theorem. The second invariant of L† is

I†2 = qp2a02y − qp2qxy −a02p
2qy + qyp2qx + q2ppxy − q2a20xp− q2pxpy + q2a20px .

Employing the expression for the invariant I2 we eliminate a20 and a02 from this
expression and get I†2 as it is in the statement of the theorem. Analogously, we
obtain the forms for I†3 , I†4 that are given in the statement of the theorem.

The fifth invariant I†5 of L† is a large expression containing a20 and a02, and
their second and first derivatives. The terms containing a02yy are canceled if we
add pI2y to I†5 . Then the only term containing a20xx is p3qa20xx, and we cancel
it by subtraction of p2I2x/q. Then no second-order derivatives are left, and we
notice that the ratio

C = (−2q2p3qx + 4pyq
4p − q2pI1 − 2q3p2px)/(q4p)

of the coefficient for a20x in the obtained expression to that in I2 is equal to the
ratio of the coefficient for a02y in the obtained expression to that in I2. Thus,
subtracting CI2, we cancel first-order derivatives, and have as the result the
invariant expression

I55 = I5 + p1I1 + p3I3 + p4I4 + p12I1y + p11I1x + p2I1xy − qpI3x − p3

q
I4y + p0 ,
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where p1 = (4qxpyp + pxqyp − 2qxyp
2)/q + (4qxqyp2)/q2 + 3pxpy − pxyp, p3 =

2qpx + pqx, p4 = (2qyp3 + p2pyq)/q2, p0 = p3qxqyy − 2q2pxp2
y − qqxp2pyy +

q2pxppyy−qp2qyypx−2p2pyqyqx+2qqxpp2
y+2qpypqypx, p11 = −(2pypq+qyp2)/q,

p12 = −(pxpq + 2qxp2)/q are differential-algebraic expressions of p and q. Thus,

I†5 = I55 − pI2y +
p2

q
I2x + CI2 .

Theorem 6 is the one that allows us to half the cases necessary to consider to
describe existence of factorizations of different factorizations types. Below is an
example on how to obtain invariant conditions of existence of a factorization of
the certain type of factorizations (XY )(pX + qY ), if those are given (found in
the section 4) for the “symmetric” factorization type (pX + qY )(XY ).

Corollary 3. Consider an equivalent class of (4) given by the values of the
invariants I1, I2, I3, I4, I5 (5). Operators of the class have a factorization of fac-
torization type (XY )(pX + qY ) if and only if

⎧
⎪⎪⎨

⎪⎪⎩

0 = q0 − qpI2 + q3I3 − p3I4 ,

0 = p0 + p1I1 − 4pqqxI2 + p3I3 + p4I4 + q3

p I5 − q4I3x

−(pq2qy/2 + q3py)I1x + p3qI4x + pI1I4 + (pq3)/2I1xy

+pq2I2x − 3pq2qx/2I1y ,

where q0, p0, p1, p3, p4 are expressions of p, q and their derivations, more pre-
cisely, q0 = −2pyqyq3p+qyyq

3p2−q4ppyy+q3p2pxy−q2p3qxy−pxxq2p3+qp4qxx+
2q4p2

y −2p4q2
x − q3ppxpy + qyqp

3qx +2p3qxqpx, p0 = 2pq3pxqxpy −2p2q2qxqypx +
2p2q3pxxpx+8p4qqxqxx−10p4q3

x−5p3pxxq2qx−p4q2qxxx+p3q3pxxx−5p3q2qxxpx−
4p2q2p2

xqx−pq4pxxpy+14p3q2
xqpx+2p3qq2

xqy+p2q3pxxqy+p2q3qxxpy−p3q2qyqxx−
2p2q2q2

xpy, p1 = 3q2qxpy−2pqqxpx−p2qqxx−q3pxy+1/pq3pxpy+2p2q2
x+pq2pxx+

2pqqxqy − 1
2pq2qxy, p3 = 2q4px/p + q3qx, p4 = 2p2pxq + p2qqy − 5p3qx − ppyq2.

Proof. Operators of the class have a factorization of factorization type (XY )(pX
+ qY ) if and only if their formal adjoints L† have a factorization of factorization
type (−pX − qY )(XY ), which by theorem 2 is true if and only if −I†3q3 +
I†4p3 + pq(−pI1tx + qI1ty)+ pq(−qy + px)I†1 + 2(−pyq

2 + qxp2)I†1 − 3pqI†2 = 0 and
IstI

†
2 +Irt −2pq2I2tx −q3I2ty = 0. Using the results of section 7, these conditions

can be rewritten in terms of the five invariants (5) of L, and after simplifications
the expressions given in the statement of the theorem can be obtained.

Consider the special case where p and q are constants. Then without loss of
generality one can assume p = q = 1.

Corollary 4 (case of the symbol with constant coefficients). An LPDO
(4) with p = q = 1 has a factorization of factorization type (XY )(X + Y ) if and
only if {

I3 = I2 + I4 ,
0 = I5 + 1

2I1xy + I4I1 .
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8 Symbol of Constant Coefficients

In the criteria for the existence of factorizations of different factorization types,
the coefficients p and q of the symbol, and their derivatives occur fairly often.
Therefore, it is interesting to look at the structure of the formulae in the impor-
tant particular case in which p and q are constants, and, therefore, there exists
a normal form of the operator with the (principal) symbol (X + Y )XY . Thus,
without loss of generality one can assume p = q = 1, and then combining the
results of the previous sections we obtain the necessary and sufficient conditions
of the existence of factorizations for each of the 12 different types.

Theorem 7. Consider equivalent classes of (4) possesing the property p = q =
1, and given by the values of the invariants I1, I2, I3, I4, I5 (5). Operators of the
class have a factorization of factorization type

(S)(XY ) if and only if

I3 − I4 + I1x − I1y − 3I2 = 0 ,
I1I2 + Ir + 2I2x + I2y = 0 ,

}
(14)

where Ir = 1
2I1xy − I4y + I4x + I5 + I1xx + I1I4 − I1I1x;

(S)(X)(Y ) if and only if

(14) & I2 − I4 + I1x = 0 ;

(S)(Y )(X) if and only if

(14) & − 2I2 − I4 + I1x = 0 ;

(X)(SY ) if and only if

I4 = 0 & I2x + I5 − I3x + I1xy/2 = 0 ; (15)

(X)(S)(Y ) if and only if

(15). & I3 − I1y − 2I2 = 0 ;

(X)(Y )(S) if and only if
(15). & I3 = I2 ;

(XY )(S) if and only if

I4 = I3 − I2 & I1xy/2 + I1I4 + I5 = 0 .
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(Y S)(X) if and only if

I4 = I1x − 2I2 & I5 = I1I2 .

(XS)(Y ) if and only if

I3 − I1y − 2I2 = 0 & I5 = I2x + I1xy/2 ;

(Y )(SX) if and only if

I3 = 0 & I5 = (I4 + I2)y + I1I2 − I1xy/2 ; (16)

(Y )(X)(S) if and only if
(16) & I4 = −I2 ;

(Y )(S)(X) if and only if

(16) & I4 − I1x = −2I2 ;

Theorem 8 (formal adjoint for equivalent classes). Consider the equiva-
lent classes of (4) possessing the properties p = 1 and q = 1 and which are given
by the values of the invariants I1, I2, I3, I4, I5 (5). Then the operation of taking
of the formal adjoint is defined by the following formulae

I†1 = I1 ,

I†2 = −I2 ,

I†3 = −I3 + 2I2 + I1y ,

I†4 = −I4 − 2I2 + I1x ,

I†5 = I5 + I1xy − I3x − I4y − I2y + I2x − I1I2 .

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

9 Conclusion

We obtained invariant necessary and sufficient conditions for the existence of
factorizations extending given factorizations of the principal symbol of
operators (any such factorization of the symbol corresponds to a factorization
type). We defined the classical operation of taking the formal adjoint of an oper-
ator for the equivalent classes of the considered LPDOs. In particular, this result
allows us to reduce the number of case considerations when finding an invari-
ant definition of the property of the existence of a factorization. The existence
criterium are found explicitly for the factorization types (S)(XY ), (X)(Y S),
(S)(X)(Y ), (X)(S)(Y ), where S = (pX + qY ). Invariant conditions for the
other eight possibilities of factorization types can be derived from these ones,
and consideration of the most difficult case (XY )(S) is provided as an example
of such derivation.



212 E. Shemyakova and F. Winkler

For the future, it would be interesting to find such conditions in an algorithmic
way for operators of general order. Another line of investigations might be the
derivation of invariant conditions for generalized factorization in the sense of
Tsarev [6].
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Abstract. A system of nonlinear ordinary differential equations gov-
erning the boundary layers of magnetohydrodynamic (MHD) Hiemenz
flow in porous media is solved using a simple and efficient analytical tech-
nique of Adomian decomposition method (ADM) and Padé approximant
through the computer algebra package system Maple. Several symbolic
features of the Maple system are utilized to develop specific routines that
compute the approximate analytical solutions of the stream, velocity and
temperature functions for some exemplary prescribed parameters. Com-
parative study shows the well agreement of the present symbolic results
with the existing numerical results.

1 Introduction

Multitudinous physical phenomena that exhibit nonlinear behaviour are
typically modeled by systems of nonlinear ordinary or partial differential equa-
tions. Besides numerical approaches, computer algebra software packages and
mathematical methods that provide exact and approximate analytical solutions
are powerful tools for solving nonlinear differential equations. Computer algebra
system expedites tedious and massive computations by manipulating mathe-
matical expressions symbolically involving rote skills in algebra and calculus.
Powerful systematic routines can be developed to obtain symbolic solutions to
wide range of differential equations and enable the qualitative and quantitative
properties of the problem to be easily investigated with less time and efforts.

Designing effective symbolic algorithms to handle large group of differential
equations is a difficult task and various solution approaches can be considered
such as the power series expansion method and the perturbation technique.
Yahaya et al. [1] demonstrated the performance of the multistage modified Ado-
mian decomposition method for solving the N -th order initial value problems of
linear and nonlinear ordinary differential equations using Maple system. Li [2]
proposed the use of Taylor’s expansion and conversion from linear ordinary
differential equation with variable coefficients to systems of linear equations.

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 213–223, 2008.
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Edneral [3] investigated the periodic solutions of ODE systems using the normal
form method by transforming the systems to simpler sets treated by multivari-
able power series and Mathematica. Pratibha and Jeffrey [4] used Maple system
to solve a second-order nonlinear ordinary differential equation of Stokes-flow
problem by developing routines to obtain large numbers of terms in the series
solutions at a regular singular point and ordinary points.

This paper addresses a computational procedure involving a simple analytical
approach of the Adomian decomposition method [5] based on series expansion
and Padé approximant [6] for solving boundary-layer equations of MHD Hiemenz
flow in porous media [7] through the computer algebra system Maple as an essen-
tial analytical tool. The ADM has been successfully applied to solve a wide class
of linear and nonlinear differential equations in multiple disciplines [5,8,9,10,11].
The ADM can be extended to solve systems of differential equations and yields
approximate analytical solutions in terms of a rapidly convergent infinite series
with easily computable terms. It permits a reliably accurate quantitative solution
and avoids the need for discretisation, perturbation, linearisation or unrealistic
assumptions [5].

In fluid dynamics, by means of similarity transformations, boundary-layer
equations of steady flows are normally reduced to a single or a system of nonlin-
ear ordinary differential equation(s) which model the momentum, heat and mass
transfer in the flow field. Studies on boundary-layer equations using ADM in-
clude the recent works of Hashim [8] on the classical Blasius’ equation, Zheng et
al. [12] on the laminar boundary layer equation of Marangoni convection in In-
Ga-Sb system and Wazwaz [13] on boundary layer equation of viscous flow due
to a moving sheet. Very recently, the ADM has been shown efficient in obtaining
approximate analytical solution to an unsteady boundary layer problem over an
impulsively stretching sheet by Awang Kechil and Hashim [14] and a system
of coupled nonlinear ordinary differential equations of free-convective boundary
layer [15]. Awang Kechil et al. [16] demonstrated that a ADM solution to a gen-
eral boundary value problem can be used to obtain specific solutions to boundary
layer equations with identical mathematical context but under different physical
conditions.

2 Boundary Layer Equations of MHD Hiemenz Flow

Consider a steady two-dimensional laminar forced convection in MHD Hiemenz
flow of an incompressible, electrically conducting viscous fluid against a flat
plate through porous media with variable wall temperature and uniform surface
mass flux. A transverse magnetic field is applied and the fluid is assumed to
have constant properties. The magnetic Reynolds number is assumed small and
the induced magnetic field, the Hall effect and the viscous dissipation terms
are neglected. The governing boundary layer equations consist of a system of
nonlinear ordinary differential equations, cf. Yih [7],
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Prf ′′′ + ff ′′ + (1 − f ′2) + Ω(1 − f ′) + M2(1 − f ′) = 0 , (1)
θ′′ + fθ′ − λf ′θ = 0 , (2)

subject to boundary conditions

f(0) = fw, f ′(0) = 0, f ′(∞) = 1 , (3)
θ(0) = 1, θ(∞) = 0 , (4)

where f is the stream function, θ temperature, Pr Prandtl number, Ω

permeability parameter, M Hartmann number, λ wall temperature exponent
and fw suction or injection parameter, fw < 0 is for injection and fw > 0 is
for suction while fw = 0 corresponds to an impermeable surface. Prime denotes
differentiation with respect to η.

The system of the differential equations (1) and (2) will be solved in the
domain [0,∞) subject to the initial boundary conditions and the asymptotic
behaviour at the unbounded domain (3) and (4). Padé approximant is used to
handle the difficulty that arises when trying to match the boundary conditions
at infinity in order to determine the unknowns f ′′(0) and θ′(0). Yih [7] employed
the implicit finite difference of Keller-box method to obtain numerical solutions
to the problem. We will employ the ADM and Padé approximant by developing
several small routines in computer algebra package Maple to carry out specific
symbolic tasks. Algorithms for recursive relations will be developed to calculate
the Adomian polynomials and the ADM series solutions. The powerful com-
mand Padé in Maple system enables the long expression of the ADM series to
be conveniently simplified into rational functions which approximate the exact
analytical solution that valid over a large interval of η.

3 Solution Procedure

Now we shall demonstrate the simple applications of the ADM and Padé
approximants to solve the system (1)–(4) for some selected values of the
parameters involved. The general expressions of the Adomian polynomials and
the recursive decomposition of the ADM series will be derived and coded in
the computer algebra system Maple. First, let us introduce the two linear dif-
ferential operators L1 ≡ d3/dη3 and L2 ≡ d2/dη2 and their inverse operators,
L−1

1 (·) ≡
∫ η

0

∫ η

0

∫ η

0 (·)dtdtdt and L−1
2 (·) ≡

∫ η

0

∫ η

0 (·)dtdt, respectively. Eqs. (1)
and (2) written in operator forms are

L1f = − 1
Pr
[
ff ′′ +

(
1 − f ′2)+ Ω (1 − f ′) + M2 (1 − f ′)

]
, (5)

L2θ = λf ′θ − fθ′ , (6)

Applying the inverse operators L−1
1 and L−1

2 on both sides of (5) and (6)
respectively together with the boundary conditions at η = 0 in (3) and (4),
we obtain
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f = fw +
1
2
β1η

2 − 1
6Pr
(
1 + Ω + M2

)
η3 +

1
Pr

L−1
1

[(
Ω + M2

)
f ′

+f ′2 − ff ′′
]

, (7)

θ = 1 + β2η + L−1
2 (λf ′θ − fθ′) , (8)

where β1 = f ′′(0) and β2 = θ′(0).
The nonlinear terms in (7) and (8) are expressed as functions of f, θ and their

derivatives, N1(f) = f ′2 − ff ′′ and N2(f, θ) = λf ′θ − fθ′. Thus (7) and (8) are

f = fw +
1
2
β1η

2 − 1
6Pr
(
1 + Ω + M2

)
η3

+
1
Pr

L−1
1

[(
Ω + M2

)
f ′ + N1(f)

]
, (9)

θ = 1 + β2η + L−1
2 [N2(f, θ)] . (10)

The dimensionless functions f(η) and θ(η) and the nonlinear functions N1(f)
and N2(f, θ) are decomposed into series as follows,

f(η) =
∞∑

k=0

fk(η), θ(η) =
∞∑

k=0

θk(η) , (11)

N1(f) =
∞∑

k=0

Ak, N2(f, θ) =
∞∑

k=0

Ek , (12)

where Ak and Ek are the so-called Adomian polynomials [5]. The convergence
aspects of the Adomian’s series (11) were studied by Cherruault [17], Cherruault
and Adomian [18] and Hosseini and Nasabzadeh [19].

The Adomian polynomials Ak and Ek can be derived from the formula [5],

Ak =
1
k!

[
dk

dλk
N

( ∞∑

i=0

λifi

)]

λ=0

, k ≥ 0 . (13)

Hence, for the nonlinear terms N1(f) and N2(f, θ), the Adomian polynomials
A0 and E0 are,

A0 = (f ′
0)

2 − f0f
′′
0 , (14)

E0 = λf ′
0θ0 − f0θ

′
0 , (15)

and the general expressions of Ak and Ek for k ≥ 1,

Ak =

⎧
⎨

⎩
2
∑(k−1)/2

i=0 f ′
if

′
k−i −

∑k
i=0 fif

′′
k−i if k odd ,

2
∑(k−2)/2

i=0 f ′
if

′
k−i +

(
f ′

k/2

)2
−
∑k

i=0 fif
′′
k−i if k even ,

(16)

Ek =
k∑

i=0

(
λf ′

iθk−i − fiθ
′
k−i

)
. (17)
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Substituting the relations (11) and (12) into (9) and (10) yield

∞∑

k=0

fk(η) = fw +
1
2
β1η

2 − 1
6Pr

(1 + Ω + M2)η3

+
1
Pr

L−1
1

[
(Ω + M2)

∞∑

k=0

f ′
k +

∞∑

k=0

Ak

]
, (18)

∞∑

k=0

θk(η) = 1 + β2η + L−1
2

( ∞∑

k=0

Ek

)
. (19)

Following Adomian [5] and Wazwaz [13], we arrange the respective individual
decompositions of (18) and (19) in recursive relations for k ≥ 0 as,

f0 = fw +
1
2
β1η

2 , (20)

f1 = − 1
6Pr

(1 + Ω + M2)η3 +
1
Pr

L−1
1

[
(Ω + M2)f ′

0 + A0

]
, (21)

fk+2 =
1
Pr

L−1
1

[
(Ω + M2)f ′

k+1 + Ak+1

]
, (22)

θ0 = 1 + β2η , (23)
θk+1 = L−1

2 (Ek) . (24)

In the environment of the computer algebra package Maple, the variable
Digits controlling the number of significant digits in all the calculations is set to
16. The Adomian polynomials (14)–(17) and recursive relations (20)–(24) with
the prescribed values of the parameters involved are coded to generate the first
k terms of fk and θk of the series solutions φk and ωk. We observe that as many
terms as required can be generated within the computer’s memory limitation
and the accuracy improves as more terms in the series are included. So in our
case, with the selected values of the parameters involved, we calculate up to the
39-term approximations of f(η) and θ(η) and denote them by φ39 =

∑38
k=0 fk(η)

and ω39 =
∑38

k=0 θk(η) respectively.
The truncated series solutions φ′

39 and ω39 are transformed into Padé approx-
imants of order [N/N ] denoted by φ′

39[N/N ] and ω39[N/N ] respectively with the
range of N is from 2 to 20. The approximants are matched to the boundary
conditions at the unbounded domain (3) and (4) to determine the skin friction
coefficient f ′′(0) and the heat transfer coefficient θ′(0). We then evaluate the
limη→∞ φ′

39[N/N ] = 1 and as N increases, the numerical values of β1 = f ′′(0)
stabilize quickly to a solution within the range of the accuracy needed. The con-
vergence rate differs for every set of parameters values considered due to the
strength of nonlinearity of the resulted differential equations.

The approximation of β2 = θ′(0) is done by substituting β1 = f ′′(0) in ω39 and
following Boyd [20] we solve ω39[N/N ] = 0 for some intermediate η. In the neigh-
bourhood of η selected, as N increases, common converged values are observed.
This approach is adopted in order to avoid massive computation in higher order
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approximation or failure to match the asymptotic behaviour. We then substitute
the calculated values of f ′′(0) and θ′(0) in the Padé approximants of order [20/20]
to obtain analytical approximations of the exact closed form solutions of the di-
mensionless stream function f(η), velocity function f ′(η) and temperature θ(η).

We summarise the algorithms as follows:

1. Initialize all the parameters.
2. Initialize A0, E0, f0 and θ0.
3. Calculate f1 and θ1.
4. Do loop k = 1 to 37

(a) Calculate the Adomian polynomials Ak and Ek.
(b) Calculate the terms fk+1 and θk+1.
End loop.

5. Summation of fk(η) and θk(η) to obtain the ADM series φ39 and ω39.
6. Differentiate φ39 to obtain φ′

39.
7. Do loop N = 2 to 20

(a) Calculate Padé approximant of order [N/N ] of φ′
39.

(b) Solve limη→∞ φ′
39[N/N ] = 1.

End Loop.
8. Determine the converged value as a solution to β1.
9. Do loop N = 2 to 20

(a) Calculate Padé approximant of order [N/N ] of θ39.
(b) Solve θ39[N/N ] = 0 for some intermediate η.
End Loop.

10. Determine the converged value of β2 and calculate the Lanalytical
approximations for f, f ′ and θ by substituting β1 and β2 in φ39[20/20],
φ′

39[20/20] and θ39[20/20].
11. Plot graphs.

The algorithms above are straightforward and can be easily coded in Maple
commands. Besides several applicable numerical techniques such as Runge-Kutta
and the implicit finite-difference schemes of Crank-Nicholson and Keller-box,
another recent analytical method which is based on series expansion and much
more involved is the homotopy analysis method (HAM). HAM is first developed
by Liao [21] and uses base functions to generate series solution together with
choices of homotopy value for a converging series. In ADM [5], the initial func-
tions derived from the initial conditions are used to obtain the series expansion
and the series is treated by Padé approximants to accelerate convergence for the
approximation of the closed form solution.

4 Results and Discussion

From the Maple output lists of 39 terms, for brevity, we list only the first three
general terms of fk and θk as follows,

f0 = fw +
β1

2
η2 , (25)
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f1 = − 1
6Pr
(
1 + Ω + M2 + fwβ1

)
η3 +

β1

24Pr
(
Ω + M2

)
η4 +

β2
1

120Pr
η5 , (26)

f2 =
fw

24Pr2
(
fwβ1 + Ω + M2 + 1

)
η4 − 1

120Pr2
[
Ω (Ω + 1)

+M2
(
2Ω + 1 + M2

)
+ 2fwβ1

(
M2 + Ω

)]
η5

+
β1

720Pr2
[
M2
(
M2 + 2Ω − 2

)
− 2 − 3β1fw − 2Ω + Ω2

]
η6

+
β2

1

2520Pr2
(
Ω + M2

)
η7 − β3

1

40320Pr2
η8 , (27)

θ0 = 1 + β2η , (28)

θ1 = −fwβ2

2
η2 +

λβ1

6
η3 +

β1β2

24
(2λ − 1) η4 , (29)

θ2 =
f2

wβ2

6
η3 − λ

24Pr
(
Ω + M2 + fwβ1 + 1 + Prfwβ1

)
η4

+
1

120Pr

[
β2

(
Ω + M2 − 3λ + 1

)
+ λβ1

(
Ω + M2

)

−3λβ2

(
Ω + M2

)
+ fwβ1β2 (4Pr − λ + 1 − 3λ)

]
η5

+
β1

720Pr

[
λβ1 (1 − 6Pr + 4Prλ) + λβ2

(
4M2 + 4Ω

)
− β2

(
M2 + Ω

)]
η6

+
1

5040Pr
β2

1β2

(
10Pr + 10λ2Pr − 25λPr − 1 + 5λ

)
η7 . (30)

In order to verify the accuracy of the ADM and Padé approximation, the
numerical results of f ′′(0) and −θ′(0) or −θ′(0)

√
Pr are tabulated in Tables 1–4

for some prescribed values as representative examples. We compare our results
with those of Lin and Lin [22] and Yih [7]. Table 1 shows the numerical results
of β1 = f ′′(0) for Pr = 1, Ω = 0, M =0, 1, 2, 5, 10 and fw = 1. The values of
β2 = θ′(0) for various M and fw when Pr=1, Ω = 0 and λ = 0 are tabulated in
Table 2. We consider the Prandtl number as unity, Pr = 1 where momentum and
energy transfer by diffusion are comparable. As M increases, convergence can be
seen at the lower order of N and our results and Yih [7] are in well agreement.
We also present the values of f ′′(0) and −θ′(0)

√
Pr from a low Prandtl number

to a high Prandtl number as shown in Tables 3 and 4 respectively and our values
of −θ′(0)

√
Pr agree with those of Lin and Lin [22] and Yih [7].

Table 1. Values of β1 = f ′′(0) at Padé [N/N ] for various M when Ω = 0, Pr = 1 and
fw = 1

M [13/13] [17/17] [19/19] [20/20] Yih [7]

0 1.8793745305 1.8972260572 1.8847352359 1.8846843733 1.889314
1 2.2025186785 2.2034463464 2.2027370176 2.2014335458 2.202940
2 2.9201372952 2.9201097536 2.9201142023 2.9201142028 2.920111
5 5.6768303297 5.6768303423 5.6768303422 5.6768303421 5.676830
10 10.5883674769 10.5883674767 10.5883674767 10.5883674767 10.588367
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Table 2. Values of −θ′(0) for M = 0, 1, 2 and fw = −1, 0, 1 when λ = Ω = 0 and
Pr = 1

M fw = −1 fw = 0 fw = 1

Yih [7] ADM-Padé Yih [7] ADM-Padé Yih [7] ADM-Padé

0 0.116752 0.11677 0.570465 0.57035 1.323691 1.32368
1 0.140002 0.14000 0.595346 0.59539 1.338060 1.33804
2 0.173124 0.17312 0.634132 0.63418 1.364466 1.36446

Table 3. Values of β1 = f ′′(0) at Padé [N/N ] for various Pr when Ω = fw = M = 0

Pr [11/11] [12/12]

0.0001 124.8293627537 124.8297834328
0.001 39.4745105172 39.4746435463
0.01 12.4829362754 12.4829783429
0.1 3.94745105174 3.94746435479
10 0.3947451051 0.3947464354
100 0.1248293627 0.1248297834
1000 0.0394745105 0.0394746435
10000 0.0124829362 0.0124829783

Table 4. Values of −θ′(0)
√

Pr for various Pr when Ω = fw = M = 0

Pr λ = 0 λ = 1

Lin and Lin [22] Yih [7] ADM-Padé Yih [7] ADM-Pad’e

0.01 0.075973 0.075973 0.07573 0.116372 0.11610
0.1 0.219505 0.219503 0.21949 0.324927 0.32400
1 0.570466 0.570465 0.57035 0.811301 0.81164
10 1.33880 1.338796 1.33843 1.861577 1.86149
100 2.98634 2.986329 2.98658 4.115021 4.11576
1000 6.52914 6.529137 6.52976 8.963783 8.96368

fw = 1
fw = 0

M = 2 : fw = −1
fw = 1
fw = 0

M = 0 : fw = −1

η

f
′

3210

1

0.8

0.6

0.4

0.2

0

fw = 1
fw = 0

M = 2 : fw = −1
fw = 1

fw = 0
M = 0 : fw = −1

η

θ

543210

1

0.8

0.6

0.4

0.2

0

Fig. 1. Velocity profiles f ′ and temperature profiles θ for M = 0, 2 and fw = −1, 0, 1
when Ω = λ = 0 and Pr=1
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Fig. 2. Velocity profiles f ′ and temperature profiles θ for various Pr when M = Ω =
λ = fw = 0

The non-dimensional velocity f ′(η) and temperature θ(η) profiles for various
parameters M, Pr and fw are illustrated in Figs. 1 and 2. Fig. 1 shows the ef-
fects of suction/injection parameter and magnetic parameter M . As M or fw

increases, the velocity profile increases and the thermal boundary layer thick-
ness decreases. The magnetic field has a pronounced effect on the temperature
distribution for injection while its influence can be neglected in the case of suc-
tion. On the effects of suction/injection parameter on the thermal boundary
layers, Fig. 1 shows that the temperature profile decreases as fw increases from
injection to suction and leads to the thinning of the thermal boundary layers.
The temperature decreases due to suction since the fluid ambient temperature
is brought closer to the wall. The heat transfer from the wall into the convect-
ing fluid increases and thus reduces the temperature and the thermal boundary
layer thickness. Injection increases the temperature of the fluid and thickens the
thermal boundary layer. The action of injection pushes the heated fluid farther
from the wall and forms an insulating layer of nearly the same temperature of
the wall which decreases the rate of heat transfer from the wall and leads to
slower cooling.

Fig. 2 illustrates the influence of the Prandtl number Pr. As Pr diminishes,
the velocity profile increases and the temperature profile decreases while lesser
variation can be seen in both velocity and temperature profiles. For low Prandtl
number Pr < 1, the velocity profile moves closer to the wall and the free-stream
velocity exists throughout the boundary layers. These results are therefore less
important for highly ionized gases with low Prandtl numbers but quite significant
for fluids of high Prandtl numbers such as oils.

5 Conclusions

The Adomian decomposition method and Padé approximant are employed to
solve the MHD Hiemenz flow against a flat plate in a porous medium through
symbolic manipulations in the Maple system environment. Developed routines
yield approximate analytical solutions for momentum and thermal boundary lay-
ers and the effects of various influential parameters on the flow are presented. The



222 S.A. Kechil and I. Hashim

numerical results are in well agreement with the existing results and therefore
elucidate the reliability and efficiency of the technique. The integrated applica-
tion of the computer algebra system Maple, the Adomian decomposition method
and the Padé approximant is shown to be a useful and powerful analytical tool
in solving systems of nonlinear differential equations of boundary-layer flows.
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Abstract. The present paper deals with a numerical method to analyze
the axisymmetric boundary layer flow of a viscous and incompressible
fluid along a static or moving cylinder, using local similarity approxima-
tion. Both parallel and reverse moving boundary to the free stream are
considered. Local similarity solutions are obtained to show the effects of
the velocity ratio parameter and the curvature parameter on the surface
shear stress. The numerical results are comparable very well with the
existing results available in the literature for some particular cases of the
present problem. Moreover, the results indicate that dual solutions exist
when the cylinder and the free stream move in opposite directions.

Keywords: Boundary layer, Dual solutions, Local similarity solutions,
Moving cylinder, Numerical solutions.

1 Introduction

The axisymmetric boundary layer flow along static cylinders with constant sur-
face temperature was first considered by Seban and Bond [1], using a pertur-
bation method, while for moving cylinders, it was first studied by Sakiadis [2],
using Karman-Pohlhausen approximate method. The laminar boundary layer
flow and heat transfer along a static and moving cylinders with constant ve-
locity was considered by Lin and Shih [3], who found that this problem does
not admit similarity solution. The similar problem was then extended by the
same authors [4], to vertically moving cylinder in which the buoyancy effects
have to be taken into account. These problems [3,4] are different from those of
linearly stretching cylinder considered by Ishak et al. [5], and a static cylinder in
a moving stream with a linear velocity along the axial direction of the cylinder
considered by Mahmood and Merkin [6] and Ishak et al. [7], who found that the
similarity solutions do exist for those cases.
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The local similarity assumption introduced by Lloyd and Sparrow [8] was used
by Lin and Shih [3,4] to solve the above mentioned problems. This assumption
was also used by Narain and Uberoi [9] to solve the problem of mixed convection
from vertical thin needles in a uniform stream, and by the same authors [10] to
a non-uniform free stream, and found that similarity solutions exist when the
free stream varies like x1/2 for isothermal thin needle, and x2/3 for uniform wall
heat flux needle, where x is the axial coordinate.

Motivated by the above investigations, we present in this paper the local sim-
ilarity solutions for laminar boundary layer flow along a fixed or moving cylinder
in a viscous and incompressible fluid, which moves in the same or opposite direc-
tion to the cylinder. The governing partial differential equation is converted into
ordinary differential equation by the local similarity approximation, before it is
solved numerically by a finite-difference method. The numerical results obtained
are compared with the results available in the literature for two particular cases
of the present problem, namely static cylinder in a moving fluid, and moving
cylinder in a quiescent fluid considered by Lin and Shih [3].

2 Problem Formulation

Consider a steady, axisymmetric boundary layer flow of a viscous and incom-
pressible fluid along a continuously moving cylinder as shown in Fig. 1. It is as-
sumed that the cylinder moves with a constant velocity Uw in a parallel stream
of constant velocity U∞. Both cases when the cylinder and the free stream move
in the same and opposite directions are considered. Under these assumptions
along with the boundary layer approximations, the equations which model the
problem under consideration are

∂

∂x
(ru) +

∂

∂r
(rv) = 0, (1)

u
∂u

∂x
+ v

∂u

∂r
=

ν

r

∂

∂r

(
r
∂u

∂r

)
, (2)

subject to the boundary conditions

Fig. 1. Physical model and coordinate system
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u = Uw, v = 0 at r = R,

u → U∞ as r → ∞, (3)

where u and v are the velocities in the x and y directions, respectively, ν is the
kinematic viscosity, and R is the radius of the cylinder. This problem does not
admit similarity solutions due to the curvature effect of the cylinder [3]. To solve
the present problem, we define the following dimensionless groups and variables
(cf. [3,4]):

ξ(x) =
4
R

(νx

U

)1/2

, η(x, r) =
r2 − R2

ξR2
, ψ(x, r) = R(νxU)1/2f(ξ, η), (4)

where U = Uw + U∞, and ψ is a stream function such that u = r−1∂ψ/∂r and
v = −r−1∂ψ/∂x which identically satisfy Eq. (1). Using Eq. (4), Eq. (2) becomes

(1 + ξη) f ′′′ + (ξ + f) f ′′ + ξ

(
f ′′ ∂f

∂ξ
− f ′∂f ′

∂ξ

)
= 0, (5)

where primes denote differentiation with respect to η.

3 Solution Procedure

3.1 Local Similarity Assumption

When the value of ξ and (or) the values of ∂f/∂ξ and ∂f ′/∂ξ are small, the terms
containing partial derivatives with respect to ξ in Eq. (5) can be neglected. This
approach is called local similarity assumption [3,4,8]. Thus, the local similarity
solution of Eq. (5) subjected to the appropriate boundary conditions is obtained
by deleting the terms containing partial derivatives with respect to ξ, and con-
siders ξ as a parameter. By employing this assumption, Eq. (5) reduces to

(1 + ξη) f ′′′ + (ξ + f) f ′′ = 0, (6)

and the transformed boundary conditions are

f ′(0) = 2λ, f(0) = 0, f ′(∞) = 2(1 − λ), (7)

where λ = Uw/U . We notice that λ = 0 corresponds to a static cylinder in a
moving fluid, and λ = 1 corresponds to a moving cylinder in a quiescent fluid.
Both cases of λ = 0 and λ = 1 were considered by Lin and Shih [3], for which
the present results can be compared with.

3.2 Finite-Difference Method

To solve the transformed differential equation (6) subject to the boundary
conditions (7), Eq. (6) is first converted into a system of three first-order equa-
tions, and the difference equations are then expressed using central differences.
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For this purpose, we introduce new dependent variables p(η) and q(η) so that
Eq. (6) can be written as

f ′ = p, (8)

p′ = q, (9)

(1 + ξη) q′ + (ξ + f) q = 0. (10)

In terms of the new dependent variables, the boundary conditions (7) are given
by

p(0) = 2λ, f(0) = 0, p(∞) = 2(1 − λ). (11)

We now consider the segment ηj−1ηj , with ηj−1/2 as the midpoint, and is
defined as below:

η0 = 0, ηj = ηj−1 + hj (j = 1, 2, · · · , J), ηJ = η∞, (12)

where hj is the Δη-spacing and j is a sequence number that indicates the coor-
dinate location. The finite-difference approximations to the ordinary differential
equations (8)–(10) are written for the midpoint ηj−1/2 of the segment ηj−1ηj .
This procedure gives

fj − fj−1

hj
=

pj + pj−1

2
= pj−1/2, (13)

pj − pj−1

hj
=

qj + qj−1

2
= qj−1/2, (14)

(
1 + ξηj−1/2

) qj − qj−1

hj
+
(
ξ + fj−1/2

)
qj−1/2 = 0. (15)

Rearranging expressions (13)–(15) give

fj − fj−1 − 1
2
hj (pj + pj−1) = 0, (16)

pj − pj−1 − 1
2
hj (qj + qj−1) = 0, (17)

(1 + ξγ) (qj − qj−1) +
1
2
hjξ(qj + qj−1) +

1
4
hj(fj + fj−1)(qj + qj−1) = 0, (18)

where γ = (ηj + ηj−1)/2 and ( )j−1/2 = [( )j + ( )j−1]/2.
Equations (16)–(18) are imposed for j = 1, 2, 3, · · · , J , and the transformed

boundary layer thickness ηJ is to be sufficiently large so that it is beyond the
edge of the boundary layer. The boundary conditions yield are

f0 = 0, p0 = 2λ, pJ = 2(1 − λ). (19)
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3.3 Newton’s Method

To solve the nonlinear system (16)–(18), we use Newton’s method, by introducing
the following iterates:

f
(k+1)
j = f

(k)
j + δf

(k)
j , p

(k+1)
j = p

(k)
j + δp

(k)
j , q

(k+1)
j = q

(k)
j + δq

(k)
j , (20)

where k = 0, 1, 2, · · ·. We then insert the left-hand side expressions in place of fj ,
pj and qj in Eqs. (16)–(18) and drop the terms that are quadratic in δf (k), δp(k)

and δq(k). This procedure yields the following linear system (the superscript k
is dropped for simplicity):

δfj − δfj−1 − hj

2
(δpj + δpj−1) = (r1)j−1/2 , (21)

δpj − δpj−1 − hj

2
(δqj + δqj−1) = (r2)j−1/2 , (22)

(a1)δqj + (a2)δqj−1 + (a3)δfj + (a4)δfj−1 = (r3)j−1/2, (23)

where

(a1)j = 1 + ξγ +
1
2
ξhj +

1
2
hjfj−1/2, (a2)j = (a1)j − 2(1 + ξγ)

(a3)j =
1
2
hjqj−1/2, (a4)j = (a3)j , (24)

and

(r1)j−1/2 = −fj + fj−1 + hjpj−1/2, (r2)j−1/2 = −pj + pj−1 + hjqj−1/2,

(r3)j−1/2 = −(1 + ξγ)(qj − qj−1) − ξhjqj−1/2 − hj(fq)j−1/2. (25)

The boundary conditions (19) become

δf0 = 0, δp0 = 0, δpJ = 0, (26)

which express the requirement for the boundary conditions to remain constant
during the iteration process.

3.4 Block-Elimination Method

The linearized difference equations (21)–(23) can be solved by the block-
elimination method as outlined by Na [11] and Cebeci and Bradshaw [12], since
the system has block-tridiagonal structure. Commonly, the block-tridiagonal
structure consists of variables or constants, but here an interesting feature can
be observed that it consists of block matrices. In a matrix-vector form, Eqs.
(21)–(23) can be written as

Aδ = r (27)
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where

A =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[A1] [C1]
[B2] [A2] [C2]

. . .

. . .

. . .
[BJ−1] [AJ−1] [CJ−1]

[BJ ] [AJ ]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, δ =

⎡

⎢⎢⎢⎢⎢⎣

[δ1]
[δ2]
...

[δJ−1]
[δJ ]

⎤

⎥⎥⎥⎥⎥⎦
,

and

r =

⎡

⎢⎢⎢⎢⎢⎣

[r1]
[r2]
...

[rJ−1]
[rJ ]

⎤

⎥⎥⎥⎥⎥⎦
.

The elements of the matrices are as follows:

[A1] =

⎡

⎣
0 1 0

− 1
2h1 0 − 1

2h1

(a2)1 (a3)1 (a1)1

⎤

⎦ , (28)

[Aj ] =

⎡

⎣
− 1

2hj 1 0
−1 0 − 1

2hj

0 (a3)j (a1)j

⎤

⎦ , 2 ≤ j ≤ J, (29)

[Bj ] =

⎡

⎣
0 −1 0
0 0 − 1

2hj

0 (a4)j (a2)j

⎤

⎦ , 2 ≤ j ≤ J, (30)

[Cj ] =

⎡

⎣
− 1

2hj 0 0
1 0 0
0 0 0

⎤

⎦ , 1 ≤ j ≤ J − 1, (31)

[δ1] =

⎡

⎣
δq0

δf1

δq1

⎤

⎦ , [δj ] =

⎡

⎣
δpj−1

δfj

δqj

⎤

⎦ , 2 ≤ j ≤ J, (32)

and

[rj ] =

⎡

⎣
(r1)j−1/2

(r2)j−1/2

(r3)j−1/2

⎤

⎦ , 1 ≤ j ≤ J. (33)

To solve Eq. (27), we assume that A is nonsingular and it can be factorized as

A = LU, (34)
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where

L =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

[α1]
[B2] [α2]

. . .

. . . [αJ−1]

[BJ ] [αJ ]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

and U =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

[I] [Γ1]
[I] [Γ2]

. . .

. . .
[I] [ΓJ−1]

[I]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where [I] is a 3 × 3 identity matrix, while [αi] and [Γi] are 3 × 3 matrices in
which the elements are determined by the following equations:

[α1] = [A1] , (35)

[A1] [Γ1] = [C1] , (36)

[αj ] = [Aj ] − [Bj ] [Γj−1] , j = 2, 3, · · · , J, (37)

[αj ] [Γj ] = [Cj ] , j = 2, 3, · · · , J − 1. (38)

Substituting Eq. (34) into Eq. (27), we obtain

LUδ = r. (39)

If we define
Uδ = W, (40)

Eq. (39) becomes
LW = r, (41)

where

W =

⎡

⎢⎢⎢⎢⎢⎣

[W1]
[W2]

...
[WJ−1]
[WJ ]

⎤

⎥⎥⎥⎥⎥⎦
,

and [Wj ] are 3×1 column matrices. The elements of W can be determined from
Eq. (40) by the following relations:

[α1] [W1] = [r1] , (42)

[αj ] [Wj ] = [rj ] − [Bj ] [Wj−1] , 2 ≤ j ≤ J. (43)

When the elements of W have been found, Eq. (40) gives the solution for δ in
which the elements are found from the following relations:

[δJ ] = [WJ ] , (44)
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[δj ] = [Wj ] − [Γj ] [δj+1] , 1 ≤ j ≤ J − 1. (45)

Once the elements of δ are found, Eqs. (21)–(23) can be used to find the
(k + 1)th iteration in Eq. (20). These calculations are repeated until the conver-
gence criterion is satisfied. In laminar boundary layer calculation, the wall shear
stress parameter q(0) is commonly used as the convergence criterion [13]. This
is probably because in boundary layer calculations, it is found that the greatest
error usually appears in the wall shear stress parameter. Thus, this convergence
criterion is used in the present study. Calculations are stopped when

∣∣∣δq(k)
0

∣∣∣ < ε1, (46)

where ε1 is a small prescribed value. In this study, ε1 = 0.0000001 is used, which
gives about six decimal places accuracy for most predicted quantities.

Table 1. Values of f ′′(0) for the flow along a static cylinder (λ = 0), and a moving
cylinder (λ = 1)

Lin and Shih [3] Present results
ξ λ = 0 λ = 1 λ = 0 λ = 1

0 1.32823 −1.77497 1.328229 −1.774973
0.0001 1.32829 −1.77501 1.328286 −1.775009
0.0005 1.32852 −1.77514 1.328515 −1.775139
0.001 1.32880 −1.77529 1.328801 −1.775292
0.005 1.33108 −1.77654 1.331084 −1.776544
0.01 1.33393 −1.77810 1.333934 −1.778103
0.05 1.35648 −1.79077 1.356475 −1.790768
0.1 1.38449 −1.80622 1.384492 −1.806219
0.5 1.59496 −1.93135 1.594957 −1.931348
1.0 1.83485 −2.10325 1.834846 −2.103250
1.5 2.05683 −2.24323 2.056828 −2.243225
2.0 2.26609 −2.41258 2.266093 −2.412581

It is worth mentioning that the step size Δη in η, and the position of the edge
of the boundary layer η∞ have to be adjusted for different values of parameters
to maintain accuracy. In this study, the values of Δη between 0.001 and 0.1
were used, depending on the values of the parameters used, in order that the
numerical values obtained are independent of Δη chosen, at least to six decimal
places. However, a uniform grid of Δη = 0.001 was found to be satisfactory for
a convergence criterion of 10−7 which gives accuracy to six decimal places, in
nearly all cases. On the other hand, the boundary layer thickness η∞ between
3 and 50 was chosen where the infinity boundary condition is achieved. For
some values of the parameters, there is a possibility that two values of η∞ are
obtained which gives two different velocity profiles, and in consequence produces
two different values of the surface shear stress, as shown in Fig. 2. The existence
of the dual solutions is supported by the nature of the velocity profiles shown
in Fig. 3, where two different profiles are obtained for one value of λ and ξ. To
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assess the accuracy of the present method, comparisons with previously reported
data by Lin and Shih [3] are made for several particular values of parameters,
as given in Table 1, which shows an excellent agreement.

The present method has second-order accuracy, unconditionally stable and
is easy to be programmed, thus making it highly attractive for production use.
The only disadvantage is the large amount of once-and-for-all algebra needed to
write the difference equations and to set up their solutions [14].

4 Results and Discussion

The exact solution of Eq. (6) subjected to (7) is not available, and thus a nu-
merical method has to be used. We study the effects of the transverse curvature
parameter ξ and the velocity ratio parameter λ on the values of f ′′(0), which
represent the surface shear stress.

Fig. 2 shows that the solution is unique when λ ≥ 0, while dual solutions
are found to exist for certain ranges of λ < 0, i.e. when the cylinder and the
free stream move in the opposite directions. The values of f ′′(0) for the lower
branch solutions for selected values of ξ and λ are given in Table 2. From Fig. 2,
it is seen that the values of f ′′(0) are positives when λ < 0.5, and they become
negatives when the value of λ exceeds 0.5, for both ξ = 0 and ξ = 1. Physically,
positive value of f ′′(0) means that the fluid exerts a drag force on the surface
of the cylinder, and negative value means the opposite. The zero value of f ′′(0)
when λ = 0.5 does not mean separation, but it corresponds to the equal velocity
of the cylinder and the free stream. The results reported by Lin and Shih [3] (as
given in Table 1) are also included in this figure, and they are found to be in
good agreement with the present results.

−1.5 −1 −0.5 0 0.5 1
−3

−2

−1

0

1

2

3

4

λ

f ′′ (ξ
,0

)

ξ = 0

ξ = 1

Lin and Shih [3]

Fig. 2. Skin friction coefficient f ′′(ξ, 0) as a function of λ when ξ = 0 and ξ = 1
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Table 2. Values of f ′′(0) for the lower branch solutions, for selected values of ξ and λ

ξ λ = −0.5 λ = −0.8 λ = −1

0 0.684124 – –
0.5 0.314326 1.562556 –
1 0.226594 0.857920 1.762304

0 2 4 6 8 10 12 14
−1

−0.5

0

0.5

1

1.5

2

2.5

3

η

f ′ (ξ
,η

)

upper branch

lower branch

ξ = 0

λ = − 0.5

ξ = 1

Fig. 3. Velocity profiles f ′(ξ, η) for ξ = 0 and ξ = 1 when λ = −0.5

For a particular value of ξ, the solution exists up to a certain critical value of
λ, say λc, beyond which the boundary layer approximations breakdown, and thus
no solution is obtained. To get further solution, the full Navier-Stokes equations
have to be solved. The boundary layer separated from the surface at λ = λc.
Based on our computations, λc = −0.5505 and −1.0691 for ξ = 0 and 1, re-
spectively. In contrast with the classical boundary layer theory, the separation
occurs when the skin friction coefficient f ′′(0) > 0, and not at the point of van-
ishing wall-shear, f ′′(0) = 0. This finding is in agreement with those reported by
Schneider [15], Schneider and Wasel [16] and Ishak et al. [17], for the problems of
mixed convection above a horizontal plate with the buoyancy force is taken into
account. Moreover, Sears and Telionis [18] suggested that the name “separation”
should not be given to vanishing wall-shear.

We identify the upper and lower branch solutions in the following discussion
by how they appear in Fig. 2, i.e. the upper branch solution has higher values of
f ′′(0) for given values of ξ and λ than the lower branch solution. It is not possible
to determine which solution would occur in practice since a stability analysis has
not been carried out. However, we expect the upper branch solution to be stable
and physically relevant, whereas the lower branch solution is unstable and not
physically relevant, since it is the only solution for the case λ ≥ 0. The saddle-
node bifurcation at λ = λc corresponds to a change in the (temporal) stability
of the solution and, unless there is a change in stability on the upper branch for
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λ 
= λc, the saddle-node bifurcation gives a change in stability from stable (upper
branch) to unstable (lower branch). Although the lower branch solutions seem
to deprive of physical significance, they are nevertheless of interest so far as the
differential equations are concerned. Similar results may arise in other situations
where the corresponding solutions have more realistic meaning [19,20].

Finally, the velocity profiles presented in Fig. 3 show that the boundary con-
ditions (7) are satisfied, and thus support the numerical results obtained, besides
supporting the dual nature of the solutions when λ = −0.5.
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Abstract. We present an improved algorithm to compute the normal
chain from a given regular chain such that their saturation ideals are the
same. Our algorithm is based on solving a system of linear equations and
the original method computes the resultants of multivariate polynomials.
From the experiments, for the random polynomials, our algorithm is
much more efficient than the original one.

1 Introduction

Characteristic set method has been successfully applied to automatic theorem
proving by Wu [11]. In fact, this method also can be used for solving systems
of polynomial equations. In order to solve a system of polynomial equations,
the polynomial system should be decomposed into chains. Wu himself proposed
an algorithm to compute such decompositions. The regular zeros of the chain
in the decomposition maybe empty and some redundant components may be
introduced by using Wu’s method. Yang introduced regular chain and the regular
zeros of a regular chain should not be empty [12]. Both Yang and Kalbrener
presented algorithms to decompose a system of polynomials into a series of
regular chains such that the zeros of the system of polynomials are the union
of the regular zeros of the regular chains. Efficient algorithms to decompose a
system of polynomials into regular chains have been proposed by Moreno [6] and
Wang [10].

In [3], Gao introduced the concept of p-chain in order to solve systems of
equations of parametric polynomials. To avoid the confusion, we will rename the
p-chain as normal chain in this paper. To compute the normal chain from a given
regular chain, the resultants of multivariate polynomials will be computed and
the computation of resultants will be too costly. In [9], normal chain is introduced
and an algorithm is proposed to compute a normal chain from a chain if it does
not fail. An algorithm to decompose polynomial system into normal chains is
given in [8].
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In all the existed algorithms to compute the normal chain from a regular chain,
the computation of polynomial resultant is needed and resultant computation of
polynomials is quite cost.

In this paper, we will present a new algorithm to compute the normal chain
from a regular chain. Our algorithm is based on solving system of linear equa-
tions. It is not needed to compute the resultants of multivariate polynomials in
our algorithm and the experiment results show that our algorithm is much more
efficient than the original one.

After giving some preliminaries in section 2, we will give an algorithm to
compute the inverse of a uni-variable polynomial modulo another uni-variable
polynomial. A table to record the timings for computing the inverses of random
polynomials is given in section 3. An algorithm will be given to compute a normal
chain from a regular chain such that they have the same saturation ideal in section
4. An example to decompose the Lorentz polynomial system into normal chains
will be reported in section 5. The conclusions will be given in the last section.

2 Preliminaries

Let K[u1, · · · , up, y1, · · · , ys] be the polynomial ring with u1, · · · , up, y1, · · · , ys

as indeterminates and coefficients in a field K. Let U = {u1, · · · , up}. Y =
{y1, · · · , ys}. K[u1, · · · , up, y1, · · · , ys] is denoted by K[U, Y]. In this paper, we
always assume that the variable ordering is u1 < · · · < up < y1 < · · · < ys.

Let E be an algebraic closed extension field containing K. For a polynomial set
F, (F) denotes the ideal generated by F over the ring K[U, Y]. Zero(F) denotes
the common zeros in E(p+s) of the polynomials in F. Let D be a polynomial,
Zero(F/D) denotes the common zeros in E(p+s) of the polynomials in F which
are not zeros of D.

For any nonzero polynomial P , the leading variable of P is denoted as vP , the
leading coefficient of P with respect to vP is called the initial of P , denoted by
I(P ). We denote deg(P, yi) the degree of P w.r.t. yi.

Let A : A1, · · · , As be a chain and the leading variables of Ai is yi. We will use IA
to denote the product of the initials of the polynomials in A, i.e. IA =

∏s
i=1 I(Ai).

For two univariable polynomials P and Q, the remainder of P divided by
Q w.r.t. y will be denoted by rem(P, Q, y). If P and Q are multivariable poly-
nomials, the psudoremainder of P divided by Q w.r.t. yi will be denoted by
prem(P, Q, yi). For two polynomials P , Q , the Sylvester resultant of P and Q

with respect to yi is denoted by res(P, Q, yi).

Definition 1. Let P be a polynomial, A = A1, · · · , As be a chain with yi as the
leading variable of Ai. Let Rs = P , Ri−1 = res(Ri, Ai, yi) for i = s, · · · , 1. R0 is
called the resultant of P with respect to A, denoted by Res(P ;A).

It is easy to see that R0 is in K[u1, · · · , up]. There are polynomials F , Gi for
i = 1, · · · , s such that

FP +
s∑

i=1

GiAi = Res(P ;A) (1)
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Definition 2. Suppose A is a chain, if ξ ∈ En and ξ ∈ Zero(A/IA), then ξ is
called a regular zero of A.

The regular zeros of a chain maybe empty.
Let A = A1, · · · , As be a chain, the ideal generated by A over K[U, y1, · · · , ys]

will be denoted by (A). Let Ai = A1, · · · , Ai for 1 ≤ i ≤ s, each Ai is also a chain
and the ideal generated by Ai over K[U, y1, · · · , yi] will be denoted by (Ai).

Definition 3. Let A = A1, · · · , As be a chain in K[U, Y] and P be a polynomial
in K[U, Y]. P is said to be invertible w.r.t. A if (A, P ) ∩ K[U] 
= {0}

If P is invertible w.r.t. A, then there exist Q in K[U, Y] and M 
= 0 in K[U] such
that PQ ≡ M mod (A)

An algorithm to test if a polynomial is invertible with respect to a chain is
given in [2]. Procedures to compute the inverse of a polynomial with respect to
a chain are given in [2,5,6].

Definition 4. Let A = A1, · · · , As be a chain. Let Ai = A1, · · · , Ai for i =
1, · · · s. A is a regular chain if s=1 or Res(I(Ai);Ai−1) 
= 0 for i = 2, · · · , s.

The regular chain is introduced by Yang et. al. in [12]. The above definition
implies that the regular zeros of a regular chain are not empty.

Definition 5. Let A = A1, · · · , As be a chain and ξ ∈ E(p+s) be a zero of A.
ξ = (ξ1, · · · , ξp, ξp+1, · · · , ξp+s), ξ is called to be a generic regular zero of A if
(ξ1, · · · , ξp) are algebraically independent over K.

The following theorem establishes the relationship between regularity of a chain
and invertibility of its initials.

Theorem 1. Let A = A1, · · · , As be a chain, the following statements are
equivalent:

1. A is a regular chain
2. For i = 1, · · · , s, I(Ai) is invertible w.r.t. A.
3. For any generic regular point ξ, I(Ai)(ξ) 
= 0 for i = 1, · · · , s.

Please see [2] or [10] for the proof of the theorem.

Definition 6. A chain A = A1, · · · , As is called a normal chain if I(Ai) is in
K[U] for i = 1, · · · , s.

This definition means that a normal chain must be a regular chain. To compute
the regular zeros of a normal chain is much easier than to compute the regular
zeros of a regular chain. A normal chain is also called a p-chain in Gao and Chou
[3]. Some properties about normal chains have been discussed in Wang [10].

Definition 7. Let A = A1, · · · , As be a chain, the saturation ideal of A, denoted
by (A) : I∞A , is defined as follows

(A) : I∞A = {P |Ik
AP ∈ (A) for some integer k ≥ 0 } (2)
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Lemma 1. Let A = A1, · · · , As be a regular chain, let P be a polynomial in
K[U, Y], P ∈ (A) : I∞A if and only if there exist a polynomial L in K[U]\{0}
such that LP ∈ (A).

Please refer [2,5] for the proof.

3 An Algorithm to Compute the Inverse of a Polynomial
Modulo an Ideal

Let P , Q be polynomials in K[x]. If P and Q have no common divisors, there
exist polynomial P ′ and Q′ such that deg(P ′, x) < deg(Q, x), deg(Q′, x) <

deg(P, x) and PP ′ + QQ′ = 1. The extended Euclidean algorithm can compute
out P ′ and Q′. Let d = deg(Q, x), suppose P ′ = ad−1x

d−1 + · · · + a0, from
rem(PP ′−1, Q, x) = 0 , we can get a system of linear equations on the variables
a0, · · · , ad−1. It is easy to solve all the ai for i = 0, · · · , d − 1.

Let’s see a simple example:

P = 4x3 + 8x2 + 7x + 3, Q = 5x4 + 4x3 + 3x2 + 6.
Let P ′ = a3x

3 + a2x
2 + a1x + a0,

rem(PP ′ −1, Q, x) = (− 61
125a3 + 19

25a2 + 24
5 a1 +4a0)x3 +(− 657

125a3 + 3
25a2 + 23

5 a1 +
8a0)x2 + (− 144

25 a3 − 24
5 a2 + 3a1 + 7a0)x + (− 114

125a3 − 144
25 a2 − 24

5 a1 + 3a0 − 1).
If rem(PP ′ − 1, Q, x) = 0, we have

− 61
125a3 + 19

25a2 + 24
5 a1 + 4a0 = 0

− 657
125a3 + 3

25a2 + 23
5 a1 + 8a0 = 0

− 144
25 a3 − 24

5 a2 + 3a1 + 7a0 = 0
− 114

125a3 − 144
25 a2 − 24

5 a1 + 3a0 − 1 = 0

(3)

The solution is a0 = 2194
13255 , a1 = − 1614

13255 , a2 = − 709
79530 , a3 = 2309

15906 . then P ′ =
2309
15906x3 − 709

79530x2 − 1614
13255x+ 2194

13255 . P ′ is the inverse of P modulo the polynomial
Q.

For polynomials P and Q, the following algorithm will compute the inverse
of P modulo Q.

Algorithm 1. InverseModUniVarPol
Input : P ,Q are two polynomials in K[x] which have no common divisors.
Output: P ′ such that PP ′ = 1mod (Q).
d ← deg(Q,x)
P ′ ← ad−1x

d−1 + · · · + a0

r ← rem(PP ′, Q, x)
H ← coeffs(r − 1, x); The set of the coefficients r w.r.t x.
S ← solution of H = 0 for ai for i = 0, · · · , d − 1
P ′ ← subs(S,P ′); substitute the solutions for the ai’s in P ′

return P ′
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Suppose Q = xd +ad−1x
d−1 + · · ·+a0 is a monic polynomial , the companion

matrix of Q is the n × n square matrix

G =

⎛

⎜⎜⎜⎜⎜⎝

0 0 · · · 0 −a0

1 0 · · · 0 −a1

0 1 · · · 0 −a2

...
...

. . . . . .
...

0 0 · · · 1 −ad−1

⎞

⎟⎟⎟⎟⎟⎠

To compute the inverse of a polynomial modulo a monic polynomial, we have
the following theorem.

Theorem 2. Suppose P, Q ∈ K[x], Q is monic, and P, Q have no common
divisors. Let G be the companion matrix of Q, P ′ = bd−1x

d−1 + · · ·+ b0, then P ′

is the inverse of P modulo Q, i.e. PP ′ = 1 mod Q if and only if (b0, · · · , bd−1)T

is the solution of P (G)y = (1, 0, · · · , 0)T .

Proof. Let I be the ideal generated by Q in K[x]. K[x]/I can be thought as
a finite dimensional linear vector space over K. {1, x, · · · , xd−1} is a mono-
mial basis of K[x]/I. Mx is a linear map from K[x]/I to itself, Mx is defined
by Mx(F ) = xF mod I for any F in K[x]/I. It is easy to check that G is
the matrix representation of Mx on the monomial basis {1, x, · · · , xd−1} . Let
MP (F ) = PF mod I, MP is a linear map defined by P on K[x]/I and P (G) is
the matrix representation of MP , hence MP (P ′) = PP ′ = 1 mod I if and only
if (b0, · · · , bd−1)T is the solution of P (G)y = (1, 0, · · · , 0)T .

Another proof of this theorem also can be found in [7].
If P , Q are polynomial in K[U, y1, · · · , yi], we can extend the above algorithm

to find polynomial P ′ in K[U, y1, · · · , yi] and M in K[U, y1, · · · , yi−1] such that
prem(PP ′ − M, Q, yi) = 0.

Algorithm 2. InverseModPol
Input : P ,Q are two polynomials in K[U, y1, · · · , yi] which have no common

divisors.
Output: P ′ ∈ K[U, y1, · · · , yi] and M ∈ K[U, y1, · · · , yi−1] such that

prem(PP ′ − M, Q, yi) = 0.
d ← deg(Q,yi)
P ′ ← ad−1y

d−1
i + · · · + a0

r ← prem(PP ′ − M, Q, yi)
H ← coeffs(r, yi); The set of the coefficients r w.r.t x.
S ← solution of H = 0 for ai for i = 0, · · · , d − 1 and M is considered as a
parameter
P ′ ← subs(S,P ′); substitute the solutions for the ai’s in P ′

M ← denom(P ′); M is the denominator of P ′.
return (P ′, M)
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For P , Q are polynomial in K[U, y1, · · · , yi], we know that there exists P ′ and
Q′ in K[U, y1, · · · , yi] and M in K[U, y1, · · · , yi−1] such that P ′P + Q′Q = M .

We have implemented the above algorithm. The following is a table which
records the timings to compute the inverse of a polynomial modulo another
polynomial.

Timings of Computing the Inverse
Number of Total Timings
Variables Degree InverseModPol InverseModPol-SubRes

3 3 0.046 0.040
3 4 0.198 0.311
3 5 0.880 1.608
3 6 4.492 9.917
3 7 23.343 64.644
3 8 119.563 407.158
3 9 587.672 2138.584
4 3 0.145 0.067
4 4 1.728 1.564
4 5 43.377 55.396
4 6 1109.934 1426.564
4 7 19673.498 39052.547

If we apply the above algorithm successively, then we can compute the the
inverse of a polynomial modulo the saturation ideal of a regular chain. Let P

be a polynomial, A = A1, · · · , As ⊂ K[U, Y] be a regular chain, P is invertible
w.r.t. A, then there exist polynomial P ′ ∈ K[U, Y] and M ∈ K[U] such that
PP ′ − M = 0 mod ((A) : I∞A ).

The following algorithm will compute the inverse of a polynomial modulo the
saturation ideal of a regular chain.

Algorithm 3. InverseModSat
Input : P is a polynomial in K[U, Y], A = A1, · · · , As is a regular chain

in K[U, Y], yi is the leading variable of Ai for i = 1, · · · , s, P is
invertible w.r.t. A.

Output: P ′ ∈ K[U, Y], M ∈ K[U] such that PP ′ = M mod ((A) : I∞A ).
Q ← 1
for i from s to 1 step -1 do

(P ′, M) ← InverseModPol(P, Q, yi)
P ← M

Q ← QP ′
end
P ′ ← Q

M ← P

return (P ′, M)
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4 Transforming Regular Chain into Normal Chain

Let A = A1, · · · , As be a regular chain and Ai = A1, · · · , Ai for i = 1, · · · , s,
let Ii be the initial of Ai, i.e. Ii = I(Ai), I1 ∈ K[U], for i = 2, · · · , s, Ii is
invertible w.r.t. A, then there exist I ′i in K[U, y1, · · · , yi−1], Mi in K[U] such that
prem(IiI

′
i − Mi;Ai−1) = 0. i.e. IiI

′
i = Mi + Ni and Ni ∈ (Ai−1) : I∞Ai−1

. We let
B1 = A1, H1 = 1, and for i = 2, · · · , s, Bi = Miy

ni

i + I ′iRi and Hi = M2 · · ·Mi,
with Ai = Iiy

ni

i + Ri. Let Bi = B1, · · · , Bi.

Theorem 3. For A and B as above, A is a regular chain and B is a normal
chain , we have (A) : I∞A = (B) : I∞B .
Proof. We will prove (Ai) : I∞Ai

= (Bi) : I∞Bi
for i = 1, · · · , s.

(⊂) We will prove (Ai) : I∞Ai
⊂ (Bi) : I∞Bi

by induction on i. It is true for i = 1.
Suppose it is also true for i − 1, we will prove it for i.

For any P ∈ (Ai) : I∞Ai
then there exist a nonzero polynomial Li ∈ K[U]

such that LiP ∈ (Ai) by lemma 1, i.e. there exist polynomial Qi such that
LiP = QiAi mod (Ai−1).

HiLiP = Hi−1MiQiAi mod (Ai−1)
= Hi−1Qi(IiI

′
i − Ni)Ai mod (Ai−1)

= Hi−1Qi(IiBi + Niy
ni

i − NiAi)mod (Ai−1)

By induction, we know that HiLiP is in (Bi) : I∞Bi
. Since Hi, Li ∈ K[U], we know

that P is in (Bi) : I∞Bi
by lemma 1.

(⊃) For any P ∈ (Bi) : I∞Bi
, then there exist a nonzero polynomial Li ∈ K[U]

such that LiP is in (Bi) by lemma 1. From I ′iAi = Bi + Niy
ni

i , we know that
LiP ∈ (Ai) : I∞Ai

. Since Li is in K[U] and Ai is a regular chain, then P is in
(Ai) : I∞Ai

.

Let B′
1 = B1, B′

1 = B1, for i = 2, · · · , s, let B′
i be the remainder of Bi w.r.t B′

i−1

and B′
i = B′

1, · · · , B′
i . Let B′ = B′

s. It is easy to see that B′ is a normal chain
and (B) : I∞B = (B′) : I∞B′ . B′ is called the normalization of A. It is easy to check
that

Zero(B′/IB′) ⊂ Zero(A/IA) ⊂ Zero(A) ⊂ Zero(B′)

According to the above theorem, we have the following algorithm to transform
a regular chain into a normal chain.

From the above theorem, we have

Corollary 1. For a polynomial set F, there is an algorithm to compute a series
of normal chains Bi such that

Zero(F) =
⋃

i

Zero((Bi) : I∞Bi
) (4)

Proof. For a polynomial set F, there are algorithms to compute a series of regular
chains Ai such that

Zero(F) =
⋃

i

Zero((Ai) : I∞Ai
)
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Algorithm 4. Reg2Norm
Input : A = A1, · · · , As is a regular chain in K[U,Y], yi is the leading variable

of Ai for i = 1, · · · , s
Output: B = B1, · · · , Bs is a normal chain in K[U,Y] such that

(A) : I∞
A = (B) : I∞

B
Q ← 1
if s=1 then return A
B1 ← A1

for i ← 2 to s do
Ii ← I(Ai)
(I ′

i, Mi) ← InverseModSat(Ii, Ai−1)
ni ← deg(Ai, yi)
Ri ← Ai − Iiy

ni
i

Bi ← Miy
ni
i + I ′

iRi

end
B ← B1

for i ← 2 to s do
B ← B, Reduce(Bi, B)

end
return B

where Ai’s are regular chains. For each Ai, the above algorithm will compute a
normal chain Bi such that (Ai) : I∞Ai

= (Bi) : I∞Bi
, and so

Zero(F) =
⋃

i

Zero((Ai) : I∞Ai
) =
⋃

i

Zero((Bi) : I∞Bi
)

The corollary is proved.
If the polynomial system F is zero dimensional, then we have

Zero(F) =
⋃

i

Zero(Bi)

Corollary 2. For a polynomial set F, there is an algorithm to compute a series
of normal chains Ai such that

Zero(F) =
⋃

i

Zero(Ai/IAi)) (5)

5 Examples

Example 1. Solving the following Lorentz problem:

f1 = x2(x3 − x4) − x1 + c = 0
f2 = x3(x4 − x1) − x2 + c = 0
f3 = x4(x1 − x2) − x3 + c = 0
f4 = x1(x2 − x3) − x4 + c = 0

where x1, x2, x3 and x4 are variables and c is a parameter.
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This problem has been discussed in [3]. In order to solve this system of equa-
tions of parametric polynomials. We will decompose this polynomial system into
normal chains.

Let F = {f1, f2, f3, f4}, for a variable order x4 > x3 > x2 > x1 > c, we have
the zero decomposition

Zero(F ) =
9⋃

i=1

Zero(Ai/IAi)

where Ai’s are regular chains.
We can transform the regular chainsAi into normal chainsBi by using algorithm

Reg2Norm such that
⋃9

i=1 Zero(Bi/IBi) ⊂ Zero(F ). For this example, we have

Zero(F ) =
9⋃

i=1

Zero(Bi/IBi)

where Bi are normal chains. By our new algorithm, it takes 63 seconds to get
the normal chains while the old algorithm will cost 106 seconds.

The following is a table which records the length of the chain and the number
of the terms of the polynomials in the normal chains which are in the decompo-
sition of the Lorentz polynomial system.

The normal chains in the decomposition
normal chains length of the chain number of terms

1 4 2 2 2 2
2 4 1291 1289 410 13
3 5 1 2 1 2 2
4 5 2 2 1 2 3
5 5 2 2 2 2 2
6 5 3 6 7 5 3
7 5 1 2 2 2 3
8 5 9 9 9 5 5
9 5 15 15 15 8 8

6 Conclusions

We give a new algorithm to compute the normal chain from a regular chain such
that their saturation ideals are the same. Our algorithm is based on solving sys-
tem of linear equations and it is much more efficient than the original algorithm
to compute the normalization of a regular chain.
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Abstract. In this paper, we introduce a modified Van der Waerden
algorithm to decompose a variety into the union of irreducible varieties.
We give an effective representation for irreducible varieties obtained by
the algorithm, which allows us to obtain an irredundant decomposition
easily. We show that in the zero dimensional case, the polynomial systems
for the irreducible varieties obtained in the Van der Waerden algorithm
generate prime ideals. As a consequence, we have an algorithm to de-
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1 Introduction

A fundamental construction in commutative algebra is to decompose a radical
ideal into the intersection of prime ideals. From a geometric viewpoint, this is
equivalent to decomposing an algebraic variety into irreducible varieties. The ge-
ometric version is slightly weaker than the algebraic version, since an irreducible
variety is not necessarily represented by a prime ideal.

In recent years, there appeared a lot of work on this kind of decomposi-
tion algorithms. Algorithms for computing the prime decomposition of radi-
cal ideals have been proposed in [9,10,12,13]. All of these algorithms are based
on the Gröbner basis and have no complexity analysis. Corresponding to the
prime decomposition of radical ideals, algorithms for irreducible decomposition
of varieties are developed in [2,3,5,6,17,18,19]. The method in [6] uses Bezon-
tian matrices. It only gives the generic point of each irreducible variety, but
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can not give the generating polynomial systems of these varieties. This method
also needs combinatorial selection of parameters. The algorithms developed in
[2,3] use multivariate resultants. They introduce ε as a perturbed parameter
to obtain a regular system Fε and recover the information about the isolated
roots from the trailing coefficient in ε of the determinant of the Macaulay ma-
trix associated to the system Fε. Another approach is the characteristic set
method [4,5,7,13,14,17,19], which can decompose a variety into the union of
irreducible varieties represented by irreducible ascending chains. Generating
polynomial systems for the irreducible varieties can also be found via Chow form
or Gröbner bases[4,7,17,18]. This approach has a very high worst case complexity.
A characteristic set method with single exponential complexity is given in [14].
This method only decomposes the variety as unmixed ones represented by their
characteristic sets.

In this paper, we give an algorithm to compute the irredundant irreducible vari-
ety decomposition of a given variety defined by the following polynomial equations

f1(x1, . . . , xn) = 0, . . . , fm(x1, . . . , xn) = 0. (1)

We give a complexity analysis of this algorithm. We prove that our algorithm also
gives an irredundant prime ideal decomposition of the radical ideal generated by
f1, . . . , fn when this ideal is zero-dimensional.

We use an algorithm developed by B. L. Van der Waerden in [15] (abbr,
VDW algorithm) to decompose the variety generated by (1) into irreducible
varieties. This algorithm computes 2n resultants at most, and the degree of the
polynomials which occur in the computation in any variable is bounded by d4n

where d = maxi∈{1,...,n}{degxi
(f1), . . . , degxi

(fm)}. As a consequence, we obtain
an irreducible decomposition for a variety by computing at most 2n resultants
of polynomials with degrees bounded by d4n

.
We present two major improvements of this algorithm. First, we give an ef-

fective representation for the irreducible varieties obtained by the algorithm.
Using this representation, we can easily decide the inclusion relationship of two
varieties. As a consequence, we may give an irredundant decomposition. Note
that the generating polynomial systems given in the VDW algorithm are not
prime ideals in the general case and deciding the inclusion relationship of two
varieties need compute Gröbner bases without our method. Second, we show
that in the zero-dimensional case, the VDW algorithm gives prime ideals. Com-
bining the ideas from [2] and the result in this paper, we give an algorithm to
decompose the zero-dimensional radical ideal generated by (1) as intersection of
prime ideals and the degree of the polynomials in the computation is bounded
by O(dn).

Comparing to the Gröbner basis method, the computation step of the VDW
algorithm is very “large” in the sense that each step eliminates one variable
in all the polynomials. In the Gröbner basis computation, each step is very
“small”, which only eliminates one monomial. The characteristic set method is
in between: each step decreases the degree of a polynomial. Also note that to
obtain a prime decomposition requires to compute the Gröbner bases for many
times. The VDW algorithm is quite similar to the one in [2]. The difference
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is that the VDW algorithm uses a top-to-down approach in the sense that it
computes the components with higher dimensions first, while the algorithm in
[2] computes components with lower dimension first.

2 Preliminaries

Notations and results needed in this paper are summarized in this section.
In what follows the reader is assumed to be familiar with the basic notions

about characteristic sets for which we refer to [8,19].
Let K be a computable field of characteristic zero, e.g., Q. We use K[x1, . . . ,

xn] or K[x] to denote the ring of polynomials in the indeterminates x1, . . . , xn.
Unless explicitly mentioned otherwise, all polynomials in this paper are in K[x].
Let E be a universal extension field of K, i.e., an algebraically closed field ex-
tension of K which contains sufficiently many independent indeterminates over
K. We will consider zeros of polynomials in the field E.

Let P be a polynomial. The class of P , denoted by class(P ), is the largest
p such that some xp actually occurs in P . If P ∈ K, class(P ) = 0. A sequence
of polynomials A = A1, . . . , Ap is said to be an ascending chain(asc chain),
or simply, a chain, if either r = 1 and A1 
= 0 or 0 < class(Ai) < class(Aj)
for 1 ≤ i < j and Ak is of higher degree than Am for m > k in xnk

where
nk = class(Ak).

Definition 1. The dimension of an irreducible chain A = A1, . . . , Ap is defined
to be dim(A) = n − p which is the number of parameters of A.

Definition 2. A characteristic set (abbr. char set) of an ideal I is a chain A in
I such that for all P ∈ I, prem(P,A) = 0.

Theorem 1. [13,19] If A is an irreducible chain then sat(A) is a prime ideal
with dimension dim(A), and A is a char set of sat(A). Conversely, each char
set of a prime ideal is an irreducible chain.

Lemma 1. [19] Let A be an irreducible ascending chain with parameters u1, . . . ,

uq. If Q is a polynomial not in sat(A), then we can find a P ∈ K[u] such that
P ∈ ideal(A

⋃
{Q}).

An ideal distinct from (1) and (0) is called nontrivial.

Lemma 2. Let A be an irreducible chain with parameters u1, . . . , uq, we can
find an irreducible chain A′ such that sat(A) = sat(A′) and the initials of the
polynomials in A′ are in K[u].

Definition 3. Let I be a nontrivial prime ideal in K[x]. We can divide the x into
two groups, u1, . . . , uq and y1, . . . , yp, p + q = n, such that I∩K[u1, . . . , uq] = ∅,
while, for i = 1, . . . , p, I contains a nonzero polynomial in yi and the u alone.
We call the u a parameter set of I.
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Lemma 3. [8] Use the notations as above. Let I be a nontrivial prime ideal in
K[x]. A char set of I under the variable order u1 < . . . < uq < y1 < . . . < yp is
of the form

A = A1(u, y1), A2(u, y1, y2), . . . , Ap(u, y1, . . . , yp) (2)

where Ai is a polynomial involving yi effectively. Conversely, for an irreducible
chain like (2), the u consists of a parameter set of the prime ideal sat(A).

Let f1, f2, . . . , fr be r polynomials in a single variable x of given degrees with
indeterminate coefficients. The resultant system of the polynomials f1, f2, . . . , fr

can be computed in the following way[16].
First, we transform the polynomials f1, f2, . . . , fr into polynomials of the same

degree by multiplying every polynomial fi by xn−ni and (x−1)n−ni respectively
where ni is the degree of fi in x, and n is the greatest of ni. We designate these
new polynomials by g1, g2, . . . , gs.

Next, from g1, g2, . . . , gs, we form the linear combinations

gu = u1g1 + u2g2 + · · · + usgs; gv = v1g1 + v2g2 + · · · + vsgs,

where u, v are indeterminates which are adjoined to the field K.
Finally, let R = resl(gu, gv, x) be the resultant of gu and gv wrt x. If we arrange

R according to the power products of the u and v, and denote the coefficients
by D1, D2, . . . , Dh. Then D1, D2, . . . , Dh are the resultant system of f1, . . . , fr.

Remark 1. If it is known beforehand that the leading coefficient of one of the
polynomials fv, say f1, does not vanish, we may omit the entire preliminary
operation whereby the polynomials fv are transformed into polynomials of the
same degree. Moreover the calculations may then be simplified by forming the
resultant of f1 and v2f2 + v3f3 + . . . + vrfr rather than that of gu and gv.

3 Outline of the VDW Decomposition Algorithm

In this section, we outline the algorithm developed by van der Waerden. The
details of this algorithm can be found in [15]. Suppose that we want to decompose
the zero set of the following polynomial equations

f1(x1, x2, . . . , xn) = 0, f2(x1, x2, . . . , xn) = 0, . . . , fm(x1, x2, . . . , xn) = 0 (3)

into irreducible varieties. Denote this variety by M = Zero(f1, f2, . . . , fm). The
polynomial set {f1, f2, . . . , fm} is called the definition system of M .

To construct this algorithm, we introduce a new variable z as follows

z − u1x1 − . . . − unxn = 0 (4)

where u1, . . . , un are indeterminates.
Now, let us explain the algorithm described in [15] that computes the zero

decomposition of (3) by eliminating the variables successively from xn to x1

in n steps. In the first step, we rename xj and uj in (3),(4) as x
(0)
j and u

(0)
j

respectively, where i=1,. . . ,n. We give a sketch to describe this algorithm:
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VDW Algorithm

P(1) −→ P(2) −→ . . .−→ P(i) −→ . . .−→ P(n)

↓ ↓ ↓ ↓
P̄(1) P̄(2) P̄(i) P̄(n)

↓ ↓ ↓ ↓
g
(1)
j g

(2)
j g

(i)
j g

(n)
j

↓ ↓ ↓ ↓
h(1), l

(1)
j h(2), l

(2)
j h(i), l

(i)
j h(n), l

(n)
j

↓ ↓ ↓ ↓ ↓ ↓ ↓
h

(1)
μk e

(1)
j h

(2)
μk e

(2)
j h

(i)
μk e

(i)
j h

(n)
μk

In the above sketch, P(1) = {(3), (4)}, and P(i) = {l(i−1)
j , e

(i−1)
j }, i = 2, . . . , n.

Now, let us explain the i-th step of above algorithm. To discuss conveniently,
we denote P(i) = {f (i)

1 , . . . , f
(i)
s }, where f

(i)
k ∈ K[u(i−1), x

(i−1)
1 , . . . , x

(i−1)
n−i+1, z]

and at least one f
(i)
k said f

(i)
1 is in K[x(i−1)

1 , . . . , x
(i−1)
n−i+1].

STEP i.1: To avoid the resultant system vanishing identically, we do a linear
transformation:

x(i−1) = Mi−1x(i), u(i−1) = Ni−1u(i)

where x(i) = (x(i)
1 , . . . , x

(i)
n )′,u(i) = (u(i)

1 , . . . , u
(i)
n )′, and

Mi−1 =

�
������������

1 · · · 0 v
(i−1)
1 0 · · · 0

...
. . .

...
...

...
. . .

...

0 · · · 1 v
(i−1)
n−i 0 · · · 0

0 · · · 0 1 0 · · · 0
0 · · · 0 0 1 · · · 0
...

. . .
...

...
...

. . .
...

0 · · · 0 0 0 · · · 1

�
������������

, Ni−1 =

�
������������

1 · · · 0 0 0 · · · 0
...

. . .
...

...
...

. . .
...

0 · · · 1 0 0 · · · 0

−v
(i−1)
1 · · · −v

(i−1)
n−i 1 0 · · · 0

0 · · · 0 0 1 · · · 0
...

. . .
...

...
...

. . .
...

0 · · · 0 0 0 · · · 1

,

�
������������

(5)

and v
(i−1)
k , k = 1, . . . , n − i are constants in K such that the leading coefficient

of f
(i)
1 (x

(i)
1 +v

(i−1)
1 x

(i)
n−i+1, . . . , x

(i)
n−i+v

(i−1)
n−i , x

(i)
n−i+1) in x

(i)
n−i+1 is a nonzero constant

in K.
After this transformation, z is still a linear form in x(i) and u(i):

z = u
(i)
1 x

(i)
1 + . . . + u(i)

n x(i)
n .

Let P̄(i) to be the set of new polynomials obtained from P(i) by doing the
above transformation.

STEP i.2: Compute {g(i)
j }, the resultant system of the polynomials in P̄(i) wrt

x
(i)
n−i+1.

STEP i.3: Compute h(i), the greatest common factor of all g
(i)
j , which is called

the i-th partial resultant of (3) and l
(i)
j = g

(i)
j /h(i). So l

(i)
j are co-prime.



A Modified Van der Waerden Algorithm to Decompose Algebraic Varieties 251

STEP i.4: To obtain equations only involving x(i), compute the resultant sys-
tem of {l(i)j } wrt z, and arrange them according to the power products of the

u(i), and denote {e(i)
j } to be these coefficients. Since l

(i)
j are co-prime, e

(i)
j do not

vanish identically.

STEP i.5: Factorizing h(i) into irreducible factors in K[u(i), x
(i)
1 , . . . , x

(i)
n−i, z]:

h(i)(u(i), x
(i)
1 , . . . , x

(i)
n−i, z)=Θ(u(i), x

(i)
1 , . . . , x

(i)
n−i)
�
μ

h(i)
μ (u(i), x

(i)
1 , . . . , x

(i)
n−i, z)σµ . (6)

Replacing z by u
(i)
1 x

(i)
1 + . . . + u

(i)
n x

(i)
n in h

(i)
μ , and arranging it according to the

power products of the u(i). Denote {h(i)
μk} to be these coefficients.

Definition 4. u1, . . . , us are different indeterminates. η is said to be indepen-
dent with u1, . . . , us if η ∈ K or η and u1, . . . , us are algebraic independent over
K. (η1, . . . , ηt) is said to be independent with u1, . . . , us if ηi is independent with
u1, . . . , us for all i.

After all the x are eliminated. We obtain a sequence of partial resultants

h(1)(u(1), x
(1)
1 , . . . , x

(1)
n−1, z)=0, . . . , h(n−1)(u(n−1), x

(n−1)
1 , z)=0, h(n)(u(n), z) = 0. (7)

Theorem 2. [15] Assume (η, ζ) to be a solution of (3)∪(4). When the η are
independent with the u, (η, ζ) is a solution of one of the h(i) = 0 in (7).

Theorem 3. [15] Assume ξ1, . . . , ξn−r to be given(constants or variables). Then
every solution of the r-th equation of (7) is of the form

ζ = u
(r)
1 ξ1 + . . . + u(r)

n ξn (8)

where ξk are independent with u
(r)
i and {ξk} is a set of solutions of (3).

Now we consider an irreducible factor h
(i)
μ of h(i). According to Theorem 3, if we

set x
(i)
1 = ξ1, . . . , x

(i)
n−i = ξn−i where ξ1, . . . , ξn−i are indeterminates independent

with the u, then the zeros of h(i)(u(i), x
(i)
1 , . . . , x

(i)
n−i, z) are of the form referred in

(8). So factorizing h
(i)
μ into linear factors in certain extensional field of K(u(i), ξ),

we have
h(i)

μ (u(i), x
(i)
1 , . . . , x

(i)
n−i, z) = γμ

�
ν

(z − u
(i)
1 ξ1 − · · · − u(i)

n ξ(ν)
n ) (9)

where different ξ(ν) = {ξ1, . . . , ξn−i, ξ
(ν)
n−i+1, . . . , ξ

(ν)
n−1, ξ

(ν)
n } are conjugate to each

other. Let ξ
(i)
μ = ξ(1). Then ξ is a (n− i)-dimensional point in variety M because

ξ1, . . . , ξn−i are indeterminates and ξn−1+1, . . . , ξn are their algebraic functions.
The set of equations

h
(i)
μ1(x

(i)) = 0, . . . , h(i)
μmµ

(x(i)) = 0. (10)

defines a variety M
(i)
μ with the following property.

Theorem 4. [15] Let M
(i)
μ be the variety defined by the irreducible factors of

the (i)-th partial resultant of M according to (10). Then M
(i)
μ is an irreducible

variety of dimension n − i with ξ
(i)
μ as a generic point. Furthermore, we have
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M =
⋃

i=1,...,n;μ

M i
μ.

We give following example to illustrate this algorithm.

Example 1. Let M = Zero(f1, f2, f3) where f1 = x1x2x3 − x1x
2
2 − x3 − x1 −

x2, f2 = x1x3 − x2
1 − x2 − x3 + x1, and f3 = x2

3 − x2
1 − x2

2.

Let P(1) = {f1, f2, f3, f4 = z−u1x1−u2x2−u3x3}. Since the leading coefficient
of f3 in x2 is nonzero, we will eliminate x2 first. The resultant system of P(1)

wrt x2 is

g
(1)
1 = −5x3

1x3 + 2x4
1x3 − 2x1 + x2

1 + 3x2
1x3 − x5

1 − x3
1 + 3x2

1x2
3 − x3

1x2
3 − x1x3 − 2x1x2

3 + 2x4
1,

g
(1)
2 = x1x3u2 − z + x1u2 + u1x1 − x2

1u2 − x3u2 + u3x3,

g
(1)
3 = −4x2

1x3 + 2x3
1x3 − 2x2

1 + 2x1x3 − x4
1 + 2x1x2

3 + 2x3
1 − x2

1x2
3;

The GCD of g
(1)
1 , g

(1)
2 , g

(1)
3 is h(1) = 1. So l

(1)
1 = g1, l

(1)
2 = g2, l

(1)
3 = g3. The

resultant system of l(1) w.r.t z is

e
(1)
1 = −4x2

1x3 + 2x3
1x3 − 2x2

1 + 2x1x3 − x4
1 + 2x1x

2
3 + 2x3

1 − x2
1x

2
3.

We obtain P(2) = {l(1)1 , l
(1)
2 , l

(1)
3 , e

(1)
1 }. We compute the resultant system P(2)

wrt x1 and obtain the second partial resultant:

h(2) = x3u2 − u3x3 + z.

Substituting z = u1x1 + u2x2 + u3x3 into h(2), we obtain the coefficients of the
power products of the u:

h
(2)
21 = x1, h

(2)
12 = x3 + x2.

Now we obtain an 1-dimensional irreducible variety M
(2)
1 = Zero(h(2)

11 , h
(2)
12 ).

Continuing our computation, we obtain the third partial resultant

h(3) = 68719476736z(−z + u2 − u3)2(u1 − z − u3)2(3u1 + 4u2 − z + 5u3)

which has four irreducible factors:

h
(3)
1 = z, h

(3)
2 = −z + u2 − u3, h

(3)
3 = u1 − z − u3, h

(3)
4 = 3u1 + 4u2 − z + 5u3.

Substituting z = u1x1 + u2x2 + u3x3 into the above polynomials, we obtain the
coefficients of the power products of the u:

h
(3)
11 = x1, h

(3)
12 = x2, h

(3)
13 = x3;

h
(3)
21 = −x1, h

(3)
22 = −x2 + 1, h

(3)
23 = −x3 − 1;

h
(3)
31 = 1 − x1, h

(3)
32 = −x2, h

(3)
33 = −x3 − 1;

h
(3)
41 = 3 − x1, h

(3)
42 = 4 − x2, h

(3)
43 = −x3 + 5.

We obtain four zero-dimensional irreducible varieties: M (3)
1 =Zero(h(3)

11 , h
(3)
12 , h

(3)
13 ),

M
(3)
2 =Zero( h

(3)
21 , h

(3)
22 , h

(3)
23 ), M (3)

3 =Zero(h(3)
31 , h

(3)
32 , h

(3)
33 ), and M

(3)
4 = Zero(h(3)

41 ,

h
(3)
42 , h

(3)
43 ). The final decomposition is:

M = M
(2)
1

⋃
M

(3)
1

⋃
M

(3)
2

⋃
M

(3)
3

⋃
M

(3)
4 .
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In the following result, we give an estimation for the degrees of the polynomials
in the computation procedure.

Theorem 5. Let (3) define a variety M , and d = maxi∈{1,...,n}{degxi
(f1), . . . ,

degxi
(fm)}. Then, in the VDW Algorithm, the maximal degree in any xi of any

polynomial occurring in the computation is bounded by d4n

.

Proof. The only computation in the algorithm increasing the degree is the com-
putation of the resultant. After computing a resultant wrt xn, the maximal
degree of g

(1)
j in any variable is bounded by d2. So the degree bound of h and lj

is also d2. Similarly, the maximal degree of e
(1)
i is d4. Then the degree bound for

P(1) is d4. Repeat the operation, the degree bound for P(2) is (d4)2 = d8. Finally,
the degree bound of P(n−1) is d4n

. �
As a consequence, we may obtain an irreducible decomposition for a variety by
computing 2n resultants of polynomials with degrees bounded by d4n

.
In the following sections, we will discuss the applications and improvements

of this algorithm.

4 Irredundant Decomposition

In Sect. 3, we know that the VDW algorithm can be used to decompose a variety
into the union of irreducible varieties. In general, this decomposition is redun-
dant. In this section, we will show how to obtain an irredundant decomposition.
In order to do that, we need to remove those varieties M

(i)
μ which are contained

in varieties M
(k)
η with higher dimensions. As suggested in [15], since we know the

basis of M
(i)
μ , the irredundant decomposition can be reached in principle with

the methods such as the characteristic set method [19] or the Groebner basis
method [1]. But to use these general methods needs extra work. We will give a
direct method to find an irredundant decomposition.

Let h
(i)
μ (u(i), x

(i)
1 , . . . , x

(i)
n−i, z) ∈ K[u(i), x

(i)
1 , . . . , x

(i)
n−i, z] be an irreducible fac-

tor of the i-th partial resultant from (6). Introduce the following notations.
H(i)

μ = {h(i)
μ1, . . . , h

(i)
μmµ

}

D(i)
μ = (h(i)

μ1, . . . , h
(i)
μmµ

)

M (i)
μ = V (h(i)

μ1, . . . , h
(i)
μmµ

)

K(i)
μ = (h(i)

μ1, . . . , h
(i)
μmµ

, z − (u(i)
1 x

(i)
1 + . . . + u(i)

n x(i)
n )) (11)

J(i)
μ =

√
D(i)

μ

I(i)μ = (J(i)
μ , z − (u(i)

1 x
(i)
1 + . . . + u(i)

n x(i)
n ))

where the h
(i)
μj are from (10). By Theorem 4, we know that J(i)

μ and hence I(i)μ

are prime ideals.
In the following discussion, to simplify the expressions, we still use x, u to

denote x(i), u(i) when we do not need to distinguish x(i), u(i) and x(j), u(j).
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Lemma 4. Use the notations in (11). Under the variable order u < x1 < . . . <

xn−i < z < xn−i+1 < . . . < xn, the ideal I(i)μ has a char set of the form

R
(i)
μ0 = h

(i)
μ (u, x1, . . . , xn−i, z)

R
(i)
μ1 = I

(i)
μ1 (u, x1, . . . , xn−i, z)xn−i+1 + U

(i)
μ1 (u, x1, . . . , xn−i, z)

. . .

R
(i)
μi = I

(i)
μi (u, x1, . . . , xn−i, z)xn + U

(i)
μi (u, x1, . . . , xn−i, z)

(12)

Proof. We know that J(i)
μ is a prime ideal whose parameter set is u, x1, . . . , xn−i.

z − (u1x1 + . . . + unxn) is a polynomial linear in z, so I(i)μ is also a prime ideal
whose parameter set is u, x1, . . . , xn−i. According to Lemma 3, I(i)μ has a char
set A of the form

R
(i)
μ0(u, x1, . . . , xn−i, z),

R
(i)
μ1(u, x1, . . . , xn−i, z, xn−i+1),

. . . ,

R
(i)
μi (u, x1, . . . , xn−i, z, xn−i+1, . . . , xn).

where R
(i)
μ0 contains z and R

(i)
μj contains xn−i+j effectively. Furthermore, I(i)μ =

sat(A). Note that R
(i)
μ0 is an irreducible polynomial in u, x1, . . . , xn−i, z and h

(i)
μ ∈

I(i)μ , so we can assume R
(i)
μ0 = h

(i)
μ (u, x1, . . . , xn−i, z).

Let α1, . . . , αn, τ1, . . . , τn−i, β, τn−i+1, . . . , τn be a generic zero of I(i)μ . So
h

(i)
μ (u, x1, . . . , xn−i, z) vanishes at this generic zero, and hence β = α1τ1 + . . . +

αnτn. Furthermore,
dh(i)

µ

dαj
(α, τ1, . . . , τn−j , β) = ∂h(i)

µ

∂uj
(u, x1, . . . , xn−i, z)

+ xj
∂h(i)

µ

∂z (u, x1, . . . , xn−i, z)|(u,x,z)(α,τ,β) = 0, j = n − i + 1, . . . , n.

That is Bj−n+i = ∂h(i)
µ

∂uj
(u, x1, . . . , xn−i, z)+xj

∂h(i)
µ

∂z (u, x1, . . . , xn−i, z) vanishes at

the generic zero of I(i)μ , j = n−i+1, . . . , n. So Bk, k = 1, . . . , i are in I(i)μ and they

are linear in xn−i+k. Also note that ∂h(i)
µ

∂z (u, x1, . . . , xn−i, z)|(u,x,z)=(α,τ,β) 
= 0.
From the definition of irreducible chain, we can choose R

(i)
μk = prem(Bk, h

(i)
μ ) as

R
(i)
μk. �

From the above lemma, we know that α1, . . . , αn, τ1, . . . , τn−i, β, τn−i+1, . . . ,

τn given above is a generic zero of ideal I(i)μ . So τ1, . . . , τn is a generic zero
of prime ideal J(i)

μ and a generic point of the corresponding irreducible variety
M

(i)
μ of J(i)

μ .
From Lemma 4, we obtain the following effective representation for the prime

ideal J(i)
μ :

H(i)
μ = {h

(i)
μ1 , . . . , h(i)

μmµ
} and A(i)

μ = R
(i)
μ0 , R

(i)
μ1 , . . . , R

(i)
μi (13)

where R
(i)
μj is from (12). This representation is called effective due to the following

reasons.
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Lemma 5. A polynomial g ∈ K[x] is in J(i)
μ if and only if prem(g,A(i)

μ ) = 0.

Proof. We need only to prove J(i)
μ = I(i)μ

⋂
K[x]. Obviously, J(i)

μ ⊆ I(i)μ
⋂

K[x]. On

the other hand, assume P ∈ I(i)μ
⋂

K[x]. So P (x(i)) ∈
√

(D(i)
μ , z −

n∑
i=1

u
(i)
i x

(i)
i ).

Then there exists an integer r > 0 and polynomials Aj ∈ K[u(i), x(i), z], j =

0, . . . , n such that P (x(i))r =
n∑

j=1

Ajh
(i)
μj + A0(z −

n∑
i=1

u
(i)
i x

(i)
i ). Substituting

z =
n∑

i=1

u
(i)
i x

(i)
i into this equation, we obtain P (x)r =

n∑
j=1

Âjh
(i)
μj . That is,

P ∈
√

D(i)
μ = J(i)

μ . So I(i)μ
⋂

K[x] ⊆ J(i)
μ . We prove the lemma. �

As a consequence, we have the following result.

Theorem 6. For i > k, M
(i)
μ ⊂ M

(k)
η if and only if prem(h̃(k)

ηj (x(i)
1 , . . . , x

(i)
n ),

A(i)
μ )= 0 for j = 1, . . . , mη, where A(i)

μ is defined in (13) and h̃
(k)
ηj (x(i)

1 , . . . , x
(i)
n )

is obtained by substituting x(k) = Mk · · ·Mi−1x(i) into h
(k)
ηj . As a consequence,

we give an irredundant decomposition of variety M with the VDW algorithm.

Proof. When we consider the including relationship between two varieties, we
need to present them in the same coordinate. Note that

x(k) = Mk · · ·Mi−1x(i)

is the linear transformation between x(i) and x(k).
If prem(h̃(k)

ηj (x(i)
1 , . . . , x

(i)
n ),A(i)

μ )=0 for j=1, . . . , mη. According to Lemma 5,

h̃
(k)
ηj ∈ J(i)

μ . So D(k)
η ⊂ J(i)

μ . According to the Hilbert’s Nullstellensatz, M
(i)
μ ⊂

M
(k)
η .
On the other hand, if M

(i)
μ ⊂ M

(k)
η , then J(k)

η ⊂ J(i)
μ . So D(k)

η ⊂ J(k)
η ⊂ J(i)

μ .
According to Lemma 5, prem(h̃(k)

ηj (x(i)
1 , . . . , x

(i)
n ),A(i)

μ ) = 0. �

From the above theorem, we have a new and more efficient method to decide
the including relationship of irreducible components.

Example 2. Continue Example 1. Compute the irredundant irreducible decom-
position of variety M = Zero(f1, f2, f3). We have computed the irreducible de-
composition of the variety in Example 1. We need only remove those irreducible
varieties which are included in some higher dimensional varieties.

For M
(3)
1 , the ascending chain corresponding to it is A(3)

1 = {z, x3, x1, x2}.
prem(h(2)

11 ,A(3)
1 ) = 0 and prem(h(2)

12 ,A(3)
1 ) = 0. So according to Lemma 5 and

Theorem 6, we know M
(3)
1 ⊂ M

(2)
1 .

Similarly, we can decide M
(3)
2 ⊂ M

(2)
1 , M

(3)
3 � M

(2)
1 and M

(3)
4 � M

(2)
1 .

We obtain the following irredundant irreducible decomposition of M :

M = M
(2)
1

⋃
M

(3)
3

⋃
M

(3)
4 .
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5 Decomposing Zero-Dimensional Radical Ideals

In this section, we will show that if the given polynomial system is zero-
dimensional, then we can decompose the radical ideal generated by them as the
intersection of prime ideals with the VDW Algorithm. We also give a modified
algorithm using Macaulay resultant to decompose the zero-dimensional radical
ideals.

5.1 Decomposing Zero-Dimensional Radical Ideals Using VDW
Algorithm

Lemma 6. Use the notations defined in (11) and (13). Then A(i)
μ is a char set

of K(i)
μ .

Proof. Let p = z − (u1x1 + . . . + unxn). Then h
(i)
μ (u, x1, . . . , xn−i, z) = h

(i)
μ (u,

x1, . . . , xn−i, p+u1x1 + . . .+unxn) = h̄
(i)
μ (u, x, p)p+h

(i)
μ (u, x1, . . . , xn−i, u1x1 +

. . . + unxn), where h̄
(i)
μ (u, x, p) is a polynomial in u, x, p. Since p, h(i)

μ(u, x1, . . . , xn−i,u1x1 + . . . + unxn) ∈ K(i)
μ , h

(i)
μ (u, x1, . . . , xn−i, z) is in K(i)

μ .
Use the same method, we have

Bk(u, x1, . . . , xn−i, z, xk+n−i)

= dh(i)
µ

dun−i+k
(u, x1, . . . , xn−i, z)

= dh(i)
µ

dun−i+k
(u, x1, . . . , xn−i, p + u1x1 + . . . + unxn)

= B′
kp + dh(i)

µ

dun−i+k
(u, x1, . . . , xn−i, u1x1 + . . . + unxn).

Let h
(i)
μ (u, x1, . . . , xn−i, u1x1 + . . . + unxn) =

∑s
j=1 h

(i)
μj u

rj,1
1 . . . u

rj,n
n . Then

dh(i)
µ

dun−i+k
(u, x1, . . . , xn−i, u1x1 + . . . + unxn)

=
∑s

j=1 rj,n−i+kh
(i)
μj u

rj,1
1 . . . u

rj,n−i+k−1
n−i+k . . . u

rj,n
n ∈ K(i)

μ .

So R
(i)
μk = prem(Bk, h

(i)
μ ) ∈ K(i)

μ . Hence A(i)
μ ⊂ K(i)

μ . K(i)
μ ⊂ I(i)μ , so ∀g ∈ K(i)

μ , we

have prem(g,A(i)
μ ) = 0. According to the definition of char sets, A(i)

μ is a char
set of K(i)

μ . �

Theorem 7. Use the notations introduced above. If the ideal D(i)
μ is zero-

dimensional, that is, i = n, then D(n)
μ is prime.

Proof. We need only to prove D(n)
μ = J(n)

μ =
√

D(n)
μ . It is clear that D(n)

μ ⊂ J(n)
μ .

On the other hand, we need to prove J(n)
μ ⊂ D(n)

μ . A(n)
μ is a char set of J(n)

μ

by Lemma 6. According to the proof of Lemma 2, we can get a new char set
Ã

(n)
μ = {R̃(n)

μ0 , R̃
(n)
μ1 , . . . , R̃

(n)
μn } of J(n)

μ where

R̃
(n)
μ0 = R

(n)
μ0 , R̃

(n)
μi = QiR

(n)
μi + (

i−1�
i=0

QkR
(n)
μk xi)(k = 1, . . . , n) (14)

and the initials of R̃
(n)
μi are in K[u].
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If g(x) ∈ J(n)
μ ⊂ I(n)

μ , by Lemma 6, there exist Q, a product of the powers of
the initials of polynomials in Ã

(n)
μ , and a chain C0, C1, . . . , Cn ∈ K[u, x, z] such

that

Q(u)g(x) =
n∑

j=0

CjR̃
(n)
μj .

Substituting (14) into the above equation and arranging the right hand poly-
nomial according to R

(n)
μi , we get

Q(u)g(x) = C′
0R

(n)
μ0 +

n∑

j=1

C′
jR

(n)
μj ,

where C′
i ∈ K[u, x, z]. We have R

(n)
μj = prem(Bj , R

(n)
μ0 ), where Bj are defined in

the proof of Lemma 4. So there exist Qj(u) ∈ K[u], a power of the initial of R
(n)
μ0

and Pj ∈ K[u, x, z] such that
R

(n)
μj = QjBj − PjR

(n)
μ0 (j = 1, . . . , n).

So the above equation becomes

Q(u)g(x) = C′′
0 R

(n)
μ0 +

n∑

j=1

C′′
j Bj

where C′′
i ∈ K[u, x, z]. Replacing z with u1x1 + . . .+unxn in the above equation,

we have

Q(u)g(x) = C′′
0 (u, x)

∑s
j=1 h

(n)
μj u

rj,1
1 . . . u

rj,n
n

+
∑n

i=1(C
′′
i (u, x)

∑s
j=1 rj,n−i+kh

(n)
μj u

rj,1
1 . . . u

rj,n−i+k−1
n−i+k . . . u

rj,n
n ).

Substitute u = u0 ∈ K, we have

g(x) =
s∑

j=1

h
(n)
μj (x)Tj(x) ∈ D(n)

μ . �

As a consequence of Theorem 7, we have that if the ideal I generated by (3)
is zero-dimensional, the VDW Algorithm gives a prime decomposition of the
radical ideal

√
I. We write this result as a corollary.

Corollary 1. Let (3) define a zero-dimensional ideal I and D(n)
μ = (h(n)

μ1 (x), . . . ,

h
(n)
μmµ(x)) where h

(n)
μ1 are from (10). Then,

√
I = ∩μD(n)

μ decomposes the radical
ideal

√
I as an intersection of prime ideals.

Corollary 2. Let H(i)
μ be defined in (11). Then the ideal generated by H(i)

μ in
the ring K(x1, . . . , xn−i)[xn−i+1, . . . , xn] is prime.

Proof. Let D̃(i)
μ be the ideal generated by H(i)

μ in the ring K(x1, . . . , xn−i)[xn−i+1,

. . . , xn]. Obviously D̃(i)
μ is a zero-dimensional ideal in K(x1, . . . , xn−i)[xn−i+1,

. . . , xn]. Then the result is a consequence of Theorem 7 �

Unfortunately, Theorem 7 is false when ideal D(i)
μ is not zero-dimensional as

shown by the following example.
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Example 3. f1 = x1 + x2 + x3, f2 = x2
1 + x2

2 + x1x2.

Using the algorithm given in Sect. 3, we obtain the following polynomials:

P(1) = {f1, f2, f3 = z − u1x1 − u2x2},
g
(1)
1 = −x2x1 − x2

1 − x2
2, g

(1)
2 = −z + u1x1 + u2x2 − u3x1 − u3x2,

h(1) = 1,

l
(1)
1 = −x2x1 − x2

1 − x2
2, l

(1)
2 = −z + u1x1 + u2x2 − u3x1 − u3x2,

e
(1)
1 = −x2x1 − x2

1 − x2
2;

P(2) = {l1, l2, e1},
g
(2)
1 = −z2 + 2zu1x1 − zu3x1 − u2

1x
2
1 + u1x

2
1u3 − x1u2z + x2

1u2u1 + x2
1u2u3 −

x2
1u

2
2 − x2

1u
2
3,

h(2) = −z2 + 2zu1x1 − zu3x1 − u2
1x

2
1 + u1x

2
1u3 − x1u2z + x2

1u2u1 + x2
1u2u3 −

x2
1u

2
2 − x2

1u
2
3,

h
(2)
11 = −x2x1 − x2

1 − x2
2, h

(2)
12 = −x1x3 − x2x1 − 2x2x3 + x2

1, h
(2)
13 = −x2

3 −
x1x3 − x2

1.

Let D(2)
1 = (h(2)

11 , h
(2)
12 , h

(2)
13 ). Although

√
D(2)

1 =
√

(h(2)
11 , h

(2)
12 , h

(2)
13 ) is prime,

D(2)
1 itself is not a prime ideal. Compute the primary decomposition of D(2)

1 , we
have

D(2)
1 = (x1 +x2+x3, x

2
1 +x2

2+x1x2)∩(2x2x3 +x1x3 +x2x1, x
2
1, x

2
2 +x2x1, x

2
3 +

x1x3).

5.2 Decomposing Zero-Dimensional Radical Ideals Using
Macaulay Resultant

Denote
F = {f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)}. (15)

In this subsection we always assume that the ideal generated by the poly-
nomials in F is zero-dimensional. We have m ≥ n. We first consider the case
m = n.

Denote
Fh = {fh

1 (x0, x1, . . . , xn), . . . , fh
n (x0, x1, . . . , xn), fh

n+1(x0, x1, . . . , xn, z)},

where fh
i are the polynomials obtained from fi(denote fn+1 = z −

n∑
i=1

uixi) by

homogenizing them with x0.

Lemma 7. Using the notations given above. Assume V (Fh) is still a zero-
dimensional variety in the projective space, that is the polynomial system Fh has
a finite number of solutions in which x0 = 0. Then we can compute a nonzero
polynomial R(z) ∈ K[u, z] such that all the solutions of Fh vanish this poly-
nomial and any z0 such that R(z0) = 0 can be extended to a solution of Fh.

Proof. Using the method in [11], we can compute the Macaulay resultant of the
polynomial system F w.r.t x1, . . . , xn. Denote it to be R(z). According to the
assumption that both V (F ) and V (Fh) are zero-dimensional varieties, we know
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that R(z) does not vanish identically. From the properties of resultant, we get
the conclusions of this lemma. �

If < F > is a zero-dimensional radical ideal then R(z) has the same properties
as the n−th partial resultant of (3). So we can compute the prime decomposition
of < F > from R(z) according to method in Sect. 3.

When m > n, denote

f ′
i =

m∑

j=1

cijfj, i = 1, . . . , n,

where cij are random chosen integers. Denote F ′ = {f ′
1(x1, . . . , xn), . . . ,

f ′
n(x1, . . . ,xn)}.

Lemma 8. Using the notations given above, we have

< f1, . . . , fm >=< f ′
1, . . . , f

′
n >

with probability almost 1. As a consequence, V (F ) = V (F ′).

Proof. < f ′
1, . . . , f

′
n >⊆< f1, . . . , fm > is obviously valid. Conversely, we prove

that < f1, . . . , fm >⊆< f ′
1, . . . , f

′
n > is correct unless cij are selected to be

zeros of a nonzero linear system. < f1, . . . , fm > is a zero-dimensional ideal,
so it has a Gröbner basis containing n elements. We denote this Gröbner ba-
sis to be G = {g1, . . . , gn}. There exists a unique set of integers {bjk} such
that

fj =
n∑

k=1

bjkgk, j = 1, . . . , n.

Then
f ′

i =
m∑

j=1

n∑

k=1

cijbjkgk.

Denote B to be an m×n matrix whose element in i−th row and j−th column is
bij and C to be an n × m matrix whose element in j−th row and k−th column
are cjk. According to the theory of linear equation systems, if det(CB) 
= 0 then
all gk can be uniquely represented by the linear combinations of f ′

1, . . . , f
′
n. That

is unless {cij} is zeros of det(CB) = 0, < g1, . . . , gn >⊆< f ′
1, . . . , f

′
n >. Now we

prove this lemma. �

If m > n, we can use F ′ to compute the Macaulay resultant R(z) and to decom-
pose ideal into the intersection of prime ideas.

Lemma 9. Using notations given above, let f1(x1, x2, . . . , xn), f2(x1, x2, . . . ,

xn),. . . , fm(x1, x2, . . . , xn) define a zero-dimensional variety in the affine space
and f ′

1(x0, x1, x2, . . . , xn),f ′
2(x0, x1, x2,

. . . , xn), . . . , f ′
m(x0, x1, x2, . . . , xn) define a zero-dimensional variety in the

projective space, and d = max{deg(f1), . . . , deg(fm)} where deg(fi) is the total
degree of fi in variables x1, . . . , xn. Then, using Macaulay resultant, the maximal
total degree in x1, . . . , xn of polynomials occurring in the computation is bounded
by d, and the degree of resultant R(z) is bounded by dn.
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Proof. These conclusions are consequences of properties of the Macaulay
resultant [11]. �

Obviously, when the ideal is a zero-dimensional radical ideal, it is more efficient
to use Macaulay resultant than using the VDW algorithm.

We summarize the results in this section as the following result.

Theorem 8. For a zero dimensional polynomial equation system like (15), we
can decompose < F > as the irredundant intersection of prime ideals with prob-
ability one. Also the polynomials occurring in the computation is bounded in
degree by O(dn).

Example 4. f1 = x2
1 + x2

2 + x2
3 − 4, f2 = x2

1 + x2
2 − x2

3 − 2, f3 = (x1 + x2 + x3 −
1)(x1 + x2 − x3 + 2).

The ideal I defined by f1, f2, f3 is a zero-dimensional radical ideal. So we can
compute the prime decomposition of this ideal using Macaulay resulsant.

First introducing the new polynomial:

f0 = z − u1x1 − u2x2 − u3x3.

Then homogenizing f0, f1, f2, f3 with x0 and computing the Macaulay resultant
of the new polynomial system with respect to the variables x0, x1, x2, x3:

h = 16384(3u2
1 + 3u1z + z2 + 3u1u2 + 3u2

2 + 3u2z + 3u3u1 + 2u3z + 3u2u3 + u2
3)

(−3u2
1 + 2z2 + 6u1u2 − 3u2

2 − 4u3z + 2u2
3)

(−u2
1 + u1z + z2 + 3u1u2 + u2z − u2

2 − u3u1 − 2u3z − u2u3 + u2
3)

(u2
1 − 4u1z + 2z2 + 6u1u2 − 4u2z + u2

2 − 4u3u1 + 4u3z − 4u2u3 + 2u2
3).

The resultant h has four irreducible factors containing z, we know that I has
four prime components and they can be computed from

h1 = 3u2
1 + 3u1z + z2 + 3u1u2 + 3u2

2 + 3u2z + 3u3u1 + 2u3z + 3u2u3 + u2
3,

h2 = −3u2
1 + 2z2 + 6u1u2 − 3u2

2 − 4u3z + 2u2
3,

h3 = −u2
1 + u1z + z2 + 3u1u2 + u2z − u2

2 − u3u1 − 2u3z − u2u3 + u2
3,

h4 = u2
1 − 4u1z + 2z2 + 6u1u2 − 4u2z + u2

2 − 4u3u1 + 4u3z − 4u2u3 + 2u2
3.

Substituting z = u1x1 + u2x2 + u3x3 into above polynomials and arranging
them according to the power products of the u, we get four zero-dimensional
prime ideals:

I1 =< h11, h12, h13, h14, h15, h16 >, I2 =< h21, h22, h23, h24, h25, h26 >,
I3 =< h31, h32, h33, h34, h35, h36 >, I4 =< h41, h42, h43, h44, h45, h46 > .

where
h11 = 2x1 + 3 + 3x3 + 2x1x3, h12 = 2x1x2 + 3x1 + 3x2 + 3, h13 = 3x1 + 3 + x2

1,
h14 = 2x2 + 3 + 3x3 + 2x2x3, h15 = 3x2 + x2

2 + 3, h16 = x2
3 + 2x3 + 1;

h21 = −4x1 + 4x1x3, h22 = 4x1x2 + 6, h23 = −3 + 2x2
1,

h24 = −4x2 + 4x2x3, h25 = 2x2
2 − 3, h26 = 2x2

3 − 4x3 + 2;
h31 = −2x1 − 1 + x3 + 2x1x3, h32 = 2x1x2 + x1 + 3 + x2, h33 = −1 + x1 + x2

1,
h34 = x3 + 2x2x3 − 2x2 − 1, h35 = −1 + x2 + x2

2, h36 = x2
3 − 2x3 + 1;

h41 = 4x1 − 4 − 4x3 + 4x1x3, h42 = 4x1x2 − 4x1 + 6 − 4x2, h43 = 1 − 4x1 + 2x2
1,

h44 = −4x3 + 4x2x3 + 4x2 − 4, h45 = 1 − 4x2 + 2x2
2, h46 = 2x2

3 + 4x3 + 2.



A Modified Van der Waerden Algorithm to Decompose Algebraic Varieties 261

Then we get the prime decomposition of given ideal:

I = I1

⋃
I2

⋃
I3

⋃
I4.

6 Conclusions

In this article, we introduce the WDW algorithm, and use this algorithm to solve
two problems:

1. The irredundant irreducible decomposition of varieties.
2. The prime decomposition of zero-dimensional radical ideals.

We also give the complexity of this algorithm.
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Abstract. We introduce the notion of regular decomposition of an ideal
and present a first algorithm to compute it. Designed to avoid generic per-
turbations and eliminations of variables, our algorithm seems to have a
good behaviour with respect to the sparsity of the input system. Beside,
the properties of the regular decompositions allow us to deduce new algo-
rithms for the computation of the radical and the weak equidimensional
decomposition of an ideal. A first implementation shows promising results.

1 Introduction

Let R be a Cohen-Macaulay ring and I an ideal of R. A fundamental problem is to
describe geometrically I. Such a description is given by a decomposing the ideal.

Main Result

We present a new kind of decomposition, so called strict regular decomposition
or SRD. To that end, we introduce in section 2 the notion of regular set. The
main idea is to decompose I in sequences regular in specific extensions of R.

We present properties verified by regular decompositions. In particular it is
easy to compute an equidimensional decomposition from an SRD of I. And in
the case where R is a polynomial ring whose coefficient field has a characteristic
0, we show how to obtain the radical of I from its SRD.

The main motivations for SRDs are their computation facilities. Indeed it
is possible to obtain an SRD of I without using random perturbations of its
generators or variables. Moreover, we present an algorithm avoiding eliminations
of variables which can sometime be time consuming. The method is essentially
based on saturations of an ideal by a polynomial. A first implementation in
the computer algebra system Singular confirms the good behaviour of the
algorithm on various systems in comparison of other decomposition methods.

State of the Art

The methods using regular sequences for describing an ideal go back to Bertini [1].
He proved that in characteristic 0, if c is the codimension of I and S a
sequence of c generic combinations of the generators, then S is a regular sequence

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 263–277, 2008.
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on R. In this case, Eisenbud, Huneke and Vasconcelos show in [2] how to compute
the radical of the equidimensional hull of I, using a quotient with the Jacobian
ideal of S. However, they point out that the random combinations spoils the spar-
sity of the input. The negative impact on the computation leads them to exhibit
another algorithm avoiding random combinations. With this in mind, our SRDs
are computed without any generic combinations of the generators of I.

Another tool using regular sequences are the triangular sets. Following the work
of Ritt, Wu introduced first triangular sets in [3]. Then Lazard in [4] and Kalk-
brener in [5] independently enriched this notion. On overview of these methods
and others may be found in [6] and more recent developments are in [7] and [8]
among others. A triangular set is a sequence of polynomial p1, . . . , pk regular in
an extension R, with the strong condition that pi is a polynomial in the i first
independent variables of the polynomial ring. They are usually computed incre-
mentally, without generic perturbations. Our notion of regular sets may be seen
as an extension of the triangular sets, where we only keep the regularity condition.
In particular the main difference is that we don’t directly eliminate variables while
computing regular sets, nor rely on a particular global variable ordering.

In [9], G.Lecerf introduces a different approach and computes equidimensional
decompositions by mean of Kronecker parametrizations, which are more struc-
tured than triangular sets. His algorithm is also incremental. For each new gen-
erator of the ideal, the already computed parametrization is split if necessary
and updated. For the computation of the SRD, we use the same incremental
strategy using less structured mathematical object. Our main problem is the
design of an efficient splitting function.

Let’s also mention the work of [10] and later [11] who developed methods
based on block order Gröbner basis to compute prime and equidimensional de-
compositions of an ideal. Following their work, S.Laplagne presents in [12] a
method to avoid redundancies appearing during the computations. We see in
section 5 that this method can also remove the redundancies in SRDs.

More generally, Kalkbrener presents in [13] a theoretical framework to describe
a decomposition algorithm, a key tool being the Split function. One of the main
contribution of this article is a new way to handle the Split step.

2 Regular Set

In this article, K will always denote a field and R a Cohen-Macaulay ring.
First, we introduce the notion of regular set, which is mainly a sequence

regular on an extension of R. General definitions of Cohen-Macaulay rings and
regular sequences may be found in [14].

Notation 1

– Let E be a multiplicatively closed set in the ring R. We denote by E−1R the
ring of fractions of the form r/e, with r ∈ R and e ∈ E, equipped with the
usual operations on the fractions.
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– Let F be a subset of the ring R. We denote by F̃ the multiplicative closure
of F in R.

F̃ = {fn1
1 · · · fnk

k |k ≥ 1, n1 ≥ 0, . . . , nk ≥ 0, f1 ∈ F, . . . , fk ∈ F}
– If I is an ideal of K[X1, . . . , Xn], it is customary to write the zero set of I

in Kn
c as V(I), where Kc is the algebraic closure of K.

– If V is a set of Kn
c , then V denotes its Zariski closure. �

Definition 1. (Regular sets)
Let R be a Cohen-Macaulay ring. Let S be the sequence s1, . . . , sk of k polyno-
mials in R and F a finite subset of R.

The pair (S, F ) is called a regular set if S is a regular sequence in F̃−1R.

Definition 2. (Regular sets notions)
We call saturated ideal of (S, F ) and denote by I(S, F ) the ideal

〈S〉 :
∏

f∈F

f
∞

If R is a polynomial ring over K, then:
We call algebraic zeros of (S, F ) and denote by Z(S, F ) the variety

V(S) \
⋃

f∈F

V(F )

We call constructible zeros of (S, F ) and denote by C(S, F ) the variety

V(S) \
⋃

f∈F

V(F )

The number of polynomials in the sequence S will be called the height of (S, F ),
and the total degree of the variety Z(S, F ) will be referred to as the degree of
(S, F ).

We can now define the main notion of this article.

Definition 3. (Regular decomposition) Let I be an ideal of R. If there exist k
regular sets (Si, Fi), 1 ≤ i ≤ k such that:

√
I =

k⋂

i=1

√
I(Si, Fi)

or equivalently when R is a polynomial ring such that:

V(I) =
k⋃

i=1

Z(Si, Fi)

then the set of pairs (Si, Fi) is called regular decomposition of I.
Moreover, if the constructible zeros C(Si, Fi) are pairwise disjoint, the regular

sets are said to form a strict regular decomposition also called SRD of I.

In section 4, we prove that such a decomposition always exists by exhibiting an
algorithm computing an SRD of any ideal.
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3 Applications

In this section, we present some useful properties of the regular decomposition.

Property 1. (Equi-dimensional)
Let (S, F ) be a regular set. Then I(S, F ), the saturated ideal of (S, F ), is equidi-
mensional and its codimension is the number of polynomials of the sequence S.

Thus the height of (S, F ) equals the codimension of I(S, F ).

This result is deduced from the properties of the regular sequences. As a corollary,
given D an SRD of an ideal I, the set of the I(S, F ) for (S, F ) ∈ D is a weak
equidimensional decomposition of I.

Property 2. (Radical computation)
Let R be a polynomial ring K[X1, . . . , Xn] and K a field of characteristic 0. Let
(S, f) be a regular set of height k of R and J be the Jacobian ideal generated
by the k × k minors of the Jacobian matrix of S. Then, the ideal

I(S, F ) : J

is the radical of I(S, F ).

Remark 1. We remind that in the general case, the lemma is wrong. For example,
let I be the ideal generated by X2, Y 2 and XY in Q[X, Y ].I is 0-dimensional
and its Jacobian matrix M is:

⎡

⎣
2X 0
0 2Y
Y X

⎤

⎦

The Jacobian ideal J is generated by the 2 × 2 minors of M : 4XY , 2X2 and
−2Y 2. Thus I : J is the trivial ideal generated by 1 while the radical of I is
generated by X and Y .

Proof. Since R is regular in F̃−1R, I(S, F ) is generically in complete intersection.
Hence the theorem 2.1 of [2] allows us to conclude.

This lemma allows to transform an SRD in the radical of an ideal I.
Now let’s see how to construct such a strict regular decomposition.

4 Algorithm

As we recalled in the introduction, different methods exist to decompose an ideal
I. Here we propose a new method based on saturations, involving no generic
transformation, and no elimination of the input variables.

Our base algorithm handles incrementally the polynomials of the input. We
do not need a global variable ordering. We assume that we know how to saturate,
compute the dimension and test the radical membership of any ideal in R.
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When R is a polynomial ring, these operations can be done by linear algebra
methods in polynomial space ([15]) or by gröbner bases computations. The table
1 in the last section shows that in practice, using gröbner bases is not necessarily
expensive, and usually cheaper than the worst theoretical exponential space case.

4.1 Main Idea of the Algorithm

Let g1, . . . , gm be a list of generators of I. At each step we compute a strict
regular decomposition of 〈g1, . . . , gc〉 based on a strict regular decomposition of
〈g1, . . . , gc−1〉.

We begin with a simple regular set defined as the pair of the sequence (g1)
and the empty set. This regular set forms trivially a regular decomposition of
the ideal 〈g1〉.

At step c, let Dc−1 be a strict regular decomposition of 〈g1, . . . , gc−1〉. For
(S, F ) ∈ Dc−1, let JSF be the ideal generated by S and gc, and saturated by the
polynomials in F :

JSF = (〈S〉 + 〈gc〉) :
∏

f∈F

f
∞

The incremental step consists in computing SRDs of the ideals JSF for all
(S, F ) ∈ Dc−1, such that their union forms a new strict regular decomposition
Dc of 〈g1, . . . , gc〉.

4.2 Recursion Step

Main case distinction

Let (S, F ) be a regular set, p a polynomial, and JSF the ideal defined as:

JSF = (〈S〉 + 〈p〉) :
∏

f∈F

f
∞

Moreover, let R′ be the ring of fraction F̃−1R, and M be the quotient R′−
module R′/SR′.

Now we want to compute a strict regular decomposition of JSF , so we need
to consider two cases:
– p is a nonzerodivisor on M .
– p is a zerodivisor on M

The first case is the easy one. The sequence S′ = S, p is regular on R′, such
that (S′, F ) is a regular set. And the algebraic zeros of (S′, F ) trivially equal the
zeros of JSF , such that (S′, F ) forms an SRD of JSF .

In the second case, we split JSF in two regular sets. The idea is to compute a
polynomial h ∈ I(S, F ) : p∞ such that p + h is a nonzerodivisor on M . We will
see in the next section that such a h exists and how to construct it. Then :

(S, F ∪ {h}) and ((S, h), F )

are two regular sets. And we will prove that their constructible zeros are disjoint
and the union of their algebraic zeros is exactly V(JSF ).
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Split Algorithm

We need some preparatory lemmas.

Lemma 1. Let R be a Cohen-Macaulay ring, and I an ideal generated by a
regular sequence in R. Let p be a zerodivisor on the quotient module R/IR.

Then I : p∞ is not included in
√

I.

Remark 2. Note that if R is a Cohen-Macaulay ring and F is a multiplicatively
closed set, then F−1R is also a Macaulay ring [16].

Proof. I being generated by a regular sequence, its associated primes ass(I) are
isolated and ass(I) = ass(

√
I). Moreover, p is a zerodivisor on R/IR and is thus

contained in an associated prime P of I. In particular, I : p∞ is not included in
P , neither in

√
I.

Lemma 2. Let I be an ideal and p, q two polynomials of a polynomial ring such
that pq ∈

√
I.

Then, the following equality holds:
√

I + 〈p, q〉 =
√

I + 〈p + q〉.

Proof. The inclusion from left to right is obvious. For he other side, we remark
that pq, p(p + q) and q(p + q) belongs to

√
I + 〈p + q〉, and thus p2 and q2 too,

which achieves the proof.

Geometrically speaking, this means that if V(I) ⊂ V(p)∪V(q), then V(I)∩V(p)∩
V(q) = V(I) ∩ V(p + q). This is the key tool that will allow us to get a regular
sequence without using a full random combination of the generators.

Our split algorithm is the main part of the recursive step. Given a regular set
(S, F ) and a polynomial p, let I be the ideal generated by S in R′ := F̃−1R.
The following algorithm computes a polynomial h ∈ I : p∞ such that p + h is a
nonzerodivisor on R′/IR′.

Algorithm 1 (Split)
Input: a regular set (S, F ) and a polynomial p in a ring R

(R′:=F̃−1R and I is the ideal generated by S in R′)
Output: a polynomial h in I(S, F ) : p∞

such that p + h is a nonzerodivisor on R′/SR′

– h:=0
– while p + h is a zerodivisor on R′/IR′

do

- J :=I : (p + h)∞

- choose g ∈
(
J \

√
I
)

∩ R

- h:=h + g
– done

– return h �

Remark 3

– p+h is a zerodivisor on R′/IR′ if and only if the height of I + 〈p + h〉 equals
the height of (S, F ), which allows us to test this condition by computing the
dimension of an ideal.
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– The operation Choose consists in testing if the generators of J belongs to√
I until we find one outside

√
I.

– Note that we do not need to compute fully J . The saturation of I by p + h
may be stopped as soon as we get a polynomial g which does not belong to√

I.
– The number of iteration of the loop is bounded by the number of primes

associated to I, as proven in the following proof of correctness,

Proof. of correctness For the correctness of this algorithm, we need to prove
that h is actually in I(S, F ) : p∞, and that the algorithm will eventually stop.

The first assertion comes from the fact that J is always included in I : p∞.
Indeed, let h ∈ I : p∞, then if x ∈ I : (p+h)∞, it is easy to check that x ∈ I : p∞,
such that J ⊂ I : p∞. Thus if h ∈ I : p∞ then g + h also belongs to I : p∞

which allows us to conclude by recurrence that the returned polynomial is in
I : p∞ ∩ R = I(S, F ) : p∞.

To prove the termination of the algorithm we use the associated primes of I,
denoted by ass(I). More precisely, if p + h is a zerodivisor on I, let k be the
number of primes containing p + h. We write

ass(I) = {P1, . . . , Pk, Q1, . . . , Qs}

such that p + h ∈
⋂k

i=1 Pi and I : (p + h)∞ ⊂
⋂s

i=1 Qi .
As in the algorithm, let g ∈ I : (p + h)∞ be a polynomial such that g /∈

√
I.

We show that in this case p + h + g is contained at most in k − 1 associated
primes of I. For all 1 ≤ i ≤ s,

g ∈ Qi, p + h /∈ Qi =⇒ p + h + g /∈ Qi

Beside, since g /∈
√

I there exists 1 ≤ i0 ≤ k such that g /∈ Pi0 .This implies that
p + h + g /∈ Pi0 and may only be included in at most k − 1 primes of I.

By recurrence, we see that the number of associated primes of I containing
p + h decreases strictly at each loop until it reaches zero, in which case p + h is
a nonzerodivisor on R′/IR′ and the computation stops.

Now let’s come back to our main algorithm.

Lemma 3. Let (S, F ) be a regular set. Using the notations of the beginning
of section 4.2, let p be a polynomial of R zerodivisor on R′/IR′, and h be the
polynomial returned by the Split algorithm.

Then {(S, F ∪ {h}), ((S, p + h), F )} is a strict regular decomposition of JSF .

Proof. To prove that the two regular sets form a regular decomposition of JSF ,
it is sufficient to prove that the following equality holds in R′,

√
I + 〈p〉 =

√
I : h∞ ∩

√
I + 〈p + h〉

Since h ∈ I : p∞, ph ∈
√

I and the lemma 2 allows us to conclude that√
I + 〈p + h〉 =

√
I + 〈p, h〉. Beside, p ∈

√
I : h∞. Thus, we have

√
I + 〈p〉 ⊂
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√
I : h∞∩

√
I + 〈p + h〉. For the other inclusion, let x ∈

√
I : h∞∩

√
I + 〈p + h〉.

Then there exists q ∈ I,r ∈ R′ and integers k, l such that
{

xk = q + r(p + h)
hlxk ∈ I

Thus we have hlr(p + h) ∈ I, and in particular, hr ∈
√

I + 〈p〉. This allows us
to conclude that x ∈

√
I + 〈p〉 and proves the inclusion.

Finally, to prove that the regular decomposition is strict, we remark that
since h ∈

√
I + 〈p + h〉, the constructible zeros of ((S, p + h), F ) are distinct

from those of (S, F ∪ {h}).

4.3 Complete Algorithm

The complete algorithm may be written recursively as follow.

Algorithm 2 (SRD)
Input: - a regular set (S, F )

- the list of the remaining generators gc, . . . , gm

Output: a SRD of (〈S〉 + 〈gc, . . . , gm〉) :
∏

f∈F f
∞

– if the list of remaining generators is empty then

- return {(S, F )}
– J:=I(S, F )
– if gc is a nonzerodivisor on R/JR then

- S′:=S, gc

- return SRD((S′, F ), (gc+1, . . . , gm))
– else

- h:=Split((S, F ), gc)
- S′:=S, p + h
- F ′:=F ∪ {h}
- return SRD((S, F ′), (gc+1, . . . , gm)) ∪ SRD((S′, F ),(gc+1, . . . , gm)) �

Proof. of correctness
We show by recurrence on the number of remaining polynomials that the function
SRD computes correctly a strict regular decomposition of

(〈S〉 + 〈gc, . . . , gm〉) :
∏

f∈F

f
∞

First, if the remaining list is empty, then SRD returns {(S, F )}, which is
trivially a strict regular decomposition of (〈S〉) :

∏
f∈F f

∞.
Now we suppose that the output of SRD is correct when the number of

remaining polynomials is m − c, and show it is still correct for m − c + 1 poly-
nomials. The input of SDR is (S, F ) and (gc, . . . , gm). If gc is a nonzerodivisor
on R/I(S, F )R, then the recurrence assumption allows us directly to conclude.
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If not, the choice of the polynomial h and the recurrence assumption assures us
as in lemma 3 that the union of the SRDs of

J1 := (〈S〉 + 〈gc+1, . . . , gm〉) :
(
h
∏

f∈F f
)∞

and
J2 := (〈S〉 + 〈gc + h, gc+1, . . . , gm〉) :

∏
f∈F f

∞

is a regular decomposition of (〈S〉 + 〈gc, . . . , gm〉) :
∏

f∈F f
∞. Moreover, this

decomposition is strict since V(J2) ⊂ V(h) and for all regular set (S, F ) in the
decomposition of J1, we have h ∈ F .

4.4 Examples

Here, we take a small examples to see how the basic algorithm work.

Example 1.
Our ring is Q[X, Y, Z]. We consider the ideal I = 〈XY, XZ, Y Z〉

〈XY〉 〈XY,XZ〉 〈XY,XZ,YZ〉

((XY ), ∅)

((XY ), {Y }) ((XY, Y Z), {Y })

((XY, Y + XZ), ∅)

((XY, Y + XZ), {1})

((XY, Y + XZ, 1 + Y Z), ∅)

In the diagram, the first line represents the ideal 〈g1, . . . , gc〉 for c from 1 to
the number m of generator of the ideal. On each level of the tree (column), we
can read the successive regular decompositions of 〈g1, . . . , gc〉 for 1 ≤ c ≤ m.

Finally in this example, we end with 3 components whose algebraic zeros are
respectively:

– a line: the y-axis
– two lines: the x and z axis
– the empty set

Here is another example: the twisted curve.

Example 2. (Twisted curve)
I =
〈
XZ − Y 2, WY − Z2, WX − Y Z

〉
⊂ Q[W, X, Y, Z].

˙
XZ − Y2¸ ˙

XZ − Y2, WY − Z2¸ ˙
XZ − Y2, WY − Z2, WX − YZ

¸

`
(XZ − Y 2), ∅´ `

(XZ − Y 2, WY − Z2), ∅´

`
(XZ − Y 2, WY − Z2), {Z}´

`
(XZ − Y 2, WY − Z2, Z + WX − Y Z), ∅´
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In this decomposition, we may notice that if we obtain an SRD of the ideal
defining the twisted curve, the algebraic zeros associated are redundant. We see
in section 5 how to avoid such redundancies.

5 Optimizations

In this section, we will see how to use known methods to improve our algorithm.
The modified algorithm won’t be purely incremental anymore. The three first
subsections are dedicated to improve the practical behaviour of the algorithm.
The two last subsection show how to compute an SRD whose algebraic zeros are
not redundant.

5.1 Pruning the Tree (I)

In the algorithm stated previously, we compute a tree of regular sets. However,
each time we split a regular set, we may create branches which will lead to
regular sets with empty algebraic zeros. We show how to prune these branches.

Let I be an ideal generated by g1, . . . , gm, and (S, F ) be a regular set of the
SRD of 〈g1, . . . , gc〉 with c ≤ m. By construction, its child in the computation
tree form an SRD its saturated ideal. Thus, if Dm is an SRD of I, the set DSF

of regular sets (S′, F ′) ∈ Dm who are descendants of (S, F ) in the computation
tree verifies the following equality:

⋃

(S′,F ′)∈DSF

Z(S′, F ′) = V

⎛

⎝(〈S〉 + I) :
∏

f∈F

f
∞
⎞

⎠

This gives us a useful criterion to prune the tree.

Algorithm 3 (Pruning test)
Input: a regular set (S, F ) and an ideal I
Output: Prune reject,Prune keep(G) or Continue

– G:=(I + 〈S〉) :
∏

f∈F f∞

– if G = 〈1〉 then

- return Prune reject

– else if the number of generators of G equals the height of (S, F ) then

- return Prune keep(G)
– else

- return Continue �

5.2 Degree ordering

As a first step, we can compute a Gröbner basis of the ideal I we want to
decompose and sort the generators from the smallest to the highest degree. This
may allow us to work with intermediate ideals of smaller degrees.

Beside, in order to reduce the number of input polynomials, we may also
remove all polynomials gc included in

√
g1, . . . , gc−1. Else this step is done during
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the computation of SRD for all the regular sets of the regular decomposition of√
g1, . . . , gc−1.

5.3 Fraction Field

When the working field is a fraction field K(T1, . . . , Ts), most of the tests in our
algorithm may be stepped-up by specializing the parameters by random values.
Indeed, in the SRD and Split algorithm, the test of zerodivision may be done
with specialized parameters, as well as the membership test to the radical of an
ideal. The pruning test may also be done with specialized parameters.

Finally, in the Split algorithm, the saturation of I by p + h may first be
done with the parameters specialized in order to test the minimal degree bound
d necessary to obtain a polynomial outside of

√
I. Then we can use d to bound

the degrees in the saturation process with symbolic parameters.
Thus this algorithm seems well-suited for computing in fraction coefficients

field at the expense of using probabilistic tests.

Remark 4. If K = Q, we can also choose a random prime number μ and compute
the tests in characteristic μ.

5.4 Zero-Dimensional Case

As seen in section 3, we can derive a radical equidimensional decomposition of
an ideal from its SRD. In the zero-dimensional case the SRD of an ideal I has
the good property of not being redundant. Indeed:

Lemma 4. Let (S, F ) be a regular set of K[X1, . . . , Xn], of height n. Then the
following equality hold:

Z(S, F ) = C(S, F )

Proof. Under the assumptions, Z(S, F ) is a 0-dimensional variety and C(S, F ) ⊂
Z(S, F ). If the inclusion is strict then there exists an isolated point p in Z(S, F )\
C(S, F ) and p /∈ C(S, F ) = Z(S, F ), which is a contradiction.

Since for an SRD, the constructible zeros of its regular sets are pairwise disjoint,
this implies no redundancy of the algebraic zeros.

Remark 5. In the general case, we should remind that this decomposition may
be redundant as we may see in the following example.

Example 3. Let I =
〈
XY, X2

〉
⊂ Q[X, Y ]. Here is the computation tree pro-

duced by our algorithm computing an SRD of I.

〈XY〉
〈
XY,X2

〉

((XY ), ∅)

((XY ), {Y })

(
(XY, Y + X2), ∅

)
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In this example, the SRD of I is a set of two regular sets, whose algebraic zeros
are redundant:

– Z((XY ), {Y }) = V(〈X〉)
– Z((XY, Y + X2), ∅) = V(〈X, Y 〉)

Thus, with the previous optimizations, while computing an SRD of a zero-
dimensional ideal, the algorithm computes no useless regular set. Moreover if the
coefficient field is a fraction field, then we can use the optimizations of section 5.3.

5.5 Pruning the Tree (II)

Finally, using the ideas of [12] we can compute an SRD whose algebraic zeros are
not redundant. Roughly, it consists in computing regular sets of higher dimension
first in the tree. The detailed algorithm is as follow:

Algorithm 4
Input: An ideal I of a polynomial ring K[X1, . . . , Xn]
Output: A SRD of I with no redundant algebraic zeros

– D := ∅
– P := 〈1〉
– While not P ⊂

√
I

- Choose g ∈ P \
√

I
- J := I : g∞

- Find a maximal independent set Xi1 , . . . , Xis with respect to J .
- D0 :=SRD(J) over the fraction field K(Xi1 , . . . , Xis)
- Dc :=Contract the regular sets of D0 to K[X1, . . . , Xn]
- P := P ∩

⋂
(S,F )∈Dc

I(S, F )
- D := D ∪ Dc

– Done

– Return D �

Given a regular set (S, F ), the contraction from K(X1, . . . , Xs)[Xs+1, . . . , Xn] to
K[X1, . . . , Xn] of (S, F ) is a crucial step of the algorithm. Let Sc be a sequence
of polynomials in K[X1, . . . , Xn], equal to S up to multiples in K[X1, . . . , Xs].
Let f be a polynomial in K[X1, . . . , Xs] and in the prime components I(Sc, F )\
I(Sc, F )ec, computed as in Chapter 8, section 7 of [17] for example. Then, the
output of Contract(S, F ) is (Sc, F ∪ {f}).

6 Practical Behaviour

To validate our approach, we implemented our optimized algorithm in Singu-

lar. Using the examples of [18], we present the time of different available decom-
positions methods. Here is a summary of the different functions implemented in
Singular (more details may be found in [18]):
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– minAssGTZ computes the minimal associated primes of an ideal using the
algorithm of [10].

– minAssChar computes the minimal associated primes using Ritt-Wu charac-
teristic sets.

– equidim computes a weak equidimensional decomposition using Gröbner
basis properties presented in [10] or [11]. The embedded components may be
replaced by others with the same radical.

– equidim-EHV computes a weak equidimensional decomposition using the al-
gorithm of [2].

Table 1. Time of equidimensional decompositions (in hundredths of second)

minAssGTZ minAssChar equidim equidim-EHV SRD

DGP1 13 7 1 1 25
DGP2 20 16 41 16 42
DGP3 3 1 4 5 3
DGP4 9 3 4 2 7
DGP5 37 * 238 * 88
DGP6 7 19 473 * 213
DGP7 12 32 16 16 24
DGP8 3 397 1 1 6
DGP9 32 1916 1 1 6
DGP10 8 * 0 1 7
DGP11 * * 8 6 64
DGP12 43 * 0 0 3
DGP13 19 * 0 1 6
DGP14 4 5 2 1 0
DGP15 22 281 1 0 47
DGP16 330 3721 153 143 410
DGP17 99 * 0 0 5
DGP18 6 213 1 1 11
DGP19 7 * 4 3 14
DGP20 8 304 5 195 26
DGP21 1 1 10 13 5
DGP22 13 13 59 * 42
DGP23 47 40 30 * 44
DGP24 4 8 9 20 3
DGP25 55 142 921 * 242
DGP26 28 * 0 1 16
DGP27 6 21 0 0 2
DGP28 13 11 1 0 1
DGP29 2 0 2499 * 4
DGP30 91 46 8 * 30
DGP31 5 2 0 0 1
DGP32 5 5 68 * 19
DGP33 4 3 2 1 11
DGP34 * * 3 3 62

* Means that the computation took more than 60 seconds.
(the cpu is a 32 bits, 2.8GHz Intel pentium)
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Finally, SRD denotes the algorithm presented in this paper.
One can see on the table 1 that an SRD computation may be faster on some

examples, and slower on others. Beside, in most of the cases the order of magni-
tude is less than one second and the running time never goes beyond 5 seconds.
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Abstract. Computation of Gröbner bases of polynomial systems with co-
efficients of floating-point numbers has been a serious problem in computer
algebra for many years; the computation often becomes very unstable and
people did not know how to remove the instability. Recently, the present
authors clarified the origin of instability and presented a method to re-
move the instability. Unfortunately, the method is very time-consuming
and not practical. In this paper, we first investigate the instability much
more deeply than in the previous paper, then we give a theoretical analy-
sis of the term cancellation which causes loss of accuracy in various cases.
On the basis of this analysis, we propose a practical method for computing
Gröbner bases with coefficients of floating-point numbers. The method uti-
lizes multiple precision floating-point numbers, and it removes the draw-
backs of the previous method almost completely. Furthermore, we present
a practical method of estimating the ill-conditionedness of the input
system.

1 Introduction

Algebraic computation of polynomials with floating-point numbers is a recent hot
theme in computer algebra, and many works have been done on the approximate
GCD (greatest common divisor), on the approximate polynomial factorization,
and so on [15]. However, computation of Gröbner bases with floating-point num-
bers (floating-point Gröbner bases, in short) is just at the beginning of research,
although it is a very important theme in approximate algebraic computation (ap-
proximate algebra). There are two kinds of floating-point Gröbner bases: the first
kind is where the coefficients of input polynomials are exact (algebraic numbers
or real/complex numbers) but we approximate them by floating-point numbers
for some reasons, and the second kind is where the coefficients are inexact hence
we express them by floating-point numbers. This paper deals with the second
kind.
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The first kind of floating-point Gröbner bases were studied by Shirayanagi and
Sweedler [11], [12], [13]. The second kind of floating-point Gröbner bases were
studied by Stetter [14], Fortuna, Gianni and Trager [5], Traverso and Zanoni
[18], [17], Weispfenning [19], Kondratyev, Stetter and Winkler [8], Gonzalez-
Vega, Traverso and Zanoni [6], Stetter [16], Bodrato and Zanoni [2], Mourrain
and his coworkers [9], and so on. How to compute floating-point Gröbner bases
stably was, however, an open problem for many years. A breakthrough was
attained recently by [10], in which the authors clarified the origin of instability
of computation and proposed a stable method.

According to [10], there are two origins of instability: one is main-term can-
cellation (for main terms, see the beginning of Subsect. 2.1), and the other is the
appearance of fully erroneous terms (the leading digit is an error). In the com-
putation of Gröbner bases, the main terms of two polynomials sometimes cancel
one another in the subtraction, causing large numerical errors. The main-term
cancellation is often exact, and exact cancellation with floating-point numbers
usually yields a fully erroneous term. If a fully erroneous term appears as a
leading term, subsequent computation will be fully wrong.

In [10], the authors classified the main-term cancellation into two types, can-
cellation due to self-reduction and intrinsic cancellation. Self-reduction is caused
by a polynomial with small or large leading term, just as the elimination by a
small pivot row causes large cancellations in Gaussian elimination. The numerical
errors due to self-reduction are avoidable, as we will explain later. The intrinsic
cancellation is similar to cancellation which occurs in ill-conditioned numerical
matrix; see Example 1 in Sect. 2. We want to know the amounts of intrinsic
cancellations. One reason is that the accuracy of floating-point Gröbner basis is
reduced by the amounts. Another reason is that knowing the amounts seems to
be crucial for computing approximate Gröbner bases; see [10].

In [10], in order to remove the instability of computation due to self-reduction,
the authors proposed to replace each small leading coefficient by an independent
symbol and, in the case of large leading term, multiply a symbol to the terms
other than the leading term. We call this method symbolic coefficient method.
They remove fully erroneous terms by representing numeric coefficients by “ef-
fective floating-point numbers (efloats)”; we explain the efloat in Subsect. 4.2.
The efloats work quite well. However, the symbolic coefficient method has two
serious drawbacks: 1) it is very time-consuming because we must handle polyno-
mials with symbolic coefficients, and 2) it cannot completely remove the errors
due to self-reduction, because even a leading term of relative magnitude 0.3, say,
may cause considerable errors.

In this paper, we propose a new method for avoiding the errors due to self-
reduction. The new method does not introduce any symbol but it employs mul-
tiple precision effective floating-point numbers (big-efloats), hence the method is
much more efficient than the symbolic coefficient method. In the new method,
self-reduction is not avoided but we will show that it does not reduce the ac-
curacy of the Gröbner basis computed. Furthermore, we propose a method to
estimate the amount of intrinsic cancellation.
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2 Instability Due to Self-reduction

First of all, we emphasize that we compute Gröbner bases by successive
eliminations of leading terms. This is crucial in the following arguments.

By F, G, etc., we denote multivariate polynomials with coefficients of floating-
point numbers. The norm of polynomial F is denoted by ‖F‖; we employ the
infinity norm, i.e., the maximum of the absolute values of numerical coefficients
of F . For notions on Gröbner bases, we follow [4]. A power product is a term
with no coefficient. By lt(F ), lc(F ) and rt(F ) we denote the leading term, the
leading coefficient and the reductum, respectively, of F , w.r.t. a term order .:
F = lt(F ) + rt(F ) with lt(F ) . rt(F ). By Spol(F, G) and Lred(F, G) we denote
the S-polynomial of F and G and the reduction of leading term of F by G,
respectively. By reduction of F by G, we mean Lred(F, G). Lred(F, G) is often
expressed as F

G−→ F̃ . By F
G−→→ F̃ we denote successive reductions of F by G

so that lt(F̃ ) is no more reducible by G.
We explain intrinsic cancellation by an example. In order to ease the reader

to check our computation of examples, we construct examples by converting
rational number coefficients into double precision floating-point numbers.

Example 1. Simple example which exhibits intrinsic cancellation.
⎧
⎨

⎩

P1 = 57/56 x2y + 68/67 xz2 − 79/78 xy + 89/88 x

P2 = xyz3 − xy2z + xyz

P3 = 56/57 xy2 − 67/68 yz2 + 78/79 y2 − 88/89 y

⎫
⎬

⎭ (2.1)

We convert P1, P2, P3 into erroneous polynomials by converting their coefficients
into double precision floating-point numbers. Then, we compute a Gröbner ba-
sis w.r.t. the total-degree order with x . y . z, using 30-digit floating-point
numbers. We obtain the following unreduced Gröbner basis (correct figures are
underlined).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P1, P2, P3 are unchanged,

P6 = y2z2 − 2.995436947732552644538319700370xy2

− 1.0020782165123748257674951096740 y3

+ 1.9983254691737245140192885621560xy + · · · ,

P7 = xz2 − 1.764316342370426661429391997320e−3yz2

− 9.947232450186805419457332443380e−1xy

+ 1.7679829737261936385647927531480e−3y2 + · · · .

We see that some relative errors have been increased by about 104. ��

2.1 Clones and Self-reduction Caused by Small Leading Terms

We use notation F ≈ G if ‖F−G‖ / ‖G‖ and ‖F‖ = O(‖G‖) if η < ‖F‖/‖G‖ <

1/η, where η is a positive number less than 1 but not much less than 1. (In our
computer program, we set η = 0.2 and specify ‖G‖ / ‖F‖ to be ‖G‖ < 0.2 ‖F‖.)
We call a polynomial F normal if |lc(F )| = O(‖rt(F )‖). We call a term T of F

a main term if ‖T ‖ = O(‖F‖).
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Definition 1 (clone). Let R be either Spol(F, G), Lred(F, G) or F
G−→→ R. If

R ≈ M rt(G), with M a monomial, then R is called a clone of G and denoted
by clone(G). Let ‖F‖ = ‖G‖ = 1. We call ‖R‖/‖rt(G)‖ likeness of the clone.

Let F1 and F2 be normal polynomials and G be a polynomial with small leading
term, |lc(G)| / ‖G‖. Suppose that F1 and F2 are reduced by G as

F1
G−→→ F̃1, F2

G−→→ F̃2 (F1 
= F̃1, F2 
= F̃2) . (2.2)

Then, so long as |lc(Fi)|/‖Fi‖ 0 |lc(G)|/‖G‖ (i=1, 2), we usually have

F̃1 ≈ M1 rt(G) and F̃2 ≈ M2 rt(G) , (2.3)

where M1 and M2 are the monomial multipliers in the last reductions, hence F̃1

and F̃2 are clones of G. We consider Spol(F̃1, F̃2); we do not consider Lred(F̃1, F̃2)
or Lred(F̃2, F̃1), because Spol(F̃1, F̃2) = Lred(F̃1, F̃2) if lt(F̃2) | lt(F̃1) and
Spol(F̃1, F̃2) = −Lred(F̃2, F̃1) if lt(F̃1) | lt(F̃2) . Let Spol(F̃1, F̃2) = M̃1F̃1 −
M̃2F̃2, where M̃1 and M̃2 are monomials. Note that we may have lt(F̃i) .
Mi rt(G) (i ∈ {1, 2}). In order to avoid this case, we assume that

lt(F̃1) ≈ lt(M1 rt(G)) and lt(F̃2) ≈ lt(M2 rt(G)) . (2.4)

Under condition (2.4), we have Spol(F̃1, F̃2) ≈ M̃1M1 rt(G)−M̃2M2 rt(G), hence
we have ‖Spol(F̃1, F̃2)‖ ≈ ‖M̃1M1 rt(G)− M̃2M2 rt(G)‖ / ‖M̃1M1 rt(G)‖. This
means that all the main terms of M̃1M1 rt(G) and M̃2M2 rt(G) nearly cancel
each other; the cancellation is exact if

lt(F̃1) = lt(M1 rt(G)) and lt(F̃2) = lt(M2 rt(G)) . (2.5)

Obviously, the above argument is valid for the case of F̃1 = Spol(F1, G) and/or
F̃2 = Spol(F2, G). The above near cancellation of all the main terms in clones
was called “self-reduction” in [10].

We must be careful in treating binomials with small leading terms. Let F1 and
F2 be normal polynomials as given above, and let the reducer G be a binomial
with small leading term: G = g1T1 + g2T2 with |g1| / |g2|, where T1 and T2

are power products. Then, Lred(F1, G) becomes a polynomial with one large
term, and so is Lred(F2, G). Let F̃i = Lred(Fi, G) ≈ MiT2 (i = 1, 2), where Mi

is a monomial. If lt(F̃i) ≈ MiT2 (i=1, 2) then Spol(F̃1, F̃2) does not cause self-
reduction. Self-reduction occurs only when lt(F̃i) . MiT2 (i=1, 2), lt(F̃1)M2 ≈
lt(F̃2)M1 and |lc(F̃1)|/‖F̃1‖ ≈ |lc(F̃2)|/‖F̃2‖, which is unlikely to occur. We
must notice, however, that G generates a polynomial with one large term. If
the large term is the leading term then self-reduction may occur later, as we
will explain below. Even if the large term is not the leading term, subsequent
reductions may generate a polynomial with large leading term.

2.2 Self-reduction in Three Other Cases

Particularly large leading terms can also cause self-reductions, but the situation
is pretty different. Let F1 and F2 be polynomials with large leading terms, and
G be a normal polynomial:



282 T. Sasaki and F. Kako

|lc(Fi)| / ‖rt(Fi)‖ (i = 1, 2) , |lc(G)| = O(‖rt(G)‖) . (2.6)

Then, we can express Lred(Fi, G) (i=1, 2) as follows:

Lred(Fi, G) = Fi − lc(Fi)/lc(G) · TiG ≈ −lc(Fi)/lc(G) · Ti rt(G) , (2.7)

where T1 and T2 are power products. Therefore, Lred(Fi, G) is a clone of G,
and self-reduction may occur in Spol(Lred(F1, G), Lred(F2, G)). Note that self-
reduction requires two polynomials with large leading terms. Therefore, self-
reduction by polynomials with large leading terms is not frequent. Note further
that the reduction of a polynomial F with a large leading term by a polynomial
G with a small leading term generates a clone of very large likeness: the likeness
is (|lc(F )|/‖rt(F )‖) · (‖G‖/|lc(G)|).

Polynomial F may be reduced by G1, . . . , Gm successively: F
G1−→→ · · · Gm−→→ F̃ .

Here, G1, . . . , Gm are polynomials with small leading terms and the reduction
by each Gj (1 ≤ j ≤ m) generates a clone(Gj). In this case, we call F̃ an m

multiple clone, and represent it as clone(G1, . . . , Gm).
We have a more complicated self-reduction which we call paired self-reduction.

Let normal polynomials F1 and F2 be reduced, respectively, by G1 and G2 which
are polynomials with small leading terms: Fi

Gi−→ F̃i (i=1, 2). There may occur
self-reduction in Spol(F̃1, F̃2), if F1, F2, G1 and G2 satisfy several conditions
which are seldom satisfied. Because of the page limit, we omit the explanation
of paired self-reduction.

Example 2. Simple system causing large errors (an example given in [10]).⎧
⎨

⎩

P1 = x3/10.0 + 3.0x2y + 1.0y2

P2 = 1.0x2y2 − 3.0xy2 − 1.0xy

P3 = y3/10.0 + 2.0x2

⎫
⎬

⎭

We compute a Gröbner basis w.r.t. the total-degree order with x . y . z, using
double precision floating-point numbers, just as we compute a Gröbner basis
over Q. We show about two-thirds of the steps.

1 : Spol(P3, P2)
P1−→ P1−→ P2−→ P3−→

P1

−→ P4 /∗ P4 = clone(P1)
2 : P4 = x2y + 29.8 · · ·xy2 + 3.33 · · ·y3 + 10.0xy + 0.333 · · ·y2

3 : P2
P4−→ P3−→

P1

−→
P4

−→ P ′
2 /∗ P ′

2 = clone(P1, P4)
4 : P ′

2 = xy2 + 0.111 · · ·y3 + 0.334 · · ·xy − 0.000041 · · ·y2

5 : Spol(P3, P
′
2)

P3−→
P1

−→
P4

−→
P ′

2

−→ P3−→ P5 /∗ self-reduction
6 : P5 = x2 + 7.14 · · ·xy + 0.573 · · ·y2

7 : P4
P5−→ P ′

2−→ P3−→
P5

−→ P ′
4 /∗ P ′

4 = clone(P5)
8 : P ′

4 = xy + 0.0844 · · ·y2

9 : P ′
2

P ′
4−→ P3−→

P5

−→
P ′

4

−→ P ′′
2 /∗ self-reduction
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Here, the polynomials boxed show clones and reducers which generate clones; the
clones and self-reductions are commented in the right column. The above com-
putation causes a very large cancellation: self-reductions in Steps 5 and 9 cause
cancellations of O(108) and O(102), respectively. Other steps of computation
cause almost no cancellation.

In Step 1, Spol(P3, P2) is a polynomial with large leading term and two reduc-
tions by P1 give a clone of very large likeness, but it is erased by the subsequent
reduction by P2; P3 is a binomial but the reduction by P3 does not generate a
polynomial with a large term, so we do not mind the reduction; the final reduc-
tion by P1 gives a clone, i.e., P4 = clone(P1). In Step 3, the first reduction by
P4 gives a clone but the clone is erased by the subsequent reduction by P3; the
reduction by P1 gives a clone, and the clone is reduced by P4 having a small
leading term, hence P ′

2 is a double clone. In Step 5, reductions by P1 and P4

give a double clone, and the double clone is reduced by another double clone P ′
2,

hence there occurs self-reduction between double clones. ��

We explain why such large cancellations occur in Example 2. P ′
2 in Step 3 is

a double clone generated by successive reductions by P1 and P4, and so is
the clone(P1, P4) obtained in Step 5. Following Theorem 1 in the next sec-
tion, one may think that the amount of cancellation caused by self-reduction
is O((‖P1‖/|lc(P1)|)(‖P4‖/|lc(P4)|)). Actually, we encounter a much larger can-
cellation. The reason for this superficial discrepancy is that, before the re-
duction by P1, the polynomial concerned has been reduced by a binomial P3

with a small leading term. Hence, Lred(Lred(Lred(�, P3), P1), P4) becomes
a polynomial of very large likeness. The analysis in the next section shows
that the actual amount of cancellations occurred is O((‖P1‖/|lc(P1)|)2
(‖P3‖/|lc(P3)|)2). In fact, the symbolic coefficient computation in [10] shows this
symbolically.

3 Analysis of Self-reductions Given in Sect. 2

In [10], we analyzed only the typical self-reduction by single clones. In this sec-
tion, we analyze the self-reductions given in Sect. 2, in particular, self-reduction
by multiple clones.

Following Collins [3], we introduce the concept of associated polynomial. Let
polynomials Pi (i = 1, . . . , n) be expressed as Pi = ci1T1 + · · · + cimTm, where
T1, . . . , Tm are power products, and let M = (cij) be an n × m matrix, where
n ≤ m. The polynomial associated with M , which we denote by assP(M), is
defined as follows.

assP

⎛

⎜⎝
c11 · · · c1n · · · c1m

...
. . .

...
. . .

...
cn1 · · · cnn · · · cnm

⎞

⎟⎠ def=
m−n∑

i=0

∣∣∣∣∣∣∣

c11 · · · c1,n−1 c1,n+i

...
. . .

...
...

cn1 · · · cn,n−1 cn,n+i

∣∣∣∣∣∣∣
Tn+i . (3.1)
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3.1 Analysis of Self-reduction by Double Clones

Let polynomials F and F ′ be expressed as F = f1S1 + f2S2 + · · · + fmSm and
F ′ = f ′

1S
′
1 + f ′

2S
′
2 + · · · + f ′

mS′
m, where Si and S′

i (i ≥ 1) are power products
satisfying Si . Si+1, Si = SS′

i for some power product S, and f1f
′
1 
= 0 (some

of fj or f ′
j (j > 1) may be 0). Let polynomials G and G′ be G = g1T1 + g2T2 +

· · · + gnTn and G′ = g′1T
′
1 + g′2T

′
2 + · · · + g′nT ′

n, where Ti and T ′
i (i ≥ 1) are

power products satisfying Si = TTi and S′
i = T ′T ′

i for some power products T

and T ′, and g1g
′
1 
= 0 (some of gj or g′j (j > 1) may be 0). We consider the case

that both F and F ′ are reduced k times by G and then reduced k′ times by G′:

F
G−→ · · · G−→ G′

−→ · · · G′
−→ F̃ and F ′ G−→ · · · G−→ G′

−→ · · · G′
−→ F̃ ′, hence F̃ and

F̃ ′ are double clones of G and G′. The next lemma is well known; we can easily
prove it by mathematical inductions on k and k′ (cf. [3]).

Lemma 1 (well known). Let F , G and G′ be defined as above. Suppose F

is reduced k times by G then reduced k′ times by G′ (only the leading terms
are reduced), then the resulting polynomial F̃ can be expressed as (we discard a
numerical multiplier)

F̃ = assP

⎛

⎜⎜⎜⎜⎜⎜⎝

f1 f2 · · · fn fn+1 · · · · · ·
g1 g2 · · · gn

. . . . . . · · · . . .
g′1 g′2 · · · g′n

. . . . . . · · · . . .

⎞

⎟⎟⎟⎟⎟⎟⎠
, (3.2)

where the numbers of (· · · g1 · · · gn · · ·)-rows and (· · · g′1 · · · g′n · · ·)-rows are k and
k′, respectively. Here, polynomials F , G and G′ are padded suitably by zero-
coefficient terms so that the elements in each column of the matrix (3.2) corre-
spond to the same term, as in (3.1).

Theorem 1. Let F , F ′, F̃ and F̃ ′ be as above, and assume that lt(F̃ )/lc(F̃ ) =
S lt(F̃ ′)/lc(F̃ ′), with S a power product. Let F̃ and F̃ ′ be expressed as in (3.2) (for
F̃ ′, we must replace the top row by (f ′

1 f ′
2 · · · f ′

n · · ·)). Then, lc(F̃ ′)F̃ − lc(F̃ )SF̃ ′

can be factored as

∣∣∣∣∣∣∣∣∣∣∣∣

g1 · · · gk · · · gk+k′

. . . . . . · · ·
...

g′1 · · · g′k′

. . .
...
g′1

∣∣∣∣∣∣∣∣∣∣∣∣

× assP

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

f1 f2 · · · fn fn+1 · · · · · ·
f ′
1 f ′

2 · · · f ′
n f ′

n+1 · · · · · ·
g1 g2 · · · gn

. . . . . . · · · . . .
g′1 g′2 · · · g′n

. . . . . . · · · . . .

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (3.3)

where the numbers of (· · · g1 · · · gn · · ·)-rows and (· · · g′1 · · · g′n · · ·)-rows in
the above matrix are k and k′, respectively.



Floating-Point Gröbner Basis Computation 285

Proof . The coefficient of Sk+k′+i term (i ≥ 2) in lc(F̃ ′)F̃ − lc(F̃ )SF̃ ′ is
∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f ′
1 · · · f ′

k · · · f ′
k+k′ f ′

k+k′+1

g1 · · · gk · · · gk+k′ gk+k′+1

. . . · · · . . .
...

...
g′1 · · · g′k′ g′k′+1

. . .
...

...
g′1 g′1+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f1 · · · fk · · · fk+k′ fk+k′+i

g1 · · · gk · · · gk+k′ gk+k′+i

. . . · · · . . .
...

...
g′1 · · · g′k′ g′k′+i

. . .
...

...
g′1 g′1+i

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(3.4)

−

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f1 · · · fk · · · fk+k′ fk+k′+1

g1 · · · gk · · · gk+k′ gk+k′+1

. . . · · · . . .
...

...
g′1 · · · g′k′ g′k′+1

. . .
...

...
g′1 g′1+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f ′
1 · · · f ′

k · · · f ′
k+k′ f ′

k+k′+i

g1 · · · gk · · · gk+k′ gk+k′+i

. . . · · · . . .
...

...
g′1 · · · g′k′ g′k′+i

. . .
...

...
g′1 g′1+i

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

The Sylvester identity allows us to factor the above expression as

⇒

∣∣∣∣∣∣∣∣∣∣∣∣

g1 · · · gk · · · gk+k′

. . . · · · . . .
...

g′1 · · · g′k′

. . .
...

g′1

∣∣∣∣∣∣∣∣∣∣∣∣

·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f1 · · · fk · · · fk+k′ fk+k′+1 fk+k′+i

f ′
1 · · · f ′

k · · · f ′
k+k′ f ′

k+k′+1 f ′
k+k′+i

g1 · · · gk · · · gk+k′ gk+k′+1 gk+k′+i

. . . · · · . . .
...

...
...

g′1 · · · g′k′ g′k′+1 g′k′+i

. . .
...

...
...

g′1 g′1+1 g′1+i

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (3.5)

This proves the theorem. ��

Remark 1. Consider the case that F is reduced k1 times by G then reduced
k′
1 times by G′ and F ′ is reduced k2 times by G then reduced k′

2 times by G′.
If k1 > k2, for example, then we put k = k2 and treat the result of k1 −k2

reductions of F as a new F . If k′
1 
= k′

2 then F̃ and F̃ ′ are not double clones but
we must treat them as single clones of G′. ��

Remark 2 . Theorem 1 can be generalized easily to the case of multiple clones:

F
G1−→ · · · G1−→ · · · Gj−→ · · · Gj−→ F̃ and F ′ G1−→ · · · G1−→ · · · Gj−→ · · · Gj−→ F̃ ′, where

F̃ = clone(G1, . . . , Gj) and F̃ ′ = clone(G1, . . . , Gj). ��

The above theorem is valid for any G and G′, regardless of the magnitudes of
leading terms of G and G′. The theorem tells us that term cancellations occur
frequently: all the terms that are not proportional to gk

1g′1
k′

cancel one another.
This cancellation does not cause large errors usually. If |lc(G)| / ‖G‖ and/or
|lc(G′)| / ‖G′‖, however, the term cancellation is the main-term cancellation
and it causes large errors. Below, we order-estimate the amount of term cancel-
lation occurring in lc(F̃ ′)F̃ − lc(F̃ )SF̃ ′ in a simple case.
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3.2 Estimation of Amount of Main-Term Cancellation

By D̃1, D̃
′
1, D̃i and D̃′

i, we denote the determinants representing lc(F̃ ), lc(F̃ ′),
the coefficient of Sk+k′+i term of F̃ , and the coefficient of Sk+k′+i term of SF̃ ′,
respectively, hence the first expression in the proof of Theorem 1 is D̃′

1D̃i−D̃1D̃
′
i.

Furthermore, by D̃1i, we denote the determinant of order k+k′+2 in the r.h.s. of
(3.5). The magnitudes of D̃1 etc. change complicatedly as the situation changes,
so we assume that the coefficients of F and F ′ are as follows.

f1 = f ′
1 = 1, fi = 0 or O(1), f ′

i = 0 or O(1) (i ≥ 2). (3.6)

Corollary 1. Let the coefficients of F and F ′ be as in (3.6). Let reducers G and
G′ be polynomials with coefficients such that

|g1| / 1, g2 = · · · = gl−1 = 0, |gl | = O(1), |gl+i | = O(1) or 0,

|g′1| / 1, g′2 = · · · = g′l′−1 = 0, |g′l′ | = O(1), |g′l′+i| = O(1) or 0.
(3.7)

Claim 1: when l = l′ = 2 (hence g2 = O(1) and g′2 = O(1)), there occurs cancel-
lation of amount O((1/g1)k(1/g′1)

k′
) in the computation of lc(F̃ ′)F̃ − lc(F̃ )SF̃ ′.

Claim 2: when l ≥ 3 and/or l′ ≥ 3 (hence g2 = 0 and/or g′2 = 0), let |D̃1| =
O((g1)κ1(g′1)

κ′
1), |D̃i| = O((g1)κi(g′1)

κ′
i) and |D̃1i| = O((g1)κ̃ (g′1)

κ̃′
), then there

occurs cancellation of amount O((1/g1)k−κ1−κi+κ̃(1/g′1)
k′−κ′

1−κ′
i+κ̃′

) in the
computation of lc(F̃ ′)F̃ − lc(F̃ )SF̃ ′.

Proof. When l = l′ = 2, consider D̃1 for example, which is the determinant
constructed from the leftmost k+k′+1 columns of matrix in (3.2). The product
of diagonal elements gives the main term of D̃1, because other terms contain
at least one g1 or g′1. Similarly, if we consider those D̃1i for which f ′

k+k′+i 
= 0,
we see that D̃1i = O(1). Then, determinants in (3.5) lead us to Claim 1. The
determinants also lead us to Claim 2, because the main terms of D̃′

1D̃ and D̃1D̃
′
i

must be of the same order. ��

Determination of κ̃1, κ̃
′
1, κ̃i, κ̃

′
i, κ̃ and κ̃′ in the general case of l ≥ 3 and/or l′ ≥ 3

is messy. Because of the page limit, we omit the determination.
Theorem 1 allows us to analyze self-reduction caused by polynomials with

large leading terms and paired self-reduction, too. For the case of large leading
terms, we put F1 = F , F2 = F ′ and G′ = G, and assume that the leading terms
of F and F ′ are large. Then, estimating the magnitudes of determinants in (3.5),
we obtain the following corollary which can be easily generalized to the case that
F1 and/or F2 contain several large terms at their heads.

Corollary 2. Let F and F ′ be polynomials with large leading terms and G be
a normal polynomial. Put F̃ = Lred(F, G) and F̃ ′ = Lred(F ′, G). Then, in the
computation of Spol(F̃1, F̃2), there occurs main-term cancellation of magnitude
min(|lc(F )|/‖rt(F )‖, |lc(F ′)|/‖rt(F ′)‖).
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4 New Method of Stabilization

We consider that the coefficients of input system of polynomials are inexact.
If the largest relative error in the coefficients is ε then we say the accuracy of
the system is ε. Below, by εm we denote the machine epsilon (= the difference
between 1 and the smallest representable number greater than 1) of double pre-
cision floating-point numbers (double-floats). If the coefficients of input system
are given by double-floats, we have ε ≥ εm.

4.1 Supporting Theorem

We will compute the Gröbner basis by converting each input coefficient into a
multiple precision floating-point number (big-float). We assume that each big-
float is a p-digit decimal number satisfying 10−p / ε, and put εM = 10−p.

Theorem 2. As far as self-reductions treated in Sect. 3 are concerned, the main-
term cancellation due to self-reduction ruins only tail figures of the coefficients
concerned.

Proof. We note that, although the big-floats in our case contain relative er-
rors which are much larger than εM, the errors are introduced initially and the
coefficients are treated as definite numbers of the full precision throughout the
computation. On the other hand, Theorem 1 implies that, in the self-reductions
considered, the coefficients of main terms cancel exactly within the precision.
Hence the self-reductions ruin only tail figures of the coefficients. ��

Remark 3. One may think that all the cancellation errors can be avoided if
we increase the precision. This is, however, wrong as Example 1 shows. In the
self-reductions we have considered, the main terms cancel exactly, which is the
key of Theorem 2. ��

4.2 Effective Floating-Point Numbers

In actual computation, we must remove the fully erroneous terms and estimate
the amount of accuracy loss. Thus, we utilize multiple precision effective floating-
point numbers (big-efloats), instead of big-floats.

We explain the efloats briefly. The efloat was proposed by the present authors
in 1997 [7] so as to detect the cancellation errors automatically. The efloat is a
pair of two floating-point numbers and expressed as #E[f, e]; we call f and e

value-part and error-part, respectively. The arithmetic of efloats is as follows.

#E[fa, ea] + #E[fb, eb] =⇒ #E[fa + fb, max{ea, eb}],
#E[fa, ea] − #E[fb, eb] =⇒ #E[fa − fb, max{ea, eb}],
#E[fa, ea] × #E[fb, eb] =⇒ #E[fa × fb, max{|fbea|, |faeb|}],
#E[fa, ea] ÷ #E[fb, eb] =⇒ #E[fa ÷ fb, max{|ea/fb|, |faeb/f2

b |}].

(4.1)
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Thus, the value-part of efloat is nothing but the conventional floating-point value.
On the other hand, the error-part of efloat represents the cancellation error
approximately; the rounding errors are neglected in determining the error-part.
Similarly, we neglect the rounding errors throughout the following arguments.

The big-efloat is expressed as #BE[f, e], where f is a big-float, and it is
processed by the same arithmetic as efloat. We set the error-part e to 10−p+2 |f |.

We explain how the fully erroneous terms are removed (we explain only for
the case of efloats). We set the error-part of each efloat coefficient to 5ε|f | (in
the examples, we set to about 5εm|f |). In our algebra system named GAL, the
efloat #E[f, e] with |f | < e is automatically set to 0 (not #E[0, 0]). Therefore,
GAL removes fully erroneous terms unless the rounding errors accumulate to
5εm or more, which is extremely rare in practice.

Example 3. Check Theorem 2 by the system in Example 2.

We convert the coefficients into double-floats, and compute a Gröbner basis with
big-efloats of 30 decimal precision. For reference, we show the initial polynomials;
if all the figures from 17th to the last decimal places are 0, our system outputs
only one 0. Note that the rounding errors appear at the 17th decimal places.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

P1 =+ #BE[3.33333333333333310e−2, 2.0e−28] x3 + x2y
+ #BE[3.33333333333333310e−1, 3.2e−27] y2,

P2 =+ #BE[3.33333333333333310e−1, 3.2e−27] x2y2 − xy2,
− #BE[3.33333333333333310e−1, 3.2e−27] xy

P3 =+ #BE[5.0000000000000000e−2, 3.9e−28] y3 + x2.

The Spol(P3, P1), for example, is reduced and normalized as follows; we see that
17th to 30th figures of xy3 term are contaminated by rounding errors.

x4 + #BE[1.5000000000000001665334536937720e−1, 3.9e−28] xy3

+ #BE[5.0000000000000000e−2, 2.0e−28] xy2.

We obtain the following unreduced Gröbner base.
⎧
⎪⎪⎨

⎪⎪⎩

P ′′
2 =y2,

P ′
4 =xy + #BE[8.440225504521958676289311654600e−2, 3.3e−21] y2,

P5 =x2 + #BE[7.148496897462707006365493318940, 4.2e−19] xy

+ #BE[5.737161395246457225742044589410e−1, 2.6e−20] y2.

Here, underlines show correct figures. We see that, although large cancellations
have occurred, the accuracy loss in the Gröbner basis is only slight. ��

4.3 Description of New Method

Now, we describe our new method which is based on Theorem 2 crucially. The
method is composed of the following three devices.

Device 1: Convert the numeric coefficients of input polynomials into big-
efloats of a suitably determined initial precision, say p = 30, and compute the
Gröbner basis by using only the leading-term reduction and the S-polynomial
construction.
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Device 2: Monitor the error-parts of big-efloat coefficients during the compu-
tation, and if the amount of the largest cancellation accumulated, let it be
C, becomes large satisfying εMC > 10−5ε, say, then increase the precision
of big-efloats and retry the computation.

Device 3: Monitor the clone generation of likeness greater than 5, say, and
self-reduction by such clones. We explain the device for single reduction; for
multiple reductions, see Sect. 5. Suppose that self-reduction occurs in the
subtraction F̃1−F̃2 in computing Spol(Lred(F1, G), Lred(F2, G)) etc. Here,
F̃1 = clone(G) and F̃2 = clone(G), hence F̃i = −ciT rt(G) + (small-terms)
(i = 1, 2), where c1 and c2 are numbers such that c1 ≈ c2 and T is a
power product. Then, we “subtract” −rt(G) from both F̃1 and F̃2 as F̃ ′

1 :=
F̃1+c T rt(G) and F̃ ′

2 := F̃2+c T rt(G), where c will be determined in Subsect.
5.2 (c ≈ c1 ≈ c2). We call this operation reducer subtraction. Regard the
possible cancellation occurring in F̃ ′

1 − F̃ ′
2 as the intrinsic cancellation.

The number 5 in Device 3 is determined from the following reason: Example
2 shows that we must monitor clones of likeness 10 or more, and it is impractical
to monitor clones of likeness 2 or less. With Devices 1 and 2, we can protect
the accuracy of the system from self-reduction completely; the number 5 for
specifying the clone in Device 3 is irrelevant to this protection. Device 3 is for
estimating the intrinsic cancellation; we explain the details in Sect. 5.

As for the intrinsic cancellation, authors of [2] and [10] defined the cancellation
in terms of syzygies. The computation of syzygies is quite costly in practice. On
the other hand, the reducer subtraction is not a costly operation (see Sect. 5 for
implementation), hence our method is practical.

5 Implementation Details

Although our ideas given above are simple, actual implementation of the Device
3 requires various detailed considerations.

5.1 Representation of Clones

In our current program, each input polynomial or S-polynomial generated is
numbered uniquely, say Fi (i ∈ IN), and the numbering is not changed if the
polynomial is reduced; if Fi is reduced to 0 then Fi is removed from the memory.
Suppose a polynomial Fi is reduced by Gj to become a clone of Gj . It is not
enough to save the index j to specify the clone; we must save the current Gj

because Gj itself might change later during the computation. Let the reduction
be F̃i := Fi − cjTjGj , where cj ∈ C and Tj is a power product. The multiplier
cj changes from the reduction to reduction, hence we must save the multipliers,
too. Therefore, we represent clones generated from Gj as follows.

1. Normalize Gj so that its leading coefficient is 1.
2. Represent each clone by a triplet 〈j, cj, TjGj〉 which we call clone-triplet.

Construct a clone-triplet each time Fi is reduced.
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3. Save the clone-triplets for Fi into a list and attach the list to Fi. For example,

if Fi
Gj−→

Gj′
−→ · · ·, then the list is (· · · 〈j′, c′j′ , T ′

j′Gj′〉 〈j, cj , TjGj〉).

We normalize not only clones but also each polynomial appearing in the
computation so that its leading coefficient is 1, which makes the program-
ming easy. The normalization is made after each reduction (and S-polynomial
generation): F̃i := Fi − cjTjGj −→ F̃i := F̃i/lc(F̃i). Just after this normal-
ization, all the multipliers in the clone-triplet list for Fi must be changed as
〈j, cj , TjGj〉 → 〈j, cj/lc(F̃i), TjGj〉 (j=1, 2, . . .).

5.2 Reducer Subtraction

The reducer subtraction is performed as follows. Let F̃i = Fi − ciTG (i = 1, 2),
and suppose that self-reduction occurs in F̃1 − F̃2, as in Device 3 (self-reduction
occurs actually in Spol(F̃1, F̃2) or Lred(F̃1, F̃2), but we simplified the situation
by multiplying suitable power products to F̃1 and F̃2). By computing c as

c =
{

c1 if |c1| ≤ |c2|,
c2 if |c1| > |c2|,

(5.1)

we subtract −rt(G) from F̃i (i = 1, 2) as F̃i := F̃i + cT rt(G).
The above subtraction is for the reducer used at the last reduction (the left-

most reducer in the clone-triplet list of Fi). For other reducers, the subtraction
is made as follows; we explain only for the case that equalities in (2.5) hold.

Suppose F1 is reduced by G1, . . . , Gj as F1
G1−→ · · · Gj−→ F̃1 and we have

F̃1 := (· · · (F1 − c11T1G1) · · ·) − c1jTjGj .

In this case, the leading terms of rt(G1) may be eliminated and F̃1 may contain
only rt(· · · rt(G1) · · ·). Therefore, we scan terms of F̃1 and rt(G1) from highest
to lowest order, and determine which rt(· · · rt(G1) · · ·) is contained in F̃1. Then,
we subtract a suitable multiple of that rt(· · · rt(G1) · · ·) from F̃1 (and F̃2).

5.3 Estimating the Amount of Intrinsic Cancellation

The actual term cancellation is the sum of the intrinsic cancellations and can-
cellations due to self-reductions. Therefore, if we remove all the cancellations
due to self-reductions, then the rest must be the sum of intrinsic cancellations.
It should be mentioned that Device 3 will fail to remove small amounts of can-
cellations due to small self-reductions, because we neglect the clones of likeness
< 5. Therefore, the method explained in Device 3 will over-estimate the amount
of intrinsic cancellation.

To illustrate our technique we show the estimation of the intrinsic cancellation
in Example 2, in particular at the reduction step Spol(P3, P

′
2)

P3−→ P1−→ P4−→ · · ·,
where self-reduction by double clones occurs and we encounter main-term can-
cellation of O(1010).
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Example 4. Intrinsic cancellation in Step 5 of Example 2.

Put Q1 = Lred(Lred(Lred(Spol(P3, P
′
2), P3), P1), P4) and let Lred(Q1, P

′
2) =

Q1 − Q2, where P ′
2 = clone(P1, P4). Below, underlines show figures which are

same in both Q1 and Q2 (or Q′
1 and Q′

2, or Q′′
1 and Q′′

2).

Q1 =+ #BE[1.1152418136789309558453405171e−1, 8.6e−28] y3

+ #BE[3.3457253711642806415804801040e−1, 3.7e−27] xy

− #BE[4.1613506289664168782840449950e−5, 1.1e−28] y2,

Q2 =+ #BE[1.1152418132002535431698179200e−1, 8.6e−28] y3

+ #BE[3.3457254396007606295094537600e−1, 3.7e−27] xy

− #BE[4.1612957039749613089747630908e−5, 1.1e−28] y2.

A multiple of −rt(P4) is subtracted from Q1 and Q2; Q′
1 ← Q1 and Q′

2 ← Q2:

Q′
1 =+ #BE[2.3290837408651847149108379154e−9, 8.6e−28] y3

− #BE[1.1194031410170599640717774130e−2, 1.1e−28] y2,

Q′
2 =+ #BE[2.2812159995976324552013022754e−9, 8.6e−28] y3

+ #BE[6.8436479987928973656039068264e−9, 3.7e−27] xy

+ #BE[1.1194030860920685085024681310e−2,− 1.1e−28] y2.

A multiple of −rt(P1) is subtracted from Q′
1 and Q′

2; Q′′
1 ← Q′

1 and Q′′
2 ← Q′

2:

Q′′
1 =+ #BE[2.3290837408651847149108379154e−9, 8.6e−28] y3,

Q′′
2 =+ #BE[2.2812159995976324552013022754e−9, 8.6e−28] y3

+ #BE[6.8436479987928973656039068264e−9, 3.7e−27] xy

+ #BE[5.4924991455569309281904242148e−10, 1.1e−28] y2.

We see O(102) cancellation occurs in Q′′
1 −Q′′

2 which we regard as the intrinsic
cancellation. ��

6 Concluding Remarks

For the page limit of LNCS, several parts were omitted in this paper. See [1] for
the omitted parts.

We showed that, restricting the reductions to leading-term reductions, we are
able to describe local steps of Gröbner basis computation by matrices and ana-
lyze self-reduction and intrinsic cancellation in terms of determinants (Theorem
1). Furthermore, we showed that the main-term cancellation due to self-reduction
causes no problem if we utilize big-efloats, as far as the self-reductions investi-
gated in Sect. 2 are concerned (Theorem 2). We are now trying to prove that
any self-reduction causes no problem.

Our analysis suggests us that the cancellation errors will be decreased largely
if self-reduction is avoided as far as possible. We are now developing a program
package based on this suggestion.

Finally, the authors acknowledge anonymous referees for valuable comments.
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Abstract. It has been established that the bivariate Dixon matrix per-
sists to be the exact resultant when there are at most two exposed points
at each corner of a corner-cut support; but it becomes singular when there
are four or more exposed points at any of the corners. For the remaining
case of three or fewer exposed points at each of the corners, it is observed
that the Dixon matrix is maximal but its determinant is a multiple of
the resultant with a priori known bracket powers as the extraneous fac-
tors. The maximality of the Dixon matrix for the three-or-fewer exposed
points case has been established mechanically for the special situation
in which the excess degree is unity when there are three exposed points
at a corner. This paper presents a greatly simplified mechanical proof so
that its validity can be easily verified.

Keywords: Dixon matrix, corner-cut monomial supports, maximality,
mechanical proof.

1 Introduction

The resultant is a remarkable tool for eliminating variables from a system of
polynomial equations [11]. It distinguishes itself among the elimination methods
such as Groebner bases and Wu-Ritt triangular systems in two important as-
pects: availability of an explicit compact formula and computational efficiency.
The geometry of the monomial support of the system of polynomial equations
determines the construction of the resultant. The Macaulay quotient resultant
works for total degree polynomial systems with a triangular monomial support.
The Dixon determinant applies for multi-degree polynomial systems with a rect-
angular monomial support. In computer geometry modeling and processing, re-
sultants offer themselves as a natural means for converting the parametric shape
representation to the implicit shape representation, a process known as implici-
tization. In the context of implicitization, the role of support geometry is all the
more conspicuous — the Macaulay quotient for triangular patches and the Dixon
determinant for rectangular patches. However, for multi-sided toric patches [9],
both the Macaulay quotient and the Dixon determinant usually fail because in
general toric patches are built on corner-cut monomial supports (rectangular sup-
ports with some monomial points removed around the support corners). These

D. Kapur (Ed.): ASCM 2007, LNAI 5081, pp. 293–306, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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missing monomial points introduce base points that are not accounted for by the
Dixon construction. But fortunately the Dixon method adapts to fit corner-cut
monomial supports if the cutting is not too severe. The cutting severity can be
quantified by counting what is called exposed points of the corner-cut monomial
support at each of its four corners. The following diagrams show respectively a
total degree 3 triangular support, a bicubic 3 × 3 rectangular support, a corner-
cut 3×3 pentagonal support with 1, 3, 2, 3 exposed points at the corners, and a
corner-cut 3× 3 hexagonal support with 3, 1, 3, 1 exposed points at the corners.
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Currently the findings and observations of the effect of exposed points are as
follows.

1. If the number of exposed points is at most two at each of the corners of the
monomial support, the Dixon determinant is the exact resultant [2].

2. If the number of exposed points is four or more at any of the corners of the
monomial support, the Dixon matrix is singular so its determinant vanishes
[12].

3. If the number of exposed points is at most three at any of the corners of the
bidegree m×n monomial support, it is conjectured [6] that the resultant is

Conjecture 1
|D|

Bε00
00 Bεm0

m0 Bεmn
mn Bε0n

0n

, (1)

where Bμν is the bracket corresponding to the three exposed points at corner
(μ, ν) ∈ {(0, 0), (m, 0), (m, n), (0, n)}, otherwise it is unity; εμν is the excess
degree at corner (μ, ν).

The conjecture is proved partially [7,8] — it is true when the excess degree
εμν is unity at corner (μ, ν). A crucial step in these proofs is establishing the
maximality of the Dixon matrix. The proofs given in [7,8] are mechanical. A
Maple program [1] is run to verify that certain rows or columns are independent
under various at-most-three exposed point configurations. The contribution of
this paper is to replace the complicated exhaustive verification mechanical proof
with a greatly simplified mechanical proof which can be easily verified analyti-
cally. The simplification is made possible with the use of some very simple entry
formulas for rows and columns of the Dixon matrix corresponding to exposed
points in the monomial support.

The rest of the paper develops as follows. Section 2 discusses monomial sup-
port structures and defines exterior points and exposed points. Section 3 reviews
the Dixon construction in the setting of monomial support. Section 4 presents
the simplification effects of exterior and exposed points on the Dixon matrix.
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Section 5 explains excess degrees and their role in formulating quotient Dixon
resultants. Section 6 gives the maximality proof for corner-cut monomial sup-
ports with at most three exposed points at each of the four corners. Section 7
concludes the paper with some discussions.

2 The Structure of Cornet-Cut Monomial Supports

This section defines rectangular lattice sets, monomial supports and their bide-
gree hulls, exterior points, and exposed points of a monomial support.

2.1 Rectangular and Arbitrary Lattice Sets

Let Z be the set of integers and R be the set of reals. The set of lattice points
is Z × Z, a subset of the Euclidean plane R × R.

It is very convenient to denote a rectangular lattice set whose sides are parallel
to the axes with any pair of diagonally opposite vertices:

{(x, y) ∈ Z × Z : i ≤ x ≤ k, j ≤ y ≤ l} = (i, j)..(k, l) = (k, l)..(i, j) (2)
= (i, l)..(k, j) = (k, j)..(i, l) (3)

where (i, j) is the bottom left corner and (k, l) is the top right corner. In partic-
ular, the rectangular lattice set (0, 0)..(m, n) is denoted Smn; that is,

Smn = (0, 0)..(m, n) = (m, n)..(0, 0) = (0, n)..(m, 0) = (m, 0)..(0, n). (4)

We denote the set of four corners of Smn as

Kmn = {(0, 0), (m, 0), (m, n), (0, n)}. (5)

2.2 Bidegree Hulls

For a lattice set S ⊆ Z × Z, the bidegree hull of S is (x0, y0)..(x1, y1) in which

x0 = min{x : (x, y) ∈ S}, y0 = min{y : (x, y) ∈ S}, (6)
x1 = max{x : (x, y) ∈ S}, y1 = max{y : (x, y) ∈ S}. (7)

For the rest of the paper, we shall write

S 1 Smn (8)

to emphasize that Smn is the bidegree hull of the lattice set S.

2.3 Exterior Points and Exposed Points

Consider a lattice set S 1 Smn. A point (x, y) ∈ Smn \ S is an exterior point of
S with respect to the corner (μ, ν) ∈ Kmn if

((x, y)..(μ, ν)) ∩ S = ∅. (9)
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A point (x, y) ∈ S is an exposed point of S with respect to the corner (μ, ν) if

((x, y)..(μ, ν)) ∩ S = {(x, y)}. (10)

The sets of exterior and exposed points of S 1 Smn with respect to the corner
(μ, ν) ∈ Kmn will be denoted as Eμν and Xμν respectively. Clearly, we have

X00 ∪ Xm0 ∪ Xmn ∪ X0n ⊆ S ⊆ Smn \ (E00 ∪ Em0 ∪ Emn ∪ E0n). (11)

The structure of S with respect to its bidegree hull Smn is also discussed
in [3].

2.4 Presentation Convention

In illustrations exposed points will be drawn as “•” and points of S that are not
exposed will be drawn as “◦”. For ease of association to the corners, the sets of
exterior and exposed points of a support will be presented respectively in the
form

E0n Emn

E00 Em0

,
X0n Xmn

X00 Xm0

. (12)

2.5 An Example

For example, consider the lattice set

S = {(0, 0), (5, 0), (1, 1), (3, 1), (6, 1), (2, 2), (5, 2), (3, 3), (4, 3)} 1 S63. (13)

�

�

�
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�

�
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The sets of exterior points are

{(0, 1), (0, 2), (1, 2), (0, 3), (1, 3), (2, 3)} {(6, 2), (5, 3), (6, 3)}

∅ {(6, 0)}
. (14)

The sets of exposed points are

{(0, 0), (1, 1), (2, 2), (3, 3)} {(6, 1), (5, 2), (4, 3)}

{(0, 0)} {(5, 0), (6, 1)}
. (15)
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3 The Dixon Construction

The original Dixon construction [5] is meant for rectangular supports Smn. But
it is straightforward to adapt it to any lattice set S 1 Smn.

3.1 The Dixon Polynomial P (S) for a Support S

Given a lattice set S 1 Smn, the Dixon polynomial for S is

P (S) =

∣∣∣∣∣∣∣∣∣∣

f(s, t) g(s, t) h(s, t)

f(α, t) g(α, t) h(α, t)

f(α, β) g(α, β) h(α, β)

∣∣∣∣∣∣∣∣∣∣

(s − α)(t − β)
(16)

=

∑
(i,j),(k,l),(p,q)∈S(i, j, k, l, p, q)sitj+lαk+pβq

(s − α)(t − β)
(17)

where f , g, h are polynomials defined on S:

f(s, t) =
∑

(i,j)∈S

fijs
itj , g(s, t) =

∑

(i,j)∈S

gijs
itj , h(s, t) =

∑

(i,j)∈S

hijs
itj ; (18)

and the 3 × 3 determinant (i, j, k, l, p, q) consisting of coefficients of f , g, h, is
called a bracket:

(i, j, k, l, p, q) =

∣∣∣∣∣∣∣∣∣∣

fij gij hij

fkl gkl hkl

fpq gpq hpq

∣∣∣∣∣∣∣∣∣∣

. (19)

When there is no risk of confusion we further abbreviate a bracket as

ijklpq = (i, j, k, l, p, q). (20)

3.2 The Dixon Matrix D(S) for a Support S

The Dixon matrix for S is the coefficient matrix D(S) of P (S) with row indices
comprising monomials in s, t and column indices comprising monomials in α, β:

P (S) =
[

· · · sσtτ · · ·
]

D(S)
[

· · · αaβt · · ·
]T

(21)
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3.3 The Row Support R(S) and Column Support C(S) for the
Dixon Matrix D(S)

The set of exponents (σ, τ) in the row indices, R(S), is called the row support of
D(S) and the set of exponents (a, b) in the column indices, C(S), is called the
column support of D(S). In general, we have

R(Smn) = Sm−1,2n−1, (22)
C(Smn) = S2m−1,n−1. (23)

3.4 An Example

For example, we have

P (S11) =
[

1 t

]
⎡

⎢⎣
001001 001011

001101 011011

⎤

⎥⎦
[

1 α

]T
. (24)

Furthermore, the row and column supports are

R(S11) = S01, (25)
C(S11) = S10. (26)

4 Exterior Points Simplify the Dixon Matrix

When exterior points of a support S 1 Smn exist, D(S) is obtained from D(Smn)
by removing some of its rows and columns and reducing some brackets of its
entries to zero. The precise simplification effects of exterior points are described
in this section.

4.1 Translating Points of S to Points of R(S) and C(S)

First we introduce the notations (x, y)′μν and (x, y)′′μν concerning translating a
point (x, y) with respect to a corner (μ, ν) ∈ Kmn. Let

(x, y)′0n = (x, y + n − 1) (x, y)′mn = (x − 1, y + n − 1)

(x, y)′00 = (x, y) (x, y)′m0 = (x − 1, y)
, (27)

and

(x, y)′′0n = (x, y − 1) (x, y)′′mn = (x + m − 1, y − 1)

(x, y)′′00 = (x, y) (x, y)′′m0 = (x + m − 1, y)
. (28)

A set A ⊆ Z × Z is translated similarly element-wise with the corner subscript
and ′, ′′ notations:

A′
μν = {(x, y)′μν : (x, y) ∈ A}, A′′

μν = {(x, y)′′μν : (x, y) ∈ A}. (29)
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4.2 Exterior Points Eliminate Rows and Columns

The following theorem [12] says that exterior points simplifies the Dixon matrix
by eliminating rows and columns corresponding to exterior points.

Theorem 1. Let Eμν , (μ, ν) ∈ Kmn, be the sets of exterior points of the support
S 1 Smn. Then

R(S) = Sm−1,2n−1 \ (E′
00 ∪ E′

m0 ∪ E′
mn ∪ E′

0n) (30)

C(S) = S2m−1,n−1 \ (E′′
00 ∪ E′′

m0 ∪ E′′
mn ∪ E′′

0n) (31)

Furthermore,

|R(S)| = |C(S)| = 2mn − |E00| − |Em0| − |Emn| − |E0n|. (32)

4.3 Exterior Points Eliminate Brackets

The following theorem [12,13] gives explicit formulas for the entries of rows and
columns of D(S) corresponding to exposed points.

Theorem 2. Let Xμν , (μ, ν) ∈ Kmn, be the sets of exposed points of the support
S 1 Smn. Let the Dixon polynomial on S be

P (S) =
∑

(σ,τ)∈R(S),(a,b)∈C(S)

Δσ,τ,a,bs
σtταaβb (33)

and (x, y) ∈ Xμν .
For (x′, y′) = (x, y)′μν , the entry Δx′,y′,a,b, for any (a, b) ∈ C(S) is respectively

−
m∑

k=0

(x, y, k, n, a + 1 − k, b)
m∑

k=0

(x, y, k, n, a − k, b)

m∑

k=0

(x, y, k, 0, a + 1 − k, b + 1) −
m∑

k=0

(x, y, k, 0, a − k, b + 1)

(34)

For (x′′, y′′) = (x, y)′′μν , the entry Δσ,τ,x′′,y′′ , for any (σ, τ) ∈ R(S) is respec-
tively

−
n∑

l=0

(σ + 1, τ − l, 0, l, x, y)
n∑

l=0

(σ, τ − l, m, l, x, y)

n∑

l=0

(σ + 1, τ + 1 − l, 0, l, x, y) −
n∑

l=0

(σ, τ + 1 − l, m, l, x, y)

(35)



300 E.-W. Chionh

4.4 Examples

The Dixon matrix D(S22) is an 8 × 8 matrix containing a total of 144 brackets.
Let

S1 = S22 \ {(0, 0), (0, 2), (2, 0), (2, 2)}. (36)

The Dixon matrix D(S1) is a 4× 4 matrix containing a total of 12 brackets. Let

S2 = S1 \ {(1, 1)}. (37)

The Dixon matrix D(S2) is a 4× 4 matrix containing a total of 8 brackets. Note
that removing the point (1, 1) from S1 does not decimate rows nor columns, it
only reduces the number of brackets.

5 Excess Degrees and Quotient Dixon Resultants

The theories of sparse resultants and BKK degree bound [4] tell that the degree
d of the sparse resultant in the coefficients of each of the polynomials f , g,
h defined on S is NV(Ŝ), where Ŝ is the convex hull of S and NV(X) is the
normalized volume (twice the Euclidean area) of the set X . Thus we have

d = 2mn −
∑

(μ,ν)∈Kmn

δμν (38)

where δμν is the normalized volume chipped off from Smn by the boundary of Ŝ
at corner (μ, ν) ∈ Kmn. But

dim(D(S)) = 2mn −
∑

(μ,ν)∈Kmn

|Eμν |. (39)

Consequently,

d = dim(D(S)) −
∑

(μ,ν)∈Kmn

(δμν − |Eμν |), (40)

= dim(D(S)) −
∑

(μ,ν)∈Kmn

εμν , (41)

where the difference
εμν = δμν − |Eμν | (42)

is called the excess degree at corner (μ, ν).
The following theorems state the value of εμν for |Xμν | ≤ 2 and |Xμν | = 3.

The proof can be found in [2] and [12] respectively.

Theorem 3. For any corner (μ, ν) ∈ Kmn, if |Xμν | ≤ 2, then εμν = 0.
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Theorem 4. Let the three exposed points at corner (μ, ν) ∈ Kmn be respectively

(0, y), (e, f), (x, n) (m, y), (e, f), (x, n)

(0, y), (e, f), (x, 0) (m, y), (e, f), (x, 0)
. (43)

The excess degree at corner (μ, ν) ∈ Kmn is

εμν =
min(NV((μ, ν)..(e, f)),NV((e, f)..(x, y)))

2
. (44)

The following diagram shows the possible (e, f) positions and the attending
rectangular sets ε′μν = (μ, ν)..(e, f), ε′′μν = (e, f)..(x, y) at the four corners.

� �

��

ε′00

ε′′00
ε′′m0

ε′m0

ε′′mn

ε′mn

ε′′0n

ε′0n

Note that for any (μ, ν) ∈ Kmn, |Xμν | = 1 when (x, y) = (μ, ν) and |Xμν | = 2
when (x, y) = (e, f). In either case, εμν = 0 by Theorem 4. Thus Theorem 3 is
a special case of Theorem 4.

6 Supports with Three or Fewer Exposed Points Preserve
Maximality

Conjecture 1 guesses that when |Xμν | ≤ 3 for all (μ, ν) ∈ Kmn, D(S) is maximal,
that is, |D(S)| 
= 0. The conjecture is trivially true when εμν = 0 for all (μ, ν) ∈
Kmn. This is because in this case we have |Xμν | ≤ 2 for all (μ, ν) ∈ Kmn [2].
This section proves that the conjecture is true for the special case when εμν ≤ 1
for all (μ, ν) ∈ Kmn.

In the following discussions, we adopt the convention that, for any set X ,

X1 = X, and X0 = ∅. (45)
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6.1 All Possible Exposed Points

Given that |Xμν | ≤ 3 and εμν ≤ 1 for all (μ, ν) ∈ Kmn, by Theorems 3 and 4,
the exposed points of S 1 Smn must be as follows (the notation “|′′ means “or”):

X00 = {(0, 0)} (46)
| {(b1, 0), (0, l1)} (47)
| {(b1, 0), (1, 1), (0, l1)} (48)
| {(b1, 0), (b1 − 1, l1 − 1), (0, l1)}; (49)

Xm0 = {(m, 0)} (50)
| {(b2, 0), (m, r1)} (51)
| {(b2, 0), (m − 1, 1), (m, r1)} (52)
| {(b2, 0), (b2 + 1, r1 − 1), (m, r1)}; (53)

Xmn = {(m, n)} (54)
| {(t2, n), (m, r2)} (55)
| {(t2, n), (m − 1, n − 1), (m, r2)} (56)
| {(t2, n), (t2 + 1, r2 + 1), (m, r2)}; (57)

X0n = {(0, n)} (58)
| {(0, l2), (t1, n)} (59)
| {(t1, n), (1, n − 1), (0, l2)} (60)
| {(t1, n), (t1 − 1, l2 + 1), (0, l2)}. (61)

The following figure displays all these possible exposed point configurations.
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6.2 Columns Indexed by Exposed Points in the Column Support

To prove that D(S) is maximal it suffices to prove that columns of D(S) indexed
by the following indices are linearly independent.

CX = ((X ′′
00)

ε00 ∪ (X ′′
m0)

εm0 ∪ (X ′′
mn)εmn ∪ (X ′′

0n)ε0n) ∩ C(S), (62)

This is because the columns of D(S) indexed by

X ′′
μν ∩ C(S) (63)

where |Xμν | = 3 produces the bracket factor B
εμν
μν = Bμν corresponding to

the three exposed points at corner (μ, ν) [14]. Thus a maximal minor M of
D(S) containing these columns produces the factor Bε00

00 Bεm0
m0 Bεmn

mn Bε0n
0n . But a

maximal minor is a multiple of the resultant for the support S [10], by Equation
(41) we have

dim(M) −
∑

(μ,ν)∈Kmn

εμν ≥ dim(D(S)) −
∑

(μ,ν)∈Kmn

εμν . (64)

Consequently dim(M) =dim(D(S)) and D(S) is maximal.

6.3 Corresponding Row Indices

The four sets of corresponding row indices are given as follows [6].

Row Indices R00:
R00 = (P, (b1 − 1, l1 − 1), Q) (65)

where

P =

⎧
⎪⎨

⎪⎩

(0, l1), (1, 1) ∈ X00;

(b1 − 2, 2l1 − 2), (b1 − 1, l1 − 1) ∈ X00;
(66)

and

Q =

⎧
⎪⎨

⎪⎩

(b1 − 1, n − 1), |X0n| = 1;

(t1 − 1, n + l2 − 1), |X0n| > 1.

(67)

Row Indices Rm0:
Rm0 = {P, (b2, r1 − 1), Q} (68)

where

P =

⎧
⎪⎨

⎪⎩

(m − 1, r1), (m − 1, 1) ∈ Xm0;

(b2 + 1, 2r1 − 2), (b2 + 1, r1 − 1) ∈ Xm0;
(69)

and

Q =

⎧
⎪⎨

⎪⎩

(b2, n − 1), |Xmn| = 1;

(t2, n + r2 − 1), |Xmn| > 1.

(70)
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Row Indices Rmn:

Rmn = {P, (t2, r2 + n), Q} (71)

where

P =

⎧
⎪⎨

⎪⎩

(m − 1, n + r2 − 1), (m − 1, n − 1) ∈ Xmn;

(t2 + 1, 2r2 + 1), (t2 + 1, r2 + 1) ∈ Xmn;
(72)

and

Q =

⎧
⎪⎨

⎪⎩

(t2, n), |Xm0| = 1;

(b2, r1), |Xm0| > 1.

(73)

Row Indices R0n:

R0n = {P, (t1 − 1, l2 + n), Q} (74)

where

P =

⎧
⎪⎨

⎪⎩

(0, n + l2 − 1), (1, n − 1) ∈ X0n;

(t1 − 2, 2l2 + 1), (t1 − 1, l2 + 1) ∈ X0n;
(75)

and

Q =

⎧
⎪⎨

⎪⎩

(t1 − 1, n), |X00| = 1;

(b1 − 1, l1), |X00| > 1.

(76)

Let the union of these sets of row indices be

RX = (Rε00
00 ∪ Rεm0

m0 ∪ Rεm0
mn ∪ Rε0n

0n ) ∩ R(S). (77)

6.4 Proving the Maximality of D(S)

As discussed previously, to establish the maximality of D(S) we need only show
that in general the columns of D(S) indexed by CX of Equation (62) are linearly
independent under all possibilities of Xμν , (μ, ν) ∈ Kmn. This is so if a square
submatrix of these columns is non-singular. To this end consider the submatrix
M indexed by row indices RX and column indices CX . The submatrix M can
be obtained by computing its entries with the column entry formulas (35). It
is then readily verified that either the submatrix M is triangular with non-zero
diagonal entries or its determinant is non-zero. Consequently M is non-singular.
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That is, the columns indexed by CX are linearly independent in general and thus
D(S) is maximal in general.

6.5 Provision for Degeneracies

Using column entry formulas (35) or otherwise, it is easy to check that the column
corresponding to an exposed point (x, y) is zero if (x, y) is the only exposed point
of S 1 Smn on a vertical edge of Smn. For example, if the sets of exposed points
are

{(t1, n), (1, n − 1), (0, l)} {(t1, n), (m − 1, n − 1), (m, r)}

{(b1, 0), (1, 1), (0, l)} {(b2, 0), (m − 1, 1), (m, r)}
, (78)

then (0, l) is the only exposed point on the edge x = 0 and (m, r) is the only
exposed point on the edge x = m. In this case |CX | = 8 and the 8×8 submatrix
indexed by RX (without the 3rd, 6th, 9th, and 12th rows) and CX is an diagonal
matrix with diagonal entries

B1,−B1,−B2, B2, B3,−B3,−B4, B4 (79)

where the brackets are

B1 = (b1, 0, 1, 1, 0, l), (80)
B2 = (b2, 0, m − 1, 1, m, r), (81)
B3 = (t2, n, m − 1, n − 1, m, r), (82)
B4 = (t1, n, 1, n − 1, 0, l). (83)

That is, for any (μ, ν) ∈ Kmn, if |Xμν | = 3 but |X ′′
μν ∩ C(S)| = 2, there is

degeneracy and the submatrix should be formed by omitting the point Q from
the row indices in Rμν

7 Conclusions

With the aid of column entry formulas (35), it is straightforward to show that
the columns listed in (62) are linearly independent in general because a square
submatrix of these columns is non-singular. Consequently, arguing using the
degree of the sparse resultant and the fact that a maximal minor of D(S) is a
multiple of the sparse resultant, we are able to show that D(S) is maximal in
general when |Xμν | ≤ 3 and εμν ≤ 1 for any (μ, ν) ∈ Kmn.

In the proof the theories of sparse resultants and BKK bounds, and the fact
that a maximal minor is a multiple of the resultant are needed. It would be
nice if the maximality of D(S) can be established directly using elementary and
constructive means in future.
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Abstract. A characteristic set theory for partial difference polynomial
systems is proposed. We introduce the concept of coherent and regular
ascending chains and prove that a partial difference ascending chain is
the characteristic set of its saturation ideal if and only if it is coherent
and regular. This gives a method to decide whether a polynomial belongs
to the saturation ideal of an ascending chain. We introduce the concept
of strongly irreducible ascending chains and prove that a partial differ-
ence ascending chain is the characteristic set of a reflexive prime ideal
if and only if it is strongly irreducible. This gives a simple and precise
representation for reflexive prime ideals.

Keywords: Ascending chain, characteristic set, coherent chain, regu-
lar chain, irreducible chain, partial difference polynomial.

1 Introduction

The characteristic set method is a fundamental tool for studying systems of alge-
braic or algebraic differential equations. The method could be used to transform
an equation system into so-called characteristic sets, which are systems of equa-
tions in certain triangular form also called ascending chains, or simply chains.
This allows people to give the dimension, the order, and the degree of a solution
set over an algebraically or differentially closed field. Also, triangular equation
systems are ready for symbolic and numerical solutions.

The characteristic set method was introduced by Ritt in the 1930s as an
algebraic tool to study differential equations [17, 19]. However, the algorithmic
study of the characteristic set was in stagnation for quite a long time until Wu’s
work on zero decomposition for polynomial equations and automated geometry
theorem proving appeared in the late 1970s [23,24,25]. Since then, many efficient
algorithms and new properties for characteristic sets were proposed for algebraic
equation systems and differential equation systems [1,2,4,5,6,7,8,9,11,12,16,22,
27]. In [13, 14, 15], a characteristic set method was also introduced for ordinary
difference equation systems and ordinary differential-difference equation systems.

In this paper, we develop a characteristic set theory for partial difference poly-
nomial systems. We obtain three main results. First, we introduce the concept
� Supported by a National Key Basic Research Project of China (2004CB318000).
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of coherent chains and this leads to a normal representation of the difference
polynomials in the saturation ideal of a coherent chain. Second, we introduce
the concept of regular chains and prove that a partial difference chain is the
characteristic set of its saturation ideal if and only if it is coherent and regular.
We also prove that the saturation ideal of a partial difference regular and coher-
ent chain is the union of some algebraic saturation ideals. This gives a method
to decide whether a polynomial belongs to the saturation ideal of a chain. Third,
we introduce the concept of strongly irreducible chains and prove that a partial
difference chain is the characteristic set of a reflexive prime ideal if and only if it
is strongly irreducible. This gives a simple and precise representation for prime
and reflexive prime ideals. These results are generalizations of similar results
about algebraic polynomial systems [2], differential systems [6,16], and ordinary
difference systems [13,14]. Due to the complicated structure of partial difference
polynomials, our generalization is nontrivial and there still exist many problems
unsolved in the partial difference case. The major open problem is to give a
constructive criterion for regular and non-trivial chains. For details, please see
Section 4.

In [18,20,26], the characteristic set of partial differential and difference poly-
nomial systems was defined and used to prove the Noetherian property of the
partial differential and difference polynomial ring. Dimension polynomials for
differential and difference polynomial ideals were also studied in [18, 26]. But,
the results presented in this paper for regular and irreducible chains were not
given in these papers.

The rest of this paper is organized as follows. In Section 2, we present the no-
tations and known results needed in this paper. In Sections 3, 4, and 5, we prove
the properties of coherent, regular, and strongly irreducible chains respectively.
In Section 6, we give the zero decomposition theorem and algorithm. In Section
7, we conclude the paper.

2 Preliminaries

We will introduce the notions and preliminary properties needed in this paper.
For the general theory of difference algebra, please refer to [3, 10, 18].

2.1 Difference Polynomials and Difference Chains

Let K be a field of characteristic zero. We say that K is an inversive partial
difference field with transforming operators {σ1, . . . , σm} over K, if {σ1, . . . , σm}
are automorphisms of K onto K which commute pairwise on the elements of K.
Let

Tσ = {σo1
1 . . . σom

m |j = 1, . . . , m, oj ≥ 0}.

We regard Tσ as a free commutative monoid. The order of an element η =
σo1

1 . . . σom
m of Tσ is ord(η) = Σm

j=1oj . η is proper if ord(η) 
= 0. The vector of an
element η ∈ Tσ is vec(η) = (i1, . . . , im) if η = σi1

1 . . . σim
m . For η1, η2 ∈ Tσ, η1 is a
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(proper) multiple transform of η2 or η2 is a (proper) factor transform of η1 if ∃
η ∈ Tσ such that η1 = ηη2 (ord(η) 
= 0). It is denoted by η1 0 η2(η1 . η2).

Let X = {x1, . . . , xn} be a finite set of difference indeterminates over K and

TσX = {ηxi|η ∈ Tσ, i = 1, . . . , n}.

R = K{x1, . . . , xn} = K[TσX] denotes the ring of partial difference polynomials
in the indeterminates X with coefficients in K. For convenience, in this paper,
when we say polynomials, we mean partial difference polynomials, otherwise we
will point out clearly.

Let < be a total ordering over TσX defined as follows: ∀η, θ ∈ Tσ, 1 ≤ i, j ≤ n,
ηxi > θxj if i > j or i = j and ord(η) > ord(θ) or else ord(η) = ord(θ) and the
first nonzero element of vec(η)−vec(θ) is greater than zero. Let f be a polynomial
not in K, the leader of f is the highest element of TσX (w.r.t. <) that appears
in f , and we denote it by uf . We write f as a univariate polynomial in uf :

f = Idud
f + · · · + I0.

Id = init(f) is called the initial of f . Let uf = ηxi. Then i and xi are called the
class and leading variable of f , denoted as class(f) and lvar(f) respectively. We
define vec(ηxi) = vec(η) and vec(f, xj) = vec(η), if ηxj = max{τxj appears in
f}, vec(f) = vec(f, lvar(f)).

An n-tuple over K is of the form a = (a1, . . . , an), where the ai are selected
from some difference extension field of K. Let f ∈ K{X}. To substitute an n-tuple
a into f means to replace each of the ηxi occurring in f with the corresponding
ηai. Let P be a set of polynomials in K{X}. An n-tuple over K is called a
solution of the equation set P=0 if the result of substituting the n-tuple into
each polynomial of P is zero. We use Zero(P) to denote the set of solutions of
P = 0. Let f ∈ K{X}. It is easy to check that Zero(f) = Zero(ηf) ∀η ∈ Tσ. For
the sets of polynomials P and D, Zero(P/D) denotes the set of solutions of P = 0
which do not annihilate any polynomial of D.

Let g be a polynomial not in K. A polynomial f is said to be of less than g,
denoted as f < g, if uf < ug or (uf = ug) = u and deg(f, u) < deg(g, u). If
neither f < g nor g < f , we say that f and g are equivalent and we write f ≡ g.
A polynomial f is said reduced w.r.t. g if deg(f, ηug) < deg(g,ug), ∀η ∈ Tσ.

A subset A of R\K, where every element is reduced w.r.t. all the others, is
called an autoreduced set. A chain is an autoreduced set where the polynomials
are listed in the ascending ordering: A = A1 < A2 < · · · < Ap. It is easy to show
that every chain A in R = K{X} is a finite set.

If A = A1, . . . , Ap and B = B1, . . . , Bq are two chains, we say that A < B if
either there is some j ≤ min(p, q) such that Ai ≡ Bi for i < j and Aj < Bj , or
q < p and Ai ≡ Bi for i ≤ q. If neither A < B nor B < A, we say that A and
B are of the same order and we denote A ≡ B. The following result is a basic
property of chains (page 147 in [18]).

Lemma 1. A strictly decreasing sequence of chains A1 > A2 > A3 > · · · is
finite.
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If F ⊆ R, then the set of all the chains contained in F has a minimal element
according to Lemma 1, which is called a characteristic set of F and it is denoted
by CS(F). A polynomial f is reduced w.r.t. a chain if it is reduced to every
polynomial in the chain. The following results are easy to prove.

Lemma 2. If f 
= 0 is reduced w.r.t. CS(F), then CS(F ∪ {f}) < CS(F).

Lemma 3. A chain A ⊂ P is a characteristic set of P if and only if there is no
nonzero polynomial in P which are reduced w.r.t. A.

A difference ideal is a subset I of R = K{x1, . . . , xn}, which is an algebraic
ideal in R and is closed under transforming. A difference ideal I is called reflexive
if ηf ∈ I implies f ∈ I for all η ∈ Tσ. Let S be a set of elements of R. The
difference ideal generated by S is denoted by [S]. Obviously, [S] is the set of all
linear combinations of the polynomials in S and their transforms. The ordinary
or algebraic ideal generated by S is denoted as (S). A difference ideal I of R is
called perfect if the presence in I of a product of transforms of an element f of R
implies f ∈ I. The perfect difference ideal generated by S is denoted as {S}. A
perfect ideal is always reflexive. A difference ideal I is called a prime difference
ideal if it is prime as an algebraic ideal.

Let A be a chain and IA the set of products of the initials of the polynomials
in A and their transforms. The saturation ideal of A is defined as follows

sat(A) = {f ∈ K{X} | ∃J ∈ IA, s.t. Jf ∈ [A]}.

2.2 Invertibility of Algebraic Polynomials

We will introduce some notations and results about invertibility of algebraic
polynomials w.r.t. an algebraic ascending chain. These results are given in [1,2,
5, 6].

Let A = A1, . . . , Am be a nontrivial triangular set in K[x1, . . . , xn] over a field
K of characteristic zero. Let yi be the leading variable of Ai, y = {y1, . . . , yp}
and u = {x1, . . . , xn} \ y. u is called the parameter set of A. We can denote
K[x1, . . . , xn] as K[u, y]. Ii is the initial of Ai. For a triangular set A, let IA
be the set of products of the initials of the polynomials in A. The algebraic
saturation ideal of a triangular set A is defined as follows

a-sat(A) = {f ∈ K[x1, . . . , xn] | ∃J ∈ IA, s.t.Jf ∈ (A)}.

Definition 4. Let A = A1, A2, . . . , Am be a nontrivial triangular set in K[u, y]
with u as the parameter set, and f ∈ K[u, y]. f is said to be invertible w.r.t. A if
(f, A1, . . . , As)∩K[u] 
= {0} where s = class(f). A is called regular if the initials
of Ai are invertible w.r.t. A1, . . . , Ai−1.

Theorem 5. [2,6] Let A be a triangular set. Then A is a characteristic set of
a-sat(A) iff A is regular.

Lemma 6. [6] A finite product of polynomials which are invertible w.r.t. A is
also invertible w.r.t. A.
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Lemma 7. [6] A polynomial g is not invertible w.r.t. a regular triangular set A
iff there is a nonzero f in K[u, y] such that fg ∈ (A) and g is reduced w.r.t. A.

Lemma 8. [25] Let A be an irreducible triangular set. Then a polynomial g is
invertible w.r.t. A iff g 
∈ a-sat(A).

3 Coherent Chains

For any chain A, after a proper renaming of variables, we could write it as the
following form:

A =

⎧
⎪⎪⎨

⎪⎪⎩

A1,1(u, y1), . . . , A1,k1(u, y1)
A2,1(u, y1, y2), . . . , A2,k2(u, y1, y2)
. . .
Ap,1(u, y1, . . . , yp), . . . , Ap,kp(u, y1, . . . , yp)

(1)

where lvar(Ai,j) = yi, u = {u1, . . . , uq} such that p+q = n, X = u
⋃

{y1, . . . , yp}.
For c = 1, . . . , p, let

Ac = Ac,1(u, y1, . . . , yc), . . . , Ac,kc(u, y1, . . . , yc) (2)

3.1 Prolongation of Chains

We will now introduce the prolongation of a chain, which is a key concept in our
theory. For instance, we will use this concept to define the pseudo-remainder of
a polynomials w.r.t. a chain.

For a set of polynomials P, we use LP to denote the set of leaders of the
polynomials in P. For ηxc ∈ Tσ, we use Dηxc to denote the set of θxc such that
θ is a factor of η. More precisely, we have:

LP = {ηxc ∈ TσX s.t. ∃ P ∈ P,uP = ηxc}.
Dηxc = {θxc ∈ TσX s.t. η 0 θ}.

We define the main variables and parameters of a chain A as follows.

MVA = {ηxc ∈ TσX s.t. ∃ A ∈ A,uA = θxc, and η 0 θ}.
PAA = TσX \ MVA.

For any finite set of polynomials P and a chain A, we say that AP is a pro-
longation of A w.r.t. P if it satisfies the following properties:

– AP ⊇ A is an algebraic triangular set under the ordering ≤ when all ηxi ∈
TσX are considered as independent variables.

– If A ∈ AP, then there exist a B ∈ A and an η ∈ Tσ such that A = ηB and
B has the lowest degree among all elements in {C|uA = uθC , C ∈ A}.
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– For any ηxc occurring in P∪AP, either ηxc ∈ PAA or there exists an A ∈ AP

such that uA = ηxc.

Intuitively speaking, AP is a finite subset of TσA such that each ηxi occurring
in P is either in PAA or a leader of a polynomial in AP. It is easy to show that
AP satisfies the following properties.

– The parameters of AP as an algebraic triangular set are all in PAA.
– A polynomial f is reduced w.r.t. A if and only if f is reduced w.r.t. Af in

the algebraic sense, where Af = A{f}.

The following algorithm can be used to compute a prolongation AP, for a
given chain A and a polynomial set P.

Algorithm 9. Prolongation(A, P)

– Input:A chain A of form (1) and a finite set of polynomials P.
– Output: A prolongation AP of A w.r.t. P.

Begin
AP := A
For i=p to 1

Ωi := {η | ηyi appears in Ai,Ai+1, . . . ,Ap or P};
τ := LCM(Ωi)
For all η / τ

Ωη := {A | A ∈ Ai, ∃ θ ∈ Tσ, θuA = ηyi},
choose an element A of Ωη with the least degree s.t. θuA = ηyi.
AP := AP ∪ θA

Λ := {η | ηyi occurring in AP, ηyi 
∈ PAA and ∀ A ∈ AP, uA 
= ηyi}
While (Λ 
= ∅)

θ := max Λ
For all θ̄ ∈ Λ and θ̄ / θ

choose A ∈ A with the least degree, s.t. ∃ θ′ ∈ Tσ, θ′uA = θ̄yi

AP := AP ∪ θ′A
Λ := {η | ηyi occurring in AP, ηyi 
∈ PAA and ∀ A ∈ AP

uA 
= ηyi}
End While

i := i − 1
End.

The termination of the algorithm is apparent if we notice that the sequence
of elements of θ := max Λ is strictly decreasing.

Example 1. Consider the chain A = {A1, A2, A3} ⊆ K{y}. The transforming
operators are {σ1, σ2}.

A1 = σ2
2σ1y

2, A2 = σ2σ
3
1y + σ2y, A3 = σ3

2σ2
1y + σ4

2y (3)

Let vec(A) denotes all the vec(Ai) for a chain A. Then, elements of vec(A)
are represented by circles in Figure 1. We have PAA = {y, σ2σ1y, σ2σ

2
1y, σi

1y,
σj

2y | i, j ∈ N}.
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Fig. 2. The vec(AP ) for AP

For P = σ3
2σ4

1y + σ4
2y, we have AP = {A1, σ2A1, σ1A1, A2, σ

2
2A1, A3, σ2A2,

σ1A2, σ3
2A1, σ2A3, σ1A3, σ2σ1A2, σ

2
2A3, σ2σ1A3, σ

2
1A3, σ2σ

2
1A3}. The elements of

vec(AP ) are given in Figure 2. The new elements of vec(AP ) are represented by
black dots.

We use prem(f, g, x) to denote the algebraic pseudo-remainder of f w.r.t. g
relative to variable x, prem(f, g) is prem(f, g, x) where x is the leading variable
of g.

With these notations, we define the difference pseudo remainder of f w.r.t. A
to be: rprem(f,A) = prem(f,Af ) where the variables and their transforms in
f and A are treated as independent algebraic variables. The following lemma is
clear.

Lemma 10. Let f,A be as above and r = rprem(f,A). Then, there is a J ∈ IA
such that uJ < uf ,

Jf ≡ r mod [A] (4)

and r is reduced w.r.t. A. Equation (4) is called the remainder formula.

3.2 Coherent Chains

It is clear that the prolongation of a chain is not unique since for some A ∈ AP we
may choose different A1 and A2 in A to generate A : uA = uθ1A1 = uθ2A2 . The
concept of coherent chain is to guarantee that all these different prolongations
of a chain are equivalent in certain sense.

Definition 11. Let A = A1, . . . , Al be a chain in K{X} and vi = vec(uAi),
i = 1, . . . , l. For any 1 ≤ i < j ≤ m, if class(Ai) = class(Aj) = t, let the
least common multiple transform of uAi and uAj be ηi,juAi = ηj,iuAj . We de-
fine the Δ-polynomials of Ai and Aj as Δj,i = ηj,iAj and Δi,j = ηi,jAi. If
rprem(Δi,j ,A) = 0 and rprem(Δj,i,A) = 0, we call A a coherent chain. Let
Δ(A) be the set of all the Δ-polynomials of A.
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Let A = A1, . . . , Al be a chain. A representation g =
∑

i,j gi,jηi,jAi is called
canonical representation if ηi,jAi in the expression are distinct elements in Af

for some polynomial f . In other words, g ∈ (Af ).
Let A∗ = AA.

Lemma 12. With the notation of Definition 11. Then the initials appeared in
rprem(Δj,i,A) are all in IA∗ .

Proof: It is apparent due to the definition of the coherent chain.

Lemma 13. Let A be a coherent chain of form (1), A ∈ A, and η ∈ Tσ . Then
there is a J ∈ IA such that uJ < uηA and JηA has a canonical representation.
Proof: Let c = class(A). The polynomials in A with class c are Ac,1, . . . , Ac,i−1,
Ac,i = A, . . . , Ac,kc .

First, if uηA is not the multiple transform of any one of uA1 , . . . ,uAi−1 ,
uAi+1 . . . ,uAc,kc

, then ηA ∈ AηA. Second, suppose that uηA is the multiple
transform of uAc,k

, but ηA ∈ AηA.
Otherwise, we will prove this by induction on the ordering of uηA. Let the

least common transform of uA and uAc,k
be uηiA = uηkAc,k

, Δi,k = ηiA, η̄ηi = η,
so ηA = η̄Δi,k. Since A is a coherent chain, rprem(Δi,k,A) = 0. We have

J̄Δi,k = g1τ1B1 + g2τ2B2 + · · ·

where Bj ∈ A, τjBj ∈ AΔi,j , and uJ̄ < uΔi,k
, degree(Δi,k,uΔi,k

) ≥
degree(τ1B1,uτ1B1), uΔi,k

= uτ1B1 > uτ2B2 > · · · . Let η̄ act on the two sides of
the above equation and we get

η̄J̄ · η̄Δi,j = η̄g1 · η̄τ1B1 + η̄g2 · η̄τ2B2 + · · ·

We denote it by
J1ηA = ḡ1 · ρ1B1 + ḡ2 · ρ2B2 + · · ·

where J1 = η̄J̄ , uJ1 < ηA, ρj = η̄jτj . If ρ1B1 is not of the first two cases, we
continue the above process on ρ1B1 until we get (after rearrange the symbols
properly)

J2ηA = f1 · θ1C1 + f2 · θ2C2 + · · ·
where Cj ∈ A θj ∈ Tσ uηA = uθ1C1 > uθ2C2 > · · · and θ1C1 is of the first
two cases, any θ2C2, θ3C3, . . . satisfy the induction hypothesis. Then there is a
J ∈ IA such that JηA has a canonical representation.

The following is the main property of the coherent chain.

Theorem 14. If A=A1, . . . , Al is a coherent chain, then for any f =
∑

gi,jηjAi,
there is a J ∈ IA such that J · f has a canonical representation and uJ <
max{uηjAi}.
Proof: This is a direct consequence of Lemma 13.

Canonical representations are useful because in a canonical representation∑
gi,jηjAi the polynomial ηiAi with the largest leader is unique and can be

eliminated under certain conditions.
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4 Regular Chains

Let A be a chain of form (1), f a polynomial. f is said to be partial difference
invertible, (or invertible) w.r.t. A if it is invertible w.r.t. Af when f and Af are
treated as algebraic polynomials.

Definition 15. Let A = A1, . . . , Am be a chain and Ii = init(Ai). A is said to
be (difference) regular if ηIj is invertible w.r.t. A for any η ∈ Tσ and 1 ≤ j ≤ m.

Lemma 16. Let A be a characteristic set of an ideal I. If a polynomial f is
invertible w.r.t. A, then f 
∈ I.

Proof: Let U be the algebraic parameter set of A. Since f is invertible w.r.t. A,
there exists a polynomial g and a nonzero r ∈ K[U] such that gf = r mod [A].
If f ∈ I, we have r ∈ I. Since r is reduced w.r.t. A, by Lemma 3, we have r = 0,
a contradiction.

Lemma 17. If A is a regular chain of form (1), then Af is a regular algebraic
triangular set for any polynomial f .

Proof: If A is difference regular, then by Definition 15, all ηIj are invertible w.r.t.
A. The initials of the polynomials in Af are all of the form ηIj and they are
of ordering lower than the highest ordering of the polynomials in Af . Then, by
Definition 4, Af is a regular algebraic triangular set.

Lemma 18. If a chain A of form (1) is the characteristic set of sat(A), then
for any polynomial f , Af is a regular algebraic triangular set.

Proof. By Lemma 5, we need only to prove that B = Af is the characteristic
set of a-sat(B). Let W be the set of all the ηyj such that ηyj is of lower or
equal ordering than an η̄yj occurring in B. Then B ⊂ K[W ]. If B is not the
characteristic set of a-sat(B), then there is a g ∈ a-sat(B) ∩ K[W ] which is
reduced w.r.t. B and is not zero. g does not contain ηyi which is of higher
ordering than those in W . As a consequence, g is also reduced w.r.t. A. Since
g ∈ a-sat(B) ⊂ sat(A) and A is the characteristic set of sat(A), g must be zero,
a contradiction.

As pointed out in [13], the Rosenfeld Lemma [21] for differential equations can
not be extended to difference case. Correspondingly, we have:

Lemma 19. Let A be a coherent and regular chain, and r a polynomial reduced
w.r.t. A. If r ∈ sat(A), then r = 0.

Proof. Let A = A1, A2, . . . , Al. Since r ∈ sat(A), there is a J1 ∈ IA such that
J1 · r ≡ 0 mod [A]. By Lemma 6, J1 is difference invertible w.r.t. A, i.e. there is
a polynomial J̄1 and a nonzero N ∈ K[V ] such that

J̄1 · J1 ≡ N mod [A]

where V is the set of parameters of AJ1 as an algebraic triangular set. Hence,

Nr ≡ J̄1 · J1 · r ≡ 0 mod [A].
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Or equivalently,
N · r =

∑
gi,jηi,jAj . (5)

Since A is a coherent chain, by Theorem 14, there is a J2 ∈ IA such that J2 ·N ·r
has a canonical representation in [A], where uJ2 < max{uηi,jAj} in (5). That is

J2 · N · r =
∑

ij

ḡi,jρi,jAj , (6)

where, uρi,jAj are pairwise different. If max{uρi,jAj } in (6) is lower in ordering
than max{uηi,jAj} in (5), we have already reduced the highest ordering of uηi,jAj

in (5). Otherwise, assume uρaAb
= max{uρi,jAj} and Ab = Ib ·udb

Ab
+Rb. Substi-

tuting udb

ρaAb
by − ρaRb

ρaIb
in (6), the left side keeps unchanged since uJ2 < uρaAb

,
N is free of uρaAb

and deg(r,uρaAb
) < deg(ρaAb,uρaAb

). In the right side, the
ρaAb becomes zero, i.e. max{uρi,jAj} decreases. Clearing denominators of the
substituted formula of (6), we obtain a new equation:

(ρaIb)t · J2 · N · r =
∑

fijτi,jAj . (7)

Note that in the right side of (7), the highest ordering of τi,jAj is less than uρaAb

and (ρaIb)t ·J2 is invertible w.r.t. A. Then after multiplying a polynomial which
is invertible w.r.t. A and can be represented as a linear combination of τi,jAj

all of which is strictly lower than uρaAb
. Repeating the above process, we can

obtain a nonzero N̄ , such that N̄ · r = 0. Then r = 0. By Lemma 3, A is the
characteristic set of sat(A).

The following is one of the main results in this paper.

Theorem 20. A chain A is the characteristic set of sat(A) iff A is coherent
and difference regular.

Proof: If A is coherent and difference regular, then by Lemma 19, any polynomial
in sat(A) which is difference reduced w.r.t. A is zero. So A is a characteristic
set of sat(A). Conversely, let A = A1, A2, . . . , Al be a characteristic set of the
saturation ideal sat(A) and Ii = init(Ai). For any 1 ≤ i < j ≤ l, let r =
rprem(Δi,j ,A) as in Definition 11. Then r is in sat(A) and is difference reduced
w.r.t. A. Since A is the characteristic set of sat(A), r = 0. Then A is coherent.
To prove that A is regular, for any 0 ≤ i ≤ l, η ∈ Tσ we need to prove that
f = ηIi is invertible w.r.t. A. Assume this is not true. By definition, f is not
invertible w.r.t. Af when they are treated as algebraic equations. By Lemma 18,
Af is a regular algebraic triangular set. By Lemma 7, there is a g 
= 0 which is
reduced w.r.t. Ag (and hence A) such that f ·g ∈ (Af ) ⊂ [A]. Since f = ηIi ∈ IA,
g ∈ sat(A) and g is reduced w.r.t. A. Since A is the characteristic set of sat(A),
we have g = 0, a contradiction. Hence, f = ηIi is invertible w.r.t. A and A is
difference regular.

Theorem 21. If A is a coherent and difference regular chain of form (1),then

sat(A) = ∪f∈K{X}a-sat(Af ).



Properties of Ascending Chains for Partial Difference Polynomial Systems 317

Proof: It is easy to see that sat(A) ⊃
⋃

f∈K{X}
a-sat(Af ). If f ∈ sat(A), since A is

coherent and difference regular chain, and A is the characteristic set of sat(A),
we have rprem(f,A) = 0, or prem(f,Af ) = 0, that is f ∈ a-sat(Af ). Hence
sat(A) ⊂

⋃
f∈K{X}

a-sat(Af ).

Note that we cannot check whether a chain is regular directly due to the reason
that Tσ contains an infinite number of elements. To give a complete zero de-
composition algorithm like the one in [13,15], we need to define a type of chains
such that we have a constructive criterion to check whether it is regular and
the chain A is non-trivial in the sense that Zero(a-sat(A)) 
= ∅. These problems
are the major open ones for the characteristic set method of partial difference
polynomial systems.

5 Characteristic Set of Reflexive Prime Difference Ideals

In the algebraic and differential cases, prime ideals can be described by irre-
ducible chains. In this section, we will extend this result to the partial difference
case. In order to do that, we need to introduce the concept of strongly irreducible
chains.

A chain A is called strongly irreducible if

– Af is an irreducible algebraic triangular set for any f ∈ K{X}, and
– For η ∈ Tσ and h ∈ K{X}, if ηh ∈ a-sat(Af ) then h ∈ a-sat(Af ).

Theorem 22. Let A be a coherent and strongly irreducible difference chain.
Then sat(A) is a reflexive prime difference ideal.

Proof: Let f, g be two r-pols such that fg ∈ sat(A). By Lemma 21, there exists a
polynomial h such that fg ∈ D = a-sat(Ah). Since A is strongly irreducible, Ah

is an irreducible algebraic triangular set and hence D is a prime ideal. We thus
have f ∈ D or g ∈ D. In other words, f ∈ sat(A) or g ∈ sat(A). Hence, sat(A)
is a prime ideal. We still need to show that sat(A) is reflexive. If σif ∈ sat(A)
then ∃ h ∈ K{X}, σif ∈ a-sat(Ah). f ∈ a-sat(Ah) according to the definition
of strongly irreducible chain. Then f ∈ sat(A).

To prove that the characteristic set of any prime ideal is strongly irreducible, we
need the following lemmas.

Lemma 23. Let I be a prime difference ideal, A its characteristic set. Then
I = sat(A).

Proof: It is clear that I ⊂ sat(A). Let f ∈ sat(A). Then there is a J ∈ IA such
that Jf ∈ [A] ⊂ I. By Theorem 20, J is invertible w.r.t. A. Hence J is not in I
by Lemma 16. Since I is a prime ideal, f ∈ I.
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Lemma 24. Let I be a reflexive prime difference ideal, A its characteristic set.
Then ∀ h ∈ f ∈ K{X}, Ah is algebraic irreducible.

Proof: Otherwise, there exists an h ∈ f ∈ K{X}, such that Ah is a reducible
algebraic triangular set. By definition, there exist polynomials f and g which are
reduced w.r.t. Ah such that fg ∈ Ah ⊂ sat(A) = I. From this, we have f ∈ I
or g ∈ I, which is impossible since f and g are reduced w.r.t. A.

Theorem 25. Let I be a reflexive prime difference ideal, A a characteristic set
of I. Then A is coherent, strongly irreducible, and I = sat(A).

Proof: By Lemma 23, for any characteristic set A of I, we have I = sat(A). By
Theorem 20, A is coherent. By Lemma 24, we have for any h ∈ K{X}, Ah is
algebraic irreducible. Also, if σig ∈ a-sat(Ah), then σig ∈ I. Since I is reflexive,
g ∈ I. Then g ∈ a-sat(Ah).

The following example shows that it is difficult to decide whether a chain is
strongly irreducible. Even in the the ordinary case, deciding whether a chain is
strongly irreducible is a major difficult problem in difference algebra.

Example 2. [10] Let K = Q(t). The transforming operators over K is σ such
that σt = (t + 1). A ⊆ K{x1, x2} and A = {A1,A2} where A1 = x2

1 + t, A2 =
x2

2 + t + k. If k > 1, A2 − σkA1 = (x2 − σkx1)(x2 + σkx1), x2 − σkx1 
∈ sat(A),
x2 +σkx1 
∈ sat(A). sat(A) is not a prime difference ideal, and A is not strongly
irreducible.

6 Algorithms of Zero Decomposition

In this section, we will present an algorithm which can be used to decompose
the zero set of a general polynomial set into the zero sets of coherent chains.

Lemma 26. Let P be a finite set of polynomials, A = A1, . . . , Am a character-
istic set of P, Ii = init(Ai), and J =

∏m
i=1 Ii. If prem(P,A) = 0 for all P ∈ P,

then

Zero(P) = Zero(A/J)
⋃

∪m
i=1Zero(P ∪ {Ii})

Zero(P) = Zero(sat(A))
⋃

∪m
i=1Zero(P ∪ {Ii})

Proof: This is direct consequence of the remainder formula (4).

Now, we can give the zero decomposition theorem.

Theorem 27. Let P be a finite set of polynomials in K{y1, . . . , yn}, then we can
obtain a sequence of coherent chains Ai, i = 1, . . . , k such that

Zero(P) =
k⋃

i=1

Zero(Ai/IAi) =
k⋃

i=1

Zero(sat(Ai)) (8)

We first give the following algorithm to find the decomposition.
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Algorithm 28. ZDT(P)

– Input: a finite set P of polynomials.
– Output: W = {A1, . . . ,Ak} s.t. Ai is coherent

and Zero(P) =
⋃k

i=1 Zero(sat(Ai)).
Begin

B = CS(P) //This gives the characteristic set of P.
If B = 1 then W = {}
Else

R = {prem(f,B) 
= 0 | f ∈ (P \ B) ∪ 3(B)}
If R = ∅ then W={B} ∪ ∪iZDT(P ∪ {Ii})
Else W = ZDT(P ∪ R)

where Ij are the initials of the polynomials in B.
End.

Proof of Correctness of Algorithm 28. If R = ∅, by Lemma 26, we obtain a chain.
Since Ij is reduced w.r.t. B, by Lemma 2, the characteristic set of P ∪ {Ii} is
of lower ordering than that of B. Similarly, the characteristic set of P ∪ R is of
lower ordering than that of B. By Lemma 1, the algorithm will end and give the
decomposition.

Example 3. Let A = {A1, A2} where A1 = σ2
1y2

3 + σ2y2, A2 = σ2y3 + σ2
1y1. A

is not coherent, since the remainder A3 = rprem(σ2A1,A) = σ2
2y2 + σ4

1y2
1 is

reduced w.r.t. A. If we do the zero decomposition for A we obtain {A3, A1, A2}
which is a coherent chain.

7 Conclusion

In this paper, we extend some of the main properties of chains to the partial
difference polynomial systems. We prove that a partial difference chain is the
characteristic set of its saturation ideal if and only if it is coherent and regular.
We also prove that a partial difference ascending chain is the characteristic set
of a reflexive prime ideal if and only if it is strongly irreducible. Finally, we give
the zero decomposition algorithm.

Comparing to the algebraic, differential, and ordinary difference cases, there
still exist major problems unsolved in the partial difference case. These include
to give a constructive criterion for a chain to be regular and non-trivial and to
solve the perfect ideal membership problem.
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Abstract. An algebraic surface public-key cryptosystem was developed
by Akiyama and Goto. Its security is based on a decision randomizing
polynomial problem which is related to a problem of finding sections on
fibered algebraic surfaces which can be reduced to solving a multivariate
equation system known to be NP-complete. In the case that the defining
equation of a surface used for public-key is in a certain form, Uchiyama
and Tokunaga succeeded in attacking in the sense of getting plain texts
from corresponding ciphertexts using reductions efficiently without solv-
ing section finding problem. In this paper, two algorithms applicable to
all cases are suggested. One is the generalization of Uchiyama-Tokunaga’s
attack from polynomial ring over IFp to polynomial ring over rational
function field, and the other takes advantages of Gröbner base techniques
so as to deal with in the polynomial ring over IFp.

1

1 Introduction

Public key cryptography is widely used because it enables secure communica-
tion with a party accessing the site for the first time. But the current one is
time consuming, uses a lot of electricity so unsuitable for mobile applications,
and will be decrypted when quantum computers become available. To address
these issues, a Public-key Cryptosystem using Algebraic Surfaces was developed
by Akiyama and Goto, and opened to general public at website as a research
news of Toshiba corporation in 2005 [2], and some papers are published [1, 3, 4].
Its brief survey is given in section2. Its security is based on a decision ran-
domizing polynomial problem which is related to a problem of finding sections
on fibered algebraic surfaces. This problem can be reduced to solving a mul-
tivariate equation system and it is known to be NP-complete. In 2007, in the
case that the defining equation of a surface used for public-key is in a certain
form, Uchiyama and Tokunaga successed to attack in the sense of getting plain
text from cipher text using reductions efficiently without solving section finding
problem [5]. And the abstract is introduced in CRYPTREC report 2006 [6] in
the Appendix Chapter, which is known to be the important report related to
e-Government recommended ciphers in Japan. Its brief survey is given in sec-
tion3. Note that, at this point, the cryptosystem can be used safely if only we
1 A part of this work was supported by JSPS. Grant-in-Aid for Scientific Research.
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avoid to adopt using public key with vulnerability in the key generation step.
Therefore, in this paper, two algorithms applicable to all cases are suggested in
section4, i.e. the cryptosystem is completely broken. One is the generalization
of Uchiyama-Tokunaga’s attack from polynomial ring over IFp to polynomial
ring over rational function field (which is written in [8] without proofs). And
the other takes advantages of Gröbner base techniques so as to deal with in the
polynomial ring over IFp.

2 Algebraic Surface Public-Key Cryptosystem [1, 3, 4]

[key generation]
Secret key: Choose two distinct curves of the form D1 : (x, y, t) = (ux(t),
uy(t), t), D2 : (x, y, t) = (vx(t), vy(t), t) satisfying degux(t) 
= degvx(t) or
deguy(t) 
= degvy(t) for the uniqueness of decryption, and satisfying (ux(t) −
vx(t))|(uy(t) − vy(t)) for c10(t) ∈ IFp[t] (not IFp(t)) in step (a) in Pulic-key
generation.

Public key:
(a) Construct algebraic surface (public key) X(x, y, t) =

∑
i,j cij(t)xiyj = 0

over IFp containing two curves (secret key), i.e. it satisfy X(ux(t), uy(t), t) =
X(vx(t), vy(t), t) = 0. First, ramdomly choose cij(t) with (i, j) 
= (0, 0), (1, 0)
and then calculate c10(t) and c00(t) ∈ IFp(t) as follows.
c10(t) := −

∑
(i,j) 	=(0,0),(1,0) ci,j(t){ux(t)iuy(t)j − vx(t)ivy(t)j}/(ux(t) − vx(t))

c00(t) := −
∑

(i,j) 	=(0,0) ci,j(t)ux(t)iuy(t)j .

Fig. 1. Akiyama-Goto Algebraic Surface Pulic-Key Cryptosystems
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(b) Choose � ∈ IN as a lower bound for the degree of a monic irreducible poly-
nomial f(t) ∈ IFp[t] chosen in the encryption step. For reasons of security (see
5.3 in [4]), we impose degtX(x, y, t) < �.
(c) Choose d ∈ IN satisfying d ≥ max{degux(t), deguy(t), degvx(t), degvy(t)}.

By taking a large � or d, the characteristic p of the ground field can be chosen
as small as possible (e.g. at most 4 bits). The estimation of the key size are
discussed in section 7 in [4].

[encryption] Let m be a plain text, and divide m into small blocks as m =
m0||m1|| · · · ||m�−1 where each mi is chosen 0 ≤ mi ≤ p − 1.

1. Embed m into a plain text polynomial as m(t) = m�−1t
�−1 + · · ·+m1t+m0

2. Choose a random polynomial s(x, y, t) containing a term xαyβ with
α > degxX(x, y, t) and β > degyX(x, y, t) and satisfying (degxs(x, y, t)
+degys(x, y, t))d + degts(x, y, t) < �. (This implies deg(s(ux(t), uy(t), t)−
s(vx(t), vy(t), t)) < �, therefore we can extract f(t) in the decryption step.)

3. Choose a random polynomial r(x, y, t) satisfying degtr(x, y, t) < �, and a
random monic irreducible polynomial f(t) with degf(t) >= �

4. Compute the cipher polynomial F (x, y, t) = m(t) + f(t)s(x, y, t) + X(x, y, t)
r(x, y, t).

[decryption] As D1, D2 are on X , X(ux(t), uy(t), t) = X(vx(t), vy(t), t) = 0.

1. Substitute sections D1 and D2 into F (x, y, t) :
h1(t) = F (ux(t), uy(t), t) = m(t) + f(t)s(ux(t), uy(t), t)
h2(t) = F (vx(t), vy(t), t) = m(t) + f(t)s(vx(t), vy(t), t)

2. Compute h1(t) − h2(t)(= f(t){s(ux(t), uy(t), t) − s(vx(t), vy(t), t))}.
3. Factorize and find f(t) as a monic irreducible polynomial with maximum

degree.
4. Compute m(t) by reducing h1(t) by f(t). (degm(t) < degf(t).)
5. Extract m from m(t).

Example 1 (key generation and encryption). Now we consider in IF2.
[Secret key] We define secret keys as two distinct curves as
D1 : (ux(t), uy(t), t)=(t2+t, t3+t2+t + 1, t), D2 : (vx(t), vy(t), t)=(1+t, 1+t2, t).
[Public key] As one example, we obtain the following algebraic surface.
XB(x, y, t) := t2 + t8 + t12 + t14 + t21 + t22 + t23 + t24 + t26 + t27 + t28 + t29 + y +
t2y +y2 + t3y2 +y3 + t2y3 + t3y3 + ty4 + t2y4 + t4y4 + t5y4 +y5 + t4y5 +x(t+ t3 +
t5 + t10 + t11 + t16 + t17 + t19 + t21 + t23 + t26 + t28 + t3y + t4y + y2 + ty2 + t3y2 +
y3 + ty3 + t3y3 + t5y3 +y4 + ty4 + t2y4 + t3y4 + t4y4 +y5 + t2y5)+x4(1+ t2 + t4 +
t5 + t3y+ t4y + t5y +y2 + ty2 + t2y2 + t3y2 + t4y2 + ty3 + t2y3 + t4y3 +y4 + t2y4 +
t3y4 + t5y4 +y5 + t4y5)+x3(t+ t3 + t4 + t5 +y+ ty+ t3y+ t5y+ t2y2 + t4y2 +y3 +
t2y3 + t3y3 + t5y3+ t2y4 + t3y4 +y5+ t5y5)+x2(t+ t5+ t2y+ t4y+y2+ ty2+ ty3+
t2y3+t3y3+t4y3+t5y3 +y4+ty4+t3y4+t4y4+y5+ty5+t5y5)+x5(1+t3+ty+
t2y+t3y+t4y+t4y2+t5y2+ty3+t2y3+t4y3+y4+t2y4+t4y4+ty5+t2y5+t5y5)
[encryption] m(t) := 1 + t + t2 + t3 + t4 + t6 + t8 + t9 + t14 + t17 + t19 + t20 +
t23 + t26 + t28 + t29 + t30 + t32 + t34 + t35 + t36 + t37 + t39,

f(t) := 1+t+t2+t4+t7+t9+t10+t11+t14+t17+t22+t23+t25+t26+t27+t28+t32+
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t34+t36+t38+t40, s(x, y, t) := t+t3+x3+y2+x6y6, r(x, y, t) := 1+t3+t4+xy+y2.

Then the cipher polynomial FB(x, y, t) := t2+t8+t12+t14+t21+t22+t23+t24+
t26+t27+t28+t29+y+t2y+y2+t3y2+y3+t2y3+t3y3+ty4+t2y4+t4y4+t5y4+
y5+t4y5+x(t+t3+t5+t10+t11+t16+t17+t19+t21+t23+t26+t28+t3y+t4y+y2+
ty2+t3y2+y3+ty3+t3y3+t5y3+y4+ty4+t2y4+t3y4+t4y4+y5+t2y5)+x4(1+
t2 + t4+ t5 + t3y+ t4y+ t5y+y2+ ty2+ t2y2 + t3y2+ t4y2 + ty3+ t2y3 + t4y3 +y4+
t2y4+t3y4+t5y4+y5+t4y5)+x3(t+t3+t4+t5+y+ty+t3y+t5y+t2y2+t4y2+
y3+t2y3+t3y3+t5y3+t2y4+t3y4+y5+t5y5)+x2(t+t5+t2y+t4y+y2+ty2+ty3+
t2y3+t3y3+t4y3+t5y3 +y4+ty4+t3y4+t4y4+y5+ty5+t5y5)+x5(1+t3+ty+
t2y+t3y+t4y+t4y2+t5y2+ty3+t2y3+t4y3+y4+t2y4+t4y4+ty5+t2y5+t5y5).

3 Attack on Algebraic Surface Public-Key Cryptosystem
under the Assumption [5]

Assumption 1. For the defining equation of the algebraic surface X which will
be used as the public key, the leading term is in the form as LT(X)cxαyβ where
c ∈ IFp and (α, β) 
= (0, 0) w.r.t. a monomial order R̂.

Algorithm 1 (Uchiyama-Tokunaga’s attack).
Input : Akiyama-Goto’s public key X(x, y, t) ∈ IFp[x, y, t]

satisfying Assumption1, cipher polynomial F (x, y, t) ∈ IFp[x, y, t].
Ountput : Plaintext m which corresponds to the cipher polynomial F (x, y, t).

1. Calculate normal form R1(x, y, t) of the reduction of F (x, y, t) by X(x, y, t).
2. Among the temrs of R1, randomly choose the term satisfying xiyj ((i, j) 
=

(0, 0)), and its coefficient not being in IFp, then let its coefficient be C.
3. Calculate factors in IFp[t] of C, and let the set consisting of irreducible fators

whose degree is greater than or equal to � be Ĝ. Choose the element g ∈ Ĝ

and the normal form n of R1 becomes an element in IFp[t].(g(t) is f(t))
4. Compute a polynomial n(t) = nk−1t

k−1 + · · · + n1t + n0 ∈ IFp[t], outputs
m = n0||n1|| · · · ||nk−1 and end. (n(t) is m(t))

If cαβ(t) of LT(X) = cαβ(t)xαyβ is not constant then the normal form of
F (x, y, t) by X(x, y, t) does not necessarily stop in the form as F (x, y, t) = m(t)+
f(t)R2(x, y, t) + X(x, y, t)(f(t)G2(x, y, t) + q(x, y, t)) −→

X
m(t) + f(t)R2(x, y, t),

i.e. some terms might be reduced and disappear, so we might fail to detect f(t).

Example 2 (unworkable case : Uchiyama-Tokunaga’s attack to Example 1). The
normal form of the reduction of FB(x, y, t) by XB(x, y, t) is as follows. Note that
denominators are caused by t(1 + t + t4) from LT(XB) = t(1 + t + t4)x5y5.
RB(x, y, t) := (1 + t3 + t7 + · · · + t44y16 + t46y16 + t48y16 + x2(t4y6 + t8y6 +
t12y6 + · · ·+ t42y16 + t45y16 + t49y16)+x(ty6 + t4y6 + t5y6 + · · ·+ t45y16 + t47y16 +
t49y16) + x4(t6 + t4y6 + t6y6 + · · · + t46y16 + t47y16 + t50y16

) + x3(1 + t + t2 +
· · ·+ t48y16 + t49y16 + t50y16))/(1+ t3 + ty + t2y + t3y + t4y + t4y2 + t5y2 + ty3 +
t2y3 + t4y3 + y4 + t2y4 + t4y4 + ty5 + t2y5 + t5y5)2. Even if we focus attention
on numerator, GCD of cij(t) except c00(t) is 1 i.e. we cannot detect f(t). In the
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reduction process, leading coefficient t(1 + t + t4) of LT(XB) result in breaking
such an important form m(t) + f(t)R2, therefore even if we focus attention on
cij(ij 
= (0, 0)) (i.e. coefficients of x, y), f(t) cannot be detected.

4 Attack on Algebraic Surface Public-Key Cryptosystem

In this section, two algorithms applicable to all cases are suggested. The idea
is to transform X(x, y, t) into monic w.r.t. x and y, because t in LT(X) drives
detecting f(t) failure in the reduction process. First one is Algorithm 2 which
we generalize the Uchiyama-Tokunaga’s attack in a straightforward way, work-
ing in the polynomial ring w.r.t. x, y over rational function field w.r.t. t. We
denote it by IFp(t)[x, y]. Second one is Algorithm 3 which we use Gröbner
base techniques, working in the polynomial ring IFp[x, y, t,A] introducing a new
parameter A. We can say that two algorithms are essentially the same.

4.1 Attack by Straightforward Generalization in IFp(t) [x, y]

Algorithm 2. [ straightforward generalization in IFp(t) [x, y] ]
Input : Akiyama-Goto’s public key X(x, y, t) ∈ IFp[x, y, t],

cipher polynomial F (x, y, t) ∈ IFp[x, y, t].
Ountput : Plaintext m which corresponds to the cipher polynomial F (x, y, t).

0. Transform public key X to be monic as X̃:=X/LC(X).
1. Calculate the normal form R1(x, y, t) ∈ IFp(t)[x, y] by reduction of F by X̃ .
2. Randomly choose the term satisfying cij(t)xiyj ((i, j) 
= (0, 0)) and cij(t)

not being in IFp, changing cij(t)(∈ IFp(t)[x, y]) to equivalent fractions with
a common denominator, and let the numerator be C(∈ IFp[t]).

3. Factorize C in IFp[t], and let the set consisting of irreducible factors whose
degree is greater than or equal to � be Ĝ. Choose g ∈ Ĝ and calculate the
the normal form n by reduction of R1 by g becomes an element in IFp[t] .

4. Compute a polynomial n(t) = nk−1t
k−1 + · · · + n1t + n0 ∈ IFp[t], outputs

m = n0||n1|| · · · ||nk−1 and end.

During the reduction step, to obtain m(t) in IFp[x, y, t] (not in IFp(t)[x, y]), we
must not combine appearing rational functions and the lower polynomial terms.
This algorithm needs basic proposition and theorem as follows.

Proposition 1 (Proposition1 in pp.79-80 in [7]). Let G = {g1, · · · , gt} be
a Gröbner basis for an ideal I ⊂ k[x1, · · · , xn] and let f ∈ k[x1, · · · , xn] (which
denotes the polynomial ring over the field k where x1, · · · , xn are variables).
Then there is a unique r ∈ k[x1, · · · , xn] with the following two properties:
(i) There is g ∈ I such that f = g + r.
(ii) No term of r is reduced by any of LT(g1), · · · , LT(gt).
In particular, r is the normal form of the reduction of f by G no matter how the
elements of G are listed when using the reduction algorithm.
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Theorem 1. Generated polynomials g(t) and n(t) in Algorithm 2 are equal to
the polynomial f(t) used in encryption/decryption step and m(t) obtained from
plain text polynomial in Akiyama-Goto cryptosystem, respectively.

Proof. We transform public key X to be monic as X̃:=X/LC(X) ∈ IFp(t)[x, y].

Let I :=
〈
X̃

〉
⊂ IFp(t)[x, y] be a principal ideal generated by X̃ . Then {X̃} is a

Gröbner basis of I. Note that we are not working in IFp[x, y, t] but in IFp(t)[x, y].
As I is a principal ideal, any elements of I is uniquely denoted by GX̃ (G ∈
IFp(t)[x, y]). Therefore, ∃G1, R1 ∈ IFp(t)[x, y] s.t. F = G1X̃ + R1 are uniquely
determined by Proposition 1. R1 is equivalent to R1 in Step 1 in Algorithm
2. Note that R1 satisfies the condition in Proposision 1(ii) i.e. no term of
R1 is reduced by LT(X̃). Similarly, for s(x, y, t), ∃G2, R2 ∈ IFp(t)[x, y] s.t. s =
G2X̃ + R2 are uniquely determined, and no term of R2 is reduced by LT(X̃).
Substitute X = LC(X)X̃ and s = G2X̃+R2 for the cipher polynomial generated
as F = m(t) + f(t)s(x, y, t) + X(x, y, t)r(x, y, t), then we obtain
F (x, y, t) = m(t) + f(t)(G2(x, y, t)X̃(x, y, t) + R2(x, y, t)) + LC(X)X̃(x, y, t)r(x, y, t)

= m(t) + f(t)R2(x, y, t) + X̃(x, y, t)(f(t)G2(x, y, t) + LC(X)r(x, y, t)).
˜

where m(t), f(t), LC(X)∈IFp[t], r(x, y, t)∈IFp[x, y, t], and R2(x, y, t), X̃(x, y, t),
G2(x, y, t) ∈ IFp(t)[x, y]. Now LT(X), leading term of X(x, y, t) is monic w.r.t.
x and y, therefore it satisfies Assumption 1, then each term of m(t) + f(t)R2

cannot be reduced by LT(X̃), therefore the uniqueness of R1 in Proposition 1
leads to the equality m(t) + f(t)R2 = R1. Now we assume that R2 = R2(t) ∈
IFp(t) i.e. free from x and y. If we substitute D1 = (ux(t), uy(t), t) and D2 =
(ux(t), uy(t), t) for cipher polynomial F , respectively, we obtain the following
equations in the decryption step of Akiyama-Goto cryptosystem.
h1(t) = F (ux(t), uy(t), t) = m(t) + f(t)s(ux(t), uy(t), t)

= m(t) + f(t) (G2(ux(t), uy(t), t)X(ux(t), uy(t), t) + R2(t)) = m(t) + f(t)R2(t)

by substituting s = G2X̃ + R2. Similary, we obtain h2(t) = m(t) + f(t)R2(t),
too. This means h1 = h2 then it cannot be decrypted. Therefore, R2 has terms
as xiyjtk ((i, j) 
= (0, 0), k ≥ 0) in its numerator, and then R1 = m(t) + f(t)R2

has terms as xiyjtk ((i, j) 
= (0, 0), k ≥ 0) in its numerator, too. Let C be the
coefficient satisfying the condition of Step 2 in all terms of R1. Then f ∈ Ĝ

as C is reducible by f(t). If there exists g ∈ Ĝ differ from f such that the
normal form of the reduction of R1 by g becomes an element of IFp[t], then
∃G3, n ∈ IFp(t)[x, y] s.t. R1 = G3g + n are uniquely determined and n ∈ IFp(t)
by Proposition 1. Then, by the decryption step, we have the equality as h1(t)−
h2(t) = g(t)(G3(ux(t), uy(t), t) − G3(vx(t), vy(t), t)). Then we have g(t) = f(t),
and it comes to a contradiction. Therefore, the generated polynomial g in Step
3 is equal to f . We utilize the above equation, we have the equality as R1 =
n(t)+ f(t)G3 = m(t)+ f(t)R2 If m 
= 0 then using the fact that each term of m

is not reducible by the term of f(t) and Proposition 1, we obtain n(t) = m(t).
Moreover n(t) ∈ IFp[t](not IFp(t)), because, in the above equation, we can see all
higher order terms have a factor f(t) which reduce remaining all factors (which
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are in IFp(t)[x, y]) to be 0, i.e. only m(t) ∈ IFp[t] remains. If m = 0 then n(t) is
reducible by f(t), we obtain n(t) = m(t) ∈ IFp[t].

Example 3. X̃B(x, y, t) := XB(x, y, t)/LC(XB) where LC(XB) = t(1 + t + t4).
Note that we are working in k(t)[x, y] ( polynomial ring w.r.t. x, y over ratio-
nal function field w.r.t. t ). FB(x, y, t) −→

X̃B(x,y,t)
R1(x, y, t)(∈ IF2(t)[x, y]), where

t2(1 + t + t4)3 appears at denominators. The following list is the set of numera-
tors, which are factorized over IF2, of all nonzero terms of R1(x, y, t) except for
c00, after changing them to equivalent fractions with a common denominator.

{(1+ t)5(1+ t+ t2)(1+ t+ t4)(1+ t3 + t4 + t5 + t6 + t7 + t8 + t10 + t12)(1+ t2 + t3 +
t4 + t5 + t6 + t8 + t9 + t11 + t13 + t14)(1+ t+ t2 + t4 + t7 + t9 + t10 + t11 + t14 + t17 +
t22 + t23 + t25 + t26 + t27 + t28 + t32 + t34 + t36 + t38 + t40), · · · · · · · · · · · · · · · , (1+
t)(1 + t + t5 + t6 + t8)(1 + t + t2 + t4 + t7 + t9 + t10 + t11 + t14 + t17 + t22 + t23 +
t25 + t26 + t27 + t28 + t32 + t34 + t36 + t38 + t40)}.

We can see all nonzero elements (except c00) have the same factor 1+t+t2+t4+
t7+t9+t10+t11+t14+t17+t22+t23+t25+t26+t27+t28+t32+t34+t36+t38+t40) :=
g(t) ( i.e. f(t) is obtained ). In the actual computation, we may only to calcu-
late GCD of any two elements (except c00). Finally, we reduce R(x, y, t) by
g(t)(= f(t)) and obtain the plain text polynomial m(t).

4.2 Attack by Utilizing Gröbner Base Techniques in IFp [x, y, t, A]

In this section, we utilize Gröbner base techniques introducing a new parameter.
This algorithm enables us not to work via rational function field but to keep
staying in the polynomial ring. We need the following Corollary.

Corollary 1 (Corollary2 in pp.80 in [7]). Let G = {g1, · · · , gt} be a Gröbner
basis for an ideal I ⊂ k[x1, · · · , xn] and let f ∈ k[x1, · · · , xn]. Then f ∈ I if and
only if the normalform of the reduction of f by G is zero.

Algorithm 3. [ utilizing Gröbner base techniques in IFp [x, y, t,A] ]
Input : Akiyama-Goto’s public key X(x, y, t) ∈ IFp[x, y, t],

cipher polynomial F (x, y, t) ∈ IFp[x, y, t].
Ountput : Plaintext m which corresponds to the cipher polynomial F (x, y, t).

0. Calculate Gröbner base GBX for an ideal IX :=〈A · X(x, y, t),A · LC(X)−1〉
⊂ IFp[x, y, t,A], introducing a new parameter A, using the order x . y .
A . t in IFp[x, y, t,A].

1. Calculate the normal form R(x, y, t,A) ∈ IFp[x, y, t,A] of the reduction of
F (x, y, t) by GBX .

2. Randomly choose the term satisfying cij(t,A)xiyj ((i, j) 
= (0, 0)) where
cij(t,A) not being in IFp, then let cij(t,A) be C.

3. To perform desired factorization for detecting f(t), we factor out powers of A.
Therefore we transform each term of C by using the relation A·LC(X) = 1 as
A0 �→ (A·LC(X))2 = A2 ·LC(X)2,A1 �→ A(A·LC(X))1 = A2 ·LC(X), · · · ,

so as to make the powers of A of each term equal. Then perform factorization
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in IFp[t,A], and let the set consisting of irreducible fators whose degree is
greater than or equal to � be Ĝ. Choose the element g(t) ∈ Ĝ. Calculate
Gröbner base GBg for an ideal Ig := 〈g(t),A · LC(X) − 1〉 ⊂ IFp[t,A], and
calculate the normal form n ∈ IFp[t] reducing R(0, 0, t,A) by GBg.

4. Compute a polynomial n(t) = nk−1t
k−1 + · · · + n1t + n0 ∈ IFp[t], outputs

m = n0||n1|| · · · ||nk−1 and end.

Theorem 2. Generated polynomials g(t) and n(t) in Algorithm 3 are equal to
the polynomial f(t) used in encryption/decryption step and m(t) obtained from
plain text polynomial in Akiyama-Goto cryptosystem, respectively.a

Proof. Reduction by X̃ := X/LC(X) ∈ IFp(t)[x, y] in Algorithm2 is equivalent
to reduction by Gröbner base GBX of an ideal IX =〈A · X(x, y, t),A · LC(X)−1〉
⊂ IFp[x, y, t,A]. The technique of dealing with rational function by Gröbner base
in the polynomial ring is well-known in computer algebra. We assume GBX :=
{g1, · · · , gw} ⊂ IFp[x, y, t,A] (g1 . · · · . gw). Note that g1 is monic w.r.t. x, y

as generators of GBX are AX and A · LC(X) − 1. As can be seen in the proofs
in Algorithm1, 2, in the word of Gröbner base theory, the strategies is : (1)
Reduce a cipher polynomial F (x, y, t) by GBX , (2) Detect f(t), (3) Continue
reducing by GBf , (4) Obtained normal form is a plain text polynomial m(t).

Let R̃1(x, y, t,A) be the normal form of F (x, y, t) reduced by GBX , i.e.

F (x, y, t) =
∑w

i=1 ai(x, y, t,A)gi(x, y, t,A) + R̃1(x, y, t,A) −→
GBX

R̃1(x, y, t,A)

where gi(x, y, t,A) . R̃1(x, y, t,A), ai(x, y, t,A), R̃1(x, y, t,A) ∈ IFp[x, y, t,A],
gi(x, y, t,A) ∈ GBX ⊂ IX ∈ IFp[x, y, t,A]. Whereas, F is constructed as
F (x, y, t) = m(t) + f(t)s(x, y, t) + X(x, y, t)r(x, y, t). Let R̃2(x, y, t,A) be the
normal of s(x, y, t) reduced by GBX , i.e. s(x, y, t) =

∑w
i=1 bigi + R̃1 −→

GBX

R̃2

where gi . R̃2, bi, R̃1 ∈ IFp[x, y, t,A], gi ∈ GBX ⊂ R̃1 ∈ IFp[x, y, t,A].
AX, LC(X) · A − 1 ∈ IX implies AX −→

GBX

0 and LC(X) · A − 1 −→
GBX

0 by

Corollary 1. Then X(x, y, t) = LC(X) · (A · X) − X · (LC(X) · A − 1) −→
GBX

0.

Therefore, from the uniqueness of the normal form by Gröbner base, we obtain
F (x, y, t) −→

GBX

m(t) + f(t)R̃2(x, y, t,A) = R̃1(x, y, t,A) ∈ IFp[x, y, t,A]

Note that if we substitute A = 1/LC(X) into R̃i(x, y, t,A) ∈ IFp[x, y, t,A] in
Algorithm3, thenwe obtainRi(x, y, t) inAlgorithm2as R̃i(x, y, t, 1/LC(X))=
Ri(x, y, t) ∈ IFp(t)[x, y] (i = 1, 2). The proof that R̃2 has terms as xiyjtk, ((i, j) 
=
(0, 0), k ≥ 0), and the proof can be done in the same way as we see in Algorithm
1,2. Therefore focusing attention on coefficients of xiyj (i, j) 
= (0, 0), f(t) can
be detected if we factor out power of A utilizing the relation A · LC(X) = 1 over
IFp (or substitute 1/LC(X) into A as in Algorithm 2. It depends on the software
system which method we should use).

To reduce R̃1(x, y, t,A) by f(t), we use the Gröbner base GBf of an ideal
If = 〈f(t), A · LC(X) − 1〉 , x . y . A . t. As m(t) ∈ IFp[t] and f(t) . m(t),
we can calculate as R̃1(0, 0, t,A) = m(t) + f(t)R̃2(0, 0, t,A) −→

GBf

m(t).
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Example 4. We cryptanalyze the cipher polynomial FB(x, y, t) and obtain a
plain text m by Algorithm 3 using the order x . y . A . t in IF2[x, y, t,A]. Let
GBX be a Gröbner Basis for ideal IX := 〈A · X(x, y, t),A · LC(X) − 1〉 which is
calculated as follows.

GBX = {1+At+At2+At5, 1+At+t2+t3+At3+t6+t7+· · · · · ·+At2xy5+x2y5+
Ax2y5 +At2x2y5 + x3y5 +Ax3y5 +Atx3y5 +At2x3y5Ax4y5 +At4x4y5 + x5y5}
Calculate the normal form of the reduction of FB(x, y, t) by GBX , we obtain
R(x, y, t,A) =

∑
cij(t,A)xiyj ∈ IF2[x, y, t, α]. Take some terms cij(t,A)xiyj ex-

cept including c00, calculate GCD of {cij(t,A)}, by extracting powers of A by
using the relation A · LT = 1. For example, if we take 1 + t + t2 + At2 + t3 +
A2t3 + t6 + t9 + t11 + t12 + t14 + t18 + t20 + t27 + t28 + t34 + t40, then we transform
by A0 → (A · LC)2 = A2 · LC2, A1 → A(A · LC)1 = A2 · LC to factor out A2.
Then we obtain A2(t2(1 + t3 + t4)2(1 + t + t2 + t4 + t7 + t9 + t10 + t11 + t14 +
t17 + t22 + t23 + t25 + t26 + t27 + t28 + t32 + t34 + t36 + t38 + t40) and detect f(t)
having maximum degree. Finally, we reduce R(0, 0, t,A) by GBf as follows.
R(0, 0, t,A) = 1+A+A2t +At3 +A2t3 +At4 +A2t4 + t5 + t6 + t7 + t13 + t15 +
t16 + t18 + t19 + t22 + t23 + t25 + t30 + t33 + t34 + t37 + t40 + t41 + t44 + t46 + t58 +
t60 + t62 + t63 + t64, GBf = {1 + t + t2 + t4 + t7 + t9 + t10 + t11 + t14 + t17 +
t22 + t23 + t25 + t26 + t27 + t28 + t32 + t34 + t36 + t38 + t40, A + t + t2 + t5 + t6 +
t7 + t8 + t10 + t12 + t13 + t15 + t16 + t18 + t21 + t27 + t30 + t32 + t33 + t34 + t39},
R(0, 0, t,A) −→

GBf

m(t) (We succeed in obtaining the plain text polynomial.)

5 Conclusion

In this paper, two algorithms to attack Akiyama-Goto Algebraic Surface Public-
key Cryptosystem (2005) are suggested. They are applicable to all cases, i.e. it
shows that the cryptosystem is useless. One is a straightforward generalization
of Uchiyama-Tokunaga’s attack in IFp[x, y, t], by working via polynomial ring
over rational function field IFp(t)[x, y]. And the second one takes advantages
of Gröbner base techniques so as to work in the polynomial ring IFp[x, y, t,A],
introducing a new parameter A.
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Abstract. The 150 year old Four Colour Theorem is the first famous
result with a proof that requires large computer calculations. Such proofs
are still controversial: It is thought that computer programs cannot be
reviewed with mathematical rigor.

To overturn this belief, we have created a fully computer-checked proof
of the Four Colour Theorem. Using the Coq proof assistant, we wrote an
extended program that specifies both the calculations and their mathe-
matical justification. Only the interface of the program – the statement
of the theorem – needs to be reviewed. The rest (99.8%) is self-checking:
Coq verifies that it strictly follows the rules of logic. Thus, our proof is
more rigorous than a traditional one.

Our effort turned out to be more than just an exercise in verification;
having to definine rigorously all key concepts provided new mathemat-
ical insight into the concept of planarity. Planarity has topological and
combinatorial characterizations, which are often confused in arguments
that are both pictorially appealing and logically incomplete. The rigor
of our computer proof imposed a strict separation between the two.

We developed a purely combinatorial theory of planarity based on
a symmetrical presentation of hypermaps, which greatly simplified the
proof. The theory supplies an elegant analogue of the Jordan Curve prop-
erty, which allowed us to prove the Theorem under minimal topological
assumptions, without appealing to Jordan Curve theorem.
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Abstract. In order to compute an eliminate portion of a given polyno-
mial ideal by a Gröbner basis computation, we usually need to compute
a Gröbner basis of the whole ideal with respect to some proper term
order. In a boolean polynomial ring, we show that we can compute an
eliminate portion by computing Gröbner bases in the boolean polyno-
mial ring with the same coefficient ring that has the only variables which
we want to eliminate. We also check the efficiency of our method through
our implementation.

Keywords: Boolean Gröbner Bases.

1 Introduction

For solving polynomial equations, Gröbner bases computation is a powerful tool.
Though Gröbner bases were originally introduced by B.Buchberger in polynomial
rings over fields([1]), there also have been done many works concerning Gröbner
bases of polynomial rings with coefficient rings that are not fields. Among them
Gröbner bases of boolean polynomial rings (boolean Gröbner bases) introduced in
[8,9] have a nice property.

In computation of a Gröbner basis, selection of the term order dramatically
affects the computation cost both for time and space. In a polynomial ring over a
field, a total degree reverse lexicographic term order is usually the least expensive
one. In most cases, a purely lexicographic term order is much more expensive.
In a boolean polynomial ring, however, according to the data we got through
many computation experiments of boolean Gröbner bases, computation costs of
a purely lexicographic term order and other term orders such as a total degree
reverse lexicographic term order are not much different as far as we keep the order
of each variable. This property is extremely pleasant, since a purely lexicographic
term order is most convenient when we compute an eliminate portion of a given
ideal. In a boolean polynomial ring, we also have a nice classical result, namely
boolean extension theorem, that is we can always extend a zero of the elimination
ideal to a zero of the whole ideal. (See Theorem 6 for more details.) These
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c© Springer-Verlag Berlin Heidelberg 2008
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properties enable us to handle boolean equations completely with computation
of elimination ideals by boolean Gröbner bases. In fact, “Set Constraint Solvers”
that is a free software developed by Y.Sato( [10,12]), employs a naive but efficient
algorithm for the computation of the eliminate portion of a given ideal. For an
ideal I of a boolean polynomial ring B(X1, . . . , Xn)(precise definition is given
in Definition 4), the program computes a boolean Gröbner basis of I w.r.t. the
purely lexicographic term order such that Xn > · · · > X1 in order to compute
the elimination ideals I∩B(X1, . . . , Xi) for all i = 1, . . . , n − 1 simultaneously.

Besides the naive algorithm, we have an another algorithm for elimination
ideals which is based on the computation of comprehensive Gröbner bases. Unlike
in polynomial rings over fields, construction of comprehensive Gröbner bases is
very simple in boolean polynomial rings. Since a boolean polynomial ring is also
a boolean ring, a boolean polynomial ring B(Ā, X̄) with variables Ā and X̄

can be considered as a boolean polynomial ring (B(Ā))(X̄) over the coefficient
boolean ring B(Ā). Given an ideal I of B(Ā, X̄) and a term order of variables
X̄. Let G be a boolean Gröbner basis of I in (B(Ā))(X̄), then G becomes a
comprehensive Gröbner basis of I with parameters Ā. (See Theorem 24 for more
details.) In the view of construction of elimination ideals, the important fact
is that G∩B(Ā) is either an empty set or a singleton of a boolean polynomial
f(Ā) of B(Ā). In case of an empty set, the eliminate portion I∩B(Ā) is equal
to {0}, otherwise it is equal to the ideal 〈f(Ā)〉 in B(Ā). Unfortunately, in
most cases, a naive algorithm to construct the above G is much more expensive
than the computation of boolean Gröbner basis of I in B(Ā, X̄) w.r.t. a purely
lexicographic term order such that X̄ > Ā. Though there is a work concerning
efficient computations of comprehensive Gröbner bases([7]), it is based on the
computation of boolean Gröbner bases in a boolean polynomial ring B(Ā, X̄),
and it does not give us a more efficient algorithm for computation of elimination
ideals than the naive algorithm employed in “Set Constraint Solvers”.

In this paper, we show that for a given ideal I = 〈f1(Ā, X̄), . . . , fl(Ā, X̄)〉 in a
boolean polynomial ring B(Ā, X̄), we can construct the elimination ideal I∩B(Ā)
by computing a boolean Gröbner basis of the ideal 〈f1(c̄, X̄), . . . , fl(c̄, X̄)〉 in
the boolean polynomial ring B(X̄) for each 0, 1 specialization c̄ of Ā. We also
give some example of our computation experiments to show that our method is
quite effective in case we do not have many parameters.

Our plan is as follows. In section 2, we show two classical results of boolean
algebra which we need for understanding our work.

We give a quick review of boolean Gröbner bases and comprehensive boolean
Gröbner bases in section 3 and 4. Section 5 is devoted to our new algorithm for
the computation of elimination ideals.

2 Boolean Polynomial Ring

In this section, we show two classical results of boolean algebra in terms of
boolean polynomial rings. More details can be found in many text books of
boolean algebra such as [6] for example.
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Definition 1. A commutative ring B with an identity 1 is called a boolean ring
if every element a of B is idempotent, i.e. a2 = a.

〈B,∨,∧,¬〉 becomes a boolean algebra with the boolean operations ∨,∧,¬ de-
fined by a ∨ b = a + b + a · b, a ∧ b = a · b,¬a = 1 + a. Conversely, for a boolean
algebra 〈B,∨,∧,¬〉, if we define + and · by a + b = (¬a ∧ b) ∨ (a ∧ ¬b) and
a · b = a ∧ b, 〈B,+, ·〉 becomes a boolean ring. We use the symbol 5 to denote a
partial order of a boolean ring, that is a 5 b if and only if ab = b for elements
a, b of a boolean ring B.

Since −a = a in a boolean ring, we do not need to use the symbol ’−’, however,
we also use − when we want to stress its meaning.

Definition 2. A non-zero element e of a boolean ring B is said to be atomic, if
there does not exist a non-zero element c such that ce = c except for c = e. (An
atomic element is nothing but a non-zero minimal element w.r.t. 5. )

Lemma 3. If B is a finite boolean ring, it has at least one atomic element. Let
e1, . . . , ek be all the atomic elements of B, then eiej = 0 for any i 
= j and
e1 + · · · + ek = 1.

proof. We show the last equation, the rests are obvious. If e1 + · · · + ek 
= 1,
e1 + · · · + ek + 1 
= 0. Let c be a minimal element(an atomic element) of B
such that e1 + · · · + ek + 1 5 c, i.e. c(e1 + · · · + ek + 1) = c. It follows that
c(e1 + · · ·+ek) = 0. Since c is a minimal element, c = ei for some ei, which leads
us to a contradiction ei = ei(e1 + · · · + ek) = 0. �
Definition 4. Let B be a boolean ring. A quotient ring B[X1, . . . , Xn]/〈X2

1 −
X1, . . . , X

2
n −Xn〉 with an ideal 〈X2

1 −X1, . . . , X
2
n −Xn〉 becomes a boolean ring.

It is called a boolean polynomial ring and denoted by B(X1, . . . , Xn), its element
is called a boolean polynomial.

Note that a boolean polynomial of B(X1, . . . , Xn) is uniquely represented by a
polynomial of B[X1, . . . , Xn] that has at most degree 1 for each variable Xi. In
what follows, we identify a boolean polynomial with such a representation.

Multiple variables such as X1, . . . , Xn or Y1, . . . , Ym are abbreviated to X̄

or Ȳ respectively. Lower small Greek letters such as a, b, c are usually used for
elements of a boolean ring B. The symbol ā denotes an n-tuple of element of B
for some n. For ā = (a1, . . . , an) and b̄ = (b1, . . . , bm), (ā, b̄) denotes an n + m-
tuple (a1, . . . , an, b1, . . . , bm). For a boolean polynomial f(X̄, Ȳ ) with variables
X̄ and Ȳ , f(ā, Ȳ ) denote a boolean polynomial in B(Ȳ ) obtained by specializing
X̄ with ā.

Definition 5. Let I be an ideal of B(X1, . . . , Xn). For a subset S of B, VS(I)
denotes a subset {ā ∈ Sn|∀f ∈ If(ā) = 0}. When S = B, VB(I) is simply
denoted by V (I) and called a variety of I. We say I is satisfiable in S if VS(I)
is not empty. When S = B, we simply say I is satisfiable.

Theorem 6 (boolean extension theorem). Let I be a finitely generated
ideal in a boolean polynomial ring B(Y1, . . . , Ym, X1, . . . , Xn).

For any b̄ ∈ V (I ∩ B(Ȳ )), there exist c̄ ∈ Bn such that (b̄, c̄) ∈ V (I).
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Proof. It suffices to show the theorem for n = 1. Note first that any finitely
generated ideal is principal in a boolean ring, that is an ideal 〈f1, . . . , fs〉 is equal
to the principal ideal 〈f1 ∨· · ·∨fs〉. Let I = 〈fX1 +g〉 for some f, g ∈ B(Ȳ ). We
claim that I∩B(Ȳ ) = 〈fg+g〉. Since (f+1)(fX1+g) = fg+g, fg+g ∈ I∩B(Ȳ ).
Conversely, suppose that h ∈ I ∩ B(Ȳ ), i.e. there exist p, q ∈ B(Ȳ ) such that
h = (pX1 + q)(fX1 + g). Then, h = (pf + pg + qf)X1 + qg. Since h ∈ B(Ȳ ), we
must have pf + pg + qf = 0, from which we have h = qg = fqg + (f + 1)qg =
g(pf+pg)+(f+1)qg = gp(f +1)+(f+1)qg = (p+q)(f +1)g ∈ 〈fg+g〉. Suppose
now that b̄ ∈ V (〈fg + g〉), that is f(b̄)g(b̄) + g(b̄) = 0. Let c = (f(b̄) + 1)d + g(b̄)
where d can be any element of B. Then f(b̄)c+ g(b̄) = f(b̄)g(b̄)+ g(b̄) = 0. That
is (b̄, c) ∈ V (I). �

Corollary 7 (boolean weak Nullstellensatz). For any finitely generated
ideal I of a boolean polynomial ring B(X1, . . . , Xn), the variety V (I)(⊆ Bn)
of I is an empty set if and only if there exists a non-zero constant element of B
in I.

Proof. If I∩B = {0}, the above proof also works to show that V (I) 
= ∅. The
converse is trivial. �

Theorem 8 (boolean strong Nullstellensatz). Let I be a finitely generated
ideal of a boolean polynomial ring B(X1, . . . , Xn) such that V (I) 
= ∅.

Then, for any boolean polynomial h(X̄) ∈ B(X̄),

h(X̄) ∈ I if and only if ∀(b̄) ∈ V (I) h(b̄) = 0.

Proof. Let I = 〈f(X̄)〉 and B′ be a boolean subring of B generated by all
coefficients of f(X̄) and h(X̄), i.e. B′ is the smallest boolean subring of B which
includes all coefficients of f(X̄) and h(X̄). First note that I is also satisfiable
in B′ by boolean weak Nullstellensatz. Secondly note that B′ is finite, because
each element of B′ is a sum of finite elements which have a form an1

1 an2
2 · · · anl

l

where a1, a2, . . . , al are coefficients of f(X̄) and each ni is either 0 or 1. By
Lemma 3, B′ has atomic elements e1, . . . , ek such that eiej = 0 for any i 
= j

and e1 + · · · + ek = 1. Suppose now that ∀b̄ ∈ V (I) h(b̄) = 0. We certainly have
the property:

∀b̄ ∈ B′n(f(b̄) = 0 ⇒ h(b̄) = 0) (1)

In order to show h(X̄) ∈ I, we prove the following claims.

Claim 1: f(b1, . . . , bn) = 0 ⇔ eif(eib1, . . . , eibn) = 0 for each i = 1, . . . , k.

Proof of Claim1. We clearly have f(b1, . . . , bn) = 0 ⇔ eif(b1, . . . , bn) = 0 for
each i = 1, . . . , k.We also have the equation eif(b1, . . . , bn) = eif(eib1, . . . , eibn).
The assertion follows from them. �
Claim 2: ∀(b1, . . . , bn) ∈ B′n( eif(eib1, . . . , eibn) = 0 ⇒ eih(eib1, . . . , eibn) = 0 )
for each i = 1, . . . , k.

Proof of Claim2. Let i be fixed and suppose eif(eib1, . . . , eibn) = 0 for ele-
ments b1, . . . , bn in B′. Since I is satisfiable in B′, we have elements c1, . . . , cn



338 Y. Sato, A. Nagai, and S. Inoue

in B′ such that f(c1, . . . , cn) = 0. Let aj = eibj + (1 + ei)cj for each j =
1, . . . , n. Then, we have eiaj = eibj and etaj = etcj for each t 
= i. By Claim
1, we have f(a1, . . . , an) = 0. By the property (1), we have h(a1, . . . , an) =
0. By Claim 1 again, we have eih(eia1, . . . , eian) = 0 which is equivalent to
eih(eib1, . . . , eibn) = 0. �
Claim 3: The ideal 〈eif(X̄), ei(Uh(X̄) + 1)〉 ⊆ B′(U, X̄) is unsatisfiable in B′

for each i = 1, . . . , k, where U is a new variable.

Proof of Claim3. Assume that eif(b1, . . . , bn) = 0 for some (b1, . . . , bn) ∈ B′n.
By Claim 1, we have eif(eib1, . . . , eibn) = 0. By Claim 2, we have eih(eib1, . . . ,

eibn) = 0. By Claim 1 again, we have eih(b1, . . . , bn) = 0.
Therefore ei(Uh(b1, . . . , bn) + 1) = ei 
= 0. �

By the last claim and boolean weak Nullstellensatz, we can see the ideal 〈eif(X̄),
ei(Uh(X̄)+1)〉 contains a non-zero element of B′. Since ei is an atomic element of
B′, it must contain ei. So, there exist boolean polynomials p(U, X̄) and q(U, X̄)
of B′(U, X̄) such that ei = eif(X̄)p(U, X̄) + ei(Uh(X̄) + 1)q(U, X̄).

Multiplying h(X̄) from both sides and substituting U by 1, we have eih(X̄) =
eif(X̄)p(1, X̄)h(X̄), which shows that eih(X̄) ∈ I. So, h(X̄) = e1h(X̄) + · · · +
ekh(X̄) ∈ I.

The converse is trivial. �

3 Boolean Gröbner Bases

A boolean Gröbner basis is defined as a natural modification of a Gröbner basis
in a polynomial ring over a boolean ring. Though it was introduced in [8,9]
together with a computation algorithm using a special monomial reduction, the
same notion was independently discovered by V.Weispfenning in a polynomial
ring over a more general coefficient ring, namely, a commutative von Neumann
regular ring( [15]). In this section, we give a quick review of boolean Gröbner
bases. For the proofs and more detailed descriptions, refer to [15] or [11].

We concentrate on boolean rings. In what follows, we assume that some term
order on a set of power products of variables is given. For a polynomial f in
a polynomial ring B[X1, . . . , Xn] (= B[X̄]) over a boolean ring B, we use the
notations LT (f), LM(f) and LC(f) to denote the leading power product, the
leading monomial and leading coefficient of f respectively. f − LM(f) is also
denoted by Rd(f). We also use the notations LT (F ) and LM(F ) to denote the
sets {LT (f)|f ∈ F} and {LM(f)|f ∈ F} for a (possibly infinite) subset F of
B[X̄]. T (X̄) denotes the set of power products consisting of variables X̄ .
Definition 9. For an ideal I of a polynomial ring B[X̄], a finite subset G of I

is called a Gröbner basis of I if 〈LM(I)〉 = 〈LM(G)〉.
Definition 10. For a polynomial f ∈ B[X̄ ], let a = LC(f), t = LT (f) and
h = Rd(f). A monomial reduction →f by f is defined as follows:

bts + p →f (1 − a)bts + absh + p.

(Note that (bts + p) − ((1 − a)bts + absh + p) = bs(af).)
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Where s is a term of T (X̄), b is an element of B such that ab 
= 0 and p is
any polynomial of B[X̄]. For a set F ⊆ B[X̄], we write g →F g′ if and only
if g →f g′ for some f ∈ F . A recursive closure of →F is denoted by ∗→F , i.e.
g

∗→F g′ if and only if g = g′ or there exist a sequence of monomial reductions
g →F g1 →F · · · →F gn →F g′.

Theorem 11. When F is finite, →F is noetherian, that is there is no infinite
sequence of polynomials g1, g2, . . . such that gi →F gi+1 for each i = 1, 2, . . ..

Theorem 12. Let I be an ideal of a polynomial ring B[X̄ ].
A finite subset G of I is a Gröbner basis of I if and only if ∀h ∈ I h

∗→G 0.

Using our monomial reductions, a reduced Gröbner basis is defined exactly same
as in a polynomial ring over a field. A Gröbner basis G is reduced if each poly-
nomial of G is not reducible by a monomial reduction of any other polynomial
of G. In a polynomial ring over a field, a reduced Gröbner basis is uniquely
determined. In our case, however, this property does not hold.

Example 1. Let B = GF2×GF2. In a polynomial ring B[X ], {(1, 0)X, (0, 1)X}
and {(1, 1)X} are both reduced Gröbner bases of the same ideal.

In order to have a unique Gröbner basis, we need one more definition.

Definition 13. A reduced Gröbner basis G is said to be stratified if G does not
contain two polynomials which have the same leading power product.

Theorem 14. If G and G′ are stratified Gröbner bases of the same ideal w.r.t.
some term order, then G = G′.

In the above example, {(1, 1)X} is the stratified Gröbner basis, but the other is
not.

Definition 15. For a polynomial f , LC(f)f is called a boolean closure of f ,
and denoted by bc(f). If f = bc(f), f is said to be boolean closed.

Theorem 16. Let G be a Gröbner basis of an ideal I, then {bc(g)|g ∈ G} \ {0}
is also a Gröbner basis of an ideal I.

S-polynomial is also defined similarly as in a polynomial ring over a field.

Definition 17. Let f = atr + f ′ and g = bsr + g′ be polynomials where a =
LC(f), b = LC(g), tr = LT (f) and sr = LT (g) for some power product t, s, r

such that GCD(t, s) = 1, i.e. t and s do not contain a common variable. The
polynomial bsf + atg = bsf ′ + atg′ is called an S-polynomial of f and g and
denoted by S(f, g).

As in a polynomial ring over a field, the following property is crucial for the
construction of Gröbner bases.

Theorem 18. Let G be a finite set of polynomials such that each element of G

is boolean closed. Then, G is a Gröbner basis if and only if S(f, g) ∗→G 0 for any
pair f, g of G.
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For any given finite set F , using our monomial reductions, we can always con-
struct a Gröbner basis of 〈F 〉 with computing boolean closures and S-polynomials
by the following algorithms. It is also easy to construct a stratified Gröbner basis
from a Gröbner basis.

Algorithm BC
Input: F a finite subset of B[X̄]
Output: F ′ a set of boolean closed polynomials such that 〈F ′〉 = 〈F 〉
begin
F ′ = ∅
while there exists a polynomial f ∈ F which is not boolean closed

F = F ∪ {bc(f) − f} \ {f}, F ′ = F ′ ∪ {bc(f)}
end.

Algorithm GBasis
Input: F a finite subset of B[X̄], > a term order of T (X̄)
Output: G a Gröbner basis of 〈F 〉 w.r.t. >

begin
G = BC(F)
while there exists two polynomials p, q ∈ G such that S(p, q) ∗→G h

for some non-zero polynomial h which is irreducible by →G

G = G∪BC({h})
end.

Since any element of a boolean ring is idempotent, a boolean polynomial ring is
more natural to work on. We can also define Gröbner bases in boolean polyno-
mial rings.

A power product X
l1
1 · · ·X ln

n is called a boolean power product if each li is either
0 or 1. The set of all boolean power products consisting of variables X̄ is denoted
by BT (X̄). A boolean polynomial f(X̄) in B(X̄) is uniquely represented by
b1t1+· · ·+bktk with elements b1, . . . , bk of B and distinct boolean power products
t1, . . . , tk. We call b1t1 + · · · + bktk the canonical representation of f(X̄). Since
BT (X̄) is a subset of T (X̄), a term order ≥ on T (X̄) is also defined on BT (X̄).
Given such a term order ≥, we use the same notations LT (f), LM(f), LC(f) and
Rd(f) as before, which are defined by using its canonical representation. We also
use the same notations LT (F ) and LM(F ) for a set F of boolean polynomials
as before.

Definition 19. For an ideal I of a boolean polynomial ring B(X̄), a finite subset
G of I is called a boolean Gröbner basis of I if 〈LM(I)〉 = 〈LM(G)〉 in B(X̄).

Using canonical representations of boolean polynomials, we can also define mono-
mial reductions for boolean polynomials as Definition 10 and have the same
property of Theorem 12. The boolean closure of a boolean polynomial is also
similarly defined as Definition 15 and the same property of Theorem 16 holds.
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We can also define a stratified boolean Gröbner basis as in Definition 13, which
is unique w.r.t. a term order. Construction of a boolean Gröbner basis is very
simple. Given a finite set of boolean polynomials F ⊆ B(X̄). Compute a Gröbner
basis G of the ideal 〈F ∪{X2

1 −X1, . . . , X
2
n −Xn}〉 in B[X̄] w.r.t. the same term

order. Then, G \ {X2
1 − X1, . . . , X

2
n − Xn} is a boolean Gröbner basis of 〈F 〉 in

B(X̄). If G is stratified, then G \ {X2
1 − X1, . . . , X

2
n − Xn} is also stratified.

Example 2. The following left constraint with unknown set variables X and Y

and an unknown element variable a is equivalent to the right system of equations
of a boolean polynomial ring B(X, Y, A), where B is a boolean ring of sets and
the variable A stands for the singleton {a}.
⎧
⎪⎪⎨

⎪⎪⎩

X ∪ Y ⊆ {1, 2}
1 ∈ X

a ∈ Y

X ∩ Y = ∅
⇐⇒

⎧
⎪⎪⎨

⎪⎪⎩

(XY + X + Y ) + {1, 2}(XY + X + Y ) = 0
{1}X + {1} = 0
AY + A = 0
XY = 0

The stratified boolean Gröbner basis G of the ideal

I = 〈(XY + X + Y ) + {1, 2}(XY + X + Y ), {1}X + {1}, AY + A, XY 〉
w.r.t. a lexicographic term order X > Y > A has the following form:

G = {{2}XY, {2}YA+{2}A, (1+{2})Y, {2}XA, (1+{2})X+{1}, (1+{2})A}.
From this we can get the elimination ideal I∩B(A) = 〈(1 + {2})A〉. By boolean
extension theorem, we can see that the given constraint is satisfiable if and only
if the element variable a satisfies the equation (1 + {2}){a} = 0 that is a = 2.

We conclude this section with the following theorem, which is essentially a special
instance of Theorem 2.3 of [15].

Definition 20. Let B be a boolean ring and k be a natural number. Bk denotes
a direct product, i.e. the set of all k-tuples of elements of B. For an element p of
Bk, pi ∈ B denotes the i-th element of p for each i = 1, . . . , k. If we define p+ q

and p·q for p, q ∈ Bk by (p+q)i = pi+qi and (p·q)i = pi ·qi for each i = 1, . . . , k,
Bk also becomes a boolean ring. For a polynomial f(X̄) in Bk[X̄] fi(i = 1, . . . , k)
denotes the polynomial in B[X̄] obtained by replacing each coefficient p of f by
pi. For a boolean polynomial f(X̄) in Bk(X̄), a boolean polynomial fi in B(X̄)
is defined similarly.

Theorem 21. In a polynomial ring Bk[X̄ ], let G be a finite set of boolean closed
polynomials. Then, G is a (reduced) Gröbner basis of an ideal I if and only if
Gi = {gi|g ∈ G} \ {0} is a (reduced) Gröbner basis of the ideal Ii = {fi|f ∈ I}
in B[X̄] for each i = 1, . . . , k.

Corollary 22. In a boolean polynomial ring Bi(X̄), let G be a finite set of
boolean closed boolean polynomials. Then, G is a (reduced) boolean Gröbner basis
of an ideal I if and only if Gi = {gi|g ∈ G} \ {0} is a (reduced) Gröbner basis of
the ideal Ii = {fi|f ∈ I} in B(X̄) for each i = 1, . . . , k.
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4 Comprehensive Boolean Gröbner Bases

In a polynomial ring over a field, construction of a comprehensive Gröbner basis
is not so simple in general. In order to get a uniform (with respect to parameters)
representation of reduced Gröbner bases, we need to divide a parameter space
into several partitions according to the conditions that parameters satisfy. (See
[2,4,5,13,14,16].)

In our boolean polynomial ring, however, we can always construct a strat-
ified comprehensive boolean Gröbner basis. We do not even need to divide a
parameter space.

In this section, we present a naive method to construct comprehensive boolean
Gröbner bases. In what follows, we use variables Ā = A1, . . . , Am for parameters
and variables X̄ = X1, . . . , Xn for main variables. We also assume that some
term order on T (X̄) is given.

Definition 23. Let F = {f1(Ā, X̄), . . . , fl(Ā, X̄)} be a finite subset of a boolean
polynomial ring B(Ā, X̄). A finite subset G = {g1(Ā, X̄), . . . , gk(Ā, X̄)} of
B(Ā, X̄) is called a comprehensive boolean Gröbner basis of F , if G(ā) =
{g1(ā, X̄),. . . , gk(ā, X̄)} \ {0} is a boolean Gröbner basis of the ideal 〈F (ā)〉 =
〈f1(ā, X̄), . . . , fl(ā, X̄)〉 in B′(X̄) for any boolean extension B′ of B, i.e. a
boolean ring which includes B as a subring, and any ā = (a1, . . . , am) ∈ B′m. G

is also said to be stratified if G(ā) is stratified for any ā = (a1, . . . , am) ∈ B′m.

Theorem 24. Let F = {f1(Ā, X̄), . . . , fl(Ā, X̄)} be a finite subset of a boolean
polynomial ring B(Ā, X̄). Considering B(Ā, X̄) as a boolean polynomial ring
(B(Ā))(X̄) with the coefficient boolean ring B(Ā), let G = {g1(Ā, X̄), . . . , gk(Ā,

X̄)} be a (stratified) boolean Gröbner basis of the ideal 〈F 〉 in this polynomial
ring. Then G becomes a (stratified) comprehensive boolean Gröbner basis of F .

Proof. Let ā = a1, . . . , am be an arbitrary m-tuple of elements of B′. Note
that the specialization of parameters Ā with ā induces a homomorphism from
B(Ā, X̄) to B′(X̄). We clearly have 〈F (ā)〉 = 〈G(ā)〉 in B′(X̄).

If f(Ā, X̄) →g(Ā,X̄) h(Ā, X̄) in (B(Ā))(X̄), then f(Ā, X̄) = p(Ā)ts+f ′(Ā, X̄),
g(Ā, X̄) = q(Ā)t+g′(Ā, X̄) and h(Ā, X̄) = (1−q(Ā))p(Ā)ts+q(Ā)p(Ā)sg′(Ā, X̄)
+f ′(Ā, X̄) for some t, s ∈ T (X̄) and p(Ā), q(Ā) ∈ B(Ā) and f ′(Ā, X̄), g′(Ā, X̄)
∈ B(Ā, X̄), where q(Ā)t is the boolean leading monomial of g(Ā, X̄). In case
q(ā)p(ā) 
= 0, certainly q(ā) 
= 0 and p(ā) 
= 0, so q(ā)t is the boolean leading
monomial of g(ā, X̄) and p(ā)ts is a monomial of f(Ā, X̄) and f(ā, X̄) →g(ā,X̄)

h(ā, X̄). Otherwise, h(ā, X̄) = f(ā, X̄). In either case, we have f(ā, X̄) ∗→g(ā,X̄)

h(ā, X̄). Therefore, if f(Ā, X̄) →G h(Ā, X̄) in (B(Ā))(X̄), then we have
f(ā, X̄) ∗→G(ā) h(ā, X̄) in B′(X̄). Any boolean polynomial in the ideal 〈F (ā)〉
is equal to f(ā, X̄) for some boolean polynomial f(Ā, X̄) in the ideal 〈F 〉 of
(B(Ā))(X̄). Since G is a boolean Gröbner basis of 〈F 〉, we have f(Ā, X̄) ∗→G 0.
By the above observation, we have f(ā, X̄) ∗→G(ā) 0. This shows that G is a
comprehensive boolean Gröbner basis of F .
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Suppose G is stratified, then any element g of G is boolean closed.
So, if LC(g)(ā) = 0, then g(ā, X̄) must be equal to 0. Therefore, unless

g(ā, X̄) = 0, we have LT (g(ā, X̄)) = LT (g(Ā, X̄)). Now it is clear that G(ā)
is stratified. �

Example 3. For the same example of Example 2, the stratified boolean Gröbner
basis of I in the boolean polynomial ring (B(A))(X, Y ) has the following form:
{({2}A+{2})XY, (1+A+{2})X+{1}A+{1}, (1+A+{2})Y +{2}A, (1+{2})A}.
From this, we can get the elimination ideal I∩B(A) = 〈(1 + {2})A〉. Moreover,
if we specialize the variable A with {a}, it becomes the stratified boolean Gröbner
basis {X + {1}, Y + {2}}.

5 New Algorithm for Elimination Ideals

In section 2, we saw the importance of ideals in boolean polynomial rings.
For a system of boolean equations given in a form of

⎧
⎪⎨

⎪⎩

f1(X1, X2, . . . , Xn) = 0
... · · · (1)

fl(X1, X2, . . . , Xn) = 0

with boolean polynomials f1(X̄), f2(X̄), . . . , fl(X̄) of B(X̄), we can solve it by
computing a stratified boolean Gröbner basis of the ideal I = 〈f1(X̄), f2(X̄), . . . ,
fl(X̄)〉 w.r.t. a certain term order. We can also solve many problems concern-
ing it. For example, if we want to decide whether a given boolean polyno-
mial h(X̄) vanishes on every solutions, what we have to do is computing a
boolean Gröbner basis G of I(w.r.t. any term order) and checking the nor-
mal form of h(X̄) by →G is 0 or not. In any case, as long as we can com-
pute a boolean Gröbner basis of I, we are almost done. Unfortunately, however,
Gröbner bases computations are getting heavier when the number of variables
increases. If we are interested in only solutions of some restricted variables, say
X1, X2, X3 for example, we do not necessarily need a boolean Gröbner basis of
the whole ideal I, what we need is a boolean Gröbner basis of the elimination
ideal 〈f1(X̄), f2(X̄), . . . , fl(X̄)〉∩B(X1, X2, X3). If we want to know whether a
given polynomial h(X1, X2, X3) consisting of only three variables X1, X2, X3

vanishes on every solution of (1), what we need is not a boolean Gröbner basis
of the whole ideal but a boolean Gröbner basis of the above elimination ideal. A
Gröbner basis of such an elimination ideal is usually obtained by computing a
Gröbner basis of the whole ideal w.r.t. a block order X1, X2, X3 << X4, . . . , Xn,
i.e. a term order such that each variable X1, X2, X3 is lexicographically less than
the other variables.

In this section, we give an algorithm to compute a boolean Gröbner basis of
an elimination ideal without computing a boolean Gröbner basis of the whole
ideal. The next lemma is an easy but important key fact for our algorithm.
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Lemma 25. Let I be an ideal of a boolean polynomial ring B(Ā, X̄) with vari-
ables Ā and X̄, G be a stratified boolean Gröbner basis of I in a boolean polyno-
mial ring (B(Ā))(X̄) w.r.t. some term order of T (X̄). Then G∩B(Ā) is either
an empty set or a singleton {h(Ā)} of a boolean polynomial of B(Ā). In the latter
case, the elimination ideal I∩B(Ā) is equal to 〈h(Ā)〉, otherwise it is equal to
the trivial ideal {0} in B(Ā).

If the computation of such a G were faster than the computation of a boolean
Gröbner basis of I in the boolean polynomial ring B(Ā, X̄) w.r.t. a block order
Ā << X̄ , it would give us a more efficient algorithm to compute a boolean
Gröbner basis of the elimination ideal. Unfortunately, however, a naive method
described in section 4 is much slower than the computation of a boolean Gröbner
basis of I w.r.t. such a block order in general. Though there is a work concerning
an efficient computation algorithm for such a G, it is based on the computation
of a boolean Gröbner basis of the whole ideal w.r.t. a block order([7]).

In this section, we give a new approach to compute an elimination ideal
I∩B(Ā). The key fact is the following lemma concerning the structure of a
boolean polynomial ring B(Ā).

Lemma 26. A boolean polynomial ring B(A1, . . . , Am) is isomorphic to the di-
rect product B2m

. An isomorphism φ from B(A1, . . . , Am) to B2m

is given by
φ(f(A1, . . . , Am))i = f(ci

1, . . . , c
i
m) for each i = 1, . . . , 2m, where ci

1 · · · ci
m is a bi-

nary number representation of i−1. The inverse of φ is given by φ−1((a1, a2, . . . ,

a2m)) =
∑2m

i=1 ai(A1 +ci
1+1)(A2+ci

2+1) · · · (Am +ci
m+1). (Note that ci

k +1 = 1
if ci

k = 0 and ci
k + 1 = 0 if ci

k = 1.)

Proof. Proof is by induction on m. We first show the lemma for m = 1. Any
boolean polynomial of B(A1) has a form aA1 + b for some elements a and b

of B. By the definition, φ(aA1 + b))1 = b and φ(aA1 + b))2 = a + b, that is
φ(aA1 + b) = (b, a + b). It is easy to check that φ is a homomorphism. It is
also obvious that φ is a bijection. Let m > 1 and assume that the lemma
holds for m − 1. Note that any element of B(A1, . . . , Am) is uniquely repre-
sented as f(A2, . . . , Am)A1 + g(A2, . . . , Am) with some elements f(A2, . . . , Am)
and g(A2, . . . , Am) of B(A2, . . . , Am). Considering a boolean polynomial ring
B(A1, . . . , Am) as a boolean polynomial ring (B(A2, . . . , Am))(A1), it is isomor-
phic to B(A2, . . . , Am)2 with an isomorphism θ such that θ(f(A2, . . . , Am)A1 +
g(A2, . . . , Am)) = (g(A2, . . . , Am), f(A2, . . . , Am) + g(A2, . . . , Am) by the first
assertion we have shown above. By the assumption, we have an isomorphism
ψ from B(A2, . . . , Am) to B2m−1

given by ψ(f(A2, . . . , Am))i = f(c2, . . . , cm)
for each i = 1, . . . , 2m−1, where c2 · · · cm is a binary number representation
of i − 1. Now, a map φ from B(A1, . . . , Am) to B2m

defined by φ(f(Ā)) =
(ψ(θ(f(Ā))1), ψ(θ(f(Ā))2)) (the concatenation of two 2m−1-tuples ψ(θ(f(Ā))1)
and ψ(θ(f(Ā))2)) satisfies the property of the lemma.

The last assertion is obvious. �
This lemma together with Corollary 22 gives us a new algorithm to compute a
boolean Gröbner basis of an elimination ideal.
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Algorithm ElimBGB
Input: F a finite subset of B(Ā, X̄),

Ā parameter variables, > a term order of T (Ā)
Output: G a boolean Gröbner basis of the elimination ideal 〈F 〉∩B(Ā)

w.r.t. >.
begin
F ′ = {φ(f)|f ∈ F}
For i = 1 to 2m, compute the stratified boolean Gröbner basis
Gi of the ideal generated by F ′

i = {fi ∈B(Ā)|f ∈ F ′} w.r.t.
any term order of T (X̄).

For i = 1 to 2m, if Gi contains a non-zero element of B
then bi = such an element, else bi = 0.

G = a boolean Gröbner basis of the ideal 〈φ−1((b1, . . . , b2m))〉
w.r.t. >.

end.

In the above, φ is an isomorphism from (B(A1, . . . , Am))(X̄) to B2m

(X̄) ob-
tained as an extension of the isomorphism defined in Lemma 26.

We implemented the algorithm for a boolean ring B = {S ⊆ St|S is a finite
or co-finite set}, where St denotes a countable set of all strings.

We show how our algorithm works using an example of our computation.
In the following example, we have 30 variables X1, . . . , X30. a, b, . . . , t denote
strings, so {d, p}, {a, b}, . . . are elements of our B.

Example 4. Compute the eliminate portion 〈F 〉∩B(X1, X2, X3) for
F = {f1(X̄), f2(X̄), . . . , f18(X̄)} with
f1(X̄) = X1X3X18 + {d, p}X4X18X20 + X11X13 + {a, b}X6X10 + X5X18 + X4,

f2(X̄) = X2X5 +X4X5 +{k, q}X6X8 +X1X26X27+{c, k}X4X8 +X10+X6X10,

f3(X̄) = X1X2X4 + X3X5X10 + {d, i}X11 + X1 + X5 + X12X24X28,

f4(X̄) = X2X4 + {e, g}X3X4 + X1X12 + X12X15 + X5X10X12 + X3X11,

f5(X̄) = X1X3 + X1X5 + {j, l}X2X5X16 + X11X12 + X11X23 + X16 + 1,

f6(X̄) = X6X17 + X5X9X30 + {a, c}X8X10 + X1X12 + X25X29,

f7(X̄) = X1X11 + X12 + X2X8 + X3X11X12 + X11X12 + X4X6 + {b, e},
f8(X̄) = X2 + X4X7 + {c, f}X12X17X21 + X2X3X12 + X6X7 + X12 + X4X25 +

X1X11,

f9(X̄) = X3 + X3X4 + {k, m}X1X3 + X5X6 + {h, i}X7X24,

f10(X̄) = X1 + {g, i}X4X5X11 + {m, r}X1X9X11 + X2X6 + X11 + 1,

f11(X̄) = X3X20 + X5 + X7X5 + X11 + {l, o, s}X13X30 + X11X18X23,

f12(X̄) = X3X14 + {f, n, t}X1X2 + X2 + X11 + X11X15 + X19X22,

f13(X̄) = X2X7 + {f, j}X11 + X2X3 + X11X12 + X9X13 + X13,

f14(X̄) = X3X7 + X8 + {d, o}X8X13 + {c, t}X2X23 + X3X20X22 + 1,

f15(X̄) = X4X9 + X7X20 + {b, l}X8X19 + X20,

f16(X̄) = {a, e, n}X7X9 + X3X5 + X6X22 + {e, r}X18X29 + X19X21,

f17(X̄) = X3 + X14 + X17X18 + X3X4X19,

f18(X̄) = X7 + X7X21 + X23X24}.
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We apply the algorithm ElimBGB for F where X1, X2, X3 are parameters and
we use a purely lexicographic term order such that X1 < X2 < X3.

The isomorphism φ from B(X1, X2, X3) to B8 is given by φ(f(X1, X2, X3)) =
(f(0, 0, 0), f(0, 0, 1), f(0, 1, 0), f(0, 1, 1), f(1, 0, 0), f(1, 0, 1), f(1, 1, 0), f(1, 1, 1)).

F ′
1 = {f1(0, 0, 0, X4, . . . , X30), . . . , f18(0, 0, 0, X4, . . . , X30)}

F ′
2 = {f1(0, 0, 1, X4, . . . , X30), . . . , f18(0, 0, 1, X4, . . . , X30)}

...
F ′

8 = {f1(1, 1, 1, X4, . . . , X30), . . . , f18(1, 1, 1, X4, . . . , X30)}

Computation of a stratified boolean Gröbner basis for each F ′
i yields

b1 = 0, b2 = {i}, b3 = {k, q}, b4 = 0, b5 = 0, b6 = 0, b7 = 0, b8 = 0.

φ−1((0, {i}, {k, q}, 0, 0, 0, 0, 0)) =
{i}(X1 + 1)(X2 + 1)X3 + {k, q}(X1 + 1)X2(X3 + 1).

We finally have a desired stratified boolean Gröbner basis
G = {{i, k, q}X1X2X3 + {i, k, q}X2X3 + {i}X1X3 + {i}X3

+{k, q}X1X2 + {k, q}X2}.

Total computation time is 274seconds by a PC with 1.7GHZ pentium-M CPU and
2GB SDRAM. Whereas, a boolean Gröbner basis computation w.r.t. any term
order did not terminate in hours, a comprehensive Gröbner basis computation
with parameters X1, X2, X3 did not either terminate in hours.

In the algorithm ElimBGB, if we use a proper term order of T (X̄) we can also get
other eliminate portions. In the above example, we used a purely lexicographic
term order such that X4 < X5 < X6 < · · · < X30. From G1, G2, . . . , G8, for
example, if we use Gi∩B(X4, X5) instead of using a constant part bi, we can
get an elimination ideal 〈F 〉∩B(X1, . . . , X5). From which, we can compute the
stratified boolean Gröbner basis G of the elimination ideal 〈F 〉∩B(X3, X4, X5)
w.r.t. a purely lexicographic term order X3 < X4 < X5.

G = {{s, b, i, k, c, e, f, t, m, l}X3X4X5 + {i}X4X5 + {s, b, k, c, e, f, t, m, l}X3X5

+{s, b, i, k, c, e, f, t, m, l}X3X4 + {i}X4 + {s, b, k, c, e, f, t, m, l}X3,

{o}X5X4 + {o}X3X5 + {o}X4 + {o}X3,

(1 + {s, b, i, k, c, h, e, f, t, m, l})X3X4 + (1 + {s, b, i, k, c, h, e, f, t, m, l})X3}

6 Conclusions and Remarks

What the algorithm ElimBG computes is essentially a comprehensive boolean
Gröbner basis of 〈F 〉 with parameters Ā. The possible values for each param-
eter are not only 0 and 1 but also all elements of B. In the example of the
last section, possible values for each parameter X1, X2, X3 are all the subsets
of {a, b, c, . . . , s, t} and their complements. So, there are (221)3 = 263-many pos-
sible cases for all specializations, where as there are only 8 cases for 0 and 1
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specializations. In this sense, our algorithm is efficient. For m-many parameters,
however, our algorithm needs computations of 2m-many boolean Gröbner bases.
This is of course infeasible when m is big, our method is effective only when m

is small.
Complexity of boolean Gröbner bases computation is exponential in the num-

ber of variables in the worst case for both time and spaces. (So, the method based
on computations of boolean Gröbner bases is not quite unreasonable, since it is
an NP-hard problem to solve boolean equations.) Therefore, the method based
on the computation of boolean Gröbner bases w.r.t. some block order or the
naive method to compute comprehensive boolean Gröbner bases described in
section 4 should be more efficient than our method at least from the theoretical
point of view. (In case we have a parallel computation environment with enough
computer resources, it does not apply.) Nevertheless, our (sequential) computa-
tion experiments show the efficiency of our method. In the experiments, we used
randomly generated 32 sets of boolean polynomials with 20 to 30 variables with 5
parameters. For 15 examples, either a boolean Gröbner basis computation w.r.t.
a block order or a naive comprehensive boolean Gröbner basis computation did
not terminate in hours, whereas we successfully computed the elimination ideals
by our method for all examples.

The most important reason we are working on boolean Gröbner bases is that
they give us a canonical form of an ideal in a boolean polynomial ring. (See
[11] for a canonical boolean Gröbner basis besides a stratified boolean Gröbner
basis.) There are many other methods for solving boolean equations. Though we
introduced our method for the computation of boolean Gröbner bases, it can be
applied even for other computation methods for boolean equations such as an
algorithm in [3].

The results shown in Section 2 are very old classical results. The proof of
boolean strong Nullstellensatz is usually given by using Löwenheim’s formula.
We give a simple proof in this paper.
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Bases. In: Proceedings of the Seventh Asian Symposium on Computer Mathematics
(ASCM 2005), pp. 145–148 (2005)
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J. Symb. Comp. 36(3-4), 649–667 (2003)

14. Suzuki, A., Sato, Y.: A Simple Algorithm to Compute Comprehensive Gröbner
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Abstract. A collection of n − 2 idempotent quasigroups of order n is
called a large set if any two of them are disjoint, denoted by LIQ(n).
While the existence of ordinary LIQ(n) has been extensively studied, the
spectrums of large sets of idempotent quasigroups with various identities
remain open, for example, large set of Steiner pentagon quasigroups of
order 11 which is denoted by LSPQ(11). This paper describes some
computer searching efforts seeking to solve such problems. A series of
results are obtained, including the non-existence of LSPQ(11).

1 Introduction

The quasigroup problem has long been the focus of much interest in combina-
torics. Many classes of finite quasigroups attract such attention partly because
they are very natural objects in their own right and partly because they are
correlative to design theory. A number of hard combinatorial problems are also
raised by quasigroups. Over the last decade, the study of quasigroups has largely
benefited from the improvement of automated reasoning techniques. Many open
problems, to which the conventional mathematical methods are hard to apply,
have been solved by means of computer search. For example, a series of open
problems of the type from QG2 to QG9 were settled by several model gener-
ators such as MGTP,FINDER,SEM and the propositional satisfiability prover
SATO,DDPP respectively [4,8,12,10,11]. Later, the non-existence of QG2(10),
which used to be quite difficult, was established by Dubois et al. with their
specific-purpose program qgs [3]. In fact, quasigroups with certain identities are
highly structured. It is natural to translate the constraints for a quasigroup to
logic formulae or model it as a constraint satisfaction problem, which can be
effectively handled by these automatic tools.

A more challenging problem arising in this field is the large set problem for
various idempotent quasigroups. Unlike the above problems, we need to find a
set of quasigroups satisfying certain constraints rather than only one. Appar-
ently this is more difficult since the search space to be explored is exponentially
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more huge. Lie Zhu summarized some open cases of such problems in [13] and
[14]. Using the first order model generator SEM together with a novel searching
strategy, we are able to solve some of the problems. This paper gives a summary
of the experimental results and a brief description of the search method.

2 Preliminaries

2.1 Definitions

Firstly, let us recall some notations:

Definition 1 (Quasigroup). A quasigroup is an ordered pair (Q,⊕), where Q

is a set and ⊕ is a binary operation on Q such that the equations a ⊕ x = b and
y ⊕ a = b are uniquely solvable for every pair of elements a, b in Q.

For a finite set Q, the order of the quasigroup (Q,⊕) is denoted as |Q|.
A quasigroup (Q, ·) is idempotent if the identity x · x = x (briefly x2 = x)

holds for all x in Q. We denote an idempotent quasigroup of order n as IQ(n).
Two idempotent quasigroups (Q,⊕) and (Q, ·) are said to be disjoint if for

any x, y ∈ Q, x ⊕ y 
= x · y whenever x 
= y.

Definition 2 (Large Set). A collection of idempotent quasigroups (Q,⊕1),
(Q,⊕2), . . ., (Q,⊕n−2), where n = |Q|, is called a large set if any two of the
idempotent quasigroups are disjoint.

A large set of idempotent quasigroups of order n is denoted by LIQ(n).

Definition 3 (Steiner Pentagon Quasigroup). A quasigroup of order n

is called a Steiner pentagon quasigroup if it satisfies the identities {x2 = x,
(yx)x = y, x(yx) = y(xy)}, denoted by SPQ(n).

Obviously a SPQ(n) is a particular kind of IQ(n). A large set of Steiner pentagon
quasigroups of order n is denoted by LSPQ(n).

2.2 The Problems

The existence of LIQ(n) has already been established by Teirlinck and Lindner
[9], and Chang [1]. In [1], Chang concluded that there exists an LIQ(n) for any
n ≥ 3 with the exception n = 6. However, for IQs with certain identities, the
spectrum of large sets has not been explored extensively so far. Generally there
are two classes of IQs with which we are concerned in the paper. The first class
includes 7 kinds of idempotent quasigroups whose existence has been studied
systematically. These quasigroups satisfy following identities, respectively:

1. xy · yx = x Schröder quasigroup
2. yx · xy = x Stein’s third law
3. (xy · y)y = x C3-quasigroup
4. x · xy = yx Stein’s first law; Stein quasigroup
5. (yx · y)y = x
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6. yx · y = x · yx Stein’s second law
7. xy · y = x · xy Schröder’s first law

Any short conjugate-orthogonal identity, if nontrivial, is conjugate-equivalent
to one of them[2]. The large set of idempotent quasigroups satisfying property
(i) of order n is denoted by LIQ(i)(n). Since for some orders, there is no IQ,
Lie Zhu [14] summarized the open cases in the following list. They are of the
moderate orders, therefore may be suitable for computer search.

Table 1. Open Cases for LIQ of Moderate Sizes

1. LIQ(1)(8) LIQ(1)(12) LIQ(1)(13)

2. LIQ(2)(5) LIQ(2)(9) LIQ(2)(12)

3. LIQ(3)(4) LIQ(3)(7) LIQ(3)(10) LIQ(3)(13)

4. LIQ(4)(4) LIQ(4)(5) LIQ(4)(9) LIQ(4)(11)

5. LIQ(5)(5) LIQ(5)(7) LIQ(5)(8) LIQ(5)(11)

6. LIQ(6)(5) LIQ(6)(9) LIQ(6)(13)

7. LIQ(7)(8) LIQ(7)(9) LIQ(7)(13)

The second class of IQs is SPQ, which we already mentioned. It is known
[6,13] that the spectrum for Steiner pentagon quasigroups is precisely the set of
all positive integers n ≡ 1 or 5 (mod 10), except for n = 15. Zhu pointed out
that the smallest unknown order for LSPQ is 11.

3 Search for LIQs of Small Orders

SEM is a general-purpose search program for finding finite models. It accepts a
set of first order formulae as input and tries to find one or a specified number of
models. The size of the model should be given by the user. Since the search is
exhaustive, when the program terminates without finding any model, it means
that there is no model of the given size.

With the help of SEM, we are able to perform the search for LIQ(i)(n).
Without loss of generality, we assume the domain Q to be the set {0,1,. . . ,n−1}.
A quasigroup is actually a function f : Q × Q �→ Q satisfying the constraints

∀x∀y∀z(f(x, y) = f(x, z) → y = z)

and
∀x∀y∀z(f(x, y) = f(z, y) → x = z)

Hence to find a large set of quasigroups with some identity is to determine n−2
such functions, namely f1, f2, . . . , fn−2, with extra constraint of the identity, and
what’s more, the disjoint constraints:

∀x∀y(fi(x, y) = fj(x, y) → x = y)
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where i 
= j. All of these constraints, together with the functions, form the input
file for SEM.

We completed all the searches for LIQ(i)(n)s with n no more than 8. The
experiments were performed on an Intel 1.86GHZ 2CPU PC with Fedora 7 OS.
The results are listed in Table 2. For each of the order 8 cases, the execution time
of SEM ranges from 3 seconds to 3 minutes; for all other cases, the execution
time is much less than a second. For each case where there is no LIQ, we further
obtained the maximum number of disjoint quasigroups, denoted by D(i)(n),
which is also useful in mathematics. When D(i)(n) = 1, there are no disjoint
IQ(i)(n)s while IQ(i)(n)s do exist. We have used Mace4 [7] to double check the
results.

Table 2. Search Results for LIQ(i)(n)s with n ≤ 8

Identity i Order n Existence of LIQ D(i)(n)

1 8 YES -

2 5 NO 2

3 4 YES -
7 NO 2

4 4 YES -
5 NO 1

5 5 NO 1
7 NO 1
8 NO 3

6 5 NO 2

7 8 YES -

4 Search for LSPQ(11)

Intuitively, it seems infeasible to complete the computer search for LSPQ(11)
using the direct method. The highest order of LSPQ(n) that has been completed
by SEM is 10, but for order 11 it is much more difficult. Our experience is that,
even searching for a partial model of 4 disjoint SPQ(11)s would take as long as
4 hours without any result. Nevertheless, via a tactical utilization of SEM, we
are able to conclude the non-existence of LSPQ(11). The effectiveness of our
approach resides essentially in two strategies:

1. Constraint weakening.
2. Isomorphism elimination.

We know a permutation of a Domain Q is a one to one mapping (bijection)
from Q onto itself. Let us denote a first order theory, i.e., a set of first order
formulae by Σ. For two models M1 and M2 of Σ on Q, if there exists a permu-
tation P that maps one of them to the other, then M1 and M2 are isomorphic.
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Lemma 1. Given a first order theory Σ and a finite domain Q. If there is no
element in Q appearing in Σ as a constant, then for any model M of Σ on Q and
any permutation P on Q, the new interpretation P (M) obtained by performing
P on M is also a model of Σ on Q.

The lemma is straightforward since the assumption guarantees the interchange-
ablity of all elements in Q. Consequently, we have the following theorem which
serves as the foundation in our approach:

Theorem 1. Let Sn be the set of non-isomorphic SPQ(n)s. An LSPQ(n), if
there exists any, is isomorphic to an LSPQ(n) containing at least one SPQ(n)
in Sn.

Proof. First of all let us represent all the constraints for LSPQ(n) by first order
formulae and collect them in the set ΣLSPQ(n). ΣLSPQ(n) should be of the
following form:

ΣLSPQ(n) = {
∧

1≤i≤n−2

∀x∀y∀z(fi(x, y) = fi(x, z) → y = z),

∧

1≤i≤n−2

∀x∀y∀z(fi(x, y) = fi(z, y) → x = z),

∧

1≤i≤n−2

∀xfi(x, x) = x,

∧

1≤i≤n−2

∀x∀yfi(fi(y, x), x) = y,

∧

1≤i≤n−2

∀x∀yfi(x, fi(y, x)) = fi(y, fi(x, y)),

∧

1≤i<j≤n−2

∀x∀y(fi(x, y) = fj(x, y) → x = y)}

Apparently ΣLSPQ(n) is a first order theory with no constant appearing in its
formulae. Suppose there exists an LSPQ(n), namely L. So L is a model of
ΣLSPQ(n). Arbitrarily choose an SPQ(n) from L, it must be isomorphic to
some SPQ(n) A in Sn since all non-isomorphic SPQ(n)s are included in Sn.
Denote the permutation which maps the chosen one in L to A by P . Perform
the permutation P on L and denote the result by P (L), by lemma 1 P (L) is
a model of ΣLSPQ(n), i.e., an LSPQ(n). What’s more, A is contained in P (L)
because it is obtained by performing P on the originally chosen SPQ(n), which
is part of L. By definition L is isomorphic to P (L), hence the theorem holds. ��

Furthermore, it’s observed that a large set of idempotent quasigroups has the
following property:

Lemma 2. Suppose an LIQ(n)={(Q,⊕1), (Q,⊕2), . . ., (Q,⊕n−2)}, where n =
|Q|. For any x, y ∈ Q, if x 
= y, then the collection of x ⊕i y is exactly the set Q

excluding x and y, or formally, {x ⊕i y|1 ≤ i ≤ n − 2}=Q-{x,y}.
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Proof. For any 1 ≤ i ≤ n − 2, from the idempotent identity we have x ⊕i x = x

and y ⊕i y = y. Since (Q,⊕i) is a quasigroup and x 
= y, we have x ⊕i y 
= x,
otherwise the equation x ⊕i z = x with the unknown z is not uniquely solvable.
Similarly, we get x ⊕i y 
= y. Therefore, x ⊕i y ∈ Q − {x, y}. Also, the disjoint
property of large set implies that for any i 
= j, we have x ⊕i y 
= x ⊕j y. So
the cardinality of {x ⊕i y|1 ≤ i ≤ n − 2} is n − 2, equaling to the cardinality of
Q-{x,y}. The two sets are equal. ��

Now we explain the basic idea of our method. Suppose there are m non-
isomorphic SPQ(n)s in total, namely A1, A2, . . . , Am. By Theorem 1 we know
that LSPQ(n) exists if and only if there is an LSPQ(n) containing at least one
such Ai. Therefore without losing any non-isomorphic solution, we can safely
divide the search space into m (maybe intersecting) sub-spaces, each of which
corresponds to an Ai ∈ LSPQ(n). Now let’s consider any of the m situations.
While searching in the ith sub-space, the first SPQ(n) is prefixed to be Ai.
We are to determine the multiplication tables of the rest n − 3 SPQ(n)s in the
large set. We denote them by f i

2, f
i
3, . . . , f

i
n−2. For these n − 3 SPQs, it doesn’t

make any difference how they are ordered. We can choose a cell which is not on
the diagonal, for example, cell(0, 1), and sort them by the cell value. Lemma 2
implies that any f i

j(0, 1) and f i
k(0, 1) are different for j 
= k, thus we can fix

f i
2(0, 1) < f i

3(0, 1) < . . . < f i
n−2(0, 1) (1)

and (n − 3)! − 1 isomorphisms are then eliminated. Also, if n − 3 SPQ(n)s in
the large set are determined, the candidate for the last one is unique and can be
worked out immediately. This is because by Lemma 2, there is only one candidate
value left for each cell(x, y) where x 
= y, and the idempotent property forces each
cell(x, x) to be assigned x. What we need to do is to check if the candidate satisfies
the identities of SPQ and it is quite an easy job. So the task is reduced to finding
n − 4 disjoint SPQ(n)s which are all disjoint with Ai, and satisfying (1).

Although the problem is much simplified, it remains intractable for the open
case of order 11. We once tried one such subcase. SEM did not complete the
search after running a week, and finally the process was killed. However, it is
noticed that search for only one SPQ(11) that is disjoint with Ai could be
completed quite fast by SEM and it seems feasible to find all the solutions. If we
weaken the disjoint constraints for f i

j to be disjoint with Ai only, we can obtain
the candidate set for f i

j . Once all the candidates for f i
2, . . . , f

i
n−3 are found out,

we can check if a large set can be formed.
Our method can be summarized as the following procedure:

1. Find the set of all non-isomorphic SPQ(n)s: Sn = {A1, A2, . . . , Am}. Cur-
rently we use SEMD [5].

2. For each Ai in Sn, do the following:
2a Fix f i

1 to be Ai. For each f i
j (2 ≤ j ≤ n − 3) use SEM to find all the

candidates satisfying the following constraints:
i. The SPQ(n) identities.
ii. f i

j(0,1) equals to the (j−1)th smallest value in the set Q−{0, 1, f i
1(0,1)}.
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iii. Disjoint with f i
1.

and denote the candidate set by Ci
j .

2b Call the function SCAN(i,n) to find all the sets of n− 4 SPQs which are
disjoint with each other. If there are no such SPQs, try next Ai.

2c For each set of the disjoint SPQs calculate the possible solution for f i
n−2

and check if it is an SPQ(n). If so, an LSPQ(n) is discovered. If all the
sets fail to produce an LSPQ(n), try next Ai.

The program SCAN(i,n) is illustrated in Figure 1. It is a depth-first search
program to find all combinations of n − 4 disjoint SPQs. The n − 4 SPQs are
from Ci

2, C
i
3, . . . , C

i
n−3 separately. The program works by scanning the SPQs in

Ci
j (2 ≤ j ≤ n − 3) in sequence so as to pair up disjoint SPQs. The variable cur

is the current search depth, i.e, the number of the candidate set being scanned.
The current search path is kept in the array pnt. C i j is the array to store the
SPQs in the candidate set Ci

j and size[j] is the cardinality of Ci
j . Initially cur

is set to 3 and pnt[j] is set to 1.
If all SPQ(n)s in Sn have been tried and no LSPQ(n) is found, the process

terminates. Since the process is exhaustive, the non-existence of LSPQ(n) can
be established.

bool SCAN(i,n){
sol_num=0;
cur=3;
while(TRUE){

if(there exists some j, 1<j<cur, such that C_i_j[pnt[j]]
and C_i_cur[pnt[cur]] are not disjoint)
pnt[cur]++;

else {if(cur==n-3){
record pnt;
sol_num++;
pnt[cur]++;

}
else {cur++;

pnt[cur]=1;
}

}
while(pnt[cur]==size[cur]+1){

cur--;
if(cur<2){

if(sol_num==0) return FALSE;
return TRUE;

}
pnt[cur]++;

}
}

}

Fig. 1. The program SCAN(i,n)
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A1 | 0 1 2 3 4 5 6 7 8 9 10
---+---------------------------------
0 | 0 2 6 5 10 9 8 1 7 4 3
1 | 3 1 5 8 9 6 4 0 10 2 7
2 | 4 0 2 6 7 3 10 9 5 1 8
3 | 1 6 7 3 5 2 9 8 4 10 0
4 | 2 7 8 9 4 10 1 5 3 0 6
5 | 6 10 1 0 3 5 7 4 2 8 9
6 | 5 3 0 2 8 1 6 10 9 7 4
7 | 9 4 3 10 2 8 5 7 0 6 1
8 | 10 9 4 1 6 7 0 3 8 5 2
9 | 7 8 10 4 1 0 3 2 6 9 5
10 | 8 5 9 7 0 4 2 6 1 3 10

A2 | 0 1 2 3 4 5 6 7 8 9 10
---+---------------------------------
0 | 0 2 7 5 6 8 9 10 1 3 4
1 | 3 1 5 6 8 9 2 4 0 10 7
2 | 4 0 2 8 5 3 1 6 10 7 9
3 | 1 4 9 3 10 2 8 5 7 0 6
4 | 2 3 8 9 4 10 7 1 6 5 0
5 | 6 7 1 0 2 5 10 3 9 4 8
6 | 5 9 10 1 0 7 6 2 4 8 3
7 | 8 5 0 10 9 6 4 7 3 2 1
8 | 7 10 4 2 1 0 3 9 8 6 5
9 | 10 6 3 4 7 1 0 8 5 9 2

10 | 9 8 6 7 3 4 5 0 2 1 10

Fig. 2. Two non-isomorphic SPQ(11)s

Following the instructions above, we performed the search for LSPQ(11).
Firstly, there are only two non-isomorphic SPQ(11)s found by SEM, denoted by
A1 and A2 respectively. They are shown in Fig. 2.

The search for Ci
j , 1 ≤ i ≤ 2, 2 ≤ j ≤ 8 is performed on an IBM BladeCenter

with 8 2.5GHz PowerPC 970 2CPU processors. The search results are listed in
Table 3. The times are also given in seconds. From Table 3 we can see that the

Table 3. Experimental Result for Ci
j

Ci
j j: 2 3 4 5 6 7 8

i = 1 Solution Number 1055 940 980 979 1055 929 924
Running time 3593.13 3046.69 3362.07 3448.14 3590.43 3207.82 2994.13

i = 2 Solution Number 830 732 758 732 726 867 804
Running time 3614.09 2893.40 3418.53 3254.60 3374.20 3362.34 3167.44

cardinality of each set Ci
j is about 1000 and the running time doesn’t exceed one

hour in general.
For each of the two subspaces, we use the program in Fig. 1 to find 7 disjoint

SPQ(11)s from the candidate sets. After running about 1 minute on the PC, the
program returned FALSE for both cases, implying that LSPQ(11) doesn’t exist.

5 Discussion

It is interesting to notice that adding some redundant lemmas can greatly in-
fluence the running time of SEM. A remarkable evidence is the self-orthogonal
property of SPQ. An idempotent quasigroup (Q,⊕) is called self-orthogonal if

{(x ⊕ y, y ⊕ x)|x, y ∈ Q, x 
= y} = {(u, v)|u, v ∈ Q, u 
= v}.

The property can be represented by the conjunction of the following two first
order formulae.

∀x∀y(x 
= y → f(x, y) 
= f(y, x)) (2)
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∀x∀y∀z∀w(x 
= y∧z 
= w∧(x 
= z∨y 
= w) → f(x, y) 
= f(z, w)∨f(y, z) 
= f(w, z))
(3)

It is known that an SPQ(n) is self-orthogonal. Formula 2 can reduce the running
time greatly in our experiments. We once tried to search for LSPQ(9) directly by
SEM. It lasted for about 10 hours and still could not give a result. By contrast,
when formula 2 is added to the input file, the search is completed within a second,
confirming the non-existence of LSPQ(9). It is also helpful to the generating
process of Ci

j , reducing the running time from almost 24 hours to less than an
hour. However, when formula 3 is also added, in both cases the search would
slow down dramatically, almost as slow as when there are no lemmas. While
short lemmas are helpful, long ones may play a negative role. This issue may
deserve further investigation.

Although the method in section 4 is designed for LSPQ, it can be generalized
to LIQi(n)s or any other LIQs with similar identities. In addition, it can be
easily modified to find out the maximum disjoint IQs if necessary. The basic
idea is also suggestive to the automated search for other algebraic structures. We
have just applied the method to LIQ2(9), LIQ4(9), LIQ6(9) and LIQ7(9) and
established their nonexistences. It is hopeful that more open problems regarding
the existence of large set can be solved in the future.

6 Conclusion

Searching for large set of idempotent quasigroups (LIQs) presents new challenges
to computer scientists and mathematicians. The search space is much larger in
general. This paper presents some search results and techniques which appear
to be effective on the problem. The preliminary results are quite interesting to
Lie Zhu and provided useful information for his research.

To reduce the search time, we have used three techniques:(1) adding redundant
formulae to the original set of constraints; (2) dividing the set of constraints into
several subsets, and constructing a large set gradually by considering various
pairs of quasigroups; (3) employing the symmetry among the quasigroups in the
large set, in addition to the symmetry among domain elements.

While the above techniques have helped us to obtain some results on previ-
ously open cases, we are also developing other techniques and investigating more
difficult cases. Moreover, we will use other model finding tools in the future.
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