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Abstract. We present a formal method to determine whether there exist living
creatures in a given computational environment. Our proposal is based on study-
ing the evolution of the entropy of the studied system. In particular, we check
whether there exist entities decreasing the entropy in some parts, while increas-
ing it in the rest of the world, which fits into the well-known maximum entropy
production principle. The entropy of a computational environment is measured
in terms of its compression rate with respect to some compression strategy. Some
life-related notions such as biodiversity are quantified as well. These ideas are
presented by means of formal definitions. A toy example where a simple living
structure is identified in a video stream is presented, and some results are reported.

Keywords: Artificial Life, Maximum Entropy Principle, Compression
Algorithms.

1 Introduction

Whenever the important question of what is life is considered, the controversy eventu-
ally arises. For elementary school students, the answer is rather simple: Live beings are
those which feed themselves, relate with the environment, and reproduce. However, this
definition is neither operative nor precise enough in practice. On the one hand, defining
notions such as feeding, relating, and reproducing with enough generality to embrace
all kinds of living beings existing in Nature is not easy. Moreover, if Artificial Life is
considered [1,5,7,8,16], then defining these concepts is even more challenging. On the
other hand, the previous definition of life ignores some living beings that do not fulfill
some of the proposed conditions (e.g., mules do not reproduce).

In this regard, we may consider the Maximum Entropy Production Principle (see
e.g. [2,3,9,11]). Grossly speaking, this principle states the following ideas: (a) Due to
the Thermodynamics laws, the entropy of any environment must increase along time;
(b) living beings are repetitive patterns that increase the order in their environment by
their simple existence: Species are made of repetitive patterns (living individuals), and
the parts of a living being are repetitive themselves (organs, cells, etc); so, (c) if (a) and
(b) are not contradictory then living beings must generate more entropy around them
than the entropy reduced by the existence of their bodies themselves. That is, living
beings are entities with low entropy that increase the entropy around them as they live.
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Let us note that the definition of entropy actually depends on the kind of environment
we are considering. In a chemical environment, Thermodynamics provides appropriate
entropy notions. In an information environment, several notions of order and entropy
are available. For instance, Shannon’s Theorem [12] provides a classical definition of
entropy. This notion is restricted to a memoryless source, i.e. the probability of each
symbol is assumed to be independent of the symbols entering the remaining sites in the
chain. While being appropriate for some cases, this assumption is unrealistic in most
approaches. More generally, given two sequences of bits α1 and α2, we can find two
formal criteria C1 and C2 to measure the information entropy such that α1 is more
ordered than α2 for C1, and it is the other way around for C2. For instance, let us
suppose that C1 (respectively, C2) measures the order degree of a sequence of bits in
terms of the compression rate we achieve by applying a compression algorithm A1
(resp. A2) to the sequence. If the resulting compressed sequence is short then it means
that the compression algorithm finds repetitive patterns and regularities in the original
sequence, i.e. the original sequence is highly ordered. If the compressed sequence is
long then the original sequence represents a chaotic piece of information, i.e., a high
entropy environment is detected. Depending on whether A1 or A2 are applied, some
kinds of patterns will be detected as repetitive while some others will not (actually,
there does not exist any perfect compression strategy). Hence, if a general approach is
considered then the information entropy is a relative notion indeed.

In this paper we present a formal framework to detect living beings in information
streams. Following the Maximum Entropy Production Principle, we seek for low en-
tropy structures that increase the entropy around them. Compression algorithms are
used to define order and chaos in each case. In fact, the proposed method to detect
life is parameterized by the definition of entropy we wish to consider, i.e. by the spe-
cific compression algorithm we are considering. Several formal notions to detect life
and classify it, as well as to assess the biodiversity of the analyzed environment, are
considered. In addition, a toy example is considered and some experimental results are
reported. In particular, we search for structures fulfilling our definition of life within a
video stream representing an execution of the classical Snake game.

The rest of the paper is structured as follows. In the next section we present some
preliminary concepts and we use them to define Life in terms of compression rates
according to the Maximum Entropy Production Principle. Besides, we present some
concepts concerning the biodiversity of artificial ecosystems, and we deal with the no-
tions of births and deaths in our framework. In Section 3, we present an example where
we apply some of the proposed concepts to detect life in a game execution. Finally,
some conclusions and future work are given in Section 4.

2 Formal Model

In this section we present some basic notions to define and manipulate information in
our framework. We denote by world the information source where we search for living
structures. In formal terms, a world is a set of points located in the space and time where
each point has attached a binary value. We represent these sets by means of a function,
as shown below.
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Definition 1. An n−world is a partial function w : INn−→ {0, 1} with finite domain.
We say that the scope of w is the domain of w, and we denote it by Sw.

We denote by n-Worlds the set of all possible n−worlds. ��

Let us note that the previous definition uses n dimensions without making any special
difference to represent the time. In fact, we may assume that the time is just one of the n
dimensions. Thus, we can trivially represent dynamic worlds evolving in time. Next we
define the parts of a world. This notion will be required later to identify living structures
within a world. In addition, we represent some algebraic operators that will be used to
combine worlds.

Definition 2. Let w, w′ be two n−worlds. We say that w′ is a subworld of w, denoted
by w′ ⊆ w, if Sw′ ⊆ Sw and for all x ∈ Sw′ we have w′(x) = w(x).

Let w1, w2 be two n−worlds such that Sw1 ∩ Sw2 = ∅. The union of worlds w1
and w2, denoted by w1 ∪ w2, is a new world w with scope Sw = Sw1 ∪ Sw2 such that
w(x) = w1(x) if x ∈ Sw1 and w(x) = w2(x) if x ∈ Sw2 . ��

Once we can deal with subparts of a world, we can present some preliminary notions
to identify repetitive patterns inside it. Since living beings are parts of the world where
they exist, we can use subworlds to delimit those parts of the world that actually denote
living structures.

Let us note that if a given structure appears several times then we can codify the
presence of all its instances with a representation shorter than if these structures were
different. Thus, repetitive patterns allow to reduce the length of the codification of the
whole world where they are. If we consider this argument the other way around, repet-
itive patterns can be identified in a world by applying a compression algorithm to the
world. Essentially, a compression strategy is just a codification. That is, it is a transfor-
mation of a world into a sequence of bits. These transformations induce a compression
rate, that is, the rate between the length of the compressed sequence of bits and the size
of the world.

Definition 3. A compression strategy for n−worlds is a function C where we have
C : n-Worlds → {0, 1}∗.

Let w ∈ n-Worlds. The compression rate of C for w is defined as length(C(w))
| Sw | ,

and it is denoted by CompRate(C, w). ��

Let us note that we are considering a very general notion of compression strategy. For
instance, if we restricted ourselves to e.g. Huffman codes [4] or algorithms such as
LZW [14] then the generality of the framework would be reduced. In contrast, searching
for redundancies in several different ways is allowed in the proposed framework. For
instance, we may search for decompositions of frequencies by using the discrete Fourier
transformation or the discrete cosine transformation (see e.g. [6,10]) (in particular, the
JPEG transformation will be considered in the example presented at the end of the
paper). The generality of the previous definition will allow us to search for life patterns
in a broader sense than usual. In particular, the criterion to detect repetitive patterns
will depend on the particular compression strategy considered in each situation. Thus,
a pattern under a certain strategy could not be a pattern under another one. This reflects
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the fact that the interpretation given to the world strongly depends on the rational model
we use to describe that world. In our case, the considered rational model is denoted by
the compression strategy.

Next we define what a (living or not) repetitive pattern is. A pattern is a subworld
such that, when it is considered as part of a given world, the compression rate of the
world is reduced. In other words, a pattern allows to increment the order of the world
where it is inside. A subworld can be a pattern due to two different reasons. On the one
hand, a subworld can help to form redundancies in the world it belongs to. In this case,
we say that it is an exogenous pattern. On the other hand, a subworld can be a pattern
because it has many internal redundancies, in which case we say that it is an endogenous
pattern. In order to make such distinction, we take into account the compression rate of
the subworld as if it were isolated indeed.

Definition 4. Let w, w1, w2 be n−worlds such that w = w1 ∪ w2. We say that w1 is a
pattern in w under compression strategy C if CompRate(C, w) < CompRate(C, w2).

Besides, if CompRate(C, w1) ≥ CompRate(C, w2) then we say that w1 is an
exogenous pattern; if CompRate(C, w1) < CompRate(C, w2) then we say that w1 is
an endogenous pattern. ��

The previous definition does not imply that patterns have a low entropy level, but that
their entropy is low in relation with the entropy of the world where they exist. In fact,
even if a pattern is endogenous, it is not guaranteed that its entropy level is low, as the
rate is measured by taking into account the world it belongs to.

Patterns can be nested, that is, we can find life inside living entities. By introducing
this concept, we can manage notions such as cooperative living subentities constituting
global living entities. We assume that the same compression strategies are considered
at both nesting levels.

Definition 5. Let w1 be a pattern in w under compression strategy C and let w2 be
a pattern in w1 under compression strategy C. Then, we say that w2 is a subpattern
of w1. ��

Let us consider the notions of entropy and life. Intuitively, and following the ideas
shown in [9], a living creature is a structure that maintains low entropy inside it, while
increasing the entropy of the environment surrounding it. Thus, in order to decide
whether a pattern is a living pattern or not, we have to compare the entropy of the
pattern with that of its surroundings. We define the entropy of a subworld as the ratio
between the entropy of that subworld and that of the world it belongs to. Next we intro-
duce a notion of pattern which is parameterized by an entropy threshold. It allows us to
compare patterns in terms of their relative level of order with respect to their world.

Definition 6. Let w, w′ be two worlds such that w′ is a subworld of w. The entropy
level of w′ in w under compression strategy C, denoted by Entropy(C, w′, w), is

given by CompRate(C,w′)
CompRate(C,w) .

We say that w′ is an α−ordered pattern of w under compression strategy C if w′ is
a pattern of w under compression strategy C and Entropy(C, w′, w) < α for a given
constant α. ��
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Even if a pattern is ordered inside its world, this does not imply that the pattern is
a living pattern. We must also take into account that living entities must increase the
entropy around them. Thus, we need to detect if there exists an evolution towards higher
entropy. Reasoning about how some parameter evolves requires to identify a dimension
of the world (or linear combination of them) as the time dimension, i.e. we have to
define what is the direction of the evolution. Next we define sequences of increasing
entropy. We say that a pattern is alive if it keeps a low entropy level along the evolution
of its world and, simultaneously, the entropy level of its world increases along time.

Definition 7. Let w1, . . . , wn, w be worlds such that w =
⋃n

i=1 wi. We say that the
sequence w1 · · · wn is an evolution of entropy under compression strategy C if for any
i, j with 1 ≤ i < j ≤ n we have CompRate(C, wi) < CompRate(C, wj).

Let w, w′, w′′ be worlds such that w = w′ ∪ w′′ and w′ is an α−ordered pattern of
w under compression strategy C. Let w1 · · · wn with w =

⋃n
i=1 wi be an evolution of

entropy under compression strategy C. We say that w′ is an α−living pattern across
w1 · · · wn under C if there exist two sequences w′

1 · · ·w′
n with w′ =

⋃n
i=1 w′

i and
w′′

1 · · · w′′
n with w′′ =

⋃n
i=1 w′′

i , such that w′′
1 · · · w′′

n is an evolution of entropy under C
and for all 1 ≤ i ≤ n we have that wi = w′

i ∪ w′′
i and w′

i is an α−ordered pattern of wi

under C. ��

It is worth to point out that w′
1 · · · w′

n (that is, the sequence representing the evolution
of the living entity) could also be an evolution of entropy. That is, the internal entropy
of an alive creature could also be increasing, provided that it is still a pattern inside its
world. Intuitively, this implies that the tendency of the world towards chaos must be
faster than the tendency of the living entity itself.

As we said before, the evolution of the entropy is not constrained to follow a specific
direction. Since there are different ways to split a world into scenes, there exist several
possible interpretations of time, and all notions depend on this choice. This increases
the generality of the proposed framework. Let us remark that we are dealing with in-
formation, so our definition must be independent of the possible transformations being
applied to such information. For instance, let us suppose that the world represents a
video stream. Each temporal frame of the video could be located in a different part of
the x axis of the information stream (e.g., a file). The evolution of the video over time
is codified by locating each frame in a specific physical area of the stream. Hence, a
flexible way to identify the time dimension must be provided.

It is worth to point out that the previous definition does take into account one of
the factors considered critical for identifying life in terms of the Maximum Entropy
Production Principle [9]. According to this principle, living creatures generate entropy
in their surroundings. That is, they are the reason of the increment of entropy. In our
approach, we detect life by just observing information, that is, we do not interact with
it. Hence, we do not have the capability of changing the observing environment, which
would allow us to check an alternative scenario where the creature does not exist. This
would allow us to compare the evolution of the entropy in both cases, which is required
to determine if the existence of the creature causes it. Studying the case where it is
possible to interact with the analyzed environment is out of the scope of this paper and
is left as future research.
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Once we have proposed our notion of life, we can use it to define some higher level
concepts. Next we consider the notion of subliving patterns. A subliving pattern is a
living entity inside another living entity. In particular, the world of a subliving entity is
the living entity it belongs to.

Definition 8. Let w′ be an α−living pattern across w1 · · · wn under the compression
strategy C, and let w′′ be an α−living pattern across w′

1 · · · w′
n under the compression

strategy C such that w′ =
⋃n

i=1 w′
i and for all 1 ≤ i ≤ n we have w′

i ⊆ wi. Then, we
say that w′′ is an α−subliving pattern of w′ across w1 · · ·wn under C. We say that w′ is
a fully α−living pattern across w1 · · · wn if there exist m worlds w′

1, . . . , w
′
m (m ≥ 2)

such that w′ =
⋃m

i=1 w′
i and for all 1 ≤ i ≤ m we have that w′

i is an α−subliving
pattern of w′ across the evolution w1 · · · wn. ��

As stated in [13], the biological diversity is the variety and variability among living
organisms and the ecological environments in which they occur. Thus, the diversity
can be defined as the number of different items and their relative frequency. In order
to calculate the biodiversity of a world in our framework, we have to consider the life
existing in it. Nevertheless, since diversity is required, the biodiversity does not increase
by considering very similar living beings. On the contrary, the diversity is high only if it
is possible to find a subset of the world such that its diversity is high. This subset should
be defined in such a way that its members are canonical representatives of the different
models of life appearing in the ecosystem. Then, the biodiversity will be calculated
by considering two factors: The internal diversity of the subset (which indicates that
present models are different among them) and its size (which indicates the amount
of diverse life in the ecosystem). Hence, we calculate the biodiversity of a world by
selecting the set that maximizes both factors together.

Definition 9. Let w1 · · · wn be an evolution of entropy under C, and let w =
⋃n

i=1 wi.
The α−biodiversity of w1 · · · wn under the compression strategy C is defined as:

max
{

| Sw′ |
| Sw | · CompRate(C, w′)

∣
∣
∣
∣ w′ =

m⋃

i=1

w′
i ∧ ∀ 1 ≤ i ≤ m : w′

i ∈ L

}

where L denotes the set of all α−living patterns across w1 · · · wn under the compression
strategy C. ��

In the previous definition, we search the set of living beings such that, considering this
set as a whole, the compression rate is the highest (which indicates that the diversity is
high). At the same time, we search for the set whose size is as closer as possible to the
size of the whole world (which indicates that the amount of diverse life is high). The
multiplication of both factors provides our measure of biodiversity. Let us remark that
the biodiversity is monotonic non-decreasing with respect to α. This is because higher
values of α increase the freedom to choose living patterns, which allows to maximize
the biodiversity value. In particular, those sets we can consider with a lower α can also
be selected with a higher one.

The proposed formal framework also allows to define the notions such as births and
deaths for living entities. For the sake of clarity, in previous definitions we assumed that
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each alive entity is alive during the whole considered period (i.e., during the considered
evolution of entropy). Nevertheless, we can extend the previous concepts to deal with a
more general situation where creatures are born and die.

In the following definition we introduce the concepts of birth and death. Let us re-
mark that both concepts are relative to the entropy level α required in each case to
determine if patterns are alive.

Definition 10. Let w1 · · · wm be an evolution of entropy under the compression strat-
egy C and let w′ be an α−living pattern across wk · · · wn under the compression strat-
egy C, where 1 ≤ k ≤ n ≤ m. Finally, let w =

⋃n
i=k wi.

We say that the α−birth date of w′ is wk if there does not exist w′′ ⊆ wk−1 such that
w′′ is an α−ordered pattern of wk−1 under the compression strategy C and w′ ∪ w′′ is
an α−ordered pattern of wk−1 ∪ w under the compression strategy C.

We say that the α−death date of w′ is wn if there does not exist w′′ ⊆ wn+1 such
that w′′ is an α−ordered pattern of wn+1 under the compression strategy C and w′∪w′′

is an α−ordered pattern of wn+1 ∪ w under the compression strategy C. ��

The intuitive idea behind the dates of birth and death is that they are dates such that it
is not possible to extend the life of the creature after its death or before its birth.

3 Experiments

In this section we present an example of the framework presented in this paper by using
a classical software game. This game is Snake. Essentially, the goal of this game consists
in making the snake to grow up as much as possible by eating all the food it finds in the
world. The snake dies either if it crashes against a part of its own body or against one
of the walls surrounding the world. In addition to the original rules of the classic game,
we introduce a new concept that will be necessary to deal with the proposed notion
of life: Rubbish. When the snake eats something, it randomly produces rubbish in the
surroundings next to it. This simulates the degradation of the environment caused by
life. Since our notion of life requires that the entropy of the environment grows along
time, a kind of degradation will be required to find life in this system.

We represent an execution of this game by means of a world. According to
Definitions 1, 2, and 3, we consider a 3-world (2 spacial dimensions plus the time)
where the size of each spacial dimension is 512. A frame of the scene (that is, the infor-
mation of the world for a specific time) is shown in Figure 3 (left). The food is shown
in blue color and the snake is green. In the following, we will use w to represent a
subworld denoting a single frame.

Living structures are images moving across the screen along time, so we must be able
to systematically search for parts of the image to be considered as possible living struc-
tures. In order to do it, we present an algorithm that automatically considers different
ways to split the screen into pieces of different size and assesses the suitability of each
piece to denote a living structure. The main part of the algorithm is depicted in the adja-
cent figure. This heuristic greedy algorithm looks for a square whose size is a divisor of
n, being n the length of each spatial dimension. The cost of the algorithm is O(log(n)).
Intuitively, the algorithm works as follows: First, we split the image into four quadrants.
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Fig. 1. A world representing an image (left) and the evolution of compression rate (c.r.) of the
world and the snake (right)

We choose the quadrant where the conditions required to find life are best suited (that
is, the square has low entropy but, at the same time, the entropy evolves along time
in the rest of the frame). The function BestComp abstracts the criterion used to make
this selection. Next, this quadrant is split again into four quadrants, and so on. When the
process finishes, that is, when the minimal size is reached, the best square considered
so far (regardless of its size) is identified. For the sake of clarity, some subsequent oper-
ations of the algorithm are not depicted in the figure. In order to extend the best square
in some directions, other squares adjacent to it are considered. If the figure resulting
by adding an adjacent square is better suited, then we take it as new best figure, and
we repeat the same process for some additional turns. In this way, more complex forms
(not just squares) can be formed. More formally, given a subworld w denoting a frame,
the algorithm chooses two different subworlds w1 and w2, that is, subsets of w, fulfill-
ing the following conditions. The first subworld, w1, is the rectangular area chosen by
applying the algorithm depicted in Figure 2. We define w2 as the the rest of the frame,
that is, we have w = w1 ∪ w2 with Sw1 ∩ Sw2 = ∅.

As we said before, we consider that the entropy of a subworld is the ratio between the
compression rate of that subworld and that of the world it belongs to. So, our notion of
entropy is a notion of relative order between a subworld and the world this subworld is
inside. Following this idea, we perform an experiment to determine whether the snake
should be considered an (artificial) alive creature according to the proposed notions.
We use the JPEG compression algorithm to measure the entropy along time: Each in-
dividual frame is compressed by using this algorithm, and the evolution of resulting
compression rates are considered. As we said before, other compression algorithms
lead to different implicit definitions of what should be considered an ordered pattern
and what should not.

In Figure 3 (right) we can observe the evolution of the entropy along the time of w1
(the snake) and w (the world). Since the snake represents a simple repetitive pattern, the
complexity of its JPEG codifications (that is, the size of the compressed images repre-
senting its frames along time) do not significantly increase along time. On the contrary,
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input : An n-world represented by a Bitmap Matrix H of size
n × n.

output: A bitmap denoting a good life candidate within the
world.

n ← (n DIV 2) × 2 ;
size ← n

2 ;
B ← MAXINT; left ← 1; right ← n; up ← 1; down ← n;
while (size ≥ 1) do

leftnew ← left;
rightnew ← right;
upnew ← up;
downnew ← down;
if (B ≥ BestComp(H ,left, right

2 , up, down
2 )) then

leftnew ← left;
rightnew ← right

2 ;
upnew ← up;
downnew ← down

2 ;
B ← BestComp(H ,left, right

2 , up, down
2 );

end
if (B ≥ BestComp(H , right

2 ,right, up, down
2 )) then

leftnew ← right
2 ;

rightnew ← right;
upnew ← up;
downnew ← down

2 ;
B ← BestComp(H , right

2 ,right, up, down
2 );

end
(. . . continue);

end

input : An n-world represented by a Bitmap Matrix H of size
n × n.

output: A bitmap denoting a good life candidate within the
world.

n ← (n DIV 2) × 2 ;
size ← n

2 ;
B ← MAXINT; left ← 1; right ← n; up ← 1; down ← n;
while (size ≥ 1) do

(. . . continue);
if (B ≥ BestComp(H , right

2 ,right, down
2 , down)) then

leftnew ← right
2 ;

rightnew ← right;
upnew ← down

2 ;
downnew ← down;
B ← BestComp(H , right

2 ,right, down
2 , down);

end
if (B ≥ BestComp(H ,left, right

2 , down
2 , down)) then

leftnew ← left;
rightnew ← right

2 ;
upnew ← down

2 ;
downnew ← down;

end
left ← leftnew;
right ← rightnew;
up ← upnew ;
down ← downnew ;
size ← size

2 ;
end

Fig. 2. Searching good life candidate in an image

the JPEG codifications of frames representing the world become longer as time passes.
Since the snake increases the rubbish every time it eats, the amount of rubbish increases
along time, and representing this information in the compressed format requires more
bits. Since the entropy of the snake remains low and the entropy of its world increases
along time, we can conclude that the snake represents an alive pattern according to the
notions presented in previous sections. Let us note that, as we have already commented
before, we need that the amount of rubbish increases as the snake eats and grows. Oth-
erwise, the world would reduce its entropy along time. Let us note that the compression
rate of an empty world is better (uniformly colored areas are easier to compress). Thus,
if the rubbish were not generated then the world of the snake would not be globally tend
towards chaos according to the selected compression strategy.

4 Conclusions and Future Work

In this paper we have presented a formal framework to identify living entities inside an
abstract information environment. Following the Maximum Entropy Production Prin-
ciple, the proposed method is based on the analysis of the entropy of the components
of the system. More precisely, we have compared the entropy of entities with the evo-
lution of the entropy of the world they belong to. The entropy is measured in terms
of compression rates. This allows us to measure the order degree of some informa-
tion in a computational environment. Other related concepts, including notions such
as death, biodiversity, or biologic families, have been discussed. We have illustrated
the proposed concepts with a toy example where a living entity is detected in a simple
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game execution. Since the compression rate degrades but, simultaneously, the analyzed
pattern remains ordered along time, we have concluded that this entity constitutes an
alive entity according to the Maximum Entropy Production Principle.

As future work, we want to apply the proposed formal framework to analyze the
presence of life in classical artificial environments. In particular, we wish to compare
our definition of Life with Class IV considered by [15] and the Lambda metric pro-
posed by [7] in the specific context of Cellular Automata. Besides, we wish to define
alternative life detection notions. Contrarily to the formal notions presented in this pa-
per, which are based on the simple observation of the environment, we wish to consider
an alternative framework where we could extract conclusions by interacting with the
analyzed environment.
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comments.
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